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The technology of extracting energy from the wind has evolved dramatically over the last 
few decades, and there have, up until now, been relatively few attempts to describe that 
technology in a single textbook. The lack of such a text, together with a perceived need, 
provided the impetus for writing this book. 

The material in this text has evolved from course notes from Wind Energy Engineering, 
a course which has been taught at the University of Massachusetts since the mid 1970s. 
These notes were later substantially revised and expanded with the support of the US 
Department of Energy’s National Renewable Energy Laboratory. 

This book provides a description of the topics which are fundamental to understanding 
the conversion of wind energy to electricity and its eventual use by society. These topics 
span a wide range, from meteorology through many fields of engineering to economics and 
environmental concerns. The book begins with an introduction which provides an overview 
of the technology, and explains how it came to take the form it has today. The next chapter 
describes the wind resource and how it relates to energy production. Chapter 3 discusses 
aerodynamic principles and explains how the wind’s energy will cause a wind turbine’s 
rotor to turn. Chapter 4 delves into the dynamic and mechanical aspects of the turbine in 
more detail, and considers the relation of the rotor to the rest of the machine. Chapter 5 
provides a sumtnary of the electrical aspects of wind energy conversion, particularly 
regarding the actual generation and conversion of the electricity. Chapter 6 discusses the 
design of wind turbines and the key issues involved. Chapter 7 examines wind turbine and 
wind system control. Chapter 8 discusses siting of wind turbines and their integration into 
electrical systems both large and small. Chapter 9 concerns the economics of wind energy. 
It describes economic analysis methods and shows how wind energy can be compared with 
conventional forms of generation. Finally, Chapter 10 describes the environmental aspects 
of  wind energy generation. 

This book is intended primarily as a textbook for engineering students and for 
professionals in related fields who are just getting into wind energy. It is also intended to be 
used by anyone with a good background in math and physics who wants to gain familiarity 
with the subject. It should be useful for those interested in wind turbine design per se. For 
others, it should provide enough understanding of the underlying principles of wind turbine 
operation and design to appreciate more fully those aspects in which they have a particular 
interest. These areas include turbine siting, grid integration, environmental issues, 
economics, and public policy. 

The study of wind energy spans such a wide range of fields. Since it is likely that 
many readers would not have a background in all of them, most of the chapters include 
some introductory material. Where appropriate, the reader is referred to other sources for 
more details. Solutions to the problems set at the end of the book can be found at: 
www.wiley.co.uk/ windenergy. 
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S 

The re-emergence of the wind as a significant source of the world's energy must rank as one 
of the significant developments of the late 20th century. The advent of the steam engine, 
followed by the appearance of other technologies for converting fossil fuels to useful 
energy, would seem to have forever relegated to insignificance the role of the wind in 
energy generation. In fact, by the mid 1950s that appeared to be what had already happened. 
By the late 1960s, however, the first signs of a reversal could be discerned, and by the early 
1990s it was becoming apparent that a fundamental reversal was underway. 

To understand what was happening, it is necessary to consider five main factors. First of 
all there was a need. An emerging awareness of the finiteness of the earth's fossil fuel 
reserves as well as of the adverse effects of burning those fuels for energy had caused many 
people to look for alternatives. Second, there was the potential. Wind exists everywhere on 
the earth, and in some places with considerable energy density. Wind had been widely used 
in the past, for mechanical power as well as transportation. Certainly, it was conceivable to 
use it again. Third, there was the technological capacity. In particular, there had been 
developments in other fields, which, when applied to wind turbines, could revolutionize 
they way they could be used. These first three factors were necessary to foster the re- 
emergence of wind energy, but not sufficient. There needed to be two more factors, first of 
all a vision of a new way to use the wind, and second the political will to make it happen. 
The vision began well before the 1960s with such individuals as Poul la Cour, Albert Betz, 
Palmer Putnam, and Percy Thomas. It was continued by Johannes Juul, E. W. Golding, 
Ulrich Hutter, and William Heronemus, but soon spread to others too numerous to mention. 
At the beginning of wind's re-emergence, cost of energy from wind turbines was far higher 
than that from fossil fuels. Government support was required to carry out research, 
development, and testing; to provide regulatory reform to allow wind turbines to 
interconnect with electrical networks; and to offer incentives to help hasten the deployment 
of the new technology. The necessary political will for this support appeared at different 
times and to varying degrees, in a number of countries: first in the United States, Denmark, 
and Germany, and now in much of the rest of the world. 

The purpose of this chapter is to provide an overview of wind energy technology today, 
so as to set a context for the rest of the book. It addresses such questions as: What does 
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modern wind technology look like? What is it used for? How did it get this way? Where is it 
going? 

1. 

A wind turbine, as described in this book, is a machine which converts the power in the 
wind into electricity. This is in contrast to a ‘windmill’, which is a machine which converts 
the wind’s power into mechanical power. As electricity generators, wind turbines are 
connected to some electrical network. These networks include battery charging circuits, 
residential scale power systems, isolated or island networks, and large utility grids. In terms 
of total numbers, the most frequently found wind turbines are actually quite small - on the 
order of SO kW or less. In terms of total generating capacity, the turbines that make up the 
majority of the capacity are in general rather large - in the range of 500 kW to 2 MW. These 
larger turbines are used primarily in large utility grids, mostly in Europe and the United 
States. A typical modern wind turbine, connected to a utility network, is illustrated in Figure 
1.1. 

Figure 1.1 Modern wind turbine. Reproduced by permission of NEG Micon 

To understand how wind turbines are used, it is useful to briefly consider some of the 
fundamental facts underlying their operation. In modern wind turbines, the actual 
conversion process uses the basic aerodynamic force of lift to produce a net positive torque 
on a rotating shaft, resulting first in the production of mechanical power and then in its 
transformation to electricity in a generatar. Wind turbines, unlike almost every other 
generator, can produce energy only in response to the wind that is immediately available. It 
is not possible to store the wind and use it a later time. The output of a wind turbine is thus 
inherently fluctuating and non-dispatchable. (The most one can do is to limit production 
below what the wind could produce.) Any system to which a wind turbine i s  connected must 
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in some way take this variability into account. In larger networks, the wind turbine serves to 
reduce the total electrical load and thus results in a decrease in either the number of 
conventional generators being used or in the fuel use of those that are running. In smaller 
networks, there may be energy storage, backup generators, and some specialized control 
systems. A further fact is that the wind is not transportable: it can only be converted where it 
is blowing. Historically, a product such as ground wheat was made at the windmill and then 
transported to its point of use. Today, the possibility of conveying electrical enerby via 
power lines compensates to some extent for wind’s inability to be transported. In the future, 
hydrogen-based energy systems may add to this possibility. 

1.1 .I 

Today, the most common design of wind turbine, and the only kind discussed in any detail 
in this book, is the horizontal axis wind turbine (HAWT). That is, the axis of rotation is 
parallel to the ground. HAWT rotors are usually classified according to the rotor orientation 
(upwind or downwind of the tower), hub design (rigid or teetering), rotor control (pitch vs. 
stall), number of blades (usually two or thee blades), and how they are aligned with the 
wind (free yaw or active yaw). Figure 1.2 shows the upwind and downwind configurations. 

Modern wind turbine design 

Wind 
direction 

/ 
Wind 
direction 

Upwind Downwind 

re 1.2 HAWT rotor configurations 

The principal subsystems of a typical horizontal axis wind turbine are shown in Figure 
1.3. These include: 
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The rotor, consisting of the blades and the supporting hub 
0 The drive train, which includes the rotating parts of the wind turbine (exclusive of the 

rotor); it usually consists of shafts, gearbox, coupling, a mechanical brake, and the 
generator 

0 The nacelle and main frame, including wind turbine housing, bedplate, and the yaw 
system 
The tower and the foundation 

0 The machine controls 
The balance of the electrical system, including cables, switchgear, transformers, and 
possibly electronic power converters 

Foundation U 
Figure 1.3 Major components of a horizontal axis wind turbine 

The main options in wind machine design and construction include: 

Number of blades (commonly two or three) 
Rotor orientation: downwind or upwind of tower 

0 Blade material, construction method, and profile 
Hub design: rigid, teetering or hinged 
Power control via aerodynamic control (stall control) or variable pitch blades (pitch 
control) 

0 Fixed or variable rotor speed 
0 Orientation by self aligning action (free yaw), or direct control (active yawl 
0 Synchronous or induction generator 
0 Gearbox or direct drive generator 



Introduction: Modern Wind Energy and its Origins 5 

A short introduction to and overview of some of the most important components 
follows. A more detailed discussion of the overall design aspects of these components. and 
other important parts of a wind turbine system, is contained in Chapters 3, 4, 5 ,  6, and 7 of 
this book. 

1.1.1.1 Rotor 
The rotor consists of the hub and blades of the wind turbine. These are often considered to 
be its most important components from both a performance and overall cost standpoint. 

Most turbines today have upwind rotors with three blades. There are some downwind 
rotors and a few designs with two blades. Single-blade turbines have been built in the past, 
but are no longer in production. Most of the intermediate sized turbines, especially from 
Denmark, have used fixed blade pitch and stall control (described in Chapters 3, 6, and 7). 
A number of US manufacturers have used pitch control, and the general trend now seems to 
be an increased use of pitch control, especially in larger machines. The blades on the 
majority of turbines are made from composites, primarily fiberglass reinforced plastics 
(GRP), but sometimes woodepoxy laminates are used. These subjects are addressed in 
more detail in the aerodynamics chapter (Chapter 3) and the design chapter (Chapter 6). 

Drive train 
ive train consists of the rotating parts of the wind turbine. These typically include a 

low-speed shaft (on the rotor side), a gearbox, and a high-speed shaft (on the generator 
ther drive train components include the support bearings, one or more couplings, a 

brake, and the rotating parts of the generator (discussed separately in the next section). The 
purpose of the gearbox is to speed up the rate of rotation of the rotor from a low value (tens 
of rpm) to a rate suitable for driving a standard generator (hundreds or thousands of rpm). 
Two types of gearboxes are used in wind turbines: parallel shaft and planetary. For larger 
machines (over approximately 500 kW), the weight and size advantages of planetary 
gearboxes become more pronounced. Some wind turbine designs use specially designed, 
low-speed generators requiring no gearbox. 

While the design of wind turbine drive train components usually follows conventional 
mechanical engineering machine design practice, the unique loading of wind turbine drive 
trains requires special consideration. Fluctuating winds and the dynamics of large rotating 
rotors impose significant varying loads on drive train components. 

1.1.1.3 Generator 
Nearly all wind turbines use either induction or synchronous generators. Both of these 
designs entail a constant or near-constant rotational speed of the generator when the 
generator is directly connected to a utility network. 

The majority of wind turbines installed in grid connected applications use induction 
generators. An induction generator operates within a narrow range of speeds slightly higher 
than its synchronous speed (a four-pole generator operating in a 60 Hz grid has a 
synchronous speed of 1800 rpm). The main advantage of induction generators is that they 
are rugged, inexpensive, and easy to connect to an electrical network. 

An option for electrical power generation involves the use of a variable speed wind 
turbine. There are a number of benefits that such a system offers, including the reduction of 
wear md tear on the wind turbine and potential operation of the wind turbine at maximum 
efficiency over a wind range of wind speeds, yielding increased energy capture. Although 
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there are a large number of potential hardware options for variable speed operation of wind 
turbines, power electronic components are used in most variable speed machines currently 
being designed. When used with suitable power electronic converters, either synchronous or 
induction generators can run at variable speed. 

1.1.1.4 Nacelle and yaw system 
This category includes the wind turbine housing, the machine bedplate or main frame, and 
the yaw orientation system. The main frame provides for the mounting and proper 
alignment of the drive train components. The nacelle cover protects the contents from the 
weather. 

A yaw orientation system is required to keep the rotor shaft properly aligned with the 
wind. The primary component i s  a large bearing that connects the main frame to the tower. 
An active yaw drive, generally used with an upwind wind turbine, contains one or more yaw 
motors, each of which drives a pinion gear against a bull gear attached to the yaw bearing. 
This mechanism is controlled by an automatic yaw control system with its wind direction 
sensor usually mounted on the nacelle of the wind turbine. Sometimes yaw brakes are used 
with this type of design to hold the nacelle in position, Free yaw systems (meaning that they 
can self-align with the wind) are commonly used on downwind wind machines. 

1.1.1.5 Tower and foundation 
This category includes the lower structure and the supporting foundation. The principal 
types of tower design currently in use are the free standing type using steel tubes, lattice (or 
truss) towers, and concrete towers. For smaller turbines, guyed towers are also used. Tower 
height is typically 1 to 1.5 times the rotor diameter, but in any case is normally at least 
20 m. Tower selection is greatly influenced by the characteristics of the site. The stiffness of 
the tower is a major factor in wind turbine system dynamics because of the possibility of 
coupled vibrations between the rotor and tower. For turbines with downwind rotors, the 
effect of tower shadow (the wake created by airflow around a tower) on turbine dynamics, 
power fluctuations, and noise generation must be considered. For example, because of the 
tower shadow, downwind turbines are typically noisier than their upwind counterparts. 

1.1.1.6 Controls 
The control system for a wind turbine is important with respect to both machine operation 
and power production. A wind turbine control system includes the following components: 

8) Sensors - speed, position, flow, temperature, current, voltage, etc. 
* Controllers - mechanical mechanisms, electrical circuits, and computers 
8) Power amplifiers - switches, electrical amplifiers, hydraulic pumps and valves 
6 Actuators - motors, pistons, magnets, and solenoids 

The design of control systems for wind turbine application follows traditional control 
engineering practices. Many aspects, however, are quite specific to wind turbines, and are 
discussed in Chapter 7 .  Wind turbine control involves the following three major aspects and 
the judicious balancing of their requirements: 
8) Setting upper bounds on and limiting the torque and power experienced by the drive 

train. 
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0 Maximizing the fatigue life of the rotor drive train and other structural components in the 
presence of changes iii the wind direction, speed (including gusts), and turbulence, as 
well as sta.rt-stop cycles of the wind turbine. 
Maximizing the energy production, 

.7 Balance of electric 
In addition to the generator. the wind turbine system utilizes a number of orher electrical 
components. Some examples are cables, switchgear, transformers, power electronic 
converters, power factor correction capacitors, yaw and pitch motors. Details of the 
electrical aspects of wind turbines themselves are contained in Chapter 5 .  ~nterconn~ction 
wirh electrical networks is discussed in Chapter 8. 

1.1.2 Power output prediction 

T h e  power output of a wind turbine varies with wind speed and every wind turbine has a 
characteristic power performance curve. With such a curve it is possible to predict the 
energy production of a wind turbine without considering the technical details of its various 
components. The power curve gives the electrical power output as a function of the hub 
height wind speed. Figure 1.4 presents an example of a power curve for a hypothetical wind 
turbine. 

240 

200 

9 160 

62 

24 g 120 

80 

40 

/ Rated 

cut-out 

/ 
4 6 8 10 12 14 16 18 20 22 

Wind speed, i d s  

Figure 1.4 Typical wind turbine power curve 
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The performance of a given wind turbine generator can be related to three key points on 
the velocity scale: 

Cut-in speed: the minimum wind speed at which the machine will deliver useful power 
Rated wind speed: the wind speed at which the rated power (generally the maximum 
power output of the electrical generator) is reached 
Cut-out speed: the maximum wind speed at which the turbine is allowed to deliver power 
(usually limited by engineering design and safety constraints) 

Power curves for existing machines can normally be obtained from the manufacturer. 
The curves are derived from field tests, using standardized testing methods. As is discussed 
in Chapter 6, it is aiso possible to estimate the approximate shape of the power curve for a 
given machine. Such a process, however, is by no means a simple task because it involves 
determination of the power characteristics of the wind turbine rotor and electrical generator, 
gearbox gear ratios, and component efficiencies. 

1.1.3 Other wind turbine concepts 

The wind turbine overview provided above assumed a topology of a basic type, namely one 
that employs a horizontal axis rotor, driven by lift forces. It is worth noting that a vast 
number of other topologies have been proposed, and in some cases built. None of these has 
met with the same degree of success as those with a horizontal axis, lift driven rotor. A few 
words are in order, however, to summarize briefly some of these other concepts. The closest 
runner up to the H A W  is the Darrieus vertical axis wind turbine. This concept was studied 
extensively in the both the United States and Canada in the 1970s and 1980s. Despite some 
appealing features, it was never able to match corresponding H A W S  in cost of energy. 
However, it is possible that the concept could emerge again for some applications. 

Another concept that appears periodically is the concentrator. The idea is to channel the 
wind to increase the productivity of the rotor. The problem i s  that the cost of building an 
effective concentrator which can also withstand occasional extreme winds has always been 
more than the device was worth. 

Finally, a number of rotors using drag instead of lift have been proposed. One concept, 
the Savonius rotor, has been used for some small water pumping applications. There are two 
fundamental problems with such rotors: ( I )  they are inherently inefficient (see comments on 
drag machines in Chapter 3), and (2) it is difficult to protect them from extreme winds. It is 
doubtful whether such rotors will ever achieve widespread use in wind turbines. 

The reader interested in some of the variety of wind turbine concepts may wish to 
consult Nelson (1996). This book provides a description of a number of innovative wind 
systems. Reviews of various types of wind machines are given in Eldridge (1980) and Le 
Gourieres (1982). Some of the more innovative designs are documented in work supported 
by the US Department of Energy (1979, 1980). A few of the many interesting wind turbine 
concepts are illustrated in Figures 1.5 and 1.6. 
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Horizontal axis turbines 

Single bladed Three-bladed U 
Double bladed multi-bladed 

Bicycle 
multi-bladed 

Down-wind 
Sail wing 

Multi-rotar Counter-rotating blades 

Cross-wind Cross-wind Diffuser Concentrator Unconfined vortex 
Savonius paddles 

Figure 1.5 Various concepts for horizontal axis turbines (Eldridge, 1980) 
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hield 
Savonius Multi-bladed 

Savonius Plates Cupped 

’\ 

A-Darrieus Turbine 
Combinations 

ieus Split Savonius Magnus 

Others 

Confined Vortex Deflector Sunlight Venturi 

re 1.6 Various concepts for vertical axis turbines (Eldridge, 1980) 
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.2 

It is worthwhile to consider some of the history of wind energy. The history serves to 
illustrate the issues that wind energy systems still face today, and provides insight into why 
turbines look the way they do. In the following summary, emphasis is given to those 
concepts which have particular relevance today. 

The reader interested in a fuller description of the histoiy of wind energy is referred to 
Park (1981) . Eldridge (1980), Inglis (1978), Freris (1990), Dodge (2000), and Ackermann 
and Soder (2000). Golding (1977) presents a history of wind turbine design from the ancient 
Persians to the mid-1950s. In addition to a sumrnary of the historic uses of wind power, 
Johnson (1985) presents a history of wind electric generation, and the US research work of 
the 1970-85 period on horizontal axis, vertical axis and innovative types of wind turbines. 
The most recent comprehensive historical reviews of wind energy systems and wind 
turbines are contained in the books of Spera (1994), Gipe (1995), and Harrison et al. (2000). 
Eggleston and Stoddard (I  987) give a historical perspective of some of the key components 
of modern wind turbines. erger (1997) provides a fascinating picture of the early days o€ 
wind’s re-emergence, particularly of the California wind farms. 

1.2.1 

The first windmills on record were built by the Persians in approximately 900 AD. It is of 
note that these windmills (illustrated in Figure 1.7) had vertical axes and were drag type 
devices. As such they were inherently inefficient, and particularly susceptible to damage in 
high winds. 

A brief history of windmills 

Figure 1.7 Early Persian windmill (Gipe, 1995) 

Wind energy made its appearance in Europe during the Middle Ages. These windmills 
all had horizontal axes. They were used for nearly any mechanical task, including water 
pumping, grinding grain, sawing wood, and powering tools. The early mills were built on 
posts, so that the entire mill could be turned to face the wind (or yaw) when its direction 
changed. These mills normally had four blades. The number and size of blades presumably 
was based on ease of construction as well as an empirically determined efficient solidity 
(ratio of blade area to swept area). A typical European windmill is illustrated in Figure 1.8 
(Hills, 1994). 
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Figure 1.8 European smock mill (Hills, 1994). Reproduced by permission of Cambridge University 
Press 

The wind continued to be a major source of energy in Europe through the period just 
prior to the Industrial Revolution, but began to recede in importance after that time. The 
reason that wind energy began to disappear is primarily attributable to its non- 
dispatchability and its non-transportability. Coal had many advantages which the wind did 
not possess. Coal could be transported to wherever it was needed and used whenever it was 
desired. When coal was used to fuel a steam engine, the output of the engine could be 
adjusted to suit the load. Waterpower, which has some similarities to wind energy, was not 
eclipsed so dramatically. This is no doubt because wnterpower is to some extent 
transportable (via canals) and dispatchable (by using ponds as storage). 

Prior to its demise, the European windmill had reached a high level of design 
sophistication. In the later mills (or ‘smock mills’), the majority of the mill was stationary. 
Only the top would be moved to face the wind. Yaw mechanisms included both manually 
operated arms, and separate yaw rotors. Blades had acquired somewhat o f  an airfoil shape 
and included some twist. The power output of some machines could be adjusted by an 
automatic control system. This was the forerunner of the system used by James Watt on 
steam engines. In the windmill’s case a fly bail governor would sense when the rotor was 
speeding up. The ‘skin’ over the blade framework consisted of multiple small Raps, 
resembling Venetian blinds. The governor was attached via linkages to the flaps. It would 
open the flaps, thereby reducing the power, and hence speed, when the governor was going 
faster than nominal. It would close the flaps when more power was needed. 

One significant development in the 18th century was the introduction of scientific testing 
and evaluation of windmills. The Englishman John Smeaton, using such apparatus as 
illustrated in Figure 1.9, discovered three basic rules that are still applicable: 

o The speed of the blade tips is ideally proportional to the speed of wind 
The maximum torque is proportional to the speed of wind squared 
The maximum power is proportional to the speed of wind cubed 
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Figure ,9 Srneaton’s laboratory windmill testing apparatus 

The 18th century European windmills represented the culmination of one approach to 
using wind for mechanical power and included a number of features which were later 
incorporated into some early electricity generating wind turbines. 

As the European windmills were entering their final years, another variant of windmill 
came into widespread use in the United States. This type of windmill, illustrated in Figure 
1.10, was most notably used for pumping water, particularly in the West. They were used on 
ranches for cattle and to supply water for the steam railroads. These mills were distinctive 
for their multiple blades and are often referred to as ‘fan mills’. One of their most 
significant features was a simple but effective regulating system. This allowed the turbines 
to run unattended for long periods. Such regulating systems foreshadowed the automatic 
control systems which are now an integral part of modern wind turbines. 

Figure 1.10 American water pumping windmill design (US Department of Agriculture) 
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1.2.2 

The initial use of wind for electric generation, as opposed to for mechanical power, included 
the successful commercial development of small wind generators and research and 
experiments using large wind turbines. 

When electrical generators appeared towards the end of the nineteenth century, it was 
reasonable that people would try to turn them with a windmill rotor. In the United States, 
the most notable early example was built by Charles Brush in Cleveland, Ohio in 1888. The 
Brush turbine did not result in any trend, but in the following years, small electrical 
generators did become widespread. These small turbines. pioneered most notably by 
Marcellus Jacobs and illustrated in Figure 1.1 1, were in some ways the logical successors to 
the water pumping fan mill. They were also significant in that theis rotors had three blades 
with true airfoil shapes and began to resemble the turbines of today. Another feature of the 
Jacobs turbine was that it was typically incorporated into a complete, residential scale power 
system, including battery storage. The Jacobs turbine is considered to be a direct forerunner 
of such modern small turbines as the Bergey and Southwest Windpower machines. The 
expansion of the central electrical grid under the auspices of the Rural Electrification 
Administration during the 1930s marked the beginning of the end of the widespread use of 
small wind electric generators, at least for the time being. 

Early wind generation of electricity 

re 1.11 Jacobs turbine (Jacobs. 1961) 

The first half of the 20th century also saw the construction or conceptualization of a 
number of larger wind turbines which substantially influenced the development of today’s 
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technology. Probably the most important sequence of turbines was in Denmark. Between 
1891 and 1918 Poul La Cow: built more than 100 electricity generating turbines in the 20-35 
kW size range. His design was based on the latest generation of Danish smock mills. One of 
its more remarkable features was that the electricity was used to produce hydrogen, and the 
hydrogen gas was then used for lighting. La Cour’s turbines were followed by a number of 
turbines made by Lykkegaard Ltd. and F. L. Smidth & CO prior to World War 11. These 
ranged in size from 30 to 60 kW. Just after the war, Johannes Juul erected the 200 kW 
Gedser turbine. illustrated in Figure 1.12, in southeastern Denmark. This three-bladed 
machine was particularly innovative in that it employed aerodynamic stall for power control 
and used an induction generator, rather than the more conventional (at the time) 
synchronous generator. An induction generator is much simpler to connect to the grid than 
i s  a synchronous generator. Stall is also a simple way to control power. These two concepts 
formed the core of the strong Danish presence in wind energy in the 1980s (see 
http:llwww.risoe.dk/ and http:llwww.windpower.dk for more details on wind energy in 
Denmark). One of the pioneers in wind energy in the 3950s was Ulrich Hiitter in Germany. 
His work focused on applying modem aerodynamic principles to wind turbine design. Many 
of the concepts he worked with are still in use in some form today. 

Figure 1.12 Danish Gedser wind turbine. Reproduced by permission of Danish Wind Turbine 
Manufacturers 

In the United States, the most significant early large turbine was the Smith-Putnam 
machine, built at Grandpa’s Knob in Vermont in the late 1930s (Putnam, 1948). With a 
diameter of 53.3 m and a power rating of 1.25 MW, this was the largest wind turbine ever 
built up until that time and for many years thereafter. This turbine, illustrated in Figure 1.13, 
was also significant in that it was the first large turbine with two blades. In this sense it was 



16 Wind Energy Explained 

a predecessor for the two-bladed turbines built by the US Department of Energy in the late 
1970s and early 1980s. The turbine was also notable in that the company that built it, S. 
Morgan Smith, had long experience in hydroelectric generation and intended to produce a 
commercial line of wind machines. Unfortunately, the Smith-Putnam turbine was too large, 
too early, given the level of understanding of wind energy engineering, It suffered a blade 
failure in 1945, and the project was abandoned. 

1.2.3 The re-emergence of wind energy 

The re-emergence of wind energy can be considered to have begun in the late 1960s. The 
book Silent Spring (Carson, 1962) made many people aware of the environmental 
consequences of industrial development. Limits to Growth (Meadows et al., 1972) followed 
in the same vein, arguing that unfettered growth would inevitably lead to either disaster or 
change. Among the culprits identified were fossil fuels. The potential dangers of nuclear 
energy also became more public at this time. Discussion of these topics formed the 
backdrop for an environmental movement which began to advocate cleaner sources of 
energy. 

Figure 1.13 Smith-Putnam wind turbine (Eldridge, 1980) 

Tn the United States, in spite of growing concern for environmental issues, not much 
new happened in wind energy development until the Oil Crises of the mid-1970s. Under the 
Carter administration, a new effort was begun to develop 'alternative' sources of energy, 
one of which was wind energy. The US Department of Energy (DOE) sponsored a number 
of projects to foster the development of the technology. Most of the resources were 
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allocated to large machines, with mixed results. These machines ranged from the 100 kW 
(38 m diameter) NASA MOD-0 to the 3.2 MW Boeing MOD-5B with its 98 m diameter. 
Much interesting data was generated but none of the large turbines led to commercial 
projects. DOE also supported development of some small wind turbines and built a test 
facility for small machines at Rocky Flats, Colorado. A number of small manufacturers of 
wind turbines also began to spring up, but there was not a lot activity until the late 1970s. 

The big opportunities occurred as the result of changes in the utility regulatory structure 
and the provision of incentives. The US federal government, through the Public Utility 
Regulatory Policy Act of 1978 required utilities (1) to allow wind turbines to connect with 
the grid and (2) to pay the ‘avoided cost’ for each kWh the turbines generated and fed into 
the grid. The actual avoided cost was debatable, but in many states utilities would pay 
enough that wind generation began to make economic sense. In addition, the federal 
government and some states provided investment tax credits to those who installed wind 
turbines. The state which provided the best incentives, and which also had regions with 
good winds, was California. It was now possible to install a number o€ small turbines 
together in a group (‘wind farm’), connect them to the grid, and make some money. 

The California wind rush was on. Over a period of a few years, thousands of wind 
turbines were installed in California, particularly in the Altamont Pass, San Gorgonio Pass, 
and Tehachipi. A typical installation is shown in Figure 1.14. The installed capacity reached 
approximately 1500 MW. The early years of the California wind rush were fraught with 
difficulties, however. Many of the machines were essentially still prototypes, and not yet up 
to the task. An investment tax credit (as opposed to a production tax credit) is arguably not 
the best way to encourage the development and deployment of productive machines, 
especially when there is no means for certifying that machines will actually perform as the 
manufacturer claims. When the federal tax credits were withdrawn by the Reagan 
administration in the early 1980s, the wind rush collapsed. 

Figure 1.14 California wind fann (National Renemable Energy Laboratory) 
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ind turbines installed in California were not limited to those made in the United 
States. In fact, it was not long before Danish turbines began to have a major presence in the 
California wind farms. The Danish machines also had some teething problems in California, 
but in general they were closer to producti'on quality than were their US counterparts. When 
all the dust had settled after the wind rush had ended, the majority of US manufacturers had 
gone out of business. The Danish manufacturers had restructured or merged, but had in 
some way survived. 

During the 1990s, a decade which saw the demise (in 1996) of the largest US 
manufacturer, Kennetech Windpower, the focal point of wind turbine manufacturing 
definitively moved to Europe, particularly Denmark and Germany. Concerns about global 
warming and continued apprehensions about nuclear power have resulted in a strong 
demand for more wind generation there and in other countries as well. Some of the major 
European suppliers are setting up manufacturing plants in other countries, such as Spain, 
India and the United States. 

Over the last 25 years, the size of the largest commercial wind turbines, as illustrated in 
Figure 1.15, has increased from approximately 50 kW to 2 MW, with machines up to 5 MW 
under design. The total installed capacity in the world as of the year 2001 was 
approximately 20,000 MW, with the majority of installations in Europe. Offshore wind 
energy systems are also under active development in Europe. Design standards and machine 
certification procedures have been established, so that the reliability and performance are far 
superior to those of the 1970s and 1980s. The cost of energy from wind has dropped to the 
point that in some sites it is nearly competitive with conventional sources, even without 
incentives. In those countries where incentives are in place, the rate of development is quite 
strong. 
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Figure LI.5 Representative size. height, and diameter of wind turbines 

1.2.41 Technological underpinnings of modern wind mrbines 

Wind turbine technology, dormant for many years, awoke at the end of the 20th century to a 
world of new opportunities. Developments in many other areas of technology were adapted 
to wind turbines and have helped to hasten their re-emergence. A few of the many areas 
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which have contributed to the new generation of wind turbines include materials science, 
computer science, aerodynamics, analytical methods, testing, and power electronics. 
Materials science has brought new composites for the blades, and alloys for the metal 
components. Developments in computer science facilitate design, analysis, monitoring, and 
control. Aerodynamic design methods, originally developed for the aerospace industry, have 
now been adapted to wind turbines. Analytical methods have now developed to the point 
where it is possible to have a much clearer understanding of how a new design should 
perform than was previously possible. Testing using a vast array of commercially available 
sensors and data collection and analysis equipment allows designers to better understand 
how the new turbines actually perform. Power electronics is a relatively new area which is 
just beginning to be used with wind turbines. Power electronic devices can help connect the 
turbine’s generator smoothly to the electrical network; allow the turbine to run at variable 
speed, producing more energy, reducing fatigue damage, and benefiting the utility in the 
process; facilitate operation in a small, isolated network; and transfer energy to and from 
storage. 

1.2.5 Trends 

Wind turbines have evolved a great deal over the last 25 years. They are more reliable, more 
cost effective, and quieter. It cannot be concluded that the evolutionary period is over, 
however. It should still be possible to reduce the cost of energy at sites with lower wind 
speeds. Turbines for use in remote communities still remain to be made commercially 
viable. The world of offshore wind energy is just in its infancy. There are tremendous 
opportunities in offshore locations but many difficulties to be overcome. As wind energy 
comes to supply an ever larger fraction of the world’s electricity, the issues of intermittency, 
transmission, and storage must be revisited. 

There will be continuing pressure for designers to improve the cost effectiveness of 
turbines for all applications. Improved engineering methods for the analysis, design, and for 
mass-produced manufacturing will be required. Opportunities also exist for the development 
of new materials to increase wind turbine life. Increased consideration will need to be given 
to the requirements of specialized applications. In all cases, the advancement of the wind 
industry represents an opportunity and challenge for a wide range of disciplines, especially 
including mechanical, electrical, materials, aeronautical, controls and civil engineering as 
well as computer science. 
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2.1 

This chapter will review an important topic in wind energy: wind resources and 
characteristics. The material covered in this chapter can be of direct use to other aspects of 
wind energy which are discussed in the other sections of this book. For example, knowledge 
of the wind characteristics at a particular site is relevant to the following topics: 

Systems design - System design requires knowledge of representative average wind 
conditions, as well as information on the turbulent nature of the wind. This information is 
used in the design of a wind turbine intended for a particular site. 

0 Performance Evaluation - Performance evaluation requires determining the expected 
energy productivity and cost effectiveness of a paxticular wind energy system based on 
the wind resource. 
Siting - Siting requirements can include the assessment or prediction of the relative 
desirability of candidate sites for one or more wind tutbines. 

0 Operations - Operation requirements include the need for wind resource information that 
can be used for load management, operational procedures (such as start-up and shut- 
down), and the prediction of maintenance or system life. 

The chapter starts with a general discussion of wind resource characteristics, followed 
by a section on the characteristics of the atmospheric boundary layer that: are directly 
applicable to wind energy applications. The next two sections present a number of topics 
that enable one to analyze wind data, make resource estimates, and determine wind turbine 
power production from wind resource data, or from a liniited amount of wind data (such as 
average wind speed). Next, a summary of available worldwide wind resource assessment 
data is given. The following section reviews wind resource measurement techniques and 
instrumentation. The chapter concludes with a summary of a number of advanced topics in 
the area of wind resource characterization. 

The importance of these subjects is emphasized by the size of sections on wind 
characteristics and resources in wind energy reference textbooks. These include the classic 
references of Golding (1977) and Putnam (1948) as well as books by Eldridge (1980), 
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Johnson (1985), Freris (1990) and Spera (1994). In addition, use will be made of the wind 
resource material included in several books devoted to this subject. These include the work 
of Justus (1978), Hiester and Pennell(1981), and the text of Rohatgi and Nelson (1994). 

2.2 General Characteristics of the Wind Resource 

In discussing the general characteristics of the wind resource it is important to consider such 
topics as the global origins of the wind resource, the general characteristics of the wind, and 
estimates of the wind resource potential. 

2.2.1 Wind resource: global origins 

2.2.1.1 Overall global patterns 
Global winds are caused by pressure differences across the earth’s surface due to the uneven 
heating of the earth by solar radiation. For example, the amount of solar radiation absorbed 
at the earth’s surface is greater at the equator than at the poles. The variation in incoming 
energy sets up convective cells in the lower layers of the atmosphere (the troposphere). 
Thus, in a simple flow model, air rises at the equator and sinks at the poles. The circulation 
of the atmosphere that results from uneven heating is greatly influenced by the effects of the 
rotation of the earth (at a speed of about 600 kilometers per hour at the equator, decreasing 
to zero at the poles). In addition, seasonal variations in the distribution of solar energy give 
rise to variations in the circulation. 

The spatial variations in heat transfer to the earth’s atmosphere create variations in the 
atmospheric pressure field that cause air to move from high to low pressure. The pressure 
gradient force in the vertical direction is usually cancelled by the downward gravitational 
force. Thus, the winds blow predominately in the horizontal plane, responding to horizontal 
pressure gradients. At the same time, there are forces that strive to mix the different 
temperature and pressure air masses distributed across the earth‘s surface. In addition to the 
pressure gradient and gravitational forces, inertia of the air, the earth‘s rotation, and friction 
with the earth’s surface (resulting in turbulence), affect the atmospheric winds. The 
influence of each of these forces on atmospheric wind systems differs depending on the 
scale of motion considered. 

As shown in Figure 2.1, worldwide wind circulation involves large-scale wind patterns, 
affecting prevailing near surface winds, that cover the entire planet. It should be noted that 
this model is an oversimplification because it does not reflect the effect that land masses 
have on the wind distribution. 

2.2.1.2 Mechanics of wind motion 
In one of the simplest models for the mechanics of the atmosphere’s wind motion, four 
atmospheric forces can be considered. These include pressure forces, the Coriolis force 
caused by the rotation of the earth, inertial forces due to large-scale circular motion, and 
frictional forces at the earth‘s surface. 
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Figure 2.1 Surface winds of worldwide circulation pattern (Hiester and Pennell, 1981) 

The pressure force on the air (per unit mass), Fp is given by: 

-1 d p  
p d n  

F =-- 
(2.2.1) 

where p is the density of the air and n is the direction normal to lines of constant pressure. 
Also, ;p/& is defined as the pressure gradient normal to the lines of constant pressure, or 
isobars. The Coriolis force (per unit mass), F, a fictitious force caused by measurements 
with respect to a rotating reference frame (the earth), is expressed as: 

Fc =fl (2.2.2) 

where U is the wind speed, and f is the Coriolis parameter [ f = 2w sin(@)]. @ represents 
the latitude and w the angular rotation of the earth. Thus, the magnitude of the Coriolis 
force depends on wind speed and latitude. The direction of the Coriolis force is 
perpendicular to the direction of motion of the air. The result of these two forces, called the 
geostrophic wind, tends to be parallel to isobars (see Figure 2.2). 

Low pressure region 

Motion commences 
due to pressure gradient 

High pressure region 

Figure 2.2 Illustration of the geostrophic wind; Fp , pressure force on the air; Fp , Coriolis force 
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The magnitude of the geostrophic wind, U,, is a function of the balance of forces and is 
given by: 

(2.2.3) 

This is an idealized case since the presence of areas of high and low pressures cause the 
isobars to be curved. This imposes a further force on the wind, a centrifugal force. The 
resulting wind, called a gradient wind, Cry , is shown in Figure 2.3. 

Figure 2.3 Illustration of the gradient wind; U ,  ; R,  radius of curvature 

forces: 
The gradient wind is also parallel to the isobars and is the result of the balance of the 

i r  - fug--- I d p  
R P h  

where R is the radius of curvature of the path of the air particles, and 

(2.2.4) 

(2.2.5) 

A final force on the wind is due to friction at the earth’s surface. That is, the earth’s 
surface exerts a horizontal force upon the moving air, the effect of which is to retard the 
flow. This force decreases as the height above the ground increases and becomes negligible 
above the boundary layer (defined as the near earth region of the atmosphere where viscous 
forces are important). Above the boundary layer, a frictionless wind balance is established, 
and the wind flows with the gradient wind velocity along the isobars. Friction at the surface 
causes the wind to be diverted more toward the low-pressure region. More details 
concerning the earth’s boundary layer and its characteristics will be given in later sections. 
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2.2.1.3 Other atmospheric circulation patterns 
The general circulation flow pattern described previously best represents a model for a 
smooth spherical surface. In reality, the earth's surface varies considerably, with large ocean 
and land masses. These different surfaces can affect the flow of air due to variations in 
pressure fields, the absorption of solar radiation, and the amount of moisture available. 

The oceans act as a large sink for energy. Therefore, the movement of air is often 
coupled with the ocean circulation. All these effects lead to differential pressures which 
affect the global winds and many of the persistent regional winds, such as occur during 
monsoons. In addition, local heating or cooling may cause persistent local winds to occur on 
a seasonal or daily basis. These include sea breezes and mountain winds. 

Smaller scale atmospheric circulation can be divided into secondary and tertiary 
circulation (see Rohatgi and Nelson, 1994). Secondary circulation occurs if the centers of 
high or low pressure are caused by heating or cooling of the lower atmosphere. Secondary 
circulations include the following: 

0 Hurricanes 
Monsoon circulation 

0 Extratropical cyclones 

Tertiary circulations are small-scale, local circulations characterized by local winds. 
These include the following: 

Land and sea breezes 
Valley and mountain winds 
Monsoon-like flow (example: flow in California passes) 
Foehn winds (dry high-temperature winds on the downwind side of mountain ranges) 
Thunderstorms 
Tornadoes 

Examples of tertiary circulation, valley and mountain winds, are shown in Figure 2.4. 
During the day, the warmer air of the mountain slope rises and replaces the heavier cool air 
above it. The direction reverses at night, as cold air drains down the slopes and stagnates in 
the valley floor. 

An understanding of these wind patterns, and other local effects. is important for the 
evaluation of potential wind energy sites. 

Warm air Warm air Cool air Cool a r  

Day Night 
Figure 2.4 Diurnal valley and mountain wind (Rohatgi and Nelson, 1994). Reproduced by permission 
of Alternative Energy Institute 
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2.2.2 General Characteristics o j  Wind 

Atmospheric motions vary in both time (seconds to months) and space (centimeters to 
thousands of kilometers). Figure 2.5 summarizes the time and space variations of 
atmospheric motion as applied to wind energy. As will be discussed in later sections, space 
variations are generally dependent on height above the ground and global and local 
geographical conditions. 
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Figure 2.5 Time and space scales of atmospheric motion (Spera, 1994). Reproduced by permission of 
ASME. 

2.2.2.1 Variations in time 
Following conventional practice, variations of wind speed in time can be divided into the 
following categories: 

0 Inter-annual 
0 Annual 

Diurnal 
Short-term (gusts and turbulence) 

A review of each of these categories as well as comments on wind speed variation due 
to location and wind direction follows. 

Inter-annual Inter-annual variations in wind speed occur over time scales greater than 
one year. They can have a large effect on long-term wind turbine production. The ability to 
estimate the inter-annual variability at a given site is almost as important as estimating the 
long-term mean wind at a site. Meteorologists generally conclude that it takes 30 years of 
data to determine long-term values of weather or climate and that it takes at least five years 
to arrive at a reliable average annual wind speed at a given location. Nevertheless. shorter 
data records can be useful. Aspliden et al. (1986) note that one statistically developed rule of 
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thumb is that one year of record data is generally sufficient to predict long-term seasonal 
mean wind speeds within an accuracy of 10% with a confidence level of 90%. 

Researchers are still looking for reliable prediction models for long-term mean wind 
speed. The complexities of the interactions of the meteorological and topographical factors 
that cause its variation make the task difficult. 

Annual Significant variations in seasonal or monthly averaged wind speeds are common 
over most of the world. For example, for the eastern one-third of the United States, 
maximum wind speeds occur during the winter and early spring. Spring maximums occur 
over the Great Plains, the North Central States, the Texas Coast, in the basins and valleys of 
the West, and the coastal areas of Central and Southern California. Winter maximums occur 
over all US mountainous regions, except for some areas in the lower Southwest, where 
spring maximums occur. Spring and summer maximums occur in the wind corridors of 
Oregon, Washington, and California. 

Figure 2.6 illustrates seasonal changes of monthly wind speed for Billings, Montana. It 
is interesting to note that this figure clearly shows that the typical behavior of monthly 
variation is not defined by a single year of data. 

J F M A M J J  A S O N D  
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Figure 2.6 Seasonal changes of monthly average wind speeds (Hiester and Pennell, 1981) 

variation, and its effect on available wind power. 

Diurnal (time of day) In both tropical and temperate latitudes, large wind variations also 
can occur on a diurnal or daily time scale. This type of wind speed variation is due to 
differential heating of the earth’s surface during the daily radiation cycle. A typical diurnal 
variation is an increase in wind speed during the day with the wind speeds lowest during the 
hours from midnight to sunrise. Daily variations in solar radiation are responsible for 
diurnal wind variations in temperate latitudes over relatively flat land areas. The largest 
diurnal changes generally occur in spring and summer, and the smallest in winter. 
Furthermore, the diurnal variation in wind speed may vary with location and altitude above 
sea level. For example, at altitudes high above surrounding terrain, e.g., mountains or 
ridges, the diurnal pattern may be very different. This variation can be explained by mixing 
or transfer of momentum from the upper air to the lower air. 

Similarly, Figure 2.7 provides an illustration of the importance of annual wind speed 
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Figure 2.7 Seasonal variation of available wind power per unit area for Amarillo, Texas (Rohatgi and 
Nelson, 1994). Reproduced by permission of Alternative Energy Institute 

As illustrated in Figure 2.8, there may be significant year-to-year differences in diurnal 
behavior, even at fairly windy locations. Although gross features of the diurnal cycle can be 
established with a single year of data, more detailed features such as the amplitude of the 
diurnal oscillation and the time of day that the maximum winds occur cannot be determined 
precisely. 

- 

2 

Hours 

Figure 2.8 Monthly mean diurnal wind speeds for January and July for Casper, Wyoming (Hiester 
and Pennell, 1981) 
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Short-term Short-term wind speed variations of interest include turbulence and gusts. 
Figure 2.9, output from an anemometer (described later), shows the type of short-term wind 
speed variations that normally exist. 

Short-term variations usually mean variations over time intervals of 10 minutes or less. 
Ten-minute averages are typically determined using a sampling rate of about 1 second. It is 
generally accepted that variations in wind speed with periods from less than a second to 10 
minutes and that have a stochastic character are considered to represent turbulence. For 
wind energy applications, turbulent fluctuations in the flow need to be quantified for the 
turbine design considerations based on maximum load and fatigue prediction, structural 
excitations, control. system operation, and power quality. More details on these factors as 
related to turbine design are discussed in Chapter 6 of this text. 

11 .o 
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Figure 2.9 Typical plot of wind speed vs. time for a short period 

Turbulence can be thought of as random wind speed fluctuations imposed on the mean wind 
speed. These fluctuations occur in all three directions: longitudinal (in the direction of the 
wind), lateral (perpendicular to the average wind), and vertical. Turbulence and its effects 
will be discussed in more detail in other sections of this text. 

A gust is a discrete event within a turbulent wind field. As illustrated in Figure 2.10, one 
way to characterize the attributes of a gust is to measure: (a) amplitude, (b) rise time, (c) 
maximum gust variation, and (d) lapse time. Wind turbine loads caused by gusts can be 
detemined as functions of these four attributes. For example, extreme loads can be 
analyzed by determining the response to the largest gust during a wind machine’s expected 
lisfetime. 

riations due to loeatian 

Wind speed is also very dependent on local ~ ( ~ p o ~ r a p h i c ~ l  and 
ground cover variations. For example as shown in Figure 2.3 1 (Hiester and Pennell. 1981). 
differences between two sites close to each other can be significant. The graph shows 
monthly and five-year mean wind speeds for two sites 21 krn (13 miles) apart. The five-year 
average mean wind speeds differ by about 12% (4.75 and 4.25 m/s annual averages). 
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Time 

Figure 2.10 Illustration of a discrete gust event; a, amplitude; b, rise time; c, maximum gust variation; 
d, lapse time 
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Figure 2.11 Time series of monthly wind speeds for Glasgow, Montana International Airport and Air 
Force Base (AFB) (Hiester and Pennell, 1981) 

Variations in wind direction Wind direction also varies over the same time scales over 
which wind speeds vary. Seasonal variations may be small, on the order of 30 degrees, or 
the average monthly winds may change direction by 180 degrees over a year. Short-term 
direction variations are the result of the turbulent nature of the wind. These short-term 
variations in wind direction need to be considered in wind turbine design and siting. 
Horizontal axis wind turbines must rotate (yaw) with changes in wind direction. Yawing 
causes gyroscopic loads throughout the turbine structure and exercises any mechanism 
involved in the yawing motion. Crosswind due to changes in wind direction affect blade 
Loads. Thus, as will be discussed in Chapter 4, short term variations in wind direction and 
the associated motion affect the fatigue life of components such as blades and yaw drives. 
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2.2.3 Estimation of Potential Wind Resource 

In this section the energy potential of the wind resource and its power production 
capabilities will be presented. 

2.2.3.1 Available wind power 
As illustrated in Figure 2.12, one can determine the mass flow of air, dmldt, through a rotor 
disk of area A. From the continuity equation of fluid mechanics. the mass flow rate is a 
function of air density, p , and air velocity (assumed uniform), U,  and is given by: 

dm 
dt 

-=pAU (2.2.6) 

Figure 2.12 Flow of air through a rotor disk; A, area; U, wind velocity 

The kinetic energy per unit time, or power, of the flow is given by: 

The wind power per unit area, PIA or wind power density is: 

-=--pu3 P 1  
A 2  

(2.2.7) 

(2.2.8) 

One should note that: 

The wind power density is proportional to the density of the air. For standard conditions 
(sea-level, ISOC) the density of air is 1.225 kg/m3 

.a Power from the wind is proportional to the area swept by the rotor (or the rotor diameter 
squared for a conventional horizontal axis wind machine) 

0 The wind power density is proportional to the cube of the wind velocity 

The actual power production potential of a wind turbine must take into account the fluid 
mechanics of the flow passing through a power producing rotor, and the aerodynamics and 
efficiency of the rotodgenerator combination. In practice, a maximum of about 45% of the 
available wind energy is harvested by the best modern horizontal axis wind turbines (this 
will be discussed in Chapter 3). 

Table 2.1 shows that the wind velocity is an important parameter and significantly 
influences the power per unit area available from the wind. 
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Table 2.1 Power per unit area available from steady wind (air density = 1.225 kg/m3) 

Wind Speed ( d s )  Power/Area (W/m’) 
0 0 
5 80 

10 610 
15 2,070 
20 4,900 
25 9,560 

If annual average wind speeds are known for certain regions, one can develop maps that 
show average wind power density over these regions. More accurate estimates can be made 
if hourly averages, U , ,  are available for a year. Then the average of power estimates for 
each hour can be determined. The average wind power density, based on hourly averages is: 

(2.2.9) 

where 
energy pattern factor is calculated from: 

is the annual average wind speed and K ,  is called the energy pattern factor. The 

(2.2.10) 

where N is the number of hours in a year, 8760. 
Some sample qualitative magnitude evaluations of the wind resource are: 

- 
- P l A  < 100 Wtm’ - poor 
- P l A  = 400 Wlm’ - good 
P l A  > 700 W/m2 - great 

2.2.3.2 Estimates of worl 
Based on wind resource data and an estimate of the real efficiency of actual wind turbines, 
numerous investigators have made estimates of the wind power or energy potential of 
regions of the earth and of the entire earth itself. It will be shown in Chapter 3 that the 
maximum power producing potential that can be theoretically realized from the kinetic 
energy contained in the wind is about 60% of the available power. Also, this factor is 
reduced to about 40% for the best horizontal axis wind machines that can be practically 
built. 

Using estimates for regional wind resources, one can estimate the (electrical) power 
producing potential of wind energy. It is important to distinguish between the different types 
of wind energy potential that can be estimated. One such estimate (World Energy Council, 
1993) identified the following five categories: 
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1. Meteorological potential. This is equivalent to the available wind resource. 
2. Site potential. This is based on the meteorological potential, but is restricted to those sites 

that are geographically available for power production. 
3. Technical potential. The technical potential is calculated from the site potential, 

accounting for the available technology. 
4. Economic potential. The economic potential is  the technical potential that can be realized 

economically. 
5. Implementation potential. Implementation potential takes into account constraints and 

incentives to assess the wind turbine capacity that can be implemented within a certain 
time frame. 

For worldwide wind resource assessments, at least the first three categories have been 
considered. For example, one of the earliest global wind energy resource assessments was 
carried out by Gustavson (1979). In this study Gustavson based his resource estimate on the 
input of the solar energy reaching the earth and how much of this energy was transformed 
into useful wind energy. On a global basis, his estimate was that the global resource was 
about 1000 x 10’’ kWh/yr. In comparison, the global consumption of electricity at that time 
was about 55 x 10’’ k W y r .  

In a more recent study, the World Energy Council (1993) using a world average estimate 
for the meteorological potential of wind energy, and including machine efficiency and 
availability (percent of time on line), made a global estimate of the wind resource. They 
estimated that the inland wind power resource was about 20 x 10’’ k W y r ,  still a 
considerable resource. 

Numerous wind resource estimates have been made for the potential of wind energy in 
the United States. The estimates published in the 1990’s are much more realistic than earlier 
ones, since they feature practical assumptions about machine characteristics and land 
exclusions (technical and site potential considerations). They also featured expanded data 
collection methods and improved analysis techniques. Elliot et al. (1991) used this type of 
improved analysis in conjunction with US wind resource data (Elliot et al., 1987). Their 
work concluded that wind energy could supply at least 20% of the US electrical needs, and 
that wind energy could be exploited in locations where the average wind speed was at least 
7.3 m/s (16 mph) at a height of 30 m. In order to provide this fraction of the US electrical 
demand (about 600 billion kWh per year), 0.6% of the land (about 18,000 square miles) in 
the lower 48 states would have to be developed. The majority of this land is in the West, 
however, and far from major population centers. Therefore, the actual use of this land 
involves other siting considerations such as transmission line access. 

2. eristics of the Atrnos 

An important parameter in the characterization of the wind resource is the variation of 
horizontal wind speed with height above the ground. One would expect the horizontal wind 
speed to be zero at the earth’s surface and to increase with height in the atmospheric 
boundary layer. This variation of wind speed with elevation is called the vertical profile of 
the wind speed or vertical wind shear. In wind energy engineering the determination of 
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vertical wind shear is an important design parameter, since: (1) It directly determines the 
productivity of a wind turbine on a tower of certain height, and (2) It can strongly influence 
the lifetime of a turbine rotor blade. Rotor blade fatigue life is influenced by the cyclic loads 
resulting from rotation through a wind field that varies in the vertical direction. 

There are at least two basic problems of interest with the determination of vertical wind 
profiles for wind energy applications: 

Instantaneous variation of wind speeds as a function of height (e.g., time scale on the 
order of seconds). 
Seasonal variation of average wind speeds as a function of height (e.g., monthly or 
annual averages). 

It should be noted that these are separate and distinct problems, and it is often 
erroneously assumed that a single methodology can be applied to both of them. That is, the 
variation of ‘instantaneous’ profiles is related via the similarity theory of boundary layers. 
On the other hand, the changes of long-term averages as a function of height is related to the 
statistics of occurrence of various influencing factors such as atmospheric stability 
(discussed next), and must rely on a more empirical approach (Justus, 1978). 

In addition to variations due to the atmospheric stability, the variation of wind speed 
with height depends on surface roughness, and terrain. These factors will be discussed in the 
next sections. 

2.3.1 Atmospheric boundary layer characteristics 

A particularly important characteristic of the atmosphere is its stability - the tendency to 
resist vertical motion or to suppress existing turbulence. Atmospheric stability is usually 
classified as stable, neutrally stable, or unstable. The stability of the earth‘s atmosphere is 
governed by the vertical temperature distribution resulting from the radiative heating or 
cooling of its surface and the subsequent convective mixing of the air adjacent to the 
surface. A s m q  of how the atmospheric temperature changes with elevation (assuming 
an adiabatic expansion) follows. 

2.3.1.1 Lapse rate 
If the atmosphere is approximated as a dry (no water vapor in the mixture) ideal gas, the 
relationship between a change in pressure and a change in elevation for a fluid element in a 
gravitational field is given by: 

dp = -pg& (2.3.1 j 

where p = atmospheric pressure, p = atmospheric density (assumed constant here), z = 
elevation, and g = local gravitational acceleration. 

The negative sign results from the convention that height, z, is measured positive 
upward, and that the pressure, p ,  decreases in the positive z direction. 

The first law of thermodynamics for an ideal gas closed system of unit mass undergoing 
a quasi-static change of state is given by: 
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(2.3.2) 

where T = temperature, q = heat transferred, U = internal energy, h = enthalpy, v = specific 
volume, cp = constant pressure specific heat. 

For an adiabatic process (no heat transfer) dq = 0, and Equation 2.3.2 becomes: 

1 

P 
C~ dT = -dp 

Substitution for dp in Equation 2.3.3 and rearrangement gives: 

1 

Adiabatic C p 

(2.3.3) 

(2.3.4) 

If the change in g and cp  with elevation are assumed negligible, then the change in 
temperature, under adiabatic conditions, is a constant. Using g = 9.81 m/s2 and c p  = 1.005 
kJ/kgK yields: 

0.0098"K 
m Adiahatic 

(2.3.5) 

Thus, the rate that temperature decreases with increase in height for a system with no 
heat transfer is about 1°K per 100 m (1°C per 100 m or about 54°F per 1000 ft). This is 
known as the dry adiabatic lapse rate. Using conventional nomenclahre, the lapse rate, 1 , 
is defined as the negative of the temperature gradient in the atmosphere. Therefore, the dry 
adiabatic lapse rate is given by: 

1 "C 

Adiabatic loo 

1 "C 

Adiabatic loo 
(2.3.6) 

The dry adiabatic lapse rate is extremely important in meteorological studies since a 
comparison of its value to the actual lapse rate in the lower atmosphere is a measure of the 
stability of the atmosphere. The international standard atmospheric lapse rate, based on 
meteorological data, has been defined and adopted for comparative purposes. Specifically, 
on the average, in the middle latitudes, the temperature decreases linearly with elevation up 
to about 10,000 m (for definition purposes 10.8 km). The temperature averages 288 "K at 
sea level and decreases to 216.7 "K at 10.8 km, giving the standard temperature gradient as: 

(216.7 - 288)"C I -- 0.0066"C -_ - 0.00357"F (2.3.7) 
m ft 

Thus, the standard lapse rate, based on international convention is 0.66"C/100 m or 
3.6"F/1000 ft. 
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As stated previously. different temperature gradients create different stability states in 
the atmosphere. Figure 2.13 illustrates that the temperature profiles change from day to 
night due to heating of the earth's surface. The temperature profile before sunrise (the solid 
line) decreases with height near the ground and reverses after sunrise (dashed line). The air 
is heated near the ground, and the tempcrature gradient close to the earth's surface increases 
with height, up to height z, called the inversion height). The surface layer of air extending to 
z, is called the convective or mixing layer. Above z ,  the tcmperature profile reverses. 

T 
Temperature --w 

Figure 2.13 Temperature profile above the earth's surface 

ability of the atmosphere 
The concept of atmospheric stability is illustrated by considering the upward displacement 
of a small element of air to an altitude with a lower ambient pressure. Although there is 
great variability in the rate of fall of temperature of the surrounding air with altitude, one 
can assume the standard rate of 0.66"C/100 m. On the other hand, the small element of air 
being lifted in this example will cool at the dry adiabatic lapse rate ( 1 O C  per 100 m). If the 
test element of air had the same temperature as the surrounding air at the start, then after it 
had been raised 100 m, it will have cooled faster than the surrounding air and will be 0.34"C 
cooler than its surroundings. The sample will be more dense and will tend to return to i ts  
original level. This atmospheric state is called stable. 

To generalize, any atmosphere whose dT/dz is greater than (dT/&)),,,abar,e is a stable one. 
One should note that the standard international lapse rate seldom occurs in nature. This 
explains the need for the daily balloon soundings taken at major airports worldwide to 
determine the actual lapse rate. Also, in order to have stability, it is not necessary for an 
inversion (increase of temperature with height) to exist. When one does exist, however, the 
atmosphere is even more stable. 

2.3.1.3 Atmospheric density and pressure 
As demonstrated in Equation 2.2.8, the power in the wind is a function of air density. Air 
density is a function of temperature, T, and pressure, p ,  both of which vary with height. The 
density of dry air can be determined by applying the ideal gas law, which gives: 

P 
T 

p = 3.4837- (2.3.8) 
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where the density i s  in kg/m3, the pressure is in kPa (kN/m*) and the temperature is in 
Kelvin. Moist air is slightly less dense than dry air, but corrections For air moisture are 
rarely used. Air density as a function of moisture content can be found in numerous books 
on thermodynamics such as Balmer (1990). 

The international standard atmosphere assumes that the sea-level temperature and 
pressure are 288.15 K (15 C .  59 F) and 101.325 kPa (14.696 psi), resulting in a standard 
sea-level density of 1.225 kg/rn3 (see Avallone and Baurneister, 1978). Air pressure 
decreases with elevation above sea level. The pressure in the international standard 
atmosphere up to an elevation of 5000 m is very closely approximated by: 

p = 10 1.29 - (0.0 1 1 8 3 7 ) ~  + (4.793 x 10-7 ).' (2.3.9) 

where z is the elevation in meters and the density is in kg/m3. Of course, the actual pressure 
may vary about the standard pressure as weather patterns change. In practice, at any 
location, the daily and seasonal temperature fluctuations have a much greater effect on air 
density than do daily and seasonal changes in pressure and air moisture. 

2.3.2 Turbulence 

Turbulence in the wind is caused by dissipation of the wind's kinetic energy into thermal 
energy via the creation and destruction of progressively smaller eddies (or gusts). Turbulent 
wind may have a relatively constant mean over time periods of an hour or more, but over 
shorter times (minutes or less) it may be quite variable. The wind's variability superficially 
appears to be quite random, but actually it has distinct features. These features are 
characterized by a number of statistical properties: 

Turbulence intensity 

0 Autocorrelation 
0 Integral time scaleAength scale 

Power spectral density function 

Wind speed probability density functions 

A summary and examples of these properties €allows. More details concerning them are 
given in the texts of Rohatgi and Nelson (1994) and endat and Piersol (1993). 

Turbulent wind consists of longitudinal, lateral and vertical components. The 
longitudinal component, in the prevailing wind direction, is designated ~ ( : , t ) .  The lateral 
component (perpendicular to U> is v(z,t) and the vertical component is w(z,t). Each 
component is frequently conceived of as consisting of a short-term mean wind, for example, 
U, with a superimposed fluctuating wind of zero mean, G , added to it, thus: 

u = u + z  (2.3.10) 

where U = instantaneous longitudinal wind speed. The lateral and vertical components can 
be decomposed into a mean and fluctuating component in a similar manner, 
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Note that the short-term mean wind speed, in this case U, refers to mean wind speed 
averaged over some (short) time period, A t ,  longer than the characteristic time of the 
fluctuations in the turbulence. This time period is usually taken to be 10 minutes, but can be 
as long as an hour. In equation form: 

(2.3.11) 

Instantaneous turbulent wind is not actually observed continuously; it is actually 
sampled at some relatively high rate. Assuming that the sample interval is 6 t ,  such that 
dt = N,6t where N ,  = number of samples during each short-term interval, then turbulent 
wind can be expressed as a sequence, U,. The short-term mean wind speed can then be 
expressed in sampled form as: 

U = - C u z  1 N 8  (2.3.12) 

E =I N 

The short-term average longitudinal wind speed, U,  is the one most often used in time 
series observations and will be used henceforth in this text in that way. 

2.3.2.1 Turbulence intensity 
The most basic measure of turbulence is the turbulence intensity. It is defined by the ratio of 
the standard deviation of the wind speed to the mean. In this calculation both the mean and 
standard deviation are calculated over a time period longer than that of the turbulent 
fluctuations, but shorter than periods associated with other types of wind speed variations 
(such as diurnal effects). The length of this time period is normally no more than an hour, 
and by convention in wind energy engineering it is usually equal to 10 minutes. The sample 
rate is normally at least once per second (1 Hz). The turbulence intensity, TI, is defined by: 

0, TI = - 
U 

where cs, is the standard deviation, given in sampled form by: 

(2.3.13) 

(2.3.14) 

Turbulence intensity is frequently in the range of 0.1 to 0.4. In general the highest value 
of turbulence intensities occur at the lowest wind speeds, but the lower limiting value at a 
given location will depend on the specific terrain features and surface conditions at the site. 
Figure 2.14 illustrates a graph of a typical segment of wind data sampled at 8 Hz. The data 
has a mean of 10.4 m / s  and a standard deviation of 1.63 m/s. Thus, the turbulence intensity, 
over the 10 minute period, is 0.16. 
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Figure 2.14 Sample wind data 

2.3.2.2 
The likelihood that the wind speed has a particular value can be described in terms of a 
probability density function (pdf). Experience has shown that the wind speed is more likely 
to be close to the mean value than far from it, and that it is nearly as likely to be below the 
mean as above it. The probability density function that best describes this type of behavior 
for turbulence is the Gaussian or normal distribution. The normal probability density 
function for continuous data in terms of the variables used here is given by: 

Wind speed probability density functions 

(2.3.15) 

Figure 2.15 illustrates a histogram of the wind speeds about the mean wind speed in the 
sample data above (Figure 2.14). The Gaussian probability density function that represents 
the data is superimposed on the histogram. 

-6 -4 -2 0 2 4 6 
Turbulent wind about mean, m/s 

Figure 2.15 Gaussian probability density function and hstogram of wind data 
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2.3.2.3 Autocorrelation 
The probability density function of the wind speed provides a measwe of the likelihood of 
particular values of wind speed. It provides no information, however, about what the speed 
is likely to be, given what it has been. A measure of that tendency is provided by the 
autocorrelation function. The autoconelation function, for sampled data, is found by 
multiplying each value in a time series with the mean subtracted out by values in the same 
time series, offset by a time ‘lag’, and then summing the products to find a single value for 
each lag. The resulting sums are then normalized by the variance to give values equal to or 
less than one. The normalized autocorrelation function for sampled turbulent wind speed 
data is given by: 

N.-r 

(2.3.16) 

where r = lag number. Figure 2.16 shows a graph of the autocorrelation function of the data 
presented above in Figure 2.14. 

The autocorrelation function can be used to determine the integral time scale of 
turbulence as described below. 

0 20 40 60 80 100 120 
Lag time, seconds 

Figure 2.16 Autocorrelation function of sample wind data 

egral t h e  scalehength scale 
The autocorrelation function will, if any trends are removed before starting the process, 
decay from a vdue of 1.0 at a lag of zero to a value of zero, and will then tend to take on 
small positive or negative values as the lag increases. A measure of the average time over 
which wind speed fluctuations are correlated with each other is found by integrating the 
autocorrelation from zero lag to the first zero crossing. The single resulting value is known 
as the integral time scale of the turbulence. While typical values are less than 10 seconds, 
the integral time scale is a function of the site, atmospheric stability, and other factors and 
may be significantly greater than 10 seconds. Gusts are relatively coherent (well correlated) 
rises and falls in the wind, and have characteristic times on the same order as the integral 
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time scale. Multiplying the integral time scale by the mean wind velocity gives the integral 
length scale. The integral length scale tends to be more constant over a range of wind speeds 
than is the integral lime scale, and thus is somewhat more representative of a site. 

Based on the autocorrelation function illustrated above, the integral time scale is 50.6 
seconds. The mean wind velocity is 10.4 d s .  Thus, the size of the turbulent eddies in the 
mean flow, or the integral length scale, is on the order of 526 m. 

.5 Power spectral density function 
The fluctuations in the wind can be thought of as resulting from a composite of sinusoidally 
varying winds imposed on the mean steady wind. These sinusoidal variations will have a 
variety of frequencies and amplitudes. The term ‘spectrum’ is used to describe functions of 
frequency. Thus the function that characterizes turbulence as a function of frequency is 
known as a ‘spectral density’ function. Since the average value of any sinusoid is zero, the 
amplitudes are characterized in terms of their mean square values. This type of analysis 
originated in electric power applications, where the square of the voltage or current is 
proportional to the power. The complete name for the function describing the relation 
between frequency and amplitudes of sinusoidally varying waves making up the fluctuating 
wind speed is therefore ‘power spectral density’. 

There are two points of particular importance to note regarding power spectral densities 
(psd‘s). The first is that the average power in the turbulence over a range of frequencies may 
be found by integrating the psd between the two frequencies. Secondly, the integral over all 
frequencies is equal to the total variance. 

Power spectral densities are often used in dynamic analyses. A number of power 
spectral density functions are used as niodels in wind energy engineering when 
representative turbulence power spectral densities are unavailable for a given site. A 
suitable model that is similar to the one developed by von Karman for turbulence in wind 
tunnels (Freris, 1990) is given by: 

a; 4(LIU) 
S ( f  >= 516 

ji+70.8( f L / U)’] 

(2.3.17) 

wherefis the frequency (Wz), L is the integral length scale and U is the mean wind speed at 
the height of interest. 

The power spectral density of the sample wind data above is illustrated in Figure 2.17. 
The graph also includes the von m a n  power spectral density function described above 
for comparison. 
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Figure 2.17 Wind data power spectral density functions 

2.3.3 The steady wind: wind speed variation with height 

The variation in wind speed with elevation influences both the assessment of wind resources 
and the design of wind turbines. First, the assessment of wind resources over a wide 
geographical area might require that the anemometer data from a number of sources be 
corrected to a common elevation, Second, from a design aspect, rotor blade fatigue life will 
be influenced by the cyclic loads resulting from rotation through a wind field that varies in 
the vertical direction. Thus, a model of the wind speed variation with height is required in 
wind energy applications. The summary that follows will present some of the current 
models that are used to predict the variation of wind speed with vertical elevation. 

In wind energy studies, two mathematical models or 'laws' have generally been used to 
model the vertical profile of wind speed over regions of homogenous, flat terrain (e.g., 
fields, deserts, and prairies). The first approach, the log law, has its origins in boundary 
layer flow in fluid mechanics and in atmospheric research. It is based on a combination of 
theoretical and empirical research. The second approach, used by many wind energy 
researchers, is the power law. Both approaches are subject to uncertainty caused by the 
variable, complex nature of turbulent flows (Hiester and Pennell, 1981). A summary of each 
of these laws and their general application follows. 

2.3.3.1 Logarithmic profile (log law) 
Although there are a number of ways to arrive at a prediction of a logarithmic wind profile 
(e.g., mixing length theory, eddy viscosity theory, and similarity theory), a mixing length 
type analysis given by Wortman (1 982) is summarized here. 

Near the surface of the earth the momentum equation reduces to: 

(2.3.18) 
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where x and z are the horizontal and vertical coordinates, p is the pressure, and 2, is the 
shear stress in the direction of x whose normal coincides with z. 

Near the surface the pressure is independent of z and integration yields: 

(2.3.19) 

where z,is the surface value of the shear stress. Near the surface the pressure gradient is 
small, so the second term on the right-hand side may be neglected. Also, using the Prandtl 
mixing length theory, the shear stsess may be expressed as: 

(2.3.20) 

where p is the density of the air, U the horizontal component of velocity, and l? the mixing 
length. Note that U is used here, signifying that the effects of turbulence have been averaged 
out. 

Combining Equations 2.3.19 and 2.3.20 gives: 

(2.3.21) 

where U* is defined as the friction velocity. 
If one assumes a smooth surface, I = kz  , with k = 0.4 (von Karman's constant), then 

Equation 2.3.21 can be integrated directly from z, to z where z, i s  the surface roughness 
length, which characterizes the roughness of the ground terrain. This yields: 

(2.3.22) 

This equation is known as the logarithmic wind profile. 
The integration is from the lower limit of z, instead of 0 because natural surfaces are 

never uniform and smooth. Table 2.2 gives example surface roughness lengths for various 
terrain types. 

Equation 2.3.22 can also be written as: 

In(z)= - U ( Z ) + I n ( Z O )  G* 1 (2.3.23) 

This equation can be plotted as a straight line on semilog paper. The slope of this graph 
is k/U* , and from a graph of experimental data, U* and z,  can be calculated. The log law 
is often used to estimate wind speed from a reference height, zr, to another level using the 
following relationship: 
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Table 2.2 Values of surface roughness length for various types of terrain 

~ 

Terrain Description z, (ml- 
Very smooth. ice or mud 
Calm open sea 0.20 

0.01 

Blown sea 0.50 
Snow surface 3.00 
Lawn grass 8.00 
Rough pasture 10.00 
Fallow field 30.00 
Crops 50.00 
Few trees 100.00 
Many trees, hedges, few buildings 250.00 
Forest and woodlands 500.00 
Suburbs 1500.00 
Centers of cities with tall buildings 3000.00 

(2.3.24) 

Sometimes, the log law is modified to consider mixing at the earth's surface, by 
expressing the mixing length as P=k(z+z,). When this is used, the log profile becomes: 

(2.3.25) 

The power law represents a simple model for the vertical wind speed profile. Its basic form 
is: 

(2.3.26) 

where U(2) i s  the wind speed at height :, U(z,)  i s  the reference wind speed at height c, 
and (x i s  the power law exponent. 

The early work of von Karman showed that under certain conditions a is equal to 1/7. 
indicating a correspondence between wind profiles and flow over flat plates. In practice, the 
exponent (x i s  a highly variable quantity. 

The following example emphasizes the importance of a variation in M : 
If U, = 5 m/s  at 10 m, what is U at 30 m? Note that at 10 m. P/A = 75.6 W/m?. The wind 

e different values of (11 . and P/A is velocity at 30 M i s  tabulated below (Table 2.3) for 
calculated assuming p = 1.225 kg/m3. 
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Table 2.3 Effect of a on estimates of wind power density at higher elevations 

a = 0.1 1/7 0.3 
U,, W s )  5.58 5.85 6.95 
PIA (W/m*) 106.4 122.6 205.6 
% increase over 10 m 39.0 62.2 168.5 

It has been found that a varies with such parameters as elevation, time of day, season, 
nature of the terrain, wind speed, temperature, and various thermal and mechanical mixing 
parameters. Some researchers have developed methods for calculating a from the 
parameters in the log law. Many researchers, however, feel that these complicated 
approximations reduce the simplicity and applicability of the general power law and that 
wind energy specialists should accept the empirical nature of the power law and choose 
values of a that best fit available wind data. A review of a few of the more popular 
empirical methods for determining representative power law exponents follows. 

1. Correlation for the power law exponent as afinction of velocity and height. 
One way of handling this type of variation was proposed by Justus (1978). His expression 
had the form: 

0.37 - 0.088 ln( Ur, , , )  
a= (2.3.27) 

where U is given in m/s and zref in m. 

2. Correlation dependent on surjace roughness. 
The following form for this type of correlation was based on work of Counihan (1975): 

a = 0.096 log,, zo -1-0.016 (log,, zo )’ +0.24 (2.3.28) 

for 0.001 m < zo < 10 m, where zo represents the surface roughness in m (see Table 2.2 
for example values). 

3. Correlations based on both surjace roughness ( zo ) and velociw. 
Wind researchers at NASA proposed equations for a based on both surface roughness and 
the wind speed at the reference elevation. U ,  (see Spera, 1994). 

2.3.4 Eflect of terrain on wind characteristics 

The importance of terrain features on wind characteristics is discussed in various siting 
handbooks for wind systems (see Troen and Petersen, 1989; Hiester and Pennell, 1981; and 
Wegley, et al., 1980). Numerous researchers emphasize that the influence of terrain features 
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on the energy output from a turbine may be so great that the economics of the whole project 
may depend on the proper selection of the site. 

In the previous section, two methods were described (log profile and power law profile 
laws) for modeling the vertical wind speed profile. These were developed for flat and 
homogenous terrain. One can expect that any irregularities on the earth's surface will 
modify the wind flow, thus compromising the applicability of these prediction tools. This 
section presents a qualitative discussion of a few of the more important areas of interest on 
the subject of terrain effects. 

2.3.4.1 Classification of terrain 
The most basic classification of terrain divides it into flat and non-flat terrain. Many authors 
define non-flat terrain as complex terrain (this is defined as an area where terrain effects are 
significant on the flow over the land area being considered). Flat terrain is terrain with small 
irregularities such as forest, shelter belts, etc. (see Wegley et al., 1980). Non-flat terrain has 
large-scale elevations or depressions such as hills, ridges, valleys, and canyons. To quantify 
as flat terrain, the following conditions must hold. Note that some of these rules include 
wind turbine geometry: 

* Elevation differences between the wind turbine site and the surrounding terrain are not 
greater than about 60 m anywhere in an 11.5 km diameter circle around the turbine site. 

0 No hill has an aspect ratio (height to width) greater than 1/50 within 4 km upstream and 
downstream of the site. 
The elevation difference between the lower end of the rotor disk and the lowest elevation 
on the terrain is greater than three times the maximum elevation difference (h) within 4 
km. 

Figure 2.18 Determination of flat terrain (Wegley et al., 1980) 

Non-flat or complex terrain, according Hiester and Pennell (1981), consists of a great 
variety of features, and one generally uses the following sub-classifications: (1) isolated 
elevation or depression, and (2) mountainous terrain. Flow conditions in mountainous 
terrain is complex because the elevations and depressions occur in a random fashion. Thus, 
flow in such terrain is divided into two classifications: small and large scales. The 
distinction between the two is made with comparison to the planetary boundary layer, which 
is assumed to be about 1 km. That is, a hill of a height which is a small fraction of the 
planetary boundary layer (approximately 10%) is considered to have small-scale terrain 
features. 

An important point to be made here is that information on wind direction should be 
considered when defining the terrain classification. For example, if an isolated hill (200 m 
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high and 1000 m wide) were situated 1 km south of a proposed site, the site could be 
classified as non-flat. If, however, the wind blows only 5% of the time from this direction 
with a low average speed, say 2 d s ,  then this terrain should be classified as flat. 

2.3.4.2 
Flow over flat terrain, especially with man-made and natural obstacles, has been studied 
extensively. Man-made obstacles are defined as buildings, silos, etc. Natural obstacles 
include rows of trees, shelter belts, etc. For man-made obstacles, a common approach is to 
consider the obstacle to be a rectangular block and to consider the flow to be two- 
dimensional. This type of flow, shown in Figure 2.19, produces a momentum wake, and, as 
illustrated, a free shear separates from the leading edge and reattaches downwind, forming a 
boundary between an inner recirculating flow region (eddy) and the outer flow region. 

Flow over flat terrain with obstacles 

Figure 2.19 Schematic of a momentum wake (Rohatgi and Nelson, 1994). Reproduced by 
permission of Alternative Energy Institute 

The results of an attempt to quantify data from man-made obstacles are shown in Figure 
2.20, where the change in available power and turbulence is shown in the wake of a sloped- 
roof building. Note that the estimates in the figure apply at a level equal to one building 
height, h,, above the ground, and that power losses become small downwind of the building 
after a distance equal to 15 h,. 

Figure 2.20 Speed, power, and turbulence effects downstream of a building (Wegley et al., 1980) 
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2.3.4.3 
In most natural terrain, the surface of the earth is not uniform and changes significantly 
from location to location. This affects the local wind profile. For example, Figure 2.21 
shows that the downwind profile changes sigmficantly in going from a smooth to a rough 
surface. 

Flow in flat terrain with a change in surface roughness 

Figure 2.21 Effect of change in surface roughness from smooth to rough (Wegley et al., 1980) 

2.3.4.4 Characteristics of non-flat terrain: small-scale features 
Researchers (Hiester and Pennell, 1981) have divided non-flat terrain into isolated and 
mountainous terrain, where the first refers to terrain of small-scale features and the latter 
refers to large-scale features. For small-scale flows this classification is further divided into 
elevations and depressions. A summary of each follows. 

Elevations Flow over elevated terrain features resembles flow around obstacles. 
Characterization studies of this type of flow in water and wind tunnels, especially for ridges 
and small cliffs, have been carried out. Examples of the results for ridges follow. 

Ridges are elongated hills that are less than or equal to 600 m (2000 ft) above the 
surrounding terrain and have little or no flat area on the summit. The ratio of length to 
height should be at least 10. Figure 2.22 illustrates that, for wind turbine siting, the ideal 
prevailing wind direction should be perpendicular to the ridge axis. When the prevailing 
wind is not perpendicular, the ridge will not be as attractive a site. Also, as shown in this 
figure, concavity in the windward direction enhances speed-up, and convexity reduces 
speed-up by deflecting the wind flow around the ridge. 

Perpen&cular (best) Oblique (good) Parallel (fair) 

- E 0  Convex (less desirable) 

Figure 2.22 Effect of ridge orientation and shape on site suitability (Wegley et al., 1980) 
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The slope of a ridge is also an important parameter. Steeper slopes give rise to stronger 
wind flow, but on the lee of ridges steeper slopes give rise to high turbulence. Furthermore, 
as shown in Figure 2.23, a flat topped ridge creates a region of high wind shear due to the 
separation of the flow. 

Figure 2.23 Region of high wind shear over a flat topped ridge (Wegley et al., 1980) 

Depressions Depressions are characterized by a terrain feature lower than the 
surroundings. The speed-up of the wind is greatly increased if depressions can effectively 
channel the wind. This classification includes features such as valleys, canyons, basins, and 
passes. In addition to diurnal flow variations in certain depressions, there are many factors 
that influence the flow in depressions. These include orientation of the wind in relation to 
the depression, atmospheric stability, the width, length, slope, and roughness of the 
depression, and the regularity of the section of valley or canyon. 

Shallow valleys and canyons (< 50 m) are considered small-scale depressions, and other 
features such as basins, gaps, etc. are considered as large-scale depressions. The large 
number of parameters affecting the wind characteristics in a valley, along with the 
variability of these parameters from valley to valley, make it almost impossible to draw 
specific conclusions valid for flow characterization. 

2.3.4.5 
Large-scale features are ones where the vertical dimension is significant in relation to the 
planetary boundary layer. They include mountains, ridges, high passes, large escarpments, 
mesas, deep valleys, and gorges. The flow over these features is the most complex, and flow 
predictions for this category of terrain classification are the least quantified. The following 
types of large depressions have been studied under this terrain classification: 

Characteristics of non-flat terrain: large-scale features 

Valley and canyons 
Slope winds 

* Prevailing winds in alignment 
Prevailing winds in non-alignment 

* Gaps and gorges 
* Passes and saddles 

Large basins 

An example of a large depression with the prevailing winds in alignment is shown in 
Figure 2.24. This occurs when moderate to strong prevailing winds are parallel to or in 
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alignment (within about 35 degrees) with the valley or canyon. Here the mountains can 
effectively channel and accelerate the flow. 

Zone of hi& 

Figure 2.24 
and Nelson, 1994). Reproduced by permission of Alternative Energy Institute 

Increased wind speeds due to channelling of prevailing winds by mountains (Rohatgi 

2.4 Wind Data Analysis and Resource Estimation 

Here it is assumed that a large quantity of wind data has been collected. (Wind 
measurements and instrumentation are discussed in a later section of this chapter.) This data 
could include direction data as well as wind speed data. There are a number of ways to 
summarize the data in a compact form so that one could evaluate the wind resource or wind 
power production potential of a particular site. These include both direct and statistical 
techniques. Furthermore, some of these techniques can be used with a limited amount of 
wind data (e.g., average wind speed only) from a given site. This section will review the 
following topics: 

Wind turbine energy production in general 
0 Direct (non-statistical) methods of data analysis and resource characterization 

Statistical analysis of wind data and resource characterization 
Statistically based wind turbine productivity estimates 

2.4. I 

Wind resource estimation consists of the determination of the productivity (both maximum 
energy potential and machine power output) of a given wind turbine at a given site where 
wind speed information is available in either time series format or in a summary format 
(average wind speed, standard deviation, etc.) 

General aspects of wind turbine energy production 
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The power available from wind is P = (1 I 2 ) p  AI/" as shown in Section 2.2 (Equation 
2.2.7). In practice, the power available from a wind turbine, P,, can be shown by a machine 
power curve. Two typical curves, P,(lJ), simplified for this type of analysis, are shown in 
Figure 2.25. Later sections of this text will describe how such curves can be estimated from 
analytical models of the wind turbine system. Normally these curves are based on test data, 
as described in International Electrotechnical Commission (1998) or A W A  (1988). 
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4 6 8 10 12 14 16 18 20 22 
Wind speed, m/s 

Figure 2.25 Power output curve for wind turbine 

The power curve illustrates three important characteristic velocities: 

0 The cut-in velocity - the wind speed at which the turbine starts to generate power 
0 The rated velocity - the wind speed at which the wind turbine reaches rated twbine 

power. This i s  often, but not always, the maximum power 
The cut-out velocity - the wind speed at which the wind turbine is shut down to keep 
loads and generator power from reaching damaging levels 

In the following sections, methods for the determination of machine production will be 
analyzed, as well as methods to summarize wind speed information from a given site, using 
the following four approaches: 

0 Direct use of data averaged over a short time interval 
0 The method of bins 

Development of power and distribution curves from data 
Statistical analysis using summary measures 

The next section summarizes the use of the three non-statistical methods. 
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2.4.2 Direct methods of data analysis, resource characterization, and turbine 
productivity 

2.4.2.1 Direct use of data 
Suppose one is given a series of N wind speed observations, U,, each averaged over the time 
interval A t .  These data can be used to calculate the following useful parameters: 

(1) The long-term average wind speed, , over the total period of data collection is: 

N "'---)J, 1 

r=l 

(2) The standard deviation of the individual wind speed averages, oU , is: 

(2.4. I ) 

(2.4.2) 

(3 )  The average wind power density, F/A , is the average available wind power per unit 
area and is given by: 

(2.4.3) 

Similarly, the wind energy density per unit area for a given extended time period 
NAt long is given by: 

N - 
E/A= (1/2)p c U :  =(F/A)(Nat) 

4) The average wind machine power, Fw, is: 

where P,(U;.) is the power output defined by a wind machine power curve. 

5 )  The energy from a wind machine, Ew, is: 

(2.4.4) 

(2.4.5) 

N 
(2.4.6) 

1-1 
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2.4.2.2 Method of bins 
The method of bins also provides a way to summarize wind data and to determine expected 
turbine productivity. The data must be separated into the wind speed intervals or bins in 
which it occurs. It is most convenient to use the same size bins. Suppose that the data are 
separated into N ,  bins of width w,, with midpoints rn,, and with 4, the number of 
occurrences in each bin or frequency, such that: 

(2.4.7) 

The values found from Equations 2.4.1-2.4.3, 2.4.5, and 2.4.6 can be determined from the 
following: 

(2.4.8) 

(2.4.10) 

(2.4.1 1) 

(2.4.12) 

A histogram (bar graph) showing the number of occurrences and bin widths i s  usually 
plotted when using this method. 
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2.4.2.3 
Velocity and power duration curves can be useful when comparing the energy potential of 
candidate wind sites. As defined in this text, the velocity duration curve is a graph with 
wind speed on the y axis and the number of hours in the year for which the speed equals or 
exceeds each particular value on the n axis. An example of velocity duration curves 
(Rohatgi and Nelson, 1994) for various parts of the world (with average wind speeds 
varying from about 4 to 11 d s )  is shown in Figure 2.26. This type of figure gives an 
approximate idea about the nature of the wind regime at each site. The flatter the curve, the 
more constant are the wind speeds (e.g., characteristic of the trade-wind regions of the 
earth). The steeper the curve, the more irregular the wind regime. 

A velocity duration curve can be converted to a power duration curve by cubing the 
ordinates, which are then proportional to the available wind power for a given rotor swept 
area. The difference between the energy potential of different sites is visually apparent, 
because the areas under the curves are proportional to the annual energy available from the 
wind. The following steps must be carried out to construct velocity and power duration 
curves from data: 

Velocity and power duration curves from data 

0 Arrange the data in bins 
Find the number of hours that a given velocity (or power per unit area) is exceeded 

0 Plot the resulting curves 

A machine productivity curve for a particular wind turbine at a given site may be 
constructed using the power duration curve in conjunction with a machine curve for a given 
wind turbine. An example of a curve of this type is shown in Figure 2.27. Note that the 
losses in energy production with the use of an actual wind turbine at this site can be 
identified. 

30 

1 I 1 I 1 I 1 1 I 

1000 2000 3000 4000 5000 6000 7000 8000 8760 
hat ion,  hours 

Figure 2.26 Velocity duration curve example (Rohatgi and Nelson, 1994). Reproduced by 
permission of Alternative Energy Institute 
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Figure 2.27 Machine productivity curve 

2.4.3 Statistical analysis of wind data 

Statistical analysis can be used to determine the wind energy potential of a given site and to 
estimate the wind energy output at this site. The development of the statistical analysis of 
wind data for resource estimation follows summaries of this type of analysis in several 
references (Justus, 1978, Johnson, 1985, and Rohatgi and Nelson, 1994). If time series 
measured data are available at the desired location and height, there may be little need for a 
data analysis in terms of probability distributions and statistical techniques. That is, the 
previously described analyses may be all that is needed. On the other hand, if projection of 
measured data from one location to another is required, or when only summary data are 
available, then there are distinct advantages in the use of analytical representations for the 
probability distribution of wind speed. 

This type of analysis relies on the use of the probability density function, p(V),  of wind 
speed. This mathematical function was previously mentioned as one of the statistical 
variables that are used to characterize turbulence (see Section 2.3.2.2). One way to define 
the probability density function is that the probability of a wind speed occurring between Ua 
and U, is given by: 

Also, the total area under the probability distribution curve is given by: 

(2.4.13) 

(2.4.14) 
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Ifp( U) is known, the following parameters can be calculated: 
Mean wind speed, : 

E =  Up(U)dU Jc- 
Standard deviation of wind speed, ou : 

(2.4.15) 

(2.4.16) 

Mean available wind power densjty, ??A 

- 
P/A = (1/2 ) p  J - u ~ ~ ( u )  dU = (1/2)pF (2.4.17) 

__. 

where U3 is the expected value for the cube of the wind speed. 
It should be noted that the probability density function can be superimposed on a wind 

velocity histogram by scaling it to the area of the histogram. 
Another important statistical parameter is the cumulative distribution function F(U). 

F(U) represents the time fraction or probability that the wind speed is smaller than or equal 
to a given wind speed, U’. That is: F(U) = Probability (U’ I U ) where U’ is a dummy 
variable. It can be shown that: 

U 
F(u)= J p(U’)dU’ (2.4.1 8) 

Also, the slope of the cumulative distribution function is equal to the probability density 
function, i.e.: 

(2.4.19) 

In general, either of two probability distributions (or probability density functions) are 
used in wind data analysis: (1) Rayleigh and (2) Weibull. The Rayleigh distribution uses one 
parameter, the mean wind speed. The Weibull distribution is based on two parameters and, 
thus, can better represent a wider variety of wind regimes. Both the Rayleigh and Weibull 
distributions are called ‘skew’ distributions in that they are defined only for values greater 
than 0. 

2.4.3.1 Rayleigh distribution 
This is the simplest velocity probability distribution tojepresent the wind resource since it 
requires only a knowledge of the mean wind speed, U .  The probability density function 
and the cumulative distribution function are given by: 
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(2.4.20) 

(2.4.21) 

Figure 2.28 illustrates a Rayleigh probability density function for different mean wind 
speeds. As shown, a larger value of the mean wind speed gives a higher probability at 
higher wind speeds. 
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Figure 2.28 Example of Rayleigh distribution 

2.4.3.2 Weibull distribution 
Determination of the Weibull probability density function requires a knowledge of two 
Erameters: k, a shape factor and c,  a scale factor. Both these parameters are a function of 
U and ou .  The Weibull probability density function and the cumulative distribution 
function are given by: 

(2.4.22) 

(2.4.23) 

Examples of a Weibull probability density function, for various values of k, are given in 
Figure 2.29. As shown, as the value of k increases, the curve has a sharper peak, indicating 
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that there is less wind speed variation. Methods to determine k and c from ‘i? and ou are 
presented below. 

Using Equation 2.4.22 for the Weibull distribution, it is possible to calculate the average 
velocity as follows: 

(2.4.24) 

where r ( x )  = gamma function = 

The gamma function can be approximated by (Jamil, 1994): 

r(x)=(JiExxx-lle-X 1 139 +...) (2.4.25) + - - - 
12x 288x2 5 1 8 4 0 ~ ~  

It can also be shown that for the Weibull distribution: 

(2.4.26) 

It is not a straightforward process to get c and k in terms of and ou . However, there 
are a nmber  of methods that can be used. For example: 

1) Analytical or empirical-(Justus, 1978) 
Use (good for 1 I k < 10 ): 

(2.4.27) 

0 5 10 15 20 25 
Wind speed, m/s - 

Figure 2.29 Example Weibull distributions for U = 8 m l s  
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Equation 2.4.24 can then be used to solve for c: 
- 
U 

T(l+l/k) 
C =  

This method still requires use of the gamma function. 

2) Empirical (Lysen, 1983) 
Use Equation 2.4.27 to find k. Then, find c from the following approximation: 

(2.4.28) 

-_ 

$ = (0.568+0.433/k) 
U 

(2.4.29) 

3) Graphical: log-log plot 
Using this method, a straight line is drawn through a plot of wind speed, U, on the x-axis 
and F(U) on the y-axis of log-log paper. The slope of the straight line gives k. Then, the 
intersection of a horizontal line with F(U) = 0.632 gives an estimate of c on the x-axis. 

Based on the Weibull distribution (this assumes that c and k are known), the following 
other parameters of interest can be calculated. 
(a) Standard deviation of wind speed. 

gi = c2 [r(l -I- 2/k)- r2 (1 + l/k)l=U -2 [ r 2  r(1+2/k) l/k) - 11 

- 
(b) Expected value of the cube of the wind speed, U3 : 

m 

?=jU3 p(u)dU = c3 r(l + 3/k) 
0 

(2.4.30) 

(2.4.31) 

One should note that normalized variations of these two parameters depend only on the 
shape factor k. For example, the energy pattern factor, K ,  (defined as the total amount of 
power available in the wind divided by the power calculated from cubing the average wind 
speed) is given by: 

U 3  r(l+ 3/k) K =-- @y -r3 (i+i/k) 
(2.4.32) 

Some example values of some parameters of interest are given in Table 2.4. 
It should also be noted that a Weibull distribution for which k = 2 is a special case of the 

WeibuU distribution. It equals the Rayleigh distribution. That is, for k = 2 
r2 (1 + 1/2)= n/4 . One can also note that oZI / U = 0.523 for a Rayleigh distribution. 
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Table 2.4 Variation of parameters with Weibull k shape factor 

k q,lU K,  
1.2 0.837 3.99 
2 0.523 1.91 
3 0.363 1.40 
5.0 0.229 1.15 

2.5 roducltion Estimates Using 
Techniques 

For a given wind regime probability distribution, p( U), and a known machine power curve, 
P,(U), the average wind machine power, & , is given by: 

(2.5.1) 

As will be discussed in Chapter 6, it is possible to determine a machine power curve 
based on the power available in the wind and the rotor power coefficient, C, . The result is 
the following expression for P,,,(U) : 

P,,, (U)=ipACp~U3 (2.5.2) 

where 
coefficient is defined by: 

is the drive train efficiency (generator powerfrotor power). The rotor power 

Rotor power - Proto, 
Dynamic power +pAU3 

C,  = -- (2.5.3) 

In the next chapter, it will be shown that C, can generally be expressed as a function of 
the tip speed ratio, A, defined by: 

Blade@ speed - QR 
Windspeed U 

-- a= (2.5.4) 

where 0 is the angular velocity of the wind rotor and R is the radius of the wind rotor. 

the average wind machine power is given by: 
Therefore, assuming a constant value for drive train efficiency, another expression for 

(2.5.5) 

One is now in a position to use statistical methods for the estimation of the energy 
productivity of a specific wind turbine at a given site with a minimum of information. Two 
examples using Rayleigh and Weibull statistics as a basis for the analysis follow. 



Wind Characteristics and Resources 61 

2.5. I Idealized machine productivity calculations using Rayleigh distribution 

A measure oi the maximum possible average annual power from a given rotor diameter can 
be calculated assuming an ideal wind machine and using a Rayleigh probability density 
function. The analysis, based on the work of Carlin (1997), assumes the following: 

Idealized wind turbine, no losses, machine power coefficient, C,, equal to the Betz limit 
(Cp,Betz= 16/27). As will be discussed in the next chapter, the Betz limit is the 
theoretical maximum possible power coefficient. 

ind speed probability distribution is given by a Rayleigh distribution. 

The average wind machine power, i’, , is given by Equation 2.5.5, and, for a Rayleigh 
distribution, is given by : 

(2.5.6) 

- 
where U< is a characteristic wind velocity given by: uc=2u I& . 

value of Cp,Kett = 16/27, thus: 
For an ideal machine, 7 = 1, and the power coefficient can be replaced with the 

One can now normalize the wind speed by defining a dimensionless wind speed, x, such 
that: x = U N c .  This simplifies the previous integral as follows: 

(2.5.8) 

Note that the wind machine constants have been removed from the integral. The integral 
can now be evaluated over all wind speeds. Its value is (3/4)&. Thus: 

- 
Pw =3pAUc3 (16/2713/4)& (2.5.9) 

Substituting for the rotor disk area, A = nD‘l4, and for the characteristic velocity, U,, the 
equation for average power is further simplified to: 

(2.5.10) 

Carlin called this the one-two-three equation! (The density is raised to the first power). 
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For a numerical example, one could calculate the average annual production of an 18 
meter diameter Rayleigh-Betz machine at sea level in a 6 m / s  average annual wind velocity 
regime. For this example: 

F;, = 6.225 kg/m3)  - x 18m (6 m l s y  =38.1 kW (5 1 
Multiplication of this by 8760 hrlyr yields an expected annual energy production of 

334,000 kwhr. 

2.5.2 Productivity calculations for a real wind turbine using a Weibull 
distribution 

Similar to the previous example, the average wind machine power is calculated using 
Equation 2.5.1: 

(2.5.11) 

Based on Equation 2.4.18, it is possible to rewrite this equation using the cumulative 
distribution function, thus: 

(2.5.12) 

For a Weibull distribution, Equation 2.4.23 gives the following expression for F(U): 

(2.5.13) 

Therefore, replacing the integral in Equation 2.5.12 with a summation over N, bins, the 
following expression can be used to find the average wind machine power: 

Note that Equation 2.5.14 is the statistical method’s equivalent to Equation 2.4.1 1. In 
particular, the relative frequency, fp, corresponds to the term in brackets and the wind 
turbine power is calculated at the midpoint between and U ,  . 
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2.6 Overview of Available esource Assessment Data 

Numerous studies have been carried out in various parts of the world in order to evaluate the 
regionally available wind energy resource. Some of these studies (e.g., in the United States 
and Europe) have resulted in the completion of detailed wind atlases. The use of available 
wind resource data is an important part of any resource assessment or wind siting program. 
In evaluating available wind data, however, it is important to realize their limitations. That 
is, little of this type of information has been collected for the purpose of wind energy 
assessment, and many data collection stations were located near or in cities, in relatively flat 
terrain or areas with low elevation. Thus, this type of data can provide a general description 
of the wind resource within a large area, but typically does not provide enough information 
for the detailed identification of candidate sites for wind development. In recent times, 
however, the analysis of this type of data and other data collected with wind resource 
assessment in mind has resulted in the publishing of wind atlases which are designed to 
quantify a particular location's wind resource. 

This section presents a general review of the type of wind resource assessment data that 
is currently available. 

2.6.1 United States resource iqfomation 

In the 1970s, a preliminary wind resource assessment of the United States was carried out 
that produced 12 regional wind energy atlases. The atlases depicted the annual and seasonal 
wind resource on a state and regional level. They also included the wind resource's certainty 
rating (an indication of the reliability of the data) and an estimate for percentage of land 
suitable for wind energy development based on variations in land-surface form. 

These data were used to produce a general wind power potential map that gave an 
indication of the wind resource (in W/m2) for all locations in the United States in one map 
(see Figure 2.30). Almost as soon as these results were published, it was realized that these 
resource maps were not adequate and an intensive program was initiated by the Pacific 
Northwest Laboratories (PNL) to better characterize the wind energy potential in the United 
States. This work resulted in the publication of a new wind energy resource atlas. 

The 1987 wind atlas integrated the pre-1979 wind measurements with topography and 
land form characteristics to determine US wind resource estimates. Data from 
approximately 270 post-1979 sites, including nearly 200 that were instrumented specifically 
for wind resource estimation purposes, were used to verify, or update the original wind 
resource values. The updated wind resource values are depicted on gridded maps, 1/4" 
latitude by 11'3" longitude resolution (about 120 km')), on both a national scale as well as a 
state-by-state basis. 

In the 1987 atlas, the magnitude of the wind resource is expressed in terms of seven 
wind power classes, rather than as a function of wind speed. The wind power classes range 
from Class 1 (for winds containing the least energy) to Class 7 (for winds Eontaining the 

mean wind speed at specified heights above the ground. Table 2.5 shows the wind power 
classes in terms of their mean wind power density and the mean wind speed at 10 m (33 ft), 
30 m (98 ft), and 50 m (164 ft) above the ground. Note that the 30 and SO m heights 

most energy). Each class represents a range of mean power density (W/m 2 ) or equivalent 
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correspond to the range of hub heights of many wind turbines then operating or under 
development. This table was constructed using the following assumptions: 

Vertical extrapolation of wind power density and wind speed were based on the 117 
power law. 
Mean wind speed was estimated assuming a Rayleigh distribution of wind speeds and 
standard sea-level air density. 

re 2.30 Initial wind power potential map of the United States (Elliot, 1977) 

Table 2.5 Wind power density classes 

10m (33 ft) 30 m (98 ft) 50 m (164 ft) 
Wind Power Power Power 
power Density Speed Density Speed Density Speed 
class w/m’ m/s (m&) W/m2 m/s_lmph) W/m‘ m / s  (mph) 

1 0-100 0-4.4 0-160 0-5.1 0-200 0-5.6 
(0-9.8) (0-11.4) (0-12.5) 

2 100-150 4.4-5.1 160-240 5.1-5.8 200-300 5.6-6.4 
(9.8-1 1.5) (1 1.4- 13.2) (12.5-14.3) 

3 150-200 5.1-5.6 240-320 5.8-6.5 300-400 6.4-7.0 
(I 1.5-12.3 (13.2-14.6) (14.3-15.7) 

4 200-250 5.6-6.0 320-400 6.5-7.0 400-500 7.0-7.5 
(12.5-1 3.4) (14.6-1 5.7) (15.7-16.8) 

5 250-300 6.0-6.4 400480 7.0-7.4 5fx)-600 7.5-8.0 
(1 3.4-14.3) (15.7-16.6) (16.8-17.8) 

6 3W400 6.4-7.0 480-640 7.4-8.2 600-800 8.0-8.8 
(14.3-15.7) (16.6-18.3) (17.8-19.7) 

7 7.0-9.4 8.2-1 1.0 800-2000 8.8-1 1.9 
400-1000 (15.7-21.1) 640-1600 (1 8.3-24.7) (19.7-26.6) 
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Areas designated as class 4 or greater are generally considered to be suitable for most 
wind turbine applications. class 3 areas are suitable for wind energy development using tall 
(e.g., 50 m hub height) turbines. class 2 areas are marginal and class 1 areas are unsuitable 
for wind energy development. It should be noted that the results of this categorization also 
indicate the certainty of the wind resource based on data reliability and their area1 
distribution. They do not account, however, for the variability in mean wind speed on a 
local scale; rather, they indicate regions where a high wind resource is likely to exist. For 
example, in regions with complex terrain, a class 2 area could contain specific sites with a 
higher wind resource. Correspondingly, one cannot assume that every part of a class 6 
region experiences consistently high winds. 

Certainty ratings assigned to each grid cell indicate the degree of confidence in the 
resource estimate. The degree of certainty depends on the following: 

Abundance and quality of wind data 
* Complexity of terrain 
0 Geographical variability of wind resource 

The highest degree of certainty (rating 4) was assigned to grid cells with relatively 
simple terrain for which there were abundant historical data. Regions with complex terrain 
or for which little data was available received a low certainty rating of 1. An example of the 
type of data summary contained in this atlas is given in Figure 2.31, which presents the 
average wind power (by class) for the state of Maine. 

*". 71' 7 0  67" cI*_. 

Figure 2.31 Average annual wind power for Maine (Elliot et al., 1987) 
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One should refer to the work of Elliot et al. (1991) for an example of how the data 
contained in this wind atlas can be used. In this report, based on information contained in 
the atlas, they prepared a detailed estimate of land areas with various levels of wind energy 
resource and resultant wind energy potential for each state in the United States. 

2.6.2 European resource information 

The wind energy resources vary considerably over Europe and are influenced by: 

0 Large temperature differences between the polar air in the north and subtropical air in the 
south 

0 The distribution of land and sea with the Atlantic Ocean to the west, Asia to the east, and 
the Mediterranean Sea and Africa to the south 

0 Major orographic barriers such as the Alps, the Pyrenees, and the Scandinavian mountain 
chain 

In order to characterize these resources, the European Community (Troen and Petersen, 
1989) developed a detailed wind resource atlas for Europe. The atlas is divided into the 
following three parts: 

Wind resource. This section, via graphs and tables, gives an overall view of the wind 
climate and magnitude and distribution of wind resources in the European Union 

0 Determining the wind resource. This section provides information for regional wind 
resource assessments. It also gives a methodology for the local estimation of the mean 
power produced by a specific wind turbine at a specific site 
The models and the analysis. This section contains the documentation part of the atlas 

It should be noted that the methodology for characterizing for the wind resource was 
different than that used by PNL for the US wind atlases. As shown in Table 2.6, the maps of 
the European wind atlas are divided into five categories of wind speed, indicated by colors 
on the maps, instead of the seven classes used in the United States. 

Additionally, as shown in Table 2.6, wind speed criteria for each category are 
subdivided into estimates of the wind speed for five topographical conditions. Note that in 
the wind atlas, the different terrains have been divided into four types, each characterized by 
its roughness elements. Furthermore, each terrain type may be associated with a roughness 
class. The five topographical conditions are: 

1. Sheltered terrain. This includes such terrain as urban district, forest, and farm land with 

2. Open plain. This is described as flat land with a few windbreaks (roughness class 1). 
3. Sea coast. This describes a location with a uniform wind direction and land surface with 

4. Open sea. This condition defines a sea location 10 km offshore (roughness class 0). 
5. Hills and ridges. These are characterized by a height of 400 m and a base diameter of 4 

many windbreaks (roughness class 3). 

a few wind breaks (roughness class 3). 

km. 
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Table 2.6 European Wind Atlas (Troen and Petersen, 1989) classification of wind 
resource at 50 m 

Map Sheltered terrain Open plain Sea coast Open sea Hills and ridges 
Color mls w/m2 m/s W/mz m/s Wlm2 m/s w/ma m/s w/m2 
Blue 0-3.5 €50 0-4.5 <100 0-5.0 <150 0-5.5 0-200 0-7.0 0400 
Green 3.5- 50- 4.5- 100- 5.0- 150- 5.5- 200- 7.0- 400- 

4.5 100 5.5 200 6.0 250 7.0 400 8.5 700 
Orange 4.5- 100- 5.5- 200- 6.0- 250- 7.0- 400- 8.5- 70& 

5.0 150 6.5 300 7.0 400 8.0 600 10.0 1200 
Red 5.0- 150- 6.5- 300- 7.0- 400- 8.0- 600- 10.0- 1200- 

6.0 250 7.5 500 8.5 700 9.0 800 11.5 1800 
Purple >6.0 250 7.5 >500 >8.5 700 9.0 800 11.5 s1800 

2.6.3 

There are numerous technical publications that summarize wind resource information for 
other parts of the work. Today, however, there is no one publication, or wind atlas, that 
summarizes all of this work. In 1981 the US Department of Energy’s (DOE’S) Pacific 
Northwest Laboratory (PNL) created a world resource map based on ship data, national 
weather data, and terrain (Cherry et al., 1981). At the present time, wind resource maps for 
different countries and regions of the world are generally not based on as good as data as 
those in the United States and Europe. 

Some examples of the type of wind resource information available for international 
resources are given in Rohatgi and Nelson (1994). For example, Figure 2.32 gives their 
wind resource map for Brazil, showing lines of average annual wind speed in m/s. 

Wind resource information for other parts of the world 

Figure 2.32 Annual average wind speeds for Brazil ( d s )  (Rohatgi and Nelson, 1994). Reproduced 
by permission of Alternative Energy Institute 
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In recent times, US based organizations such as the National Renewable Energy 
Laboratory, PNL, Sandia National Laboratory, the US DOE, the Agency for International 
Development, and the American Wind Energy Association, and numerous European 
research and development agencies have provided technical assistance for wind resource 
assessment in developing counties. These have included Mexico, Indonesia, the Caribbean 
Islands, the former Soviet Union, Brazil, Chile, and Argentina. Resource assessments in 
these countries have focused on the development of rural wind power applications. 

As more countries measure the wind resource for determining energy or power potential, 
the resource maps will become more detailed. It is expected that they will enable wind 
energy researchers to be better able to predict locations suitable for wind power sites. 

2.7 Wind 

So far in this chapter it has been assumed that one has perfectly reliable meteorological 
wind speed data, for a location close to the desired location. The use of this meteorological 
data requires that information on site parameters (location, height, period of data collection, 
etc.), sensors (characteristics and calibration), and the type of data recorded has to be 
obtained. In most wind energy applications this is not the case, however, and measurements 
must be made specifically for determining the wind resource at the candidate location. 

It is important to note that there are three types of instrument systems used for wind 
measurements: 

0 Instruments used by national meteorological services 
0 Instruments designed specifically for measuring and characterizing the wind resource 
0 Instruments specially designed for high sampling rates for determining gust, turbulence, 

and inflow wind information for analyzing wind turbine response 

For each wind energy application, the type and amount of instrumentation required 
varies widely. For example, this can vary from a simple system just containing one wind 
speed anemometer/recorder to a very complex system designed to characterize the 
turbulence at a particular site. Figure 2.33 shows an example of the latter type of system 
developed by PNL. This system consisted of two towers and eight anemometers, with data 
sampled at a rate of 5 Hz. 

2.7.1 Overview 

Instrumentation for wind energy applications is a most important subject and has been 
discussed in detail by numerous authors. They include the early work of Golding ( I  977) and 
Putnam (1948) as well as in the more current references of Johnson (1985), Freris (3990) 
and Rohatgi and Nelson (1993), and the siting handbook of Hiestet and Pennell (1981). In 
addition, it should be pointed out that the performance test codes for wind turbines of the 
American Society of Mechanical Engineers (ASME, 1989) and the measurement standards 
of the American Wind Energy Association (AWEA, 1986) also conrain much usef~d 
information on wind instrumentation equipment and procedures. 
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Temper 
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Direcbon 
vale cup 

40 rn tower 30 m tower 

Figure 2.33 Turbulence characterization system of Pacific Northwest Laboratories (Wendell et al., 
1991) 

Wind energy applications use the following types of meteorological instruments: 
0 Anemometers to measure wind velocity 
a Wind vanes to measure wind direction 
e Thermometers to measure the ambient air temperature 
0 Barometers to measure the air pressure 

In this section the discussion will be limited to the first two types of instruments. For 
more detail on the use of the third and fourth instrument type, one should refer to the wind 
resource assessment handbook of Bailey et al. (1996). Furthermore, wind instrumentation 
systems consist of three major components: sensors, signal conditioners, and recorders. In 
the following review, these components will be discussed in more detail. 

2.7.2 General characteristics qf instruments 

Before discussing instrumentation systems, it is important to review some basics of 
measurement systems. The important parameters and concepts of instrumentation and 
measurement systems are reviewed below. This review is divided into three sections: 

0 System components 

Instrument characteristics 
Characterization of measurements 
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2.7.2.1 System components 

Sensors A sensor is a device, such as a cup of an anemometer or a hot wire, which reacts 
to changes in the environment. For example, the cup reacts to the force of the wind, whereas 
the hot wire reacts to the wind flow via a temperature response. 

Transducers A transducer is a device which converts energy from one form to another. In 
the case of wind measurement, it usually refers to the device that converts a mechanical 
motion to an electrical signal. 

Signal conditioner Signal conditioners supply power to the sensor when required, receive 
the signal from the sensor, and convert it to a form that can be used by a recorder or display. 

Recorder Recorders are devices that store andor display the data obtained by the 
sensorltransducerlsignal conditioner combination. 

2.7.2.2 Characterization of measurements 

Resolution Resolution is defined as the smallest unit of a variable that is detectable by the 
sensor. As an example, a sensor may have a resolution of rt 0. I m/s or rt 1 mls depending on 
the instrument. The type of recorder used may also limit the resolution. 

recision Accuracy and precision are two measures of instrument system 
are often treated ambiguously. The accuracy of an instrument refers to the 

mean difference between the output of the instrument and the true value of the measured 
variable. Precision refers to the dispersion about that mean. For example, an instrument may 
produce the same measured value every time, but that value may be 50% off. Thus, that 
system has high precision, but low accuracy. Another instrument measuring a variable may 
produce measurements with no mecm error, but the dispersion of a single measurement may 
vary widely about the mean. This instrument has high accuracy, but low precision. In 
general, for wind measurement systems, the precision is usually high so that accuracy is the 
principal concern. 

Error 
signal, e.g., for an anemometer, rt 1 m/s. 

Reliability The reliability of an instrument is a measure of the probability that it will 
continue to perform within specified limits of error for a specified time under specified 
conditions. The best indicator of reliability is the past performance of similar instruments. In 
general, simple and rugged instruments with fewer parts are more reliable than those with a 
large number of parts. 

Error is the difference between the indication and the true value of the measured 

eatability The repeatability of an instrument is the closeness of agreement among a 
number of consecutive measurements of output for the same input value, provided the 
measurements are made under the same conditions. 

Reproducibility The closeness of agreement among measurements of the same quantity 
where the individual measurements are made under different conditions defines 
measurement reproducibility. 
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2.7.2.3 Instrument characteristics 

Time constant The period required for a sensor to respond to 63.2% (1-lie) of a stepwise 
change in an input signal defines its time constant. 

Distance constant The distance constant is the length of fluid flow past a sensor required 
to cause it to respond to 63.2% of a step change in speed. It is calculated by multiplying the 
sensor time constant times the average wind speed. Standard cup anemometers can have 
distance constants as high as 10 m, depending on their size and weight. Small, lightweight 
cup anemometers, used for turbulence measurements, have distance constants between 1.5 
to 3 m. For lightweight propeller anemometers, the distance constant is close to 1 m. 

esponse time The response time is the time required for an instrument to register a 
designated percentage (usually 90% or 95%) of a step change in the variable being 
measured. 

Sampling rate Sampling rate is the frequency (Hz) at which the signal is sampled. It can 
be a function of the data collection system. 

Resolution Resolution is defined as the smallest change in a variable that causes a 
detectable change in the indication of the instrument. 

Sensitivity 
instrument to the full-scale input value. 

The sensitivity of an instrument is the ratio of the full-scale output of an 

2.7.3 Wind speed measuring instrumentation 

The sensors of wind measuring instrumentation can be classified according to their principle 
of operation via the following (ASME, 1989): 

Momentum transfer - cups, propellers, and pressure plates 
Pressure on stationary sensors - pitot tubes and drag spheres 

0 Neat transfer - hot wires and hot films 
0 Doppler effects - acoustics and laser 

Special methods - ion displacement, vortex shedding, etc. 

Despite the number of potential instruments available for wind speed measurements, in 
most wind energy applications four different systems have been used. As discussed below, 
they include: 

Cup anemometers 
0 Propeller anemometers 

Kite anemometers 
Acoustic Doppler sensors (SODAR) 
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Cup anemometers use their rotation, which varies in proportion to the wind speed, to 
generate a signal. Today’s most common designs feature three cups mounted on a small 
shaft. The rate of rotation of the cups can be measured by: 

0 Mechanical counters registering number of rotations 
* Electrical or electronic voltage changes (AC or DC) 

A photoelectric switch 

The mechanical type anemometers indicate the wind flow in distance. The mean wind 
speed is obtained by dividing the wind flow by time (this type is also called a wind-run 
anemometer). For remote sites, this type of anemometer has the advantage of not requiring a 
power source. Some of the earliest types of mechanical anemometers also drove a pen 
recorder directly. However, these systems were expensive and difficult to maintain. 

An electronic cup anemometer gives a measurement of instantaneous wind speeds. The 
lower end of the rotating spindle is connected to a miniature AC or DC generator and the 
analog output is converted to wind speed via a variety of methods. The photoelectric switch 
type has a disc containing up to 120 slots and a photocell. The periodic passage of the slots 
produces pulses during each revolution of the cup. 

The response and accuracy of a cup anemometer are determined by its weight, physical 
dimensions, and internal friction. By changing any of these parameters, the response of the 
instrument will vary. If turbulence measurements are desired, small, lightweight, low- 
friction sensors should be used. Typically, the most responsive cups have a distance 
constant of about 1 m. Where turbulence data are not required, the cups can be larger and 
heavier, with distance constants from 2 to 5 m. This limits the maximum usable data 
sampling rate 10 no greater th‘an once every few seconds. Typical accuracy values (based on 
wind tunnel tests) for cup anemometers are about *2%. 

Numerous environmental problems can plague cup anemometers and reduce their 
reliability. These include icing or blowing dust. Dust can lodge in the bearings, causing an 
increase in friction and wear and reducing anemometer wind speed readings. If an 
anemometer ices up, its rotation will slow, or completely stop, causing erroneous wind 
speed signals, until the sensor thaws completely. Heated cup anemornetcrs can be used, but 
they require a significant source of power. Because of these problems, the assurance of 
reliability for cup anemometers depends on calibration and service visits. The frequency of 
these visits depends on the site environment ‘and the value of the data. 

A widely used anemometer in the wind industry is the Maximum cup anemometer. This 
sensor is about 15 cm in diameter (see Figure 2.34). 

This anemometer has a generator that provides a sine wave voltage output. It has a 
TeflonQ sleeve bushing bearing system that is not supposed to be affected by dust, water, or 
lack of lubrication. The frequency of the sine wave is related to the wind speed. Special 
anemometers based on this design (16 pole magnet) can be used for some turbulence 
measurements with a 1 Hz sampling rate. 
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Figure 2.34 Maximum anemometer 

2.7.3.2 Propeller anemometers 
Propeller anemometers use the wind blowing into a propeller to turn a shaft that drives an 
AC or DC (most common) generator, or a light chopper to produce a pulse signal. The 
designs used for wind energy applications have a fast response and behave linearly in 
changing wind speeds. In a typical horizontal configuration, the propeller is kept facing the 
wind by a tail-vane, which also can be used as a direction indicator. The accuracy of this 
design is about .t 2%, similar to the cup anemometer. The propeller is usually made of 
polystyrene foam or polypropylene. The problems of reliability of propeller anemometers 
are similar to those discussed for cup anemometers. 

M e n  mounted on a fixed vertical arm, the propeller anemometer is especially suited for 
measuring the vertical wind component. A configuration for measuring three components of 
wind velocity is shown in Figure 2.35. The propeller anemometer responds primarily to 
wind parallel to its axis, and the wind perpendicular to the axis has no effect. 

re 2.35 Propeller type anemometer for measuring three wind velocity components 
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2.7.3.3 Kite anemometers 
In the past kites have been used in applications where wind measurements were desired at 
heights greater than conventional meteorological towers (see Hiester and Pennel, 1981). 
One of the most popular kite systems was the TALA (Tethered Aerodynamic Lifting 
Anemometer) kite. It used the tension on the kite line as an indicator of wind speed. They 
have been used in the preliminary assessment of wind power sites by numerous researchers, 
and, when used in groups, can be used to measure the wind shear profile at a site. 
Researchers have attempted to measure turbulence with TALA kites, but they have had 
limited success. Another use of TALA kites was in identifying areas of high turbulence (as a 
function of height) in complex terrain. A limitation of this type of device is the small 
amount of data produced, especially in comparison to how labor intensive they are. 

2.7.3.4 Acoustic Doppler sensors (SODAR) 
The acoustic doppler sensor system (or SODAR, standing for sonic detection and ranging) 
is based on the principle of acoustic backscattering. That is, an acoustic pulse transmitted 
into the air experiences backscattering from small temperature inhomogeneities (of a size on 
the order of the wave length). The travel time between emission and reception determines 
the height the signal represents. In addition, the Doppler shift in the frequency is 
proportional to the wind speed along the beam axis. 

SODAR is classified as a remote sensing system, since it can make measurements 
without placing an active sensor at the point of measurement. Since such systems do not 
need tail (and expensive) towers for their use, the potential advantages of their use are 
obvious. 

SODARs have recently been used for both onshore (Maeda et al., 1999) and offshore 
(Coelingh et al., 1999) wind siting studies. There has been a great deal of development on 
these devices over the last several years, and they are now commercially available from a 
number of sources. 

2.7.4 Wind direction instrumentation 

Wind direction is normally measured via the use of a wind vane. A conventional wind vane 
consists of a broad tail that the wind keeps on the downwind side of a rotating vertical shaft, 
and a counterweight at the upwind end to provide balance at the junction of the vane and 
shaft. Friction at the shaft is reduced with bearings, and so the vane requires a minimum 
force to initiate movement. For example, the usual threshold of this force occurs at wind 
speeds on the order of 1 d s .  Also, it is normal to damp the motion of the vane in order to 
prevent rapid changes of direction. 

Wind vanes usually produce signals by contact closures or by potentiometers. Details of 
the circuitry required for these designs, and the overall design considerations (i.e., turning 
moment analysis) of such devices are given by Johnson (1985). The accuracy obtained from 
potentiometers is higher than that from contact closures, but the potentiometer-based wind 
vanes usually cost more. As with cup and propeller anemometers, environmental problems 
(blowing dust, salt, and ice) affect the reliability of wind vanes. 
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2.7.5 Instrumentation towers 

Since it is desirable to collect wind data at the hub height of turbines, one needs to use 
towers that can reach from a minimum of 20 m up to about 150 m. Instrumentation towers 
come in many styles: self supporting, lattice or tubular towers, guyed lattice towers, and tilt- 
up guyed towers. Sometimes communications towers are available near the site under 
consideration. In most cases, however, towers must be installed specifically for wind 
measurement systems. 

More details of this subject are included in the wind resource assessment handbook of 
Bailey et al. (1996). As noted here, guyed tilt-up towers that can be erected from the ground 
are the type most commonly used today. These towers have been designed specifically for 
wind measurements and they are lightweight and can be moved easily. They require small 
foundations and can usually be installed in less than a day. 

2.7.6 Data recording systems 

In the development of a wind measurement program one must select some type of data 
recording system in order to display. record, and analyze the data obtained from the sensors 
and transducers. The types of displays used for wind instruments are either of the analog 
type (meters) or of the digital type (LED, LCD) and supply one with current information. 
Typical displays use dials, lights, and digital counters. Recorders can provide past 
information, and also may provide current information. The recorders used in wind 
instrumentation systems generally fall into four classes: 

0 Counters 
Stripcharts 
Magnetic tape 
Solid-state devices 

The simplest recorder i s  the single counter or accumulator. A device of this type only 
records the total amount of wind passing the sensor, like the odometer of a car. In order to 
calculate wind speed one must know the total elapsed time. Some recorders combine a 
number of accumulators. For example, a recorder might include 10 accumulators, each 
associated with a given wind speed, resulting in a wind speed frequency distribution (a 
direct use of the previously discussed method of bins). 

Strip chart recorders were a standard means of recording wind data for many years. This 
method of data recording, however, is less common today. It was f i s t  replaced by magnetic 
tape recorders, which in turn have been replaced by solid-state devices. Solid-state recorders 
can accomplish a large amount of the data analysis before storing the data. 

In general, the favored method to handle the large amount of data needed for complete 
analysis is the use of data loggers or data acquisition using personal computers. A number 
of data logging systems are available on the market that record wind speed and direction 
averages and standard deviations, as well as maximum wind speed during the averaging 
interval. These systems often record the data on removable storage cards. Some allow the 
data to be downloaded via modem. 
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The choices of methods and data recording systems are large, and each has its own 
advantages and disadvantages. The particular situation will define the data requirements, 
which, in turn, will dictate the choice of recording methods. As shown in Table 2.7, the 
AWEA Standard for meteorological measurements at a potential wind site ( A W A ,  1986) 
defines three classes of wind measurement systems. 

More details of recording system classification schemes are given by Hiester and 
Pennell(1981) and in Rohatgi and Nelson (1994). 

Table 2.7 American Wind Energy Association description of major classes of wind measurement 
systems 

Class Storage capability Recording medium Primary application Comments 
I None Manual recorch Real time, Low-cost 

factor could 
introduce bias error 

instantaneous data equipment; human 

IT Single register Counter or Weekly or monthly Minimum system for 
electronic averages average speed or 

annual energy 

111 Multiple register Strip chart; magnetic Summarized bin Raw data; some 
sequential and ttpe; solid state data; detailed internal processing; 
processed statistical data data storage 

analysis dependent on 
processing and 
logging systems 

2.7.7 Wind data analysis 

The data produced by a wind monitoring system can be analyzed in a number of ways. 
These may include, but are not limited to: 

Average horizontal wind speeds over specified time intervals 
Variations in the horizontal wind speed over the sampling intervals (standard deviation, 
turbuIence intensity, maximums) 
Average horizontal wind direction 
Variations in the horizontal wind direction over the sampling intervals (standard 
deviation) 
Speed and direction distributions 
Persistence 
Determining gust parameters 
Statistical andysis, including autocorrelation, p w e r  spectral density, 1cn 
scales, and spatial and time correlations with nearby measurements. 
Steady and fluctuating U, v, w wind components 
Diurnal, seasonal, annual, interannual and directional variations of any of the above 
parameters 
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Some mention has been made of each of these measures of wind data, except for 
persistence. Persistence is the duration of the wind speed within a given wind speed range. 
For example, histograms of the frequency of continuous periods of winds between the cut-in 
and cut-out wind speeds would provide information on the expected length of periods of 
continuous turbine operation. 

A wind rose is a diagram showing the temporal distribution of wind direction and 
azimuthal distribution of wind speed at a given location. A wind rose (an example is shown 
in Figure 2.36) is a convenient tool for displaying anemometer data (wind speed and 
direction) for siting analysis. This figure illustrates the most common form, which consists 
of several equally spaced concentric circles with 16 equally spaced radial lines (each 
represents a compass point). The line length is proportional to the frequency of the wind 
from the compass point, with the circles forming a scale. The frequency of calm conditions 
is indicated in the center. The longest lines identify the prevailing wind directions. Wind 
roses generally are used to represent annual, seasonal, or monthly data. 

N 
Outer numbers are averaged 
turbulence intensities for that sector 
Inner circle = 0% 
Outer circle = 30% 

mw NE 

E 

sw SE 

Percent of total time 
I Percent of total wind 

Figure 2.36 Example of a wind rose diagram 

2.7.8 

One is now in a position to apply the fundamentals of wind characteristics, resource 
measurement and evaluation, and wind energy measurement systems. This section presents 
an outline of the procedure for conducting a successful wind monitoring program. 

In the United States much work has been carried out on this, and the researchers and 
wind engineers involved in this subject have carefully documented their work. More 
specifically, under the auspices of the US Department of Energy and their subcontractor, the 
National Renewable Energy Laboratory (NREL), a detailed handbook on this subject was 
prepared by AWS Scientific (Bailey et al., 1996). The handbook, which has been designed 

Overview of a wind monitoring program 



78 Wind Energy Explained 

for use in wind energy training seminars, contains ten chapters and an appendix. Following 
the approach of this handbook a wind assessment and monitoring program includes the 
following components: 

Review of guiding principles of a wind resource assessment program 
0 Determination of costs and labor requirements for a wind monitoring program 
0 Siting of monitoring systems 
0 Determination of measurement parameters 
0 Selection of monitoring station instrumentation 

Installation of monitoring systems 
Station operation and maintenance 

0 Data collection and handling 
0 Data validation, processing, and reporting 

2.8 Advanced 

There are some important topics in the area of wind characterization that are beyond the 
scope of this chapter, but they will be summarized briefly here. 

Application of stochastic processes to wind energy 
a Analysis and characterization of wind turbulence 

Use of numerical or computational fluid dynamic (CFD) models for flow 
characterization 

0 Micrositing 
0 Advanced statistically based resource assessment techniques 

A short description of each of these advanced topics follows. 

2.8.1 Application of stoctaastic processes to wind energy 

In Section 2.4.3, deterministic statistical functions such as the Weibull or Rayleigh 
distribution were used to characterize wind speed variation. The variation in wind speed is a 
random process, however, and it is not possible to predict what will happen in the future, 
even with extensive wind speed data at the same site. Thus, one must find the chance, or 
probability, that the wind speed will be within certain limits. This type of variation is called 
a stochastic, probabilistic, or a random process. 

Stochastic models are based on the concept that turbulence is made up of sinusoidal 
waves, or eddies with periods and random amplitudes. These types of models may also use 
probability distribution or other statistical parameters. Stochastic analysis can be invaluable 
in developing models of the wind inflow, because it facilitates the following critical 
engineering analysis or design tasks: 

0 Representation of many data points taken in field tests 
* Evaluation of fatigue loads 
0 Comparison of model field data with historical field data 
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More details of these types of models as applied to wind energy may be found in Spera 
(1994) and Rohatgi and Nelson (1994). For information on the analytical methods for 
stochastic process analysis see Bendat and Piersol (1993). 

2.8.2 

A knowledge of the fundamentals of turbulence is important because turbulence causes 
random, fluctuating loads and power output, and stresses over the whole turbine and tower 
structure. It is important to consider turbulence for the following purposes: 

Analysis and characterization of wind turbulence 

0 Maximum load prediction 
Structural excitation 

0 Fatigue 
Control 
Power quality 

Turbulence is a complex subject, considered in many advanced fluid mechanics 
textbooks. There has been considerable progress made in the application of turbulence 
research to wind energy applications. See, for example, the discussions of this subject in the 
texts of Spera (1994) and Rohatgi and Nelson (1994). 

To illustrate the instrumentation required for a detailed turbulence study, Figure 2.37 
shows the turbulence characterization scheme used by NREL for their ‘combined 
experiment’ test program. This system consisted of a plane array of 13 anemometers used to 
measure the wind inflow. The system could collect a large amount of data in a very short 
time. 

1 U-v-w sonic anemometer 
2 Hot film anemometer 
3 U-v-w Gill anemometer 
4 Propellor vane anemometer 

Figure 2.37 National Renewable Energy Laboratory combined experiment anemometry system 
(Butterfield, 1989) 
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2.8.3 Use of numerical or computational fluid dynamic models for flow 
characterization 

The progress in computational or numerical modeling of complex flow fields has spread to 
the field of wind energy. For example, since many potential locations for wind turbines 
involve siting in complex terrain, it is useful to have analytical tools that can characterize 
the wind fields in these locations. One of the tools used here is modeling the flow by 
numerical models. 

Today, the use of computational fluid dynamic (CED) modeling is one of the most 
rapidly expanding areas in fluid mechanics (see Anderson, 1995). The rapid progress in 
CFD models and the ability to analyze complex flows are expected to expand with the ever 
increasing power of digital computers, and the associated graphical routines. 

2.8.4 Micrositing 

Micrositing is defined as a resource assessment tool used to determine the exact position of 
one or more wind turbines on a parcel of land to maximize the power production. An 
objective of micrositing is to locate the wind turbines in the wind farin to maximize annual 
energy production, or yield the largest financial return for the owners of the wind farm. 
Chapter 8 discusses this subject. 

EfFective micrositing depends on a combination of detailed wind resource information 
for the specific site and, generally, the use of CFD models to predict the detailed flow field 
in the wind farin (including machine wake effects). The output is then combined in another 
model that gives a prediction of the energy output of the wind f m .  Some micrositing 
models are even able to give the optimized location for wind turbine placement. Some 
examples of micrositing models are summarized by Rohatgi and Nelson (1994). 

2.8.5 Advanced statistically-based resource assessment techniques 

For an estimate of the wind resource potential at a site with little or no wind resource 
measurement, one approach may be to link this site to a nearby site that has long duration 
wind resource measurements. Landberg and Mortensen (1993) note that this link can be 
accomplished using either physical methods (using CED models) or via the use of statistical 
methods (based on statistical correlations between the two time series of data). A 
statistically based technique that has been widely used is the Measure-Correlate-Predict 
(MCP) approach. 

The basic idea behind the MCP approach is to establish relations between wind speed 
and direction at a potential wind site and a site where wind speed and direction have been 
measured over a long period of time. More information is presented in Chapter 8. 
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3.1 General Overview 

Wind turbine power production depends on the interaction between the rotor and the wind. 
As discussed in Chapter 2, the wind may be considered to be a combination of the mean 
wind and turbulent fluctuations about that mean flow. Experience has shown that the major 
aspects of wind turbine performance (mean power output and mean loads) are determined 
by the aerodynamic forces generated by the mean wind. Periodic aerodynamic forces caused 
by wind shear, off-axis winds and rotor rotation and randomly fluctuating forces induced by 
turbulence and dynamic effects are the source of fatigue loads and are a factor in the peak 
loads experienced by a wind turbine. These are, of course, important, but can only be 
understood once the aerodynamics of steady state operation have been understood. 
Accordingly, this chapter focuses primarily on steady state aerodynamics. An overview of 
the complex phenomena of unsteady aerodynamics is presented at the end of the chapter. 

Practical horizontal axis wind turbine designs use airfoils to transform the kinetic energy 
in the wind into useful energy. The material in this chapter provides the background to 
enable the reader to understand power production with the use of airfoils, to calculate an 
optimum blade shape for the start of a blade design and to analyse the aerodynamic 
performance of a rotor with a known blade shape and airfoil characteristics. A number of 
authors have derived methods for predicting the steady state performance of wind turbine 
rotors. The classical analysis of the wind turbine was originally developed by Betz and 
Glauert (Glauert, 1935) in the 1930’s. Subsequently, the theory was expanded and adapted 
for solution by digital computers (see Wilson and Lissaman, 1974, Wilson et al., 1976 and 
de Vries, 1979). In all of these methods, momentum theory and blade element theory are 
combined into a strip theory that enables calculation of the performance characteristics of an 
annular section of the rotor. The characteristics for the entire rotor are then obtained by 
integrating, or summing, the values obtained for each of the annular sections. This approach 
is the one used in this chapter. 

The chapter starts with the analysis of an idealized wind turbine rotor. The discussion 
introduces important concepts and illustrates the general behavior of wind turbine rotors and 
the airflow around wind turbine rotors. The analyses are also used to determine theoretical 
performance limits for wind turbines. 
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General aerodynamic concepts and the operation of airfoils are then introduced. This 
information is then used to consider the advantages of using airfoils for power production 
over other approaches. 

The majority of the chapter details the classical analytical approach for the analysis of 
horizontal axis wind turbines, as well as some applications and examples of its use. First the 
details of momentum theory and blade element theory are developed and used to calculate 
the optimum blade shape for simplified, ideal operating conditions. The results illustrate the 
derivation of the general blade shape used in wind turbines. The combination of the two 
approaches, called strip theory or blade element momentum (BEM) theory, is then used to 
outline a procedure for the aerodynamic design and performance analysis of a wind turbine 
rotor. Aerodynamic losses and off-design performance are discussed and a starting optimum 
blade design for a more realistic flow field is developed. Finally, a simplified design 
procedure is presented that can be used for quick analyses. 

The last two sections of the chapter discuss limitations on the maximum theoretical 
performance of a wind turbine and introduce advanced topics. These advanced topics 
include the effects of non-ideal steady state aerodynamics, turbine wakes and their effects 
on turbine operation, unsteady aerodynamics, computer codes for analyzing rotor 
performance and other theoretical approaches to rotor performance analysis. 

Every attempt has been made to make the material in this chapter accessible to readers 
without a fluid dynamics background. Nevertheless, it would be helpful to be fanliliar with a 
variety of concepts including Bernoulli’s equation, streamlines, control volume analyses and 
the concepts of laminar and turbulent flow. The material does require an understanding of 
basic physics. 

3.2 

A simple model, generally attributed to Betz (1926), can be used to determine the power 
from an ideal turbine rotor, the thrust of the wind on the ideal rotor and the effect of the 
rotor operation on the local wind field. This simple model is based on a linear momentum 
theory developed over 100 years ago to predict the performance of ship propellers. 

The analysjs assumes a control volume, in which the control volume boundaries are the 
surface of a stream tube and two cross-sections of the stream tube (see Figure 3.1). The only 
flow is across the ends of the stream tube. The turbine is represented by a uniform “actuator 
disk” which creates a discontinuity of pressure in the stream tube of air flowing through it. 
Note that this analysis is not limited to any particular type of wind turbine. 

This analysis uses the following assumptions: 

Homogenous, incompressible, steady state fluid flow 
0 No frictional drag 
0 An infinite number of blades 
0 Uniform thrust over the disk or rotor area 
0 A nonrotating wake 
e The static pressure far upstream and far downstream of the rotor is equal to the 

undisturbed ambient static pressure 
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Stream tube boundary 

1 2 3  4 

Figure 3.1 Actuator disk model of a wind turbine; U , mean air velocity; 1,2, 3 and 4 indicate 
locations 

Applying the conservation of linear momentum to the control volume enclosing the 
whole system, one can find the net force on the contents of the control volume. That force is 
equal and opposite to the thrust, T, which is the force of the wind on the wind turbine. From 
the conservation of linear momentum for a one-dimensional, incompressible, time-invariant 
flow, the thrust is equal and opposite to the change in momentum of air stream: 

T = U ,  (PAU), -U4 (PAU), (3.2.1) 

where p is the air density, A is the cross sectional area, U is the air velocity and the 
subscripts indicate values at numbered cross sections in Figure 3.1. 

For steady state flow, (pAU), = (PAU), = r i ? ,  where Uiz is the mass flow rate. 
Therefore: 

T = riz(u, -U4) (3.2.2) 

The thrust is positive so the velocity behind the rotor, U,, is less than the free stream 
velocity, U,. No work is done on either side of the turbine rotor. Thus the Bernoulli 
function can be used in the two control volumes on either side of the actuator disk. In the 
stream tube upstream of the disk 

In the stream tube downstream of the disk 

(3.2.3) 

P3 +f PU3 = = pq ++pu4 2 (3.2.4) 



Wind Energy Explained 

where it is assumed that the far upstream and far downstream pressures are equal ( p1 = p 4  ) 
and that the velocity across the disk remains the same ( U ,  = U ,  ). 

The thrust can also be expressed as the net sum of the forces on each side of the actuator 
disc: 

(3.2.5) 

If one solves for ( p 2  - p 3  ) using Equations 3.2.3 and 3.2.4 and substitutes that into 
Equation 3.2.5, one obtains: 

(3.2.6) 

Equating the thrust values from Equations 3.2.2 and 3.2.6 and recognizing that the mass 
flow rate is A,U, , one obtains: 

U1 +U4 U ,  =- 
2 

(3.2.7) 

Thus, the wind velocity at the rotor plane, using this simple model, is the average of the 

If one defines the axial induction factor, a ,  as the fractional decrease in wind velocity 
upstream and downstream wind speeds. 

between the free stream and the rotor plane, then 

and 

U ,  =U,(l-a) 

U4 = U ,  (1 - 2a) 

(3.2.9) 

(3.2.10) 

The quantity, U1 a ,  is often referred to as the induced velocity at the rotor, in which case 
velocity of the wind at the rotor is a combination of the free stream velocity and the induced 
wind velocity. As the axial induction factor increases from 0, the wind speed behind the 
rotor slows more and more. If a = 1/2, the wind has slowed to zero velocity behind the 
rotor and the simple theory is no longer applicable. 

The power out, P , is equal to the thrust times the velocity at the disk 

P = * p A 2 b l 2  -U4*)V2 =+pA,U,(U, +U4)@, -U4)  (3.2.11) 
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Substituting for U ,  and U ,  from Equations 3.2.9 and 3.2.10 gives 

P = pAU 4a(l- (3.2.12) 

where the control volume area at the rotor, A,, is replaced with A , the rotor area, and the 
free stream velocity U,  is replaced by U . 

Wind turbine rotor performance is usually characterized by its power coefficient, C,  : 

P Rotor power cp=-= 
pU3 A Power in the wind 

(3.2.13) 

The non-dimensional power coefficient represents the fraction of the power in the wind that 
is extracted by the rotor. From Equation 3.2.12, the power coefficient is: 

C p  = 441- a)2 (3.2.14) 

The maximum C ,  is determined by taking the derivative of the power coefficient 
(Equation 3.2.14) with respect to a and setting it equal to zero, yielding U = 1/3. Thus: 

CP,- = 16/27 = 0.5926 (3.2.15) 

when a = 1/3. For this case, the flow through the disk corresponds to a stream tube with an 
upstream cross-sectional area of 2/3 the disk area that expands to twice the disk area 
downstream. This result indicates that, if an ideal rotor were designed and operated such 
that the wind speed at the rotor were 213 of the free stream wind speed, then it would be 
operating at the point of maximum power production. Furthermore, given the basic laws of 
physics, this is the maximum power possible. 

From Equations 3.2.6,3.2.9 and 3.2.10, the axial thrust on the disk is: 

T = pAU, [4a(l- a)] (3.2.16) 

Similarly to the power, the thrust on a wind turbine can be characterized by a non- 
dimensional thrust coefficient: 

- Thrust force - T c -  
- 3 pU2 A Dynamic force 

(3.2.17) 

From Eiquation 3.2.16, the thrust coefficient for an ideal wind turbine is equal to 4a(l- a) .  
C, has a maximum of 1 .O when a = 0.5 and the downstream velocity is zero. At maximum 
power output ( a = 1/3), C, has a value of 8/9. A graph of the power and thrust coefficients 
for an ideal Betz turbine and the non-dimensionalized downstream wind speed are 
illustrated in Figure 3.2. 
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0.0 0.2 0.4 0.6 0.8 1 .o 
Axial induction factor 

Figure 3.2 Operating parameters for a Betz turbine; U , velocity of undisturbed air; U,, air 
velocity behind the rotor,; C,  , power coefficient; C, , thrust coefficient 

As mentioned above, this idealized model is not valid for axial induction factors greater 
than 0.5. In practice (Wilson et al., 1976), as the axial induction factor approaches and 
exceeds 0.5, complicated flow patterns that are not represented in this simple model result in 
thrust coefficients that can go as high as 2.0. The details of wind turbine operation at these 
high axial induction factors appear in Section 3.7. 

The Betz limit, CP,max = 16/27, is the maximum theoretically possible rotor power 
coefficient. In practice three effects lead to a decrease in the maximum achievable power 
coefficient: 

0 Rotation of the wake behind the rotor 
Finite number of blades and associated tip losses 
Non-zero aerodynamic drag 

Note that the overall turbine efficiency is a function of both the rotor power coefficient 
and the mechanical (including electrical) efficiency of the wind turbine: 

Thus: 

(3.2.18) 

(3.2.19) 
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3.3 Ideal Horizontal Axis Wind Turbine with Wake Rotation 

In the previous analysis using linear momentum theory, it was assumed that no rotation was 
imparted to the flow. The previous analysis can be extended to the case where the rotating 
rotor generates angular momentum, which can be related to rotor torque. In the case of a 
rotating wind turbine rotor, the flow behind the rotor rotates in the opposite direction to the 
rotor, in reaction to the torque exerted by the flow on the rotor. An annular stream tube 
model of this flow, illustrating the rotation of the wake, is shown in Figure 3.3. 

The generation of rotational kinetic energy in the wake results in less energy extraction 
by the rotor than would be expected without wake rotation. In general, the extra kinetic 
energy in the wind turbine wake will be higher if the generated torque is higher. Thus, as 
will be shown here, slow running wind turbines (with a low rotational speed and a high 
torque) experience more wake rotation losses than high-speed wind machines with low 
torque. 

Figure 3.4 gives a schematic of the parameters involved in this analysis. Subscripts 
denote values at the cross sections identified by numbers. If it is assumed that the angular 
velocity imparted to the flow stream, ciJ , is small compared to the angular velocity, i2 , of 
the wind turbine rotor, then it can also be assumed that the pressure in the far wake is equal 
to the pressure in the free stream (see Wilson et al., 1976). The analysis that follows is 
based on the use of an annular stream tube with a radius r and a thickness dr , resulting in 
a cross-sectional area equal to 2mdr (see Figure 3.4). The pressure, wake rotation and 
induction factors are all assumed to be a function of radius. 

Figure 3.3 Stream tube model of flow behind rotating wind turbine blade. Picture of stream tube 
with wake rotation, from Zntroduction to Wind Energy, by E. H. Lysen, published by S W D  (Steering 
Committee Wind Energy Developing Countries), Amersfoort, the Netherlands, 1982. Reproduced by 
permission of the author. 
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Stream tube boundary 

I 

Stream tube boundary 
at rotor (actuator disk) plane 

t 

4 
Figure 3.4 Geometry for rotor analysis; U , velocity of undisturbed air; a ,  induction factor; 
radius 

If one uses a control volume that moves with the angular velocity of the blades, the 
energy equation can be applied in the sections before and after the blades to derive an 
expression for the pressure difference across the blades (see Glauert, 1935, for the 
derivation). Note that across the flow disk, the angular velocity of the air relative to the 
blade increases from R to R +U , while the axial component of the velocity remains 
constant. The results are: 

The resulting thrust on an annular element, dT , is: 

The angular induction factor, a' ,  is defined as: 

a ' = u f 2 0  

(3.3.1) 

(3.3.2) 

(3.3.3) 

Note that when wake rotation is included in the analysis, the induced velocity at the 
rotor consists of not only the axial component, Ua , but also a component in the rotor plane, 
rQa'. 

The expression for the thrust becomes: 

dT = 4a'(1+ a')  pQ 2r 2nrdr (33.4) 
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Following the previous linear momentum analysis, the thrust on an annular cross-section 
can also be determined by the following expression that uses the axial induction factor, a ,  
(note that U, ,  the free stream velocity, is designated by U in this analysis): 

dT = 441  -a)+ pU 2mdr 

Equating the two expressions for thrust gives: 

;12, 
a$+ a)  - 7 = 

a(1-a) a 2 r 2  -- 

(3.3.5) 

(3.3 5) 

where Ar is the local speed ratio (see below). This result will be used later in the analysis. 

speed is given by: 
The tip speed ratio, A ,  defined as the ratio of the blade tip speed to the free stream wind 

A = m/u (3.3.7) 

The tip speed ratio often occurs in the aerodynamic equations for the rotor. The local speed 
ratio is the ratio of the rotor speed at some intermediate radius to the wind speed 

A, = 0r fU = h l R  (3.3.8) 

Next, one can derive an expression for the torque on the rotor by applying the 
conservation of angular momentum. For this situation, the torque exerted on the rotor, Q , 
must equal the change in angular momentum of the wake. On an incremental annular area 
element this gives: 

dQ = dm(wr)(r) = @U2 27tr&)(wr)(r) (3.3.9) 

Since U ,  = U(1- a)and a’ = w f 2 0  , this expression reduces to 

dQ = 4a1(1- C Z ) ~  pUl2 r 2z rdr (3.3.10) 

The power generated at each element, dP , is given by: 

dP=LklQ (3.3.11) 

Substituting for dQ in this expression and using the definition of the local tip speed 
ratio, A,, (Equation 3.3.9), the expression for the power generated at each element 
becomes: 
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(3.3.12) 

It can be seen that the power from any annular ring is a function of the axial and angular 
induction factors and the tip speed ratio. The axial and angular induction factors determine 
the magnitude and direction of the airflow at the rotor plane. The local speed ratio is a 
function of the tip speed ratio and radius. 

The incremental contribution to the power coefficient, dC,, , from each annular ring is 
given by: 

d C ,  = dP (3.3.13) 
%PAU3 

Thus 

(3.3.14) 

In order to integrate this expression, one needs to relate the variables a ,  a ' ,  and Ar,  
(see Glauert 1948, Sengupta and Verma, 1992). Solving Equation 3.3.6 to express a' in 
terms of a ,  one gets: 

(3.3.15) 

The aerodynamic conditions for the maximum possible power production occur when 
the term a$-a) in Equation 3.3.14 is at its greatest value. Substituting the value for a' 
from Equation 3.3.15 into a'(1- a )  and setting the derivative with respect to a equal to zero 
yields: 

(1-a)(4a- l)* 
1-3a 

Ar = (3.3.16) 

This equation defines the axial induction factor for maximum power as a function of the 
local tip speed ratio in each annular ring. Substituting into Equation 3.3.6, one finds that 
that, for maximum power in each annular ring: 

' 1-3a 
4a-1 

a =- (3.3.17) 
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If Equation 3.3.16 is differentiated with respect to a ,  one obtains a relationship between 
dA, and da at those conditions that result in maximum power production: 

(3.3.18) 

Now, substituting the Equations 3.3.16-3.3.18 into the expression for the power 
coefficient (Equation 3.3.14) gives: 

1' da 
24 az (l-a)(1-2~)(1-4~) 

cp*mx = T j a 1  a [ (1-3a) 
(3.3.19) 

Were the lower limit of integration, al , corresponds to axial induction factor for Ar = 0 
and the upper limit, a 2 ,  corresponds to the axial induction factor at A, = A . Also, from 
Equation 3.3.16: 

(3.3.20) 

Note that from Equation 3.3.16, al = 0.25 gives A, a value of zero. 
Equation 3.3.20 can be solved for the values of a2 that correspond to operation at tip 

speed ratios of interest. Note also from Equation 3.3.20, a2 = 1/3 is the upper limit of the 
axial induction factor, a ,  giving an infinitely large tip speed ratio. 

The definite integral can be evaluated by changing variables: substituting x for (I - 3a) 
in Equation 3.3.19. The result is (see Eggleston and Stoddard. 1987): 

x=o.25 
(3.3.21) 

~ = ( 1 - 3 ~ 2 )  

Table 3.1 presents a summary of numerical values for CP,max as a function of A .  with 
corresponding values for the axial induction factor at the tip, a2 . 

The results of this analysis are graphically represented in Figure 3.5, which also shows 
the Betz limit of the ideal turbine based on the previous linear momentum analysis. The 
results show that, the higher the tip speed ratio, the greater the maximum theoretical 6,. 

These equations can be used to look at the operation of an ideal wind turbine, assuming 
wake rotation. For example, Figure 3.6 shows the axial and angular induction factors for a 
turbine with a tip speed ratio of 7.5. It can be seen that the axial induction factors are close 
to the ideal of 11'3 until one gets near the hub. Angular induction factors arc close to zero in 
the outer piarts of the rotor, but increase significantly near the hub. 
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Table 3.1 Power coefficient, Cp2,, , as a function of tip speed ratio, /2 ; a, = axial induction 
factor when the tip speed ratio equals the local speed ratio 

0.5 
1 .o 
1.5 
2.0 
2.5 
5 .O 
7.5 

10.0 

a2 
0.2983 
0.3170 
0.3245 
0.3279 
0.3297 
0.3324 
0.3329 
0.3330 

CP,m 
0.289 
0.416 
0.477 
0.511 
0.533 
0.570 
0.581 
0.585 
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Including wake rotation 
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Figure 3.5 Theoretical maximum power coefficient as a function of tip speed ratio for an ideal 
horizontal axis wind turbine, with and without wake rotation 
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Figure 3.6 Induction factofs for an ideal wind turbine with wake rotation; tip speed ratio, A = 7.5; 
a , axial induction factor; a , angular induction factor; r , radius; R rotor radius 
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In the previous two sections, basic physics has been used to determine the nature of the 
airflow around a wind turbine and theoretical limits on the maximum power that can be 
extracted from the wind. The rest of the chapter explains how aiifoils can be used to 
approach this theoretically achievable power extraction. 

3.4 Airfoils and General Concepts of Aerodynamics 

Wind turbine blades use airfoils to develop mechanical power. The cross-sections of wind 
turbine blades have the shape of airfoils. The width and length of the blade are functions of 
the desired aerodynamic performance, the maximum desired rotor power, the assumed 
airfoil properties and strength considerations. Before the details of wind turbine power 
production are explained, aerodynamic concepts related to airfoils need to be reviewed. 

3.4.1 Airfoil terminology 

A number of terms are used to characterize an airfoil, as shown in Figure 3.7. The mean 
camber line is the locus of points halfway between the upper and lower surfaces of the 
airfoil. The most forward and rearward points of the mean camber line are on the leading 
and trailing edges, respectively. The straight line connecting the leading and trailing edges is 
the chord line of the airfoil, and the distance from the leading to the trailing edge measured 
along the chord line is designated as the chord, c , of the airfoil. The camber is the distance 
between the mean camber line and the chord line, measured perpendicular to the chord line. 
The thickness is the distance between the upper and lower surfaces, also measured 
perpendicular to the chord line. Finally, the angle of attack, a ,  is defined as the angle 
between the relative wind and the chord line. Not shown in the figure is the span of the 
airfoil, which is the length of the airfoil perpendicular to its cross-section. The geometric 
parameters that have an effect on the aerodynamic performance of an airfoil include: the 
leading edge radius, mean camber line, maximum thickness and thickness distribution of the 
profile and the trailing edge angle. 

Leading Mean camber line 
edge 

Angle of radius 
attack 

(halfway between top and bottom) 

----_ 

edge I 
Chord line 

Figure 3.7 Airfoil nomenclature 

/ 
Trailing 

edge 
angle 



6 Wind Energy Explained 

There are many types of airfoils (see Abbott and Von Doenhoff, 1959, Althaus and 
Wortmann, 1981, Althaus, 1996, and Tangler, 1987). A few examples of ones that have 
been used in wind turbine designs are shown in Figure 3.8. The NACA 0012 is a 12% thick 
symmetric airfoil. The NACA 63(2)-215 is a 15% thick airfoil with a slight camber, and the 
LS(I)-0417 is a 17% thick airfoil with a larger camber. 

Figure 3.8 Sample airfoils 

3.4.2 

Airflow over an airfoil produces a distribution of forces over the airfoil surface. The flow 
velocity over airfoils increases over the convex surface resulting in lower average pressure 
on the ‘suction’ side of the airfoil compared with the concave or ‘pressure’ side of the 
airfoil, Meanwhile, viscous friction between the air and the airfoil surface slows the aifflow 
to some extent next to the surface. 

As shown in Figure 3.9, the resultant of all of these pressure and friction forces is 
U S L I ~ ~ Y  resolved into two forces and a moment that act along the chord at a distance of c l  4 
from the leading edge (at the ‘quarter chord’): 

Lift, drag und non-dimensional parameters 

0 Lift force - defined to be perpendicular to direction of the oncoming airflow. The lift 
force is a consequence of the unequal pressure on the upper and lower airfoil surfaces 

0 Drag force - defined to be parallel to the direction of oncoming airflow. The drag force 
is due both to viscous friction forces at the surface of the airfoil and to unequal pressure 
on the airfoil surfaces facing toward and away from the oncoming flow 

0 Pitching moment - defined to be about an axis perpendicular to the airfoil cross-section 

Theory and research have shown that many flow problems can be characterized by non- 
dimensional parameters. The most important non-dimensional parameter for defining the 
characteristics of fluid flow conditions is the Reynolds number. The Reynolds number, Re, 
is defined by: 

UL pUL Inertialforce 
v p Viscous force 

Re = - = .___ = (3.4.1) 
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where, p is the fluid density, ,U is fluid viscosity, v = y / p  is the kinematic viscosity and 
U and L are a velocity and length that characterize the scale of the flow. These might be 
the free stream velocity and the chord length on an airfoil. 

Lift force 

Chord 

Figure 3.9 Drag and lift forces on stationary airfoil; a , angle of attack; c, chord 

Force and moment coefficients, which are a function of Reynolds number, can be 
defined for two- or three-dimensional objects. Force and moment coefficients for flow 
around two-dimensional objects are usually designated with a lower case subscript, as in 
C, for the two-dimensional drag coefficient. In that case, the forces measured are forces 
per unit span. Lift and drag coefficients that are measured for flow around three- 
dimensional objects are usually designated with an upper case subscript, as in C, . Rotor 
design usually uses two-dimensional coefficients, determined for a range of angles of attack 
and Reynolds numbers, in wind tunnel tests. The two-dimensional lift coefficient is defined 
as: 

L / E  

+ p u  c 

Lift force I unit length 
Dynamic force I unit length 

c1 E----= 

The two-dimensional drag coefficient is defined as: 

D I l  

,PU c 

Drag force I unit length 
Dynamic force I unit length 

c, =-= 

and the pitching moment coefficient is: 

- Pitching moment 
t pu dc Dynamic moment 

- M G, = 

(3.4.2) 

(3.4.3) 

(3.4.4) 

where: p is the density of air, U is the velocity of undisturbed airflow, A is the projected 
airfoil area (cord x span), c is the airfoil chord length and I is the airfoil span. 
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Other dimensionless coefficients that are important for the analysis and design of wind 
turbines include the power and thrust coefficients and the tip speed ratio, mentioned above, 
the pressure coefficient, which is used to analyse airfoil flow: 

p - p m  Static pressure 
3 pu2 Dynamic pressure 

c, =-- - 

and surface roughness ratio: 

E Surface roughness height 
L Body length 
-= 

(3.4.5) 

(3.4.6) 

3.4.3 Aiq4oiE behavior 

It is useful to consider the behavior of a symmetric airfoil as a starting point for looking at 
airfoils for wind turbines. It can be shown (Currie, 1974) that, under ideal conditions, the 
theoretical lift coefficient of a flat plate is: 

c, = 272 sin(a) (3.4.7) 

and that, under sinlilar ideal conditions, symmetric airfoils of finite thickness have similar 
theoretical lift coefficients. This would mean that lift coefficients would increase with 
increasing angles of attack and continue to increase until the angle of attack reaches 90 
degrees. The behavior of real symmetric airfoils does indeed approximate this theoretical 
behavior at low angles of attack. For example, typical lift and drag coefficients for a 
symmetric airfoil, the NACA 0012 airfoil, the profile of which is shown in Figure 3.8, are 
shown in Figure 3.10 as a function of angle of attack and Reynolds number. The lift 
coefficient for a flat plate under ideal conditions is also shown for comparison. 
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Figure 3.10 Lift and drag Coefficients for the NACA 0012 symme&ic airfoil (Miley, 1982); Re, 
Reynolds number 



Aerodynamics of Wind Turbines 99 

Note that, in spite of the very good correlation at low angles of attack, there are 
significant differences between actual airfoil operation and the theoretical performance at 
higher angles of attack. The differences are due primarily to the assumption, in the 
theoretical estimate of the lift coefficient, that air has no viscosity. Surface friction due to 
viscosity slows the airflow next to the airfoil surface, resulting in a separation of the flow 
from the surface at higher angles of attack and a rapid decrease in lift. This condition is 
referred to as stall and is discussed more below. 

Airfoils for horizontal axis wind turbines (HAWS) often are designed to be used at low 
angles of attack, where lift coefficients are fairly high and drag coefficients are fairly low. 
The lift coefficient of this symmetric airfoil is about zero at an angle of attack of zero and 
increases to over 1.0 before decreasing at higher angles of attack. The drag coefficient is 
usually much lower than the lift coefficient at low angles of attack. It increases at higher 
angles of attack. 

Note, also, that there are significant differences in airfoil behavior at different Reynolds 
numbers. Rotor designers must make sure that appropriate Reynolds number data are 
available for the detailed analysis of a wind rotor system. 

The lift coefficient at low angles of attack can be increased and drag can often be 
decreased by using a cambered airfoil (Eggleston and Stoddard, 1987). For example, the 
DU-93-W-210 airfoil is used in some European wind turbines. Its cross-sectional profile is 
shown in Figure 3.11. The lift, drag, and pitching moment coefficients for this same airfoil 
are shown in Figures 3.12 and 3.13 for a Reynolds number of 3 million. 

In a manner similar to the behavior of the symmetric airfoil, the lift coefficient for the 
DU-93-W-210 airfoil increases to about 1.35 but then decreases as the angle of attack 
increases. Similarly, the drag coefficient starts out very low, but increases at about the same 
angle of attack that the lift coefficient decreases. This behavior is common to most airfoils. 
This cambered airfoil also has a nonzero lift coefficient at an angle of attack of zero. 

Airfoil behavior can be categorized into three flow regimes: the attached flow regime, 
the high lift/stall development regime, and the flat plate/fully stalled regime (Spera, 1994). 
These flow regimes are described below and can be seen in the lift curves above and in 
Figure 3.14. Figure 3.14 shows the lift and drag coefficients for the S809 airfoil, which has 
also been used in wind turbines. 

-0.2 
I I I I I I 
0 20 40 60 80 100 

Percent of chord 

Figure 3.11 DU-93-W-210 airfoil shape 
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Angle of attack, degrees 

Figure 3.13 Drag and pitching moment coefficients for the DU-93-W-210 airfoil; C, and C, . 
respectively 
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.14 Lift and drag coefficients, C, and c , respectively, for the S809 airfoil; Reyiiolds 
Number Re = 75,000,000. 
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3.4.3.1 Attached 
At low angles of attack (up to about 7 degrees for the DU-93-W-210 airfoil), the flow is 
attached to the upper surface of the airfoil. In this attached flow regime, lift increases with 
the angle of attack and drag is relatively low. 

3.4.3.2 Nigh lift/stall development regime. 
In the high lift/stall development regime (from about 7 to 11 degrees for the DU-93-W-210 
airfoil), the lift coefficient peaks as the airfoil becomes increasingly stalled. Stall occurs 
when the angle of attack exceeds a certain critical value (say 10 to 16 degrees, depending on 
the Reynolds number) and separation of the boundary layer on the upper surface takes place, 
as shown in Figure 3.15. This causes a wake to form above the airfoil, which reduces lift 
and increases drag. 

This condition can occur at certain blade locations or conditions of wind turbine 
operation. It is sometimes used to limit wind turbine power in high winds. For example, 
many wind turbine designs using fixed pitch blades rely on power regulation control via 
aerodynamic stall of the blades. That is, as wind speed increases, stall progresses outboard 
along the span of the blade (toward the tip) causing decreased lift and increased drag. In a 
well designed, stall regulated machine (see Chapter 7), this results in nearly constant power 
output as wind speeds increase. 

3.4.3.3 Flat pIate/fully stalled regime 
In the flat plate/fully stalled regime, at larger angles of attack up to 90 degrees, the airfoil 
acts increasingly like a simple flat plate with approximately equal lift and drag coefficients 
at an angle of attack of 45 degrees and zero lift at 90 degrees. 

3.4.4 ~odel l in% of post-stall airfoil characteristics 

Measured wind turbine airfoil data are used to design wind turbine blades. Wind turbine 
blades may often operate in the stalled region of operation, but data at high angles of attack 
are sometimes unavailable. ecause of the similarity of stalled behavior to flat plate 
behavior, models have been developed to model lift and drag coefficients for stalled 
operation. Information on modelling post stall behatpior of wind turbine airfoils can be found 
in Viterna and Corrigan (1981). Summaries of the Viterna and Corrigan model can be found 
in Spera (1994) and Eggleston and Stoddard (1987). 

Figure 3.15 Illustration of arfoil stall 
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3.4.5 Airfoils for wind turbines 

Modern H A W  blades have been designed using airfoil ‘families’ (Hansen and Butterfield, 
1993). That is, the blade tip is designed using a thin airfoil, for high lift to drag ratio, and the 
root region is designed using a thick version of the same airfoil for structural support. 
Typical Reynolds numbers found in wind turbine operation are in the range of 500,000 and 
10 million. A catalogue of airfoil data at these ‘low’ Reynolds numbers was compiled by 
Miley (1982). Generally, in the 1970s and early 1980s, wind turbine designers felt that 
minor differences in airfoil performance characteristics were far less important than 
optimising blade twist and taper. For this reason, little attention was paid to the task of 
airfoil selection. Thus, airfoils that were in use by the helicopter industry were chosen 
because the helicopter was viewed as a similar application. Aviation airfoils such as the 
NACA 44xx and NACA 230xx (Abbott and Von Doenhoff, 1959) were popular airfoil 
choices because they had high maximum lift coefficients, low pitching moment, and low 
minimum drag. 

The NACA classification has 4,5, and 6 series wing sections. For wind turbines, 4 digit 
series are generally used, for example: NACA 4415. The first integer indicates the 
maximum value of the mean camber line ordinate in percent of the chord. The second 
integer indicates the distance from the leading edge to maximum camber in tenths of the 
chord. The last two integers indicate the maximum section thickness in percent of the chord. 

In the early 1980s wind turbine designers became aware of airfoils such as the NASA 
LS(1) MOD, and this airfoil was chosen by U.S. and British designers for its reduced 
sensitivity to leading edge roughness, compared to the NACA 44xx and NACA 23Oxx series 
airfoils (Tangler et al., 1990). Danish wind turbine designers began to use the NACA 63(2)- 
xx instead of the NACA 44xx airfoils for the same reasons. 

The experience gained from operating these traditional airfoils has highlighted the 
shortcomings of such airfoils for wind turbine applications. Specifically, stall controlled 
H A W S  commonly produced too much power in high winds. This caused generator 
damage. Stall controlled turbines were operating with some part of the blade in deep stall 
for more than SO% of the life of the machine. Peak power and peak blade loads all occurred 
while the turbine was operating with most of the blade stalled, and predicted loads were 
only 50% to 70% of the measured loads. Designers began to realize that a better 
understanding of airfoil stall performance was important. In addition, leading edge 
roughness affected rotor performance. For example, with the early airfoil designs, when the 
blades accumulate insects and dirt along the leading edge, power output can drop as much 
as 40% of its clean value. Even the LS(1) MOD airfoils, which were designed to tolerate 
surface roughness, experienced a loss of power in the field once blades became soiled. 

As a consequence of these experiences, airfoil selection criteria, and the designs for 
wind turbine airfoils and blades, have had to change to achieve high and reliable 
performance. New airfoil design codes have been used by wind energy engineers to design 
airfoils specifically for HAWTs. One of the most used codes in wind energy engineering 
was developed by Eppler and Somers (1 980). This code combines a variety of techniques to 
optimize boundary layer characteristics and airfoil shapes to acheve specified performance 
criteria. 

Using the Eppler code, researchers at the National Renewable Energy Laboratory 
(Spera, 1994) have developed ‘special purpose families’ of airfoils for three different 
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classes of wind turbines (the SERI designated classification of airfoils). As reported by 
Tangler et al. (1990) these S-Series airfoils have been tested on 8 m long blades and have 
been shown to be relatively insensitive to leading edge surface roughness and contributed to 
increased annual energy production by allowing a larger rotor diameter without increased 
peak power. These airfoils are now used on some commercial wind turbines. 

3.4.6 Lift versus drag machines 

Wind energy converters that have been built over the centuries can be divided into lift 
machines and drag machines. Lift machines use lift forces to generate power. Drag 
machines use drag forces. The horizontal axis wind turbines that are the primary topic of 
this book (and almost all modern wind turbines) are lift machines, but many useful drag 
machines have been developed. The advantages of lift over drag machines are described in 
this section through the use of a few simple examples. 

A simple drag machine, shown in Figure 3.16, was used in the Middle East over a 
thousand years ago (Gasch, 1996). It includes a vertical axis rotor consisting of flat surfaces 
in which half of the rotor is shielded from the wind. The simplified model on the right in 
Figure 3.16 is used to analyse the performance of this drag machine. 

U 
___) 

r 

Drag machine Drag machine model 

Figure 3.16 Simple drag machine and model; U , velocity of the undisturbed airflow; fi , angular 
velocity of wind turbine rotor; r , radius 

The drag force, F’ , is a function of the relative wind velocity at the rotor surface (the 
difference between the wind speed, U , and the speed of the surface is O r  ): 

F, =q Q p ( U - O r ) Z A ]  (3.4.8) 

where A is the drag surface area and where the three-dimensional drag coefficient, C, , 
for a square plate is assumed to be 1.1. 

The rotor power is the product of the drag force and rotational speed of the rotor 
surfaces: 

(3.4.9) 
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The power coefficient, shown in Figure 3.17, is a function of h, the ratio of the surface 
velocity to the wind speed, and is based on an assumed total machine area of 2A: 

(3.4.10) 

0 .o 0.2 0.4 0.6 0.8 1 .o 
Speed ratio 

Figure 3.17 Power coefficient of flat plate drag machine 

The power coefficient is zero at speed ratios of zero (no motion) and 1.0 (the speed at 
which the surface moves at the wind speed and experiences no drag force). The peak power 
coefficient of 0.08 occurs as a speed ratio OF 1/3. This power coefficient is sigilificantly 
lower than the Betz limit of 0.593. This example also illustrates one of the primary 
disadvantages of a pure drag machine: the rotor surface cannot move faster than the wind 
speed. Thus, the wind velocity relative to the power producing surfaces of the machine, 
U,, , is limited to the free stream velocity: 

U,[ =u(1-n) A < l  (3.4.1 1) 

The forces in lift machines are also a fiuiction of the relative wind velocity and of the lift 
coefficient: 

(3.4.12) 

The maximum lift and drag coefficients of airfoils me of similar magnitude. One significant 
difference in the performance between lift and drag machines is the much higher relative 
wind velocities that can be achieved with lift machines. Relative velocities are always 
greater than the free stream wind speed, sometimes by an order of magnitude. As illustrated 
in Figure 3.18, the relative wind velocity at the airfoil of a lift machine is: 
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(3.4.13) 

With speed ratios of up to 10, and forces that are a function of the square of the relative 
speed, it can be seen that the forces that can be developed by a lift machine are significantly 
greater than those achievable with a drag machine with the same surface area. The larger 
forces allow for much greater power coefficients. 

Lift 

Figure 3.18 Relative velocity of a lift machine; for notation, see Figure 3.16 

It should be pointed out that some drag-based machines, such as the Savonius rotor, may 
achieve maximum power coefficients of greater than 0.2 and may have tip speed ratios 
greater than 1.0. This is primarily due to the lift developed when the rotor surfaces turn out 
of the wind as the rotor rotates (Wilson et al., 1976). Thus, the Savonius rotor and many 
other drag-based devices may also experience some lift forces. 

3. lement Theory 

3.5.1 Overview 

The calculation of rotor performance and aerodynamically effective blade shapes is 
presented in this and the following sections. The analysis builds on the foundation presented 
in the previous sections. A wind turbine rotor consists of airfoils that generate lift by virtue 
of the pressure difference across the airfoil, producing the same step change in pressure seen 
in the actuator disc type of analysis. In Sections 3.2 and 3.3, the flow field around a wind 
turbine rotor, represented by an actuator disc, was determined using the conservation of 
linear and angular momentum. That flow field, characterized by axial and angular induction 
factors that are a function of the rotor power extraction and thrust, will be used to define the 
airflow at the rotor airfoils. The geometry of the rotor and the lift and drag characteristics of 
the rotor airfoils, described in Section 3.4. can then be used to determine either the rotor 
shape, if certain performance parameters are known. or rotor performance, if the blade 
shape has already been defined. 

The analysis here uses momentum theory and blade element theory. Momentum theory 
refers to a control volume analysis of the forces at the blade based on the conservation of 
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linear and angular momentum. Blade element theory refers to an analysis of forces at a 
section of the blade, as a function of blade geometry. The results of these approaches can be 
combined into what is known as strip theory or blade element momentum (BEM) theory. 
This theory can be used to relate blade shape to the rotor’s ability to extract power from the 
wind. The analysis in this and the following sections covers: 

0 Momentum and blade element theory 
8 The simplest ‘optimum’ blade design with an infinite number of blades and no wake 

rotation 
Performance characteristics (forces, rotor airflow characteristics, power coefficient) for a 
general blade design of known chord and twist distribution, including wake rotation, 
drag, and losses due to a finite number of blades 

0 A simple ‘optimum’ blade design including wake rotation and an infinite number of 
blades. This blade design can be used as the start €or a general blade design analysis 

3.5.2 Momentum theory 

The forces on a wind turbine blade and flow conditions at the blades can be derived by 
considering conservation of momentum since force is the rate of change of momentum. The 
necessary equations have already been developed in the derivation of the performance of an 
ideal wind turbine including wake rotation. The present analysis is based on the annular 
control volume shown in Figure 3.4. In this analysis, the axial and angular induction factors 
are assumed to be functions of the radius, r . 

The result, from Section 3.3, of applying the conservation of linear momentum to the 
control volume of radius I and thickness dr (Equation 3.3.5) is an expression for the 
differential contribution to the thrust: 

dT = pU 4a(l- a)n-.dr (3.5.1) 

Similarly, from the conservation of angular momentum equation, Equation 3.3.10, the 
differential torque, Q , imparted to the blades (and equally, but oppositely, to the air) is: 

(3.5.2) 

Thus, from momentum theory one gets two equations, Equations 3.5.1 and 3.5.2, that define 
the thrust and torque on an annular section of the rotor as a function of the axial and angular 
induction factors (i.e. of the flow conditions). 
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3.5.3 Blade element theory 

The forces on the blades of a wind turbine can also be expressed as a function of lift and 
drag coefficients and the angle of attack. As shown in Figure 3.19, for this analysis, the 
blade is assumed to be divided into N sections (or elements). Furthermore, the following 
assumptions are made: 

0 There is no aerodynamic interaction between elements 
0 The forces on the blades are determined solely by the lift and drag characteristics of the 

airfoil shape of the blades 

R 

Figure 3.19 Schematic of blade elements: c, airfoil chord length; dr , radial length of element; r , 
radius; R , rotor radius; , angular vclocity of rotor 

In analysing the forces on the blade section, it must noted that the lift and drag forces are 
perpendicular and parallel, respectively, to an effective, or relative, wind. The relative wind 
is the vector sum of the wind velocity at the rotor, U(1- a) ,  and the wind velocity due to 
rotation of the blade. This rotational component is the vector sum of the blade section 
velocity, Qr , and the induced angular velocity at the blades from conservation of angular 
momentum, 027412, or 

Or + ( 4 2 )  r = Or + Qa'r = Qr (1 + a') (3.5.3) 

The overall flow situation is shown in Figure 3.20 and the relationships of the various 
forces, angles, and velocities at the blade, looking down from the blade tip, is shown in 
Figure 3.21. 
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Figure 3.20 Overall geometry for a downwind horizontal axis wind turbine analysis; a ,  axial 
induction factor; U , velocity of undisturbed flow; , angular velocity of rotor 

a 

t 

U (1-  a ) = Wind velocity at blades 
U,, = Relalive wind velocity 

6p = Section pitch angle 

rp= Q m =Angle of relatlve wind 

9 . 0  = Blade pitch angle 

$ = Section twist angle 

re 3.21 Blade geometry for analysis of a horizontal axis wind turbine; for definition of 
variables, see text 

Here QP is the section pitch angle, which is the angle between the chord Line and the 
plane of rotation, Op,o is the blade pitch angle at the tip, 6T is the blade twist angle, cy is 
the angle of attack (the angle between the chord line and the relative wind), p is the angle 
of relative wind, dF, is the incremental lift force, dF, is the incremental drag force, dt;, is 
the incremental force normal to the plane of rotation (this contributes to thrust), and &F, is 
the incremental force tangential to the circle swept by the rotor. T h i s  is the force creating 
useful torque. Finally, U,, is the relative wind velocity. 
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Note also that, here, the blade twist angle, 6 T ,  is defined relative to the blade tip (it 
could be defined otherwise). Therefore: 

(3.5.4) 

where 6p,0 is the blade pitch angle at the tip. The twist angle is, of course, a function of the 
blade geometry, whereas 6, changes if the position of the blade, @p,O, is changed. Note, 
also, that the angle of the relative wind is the sum of the section pitch angle and the angle of 
attack 

cp=6,+a 

From the figure, one can determine the following relationships: 

u(1-a) - 1-a 
B r  (I + a’) - (1 + .‘)ar tan q? = 

U,, = u(1- .)/sin (p 

dF, = C, 4 P U , , ~ C  dr 

dFn = c, 4 c dr 

(3.5.5) 

(3.5.6) 

(3.5.7) 

(3.5.8) 

(3.5.9) 

dFN = dF, cos (o + dF, sin (p (3.5.10) 

If the rotor has B blades, the total normal force on the section at a distance, r, from the 
centre is: 

d ~ ,  = B+ p ~ , , , ~  (c, COS cp i- C, sin cp)cb 
(3.5.12) 

The differential torque due to the tangential force operating at a distance, r, from the 
center is given by: 
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so 

dQ = B I dF, (3.5.13) 

(3.5.14) 

Note that the effect of drag is to decrease torque and hence power, but to increase the thrust 
loading. 

Thus, from blade element theory, one also obtains two equations (Equations 3.5.12 and 
3.5.14) that define the normal force (thrust) and tangential force (torque) on the annular 
rotor section as a function of the flow angles at the blades and airfoil characteristics. These 
equations will be used below, with additional assumptions or equations, to determine ideal 
blade shapes for optimum performance and to determine rotor performance for any arbitrary 
blade shape. 

3.6 

As mentioned above, one can combine the momentum theory relations with those from 
blade element theory to relate blade shape to performance. Because the algebra can get 
complex, a simple, but useful example will be presented here to illustrate the method. 

In the first example of this chapter, the maximum possible power coefficient from a 
wind turbine, assuming no wake rotation or drag, was determined to occur with an axial 
induction factor of 1/3. If the same simplifying assumptions are applied to the equations of 
momentum and blade element theory, the analysis becomes simple enough that an ideal 
blade shape can be determined. The blade shape approximates one that would provide 
maximum power at the design tip speed ratio of a real wind turbine. 

Blade Shape for Ideal Rotor without Wake Rotation 

In this analysis, the following assumptions will be made: 

There is no wake rotation; thus a’ = 0 
Thereisnodrag;thus c d  =O. 

0 There are no losses from a finite number of blades 
0 For the Betz optimum rotor, a = 1/3 in each annular stream tube 

First, a design tip speed ratio, 2 ,  the desired number of blades, B , the radius, R , and 
an airfoil with known lift and drag coefficients as a function of angle of attack need to be 
chosen. An angle of attack (and, thus, a lift coefficient at which the airfoil will operate) is 
also chosen. This angle of attack should be selected where c d  /C, is minimum in order to 
most closely approximate the assumption that C, = 0 . These choices allow the twist and 
chord distribution of a blade that would provide Betz limit power production (given the 
input assumptions) to be determined. With the assumption that a = 1/3, one gets from 
momentum theory (Equation 3.5.1): 

(3.6.1) 
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and from blade element theory (Equation 3.5.12, with Cd = 0 ): 

dF, = 3 1 pU, (C, cos g?)cdr (3.6.2) 

A third equation, Equation 3.5.7, can be used to express U,,, in terms of other known 
variables: 

2u 
U,, = U (1 - a)/sin g? = - 

3 sin g? 
(3.6.3) 

BEM theory or strip theory refers to the determination of wind turbine blade 
performance by combining the equations of momentum theory and blade element theory. In 
this case, equating Equations 3.6.1 and 3.6.2 and using Equation 3.6.3, yields: 

CIBC 
4m 
-- - tan g ? s h  g? (3.6.4) 

A fourth equation, Equation 3.5.6, which relates a ,  a' and q based on geometrical 
considerations, can be used to solve for the blade shape. Equation 3.5.6, with a' = 0 and a 
= 113, becomes 

L tang?=- 
3 4  

Therefore 

(3.6.5) 

(3.6.6) 

Rearranging, and noting that A, = A(r/R), one can determine the angle of the relative 
wind and the chord of the blade for each section of the ideal rotor: 

g? = tan-:( 6) 
8m sin g? 

C =  
3 BCI A, 

(3.6.7) 

(3.6.8) 

These relations can be used to find the chord and twist distribution of the Betz optimum 
blade. As an example, suppose: A = 7, R = 5 m, the airfoil has a lift coefficient of C, = 1, 
C, /C, has a minimum at a = 7' and, finally, that there are three blades, so B = 3. Then, 
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from Equations 3.6.7 and 3.6.8 we get the results shown in Table 3.2. In this process, 
Equations 3.5.4 llnd 3.5.5 are also used to relate the various blade angles to each other (see 
Figure 3.21). The twist angle is assumed to start at 0 at the tip. The chord and twist of this 
blade are illustrated in Figures 3.22 and 3.23. 

It can be seen that blades designed for optimum power production have an increasingly 
large chord and twist angle as one gets closer to the blade root. One consideration in blade 
design is the cost and difficulty of fabricating the blade. An optimum blade would be very 
difficult to manufacture at a reasonable cost, but the design provides insight into the blade 
shape that might be desired for a wind turbine. 

Table 3.2 Twist aid chord distribution for a Betz optimum blade; rfR , fraction of rotor radius 

r / R  Chord, m Twist Angle Angle of Section Pitch 

0.1 1.375 38.2 43.6 36.6 
0.2 0.858 20.0 25.5 18.5 
0.3 0.604 12.2 17.6 10.6 
0.4 0.462 8.0 13.4 6.4 
0.5 0.373 5.3 10.8 3.8 
0.6 0.313 3.6 9.0 2.0 
0.7 0.269 2.3 7.7 0.7 
0.8 0.236 I .3 6.8 -0.2 
0.9 0.210 0.6 6.0 -1.0 
1 0.189 0 5.4 -1.6 

(deg) (deg) Rel. Wind (deg) - 

2.0 

1.5 f!? 
Q) 
4-J 

1 .o 
tj 
5z 

0.5 

0.0 

0.0 0.2 0.4 0.6 0.8 1 .o 
Non-dimensionalized blade radius, r/R 

Figure 3.22 Blade chord for sample Betz optimum blade 
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ijii 

c 
a, 

10 

0 

0.0 0.2 0.4 0.6 0.8 1 .o 
Non-dimensionalized blade radius, r/R 

Figure 3.23 Blade twist angle for sample Betz optimum blade 

3.7 General Rotor Blade Shape Performance Prediction 

In general, a rotor is not of the optimum shape because of fabrication difficulties. 
Furthermore, when an ‘optimum’ blade is run at a different tip speed ratio than the one for 
which it is designed, it is no longer ‘optimum’. Thus, blade shapes must be designed for 
easy fabrication and for overall performance over the range of wind and rotor speeds that 
they will encounter. In considering non-optimum blades, one generally uses an iterative 
approach. That is, one can assume a blade shape and predict its performance, try another 
shape and repeat the prediction until a suitable blade has been chosen. 

So far, the blade shape for an ideal rotor without wake rotation has been considered. In 
this section, the analysis of arbitrary blade shapes is considered. The analysis includes wake 
rotation, drag, losses from a finite number of blades and off-design performance. In 
subsequent sections these methods will be used to determine an optimum blade shape, 
including wake rotation, and as part of a complete rotor design procedure. 

3.7.1 Strip theory for a generalized rotor, including wake rotation 

The analysis of a blade that includes wake rotation build9 on the analysis used in the 
previous section. Here we also consider the non-linear range of the lift coefficient versus 
angle of attack curve, i.e. stall. The analysis starts with the four equations derived from 
momentum and blade element theories. In this analysis, it is assumed that the chord and 
twist distributions of the blade are known. The angle of attack is not known, but additional 
relationships can be used to solve for the angle of attack and performance of the blade. 

The forces and moments derived from momentum theory and blade element theory must 
be equal. Equating these, one can derive the flow conditions for a turbine design. 
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3.7.1.1 Momentum theory 
From axial momentum: 

dT = pU2 4a(l- a)v dr 

From angular momentum: 

dQ = 4a'(l- a)pUm $2 dr 

(3.5.1) 

(3.5.2) 

3.7.1.2 Blade element theory 
From blade element theory: 

d ~ ,  = B 3 pure, (cl cos q + c d  sin (o)cdr (3.5.12) 

(3.5.14) 

where the thrust, dT , is the same force as the normal force, dF, . The relative velocity can 
be expressed as a function of the free stream wind using Equation 3.5.7. Thus, Equations 
3.5.12 and 3.5.14 from blade element theory can be written as: 

where o ' is the local solidity, defined by: 

0' = B c / 2 ~  

(3.7.1) 

(3.7.2) 

(3.7.3) 

3.7.1.3 Blade element momentum theory 
In the calculation of induction factors, a and a', accepted practice is to set Cd equal to 
zero (see Wilson and Lissaman, 1974). For airfoils with low drag coefficients, this 
simplification introduces negligible errors. So, when the torque equations from momentum 
and blade element theory are equated (Equations 3.5.2 and 3.7.2), with Cd = 0, one gets: 
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a’/(l- a)= o C1 sin q )  (3.7.4) 

By equating the normal force equations from momentum and blade element theory 
(Equations 3.5.1 and 3.7.1), one obtains: 

(3.7.5) 

After some algebraic manipulation using Equation 3.5.6 (which relates a, a’, cp and Ar, 
based on geometric considerations) and Equations 3.7.4 and 3.7.5, the following useful 
relationships result: 

(cos q - a, sin q) 
o‘(sinq+& cosq) 

c, =4sinq 

a’/(I+ a’)= o Cr /(4 COS 9) 

Other useful relationships that may be derived include: 

a/ar = A, /tan 9 

a‘ = 1/[(4 cos 9/(0 %I ))-I] 

(3.7.6) 

(3.7.7) 

(3.7.8) 

(3.7.9) 

(3.7.1 0) 

3.7.1.4 Solution methods 
Two solution methods will be proposed using these equations to determine the flow 
conditions and forces at each blade section. The first one uses the measured airfoil 
characteristics and the BEM equations to solve directly for C, and a .  This method can be 
solved numerically, but it lends itself to a graphical solution that clearly shows the flow 
conditions at the blade and the existence of multiple solutions (see Section 3.7.4). The 
second solution is an iterative numerical approach that is most easily extended for flow 
conditions with large axial induction factors. 

Method 1 - Solving for C, and a Since B = a+ 8,, for a given blade geometry and 
operating conditions, there are two unknowns in Equation 3.7.6, C, and cx at each section. 
In order to find these values, one can use the empirical C, vs. a curves for the chosen 
airfoil (see de Vries, 1979). One then finds the C, and a from the einpirical data that 
satisfy Equation 3.7.6. This can be done either numerically, or graphically (as shown in 
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Figure 3.24). Once Cl and a have been found, a’ and a can be determined from any two 
of Equations 3.7.7 through 3.7.10. It should be verified that the axial induction factor at the 
intersection point of the curves is less than 0.5 to ensure that the result is valid. 

Empirical 

4sinq c, =- 
0‘ 

(cos q - A,. sin q) 
(sin q + A, cos q) 

a 
Figure 3.24 Angle of attack - graphical solution method; c, , two-dimensional lift coefficient; a , 
angle of attiick; ar , local speed ratio; , angle of relative wind; 0 ’ , local rotor solidity 

Method 2 - Iterative solution for a and a‘ Another equivalent solution method starts 
with guesses for a and a’, from which flow conditions and new inductions factors are 
calculated. Specifically: 

1. Guess values of a and a’ 
2. Calculate the angle of the relative wind from Equation 3.5.6 
3. Calculate the angle of attack from B = a+B, and then C, and C, 
4. Update a and a‘ from Equations 3.7.4 and 3.7.5 or 3.7.9 and 3.7.10 

The process is then repeated until the newly calculated induction factors are within some 
acceptable tolerance of the previous ones. This method is especially useful for highly loaded 
rotor conditions, as described in Section 3.7.4.3. 

3.7.2 Calculation of power coeficient 

Once a has been obtained from each section, the overall rotor power coefficient may be 
calculated from the following equation (Wilson and Lissaman, 1974): 

where Ah is the local speed ratio at the hub. Equivalently (de Vries, 1979): 

(3.7.1 1) 
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Usually, these equations are solved numerically, as will be discussed later. Note that 
even though the axial induction factors were determined assuming the C, = 0, the drag is 
included here in the power coefficient calculation. 

The derivation of Equation 3.7.11 follows. The power contribution from each annulus is 

@ = O d e  

where J2 is the rotor rotational speed. The total power from the rotor is: 

where rh is the rotor radius at the hub of the blade. The power coefficient, C ,  , is 

(3.7.13) 

(3.7.14) 

(3.7.15) 

Using the expression for the differential torque from Equation 3.7.2 and the definition of the 
local tip speed ratio (Equation 3.3.8): 

(3.7.16) 

where A,, i s  the local tip speed ratio at the hub. From Equations 3.7.5 and 3.7.8: 

o%, (1 - a )  = 4a sin ’ q/cos q (3.7.17) 

atan6 = a’2, (3.7.18) 

Substituting these into Equation 3.7.16, one gets the desired result, that is, Equation 3.7.11: 

a 

/2, 
C, =8/A2 I 43a’(l-a&(C,/C,)cot@]d~r (3.7.1 1) 

Note that when C, = 0, this equation for C, is the same as the one derived from 
momentum theory, including wake rotation, Equation (3.3.14). The derivation of Equation 
3.7.12 is algebraically complex and is left as an exercise for the interested reader. 
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3.7.3 Tip loss: effect on power coeficient of number of blades 

Because the pressure on the suction side of a blade is lower than that on the pressure side, 
air tends to flow around the tip from the lower to upper surface, reducing lift and hence 
power production near the tip. This effect is most noticeable with fewer, wider blades. 

A number of methods have been suggested for including the effect of the tip loss. The 
most straightforward approach to use is one developed by Prandtl (see de Vries, 1979). 
According to this method, a correction factor, F , must be introduced into the previously 
discussed equations. This correction factor is a function of the number of blades, the angle 
of relative wind, and the position on the blade. Based on Prandtl's method 

(3.7.19) 

where the angle resulting from the inverse cosine function is assumed to be in radians. Note, 
also, that F is always between 0 and 1. This tip loss correction factor characterizes the 
reduction in the forces at a radius r along the blade that is due to the tip loss at the end of 
the blade. 

The tip loss correction factor affects the forces derived from momentum theory. Thus 
Equations 3.5.1 and 3.5.2 become: 

dT = FpU2 4a(l- a)m dr 

and 

dQ = 4Fa'(l- a)pUm L2 dr 

(3.5.la) 

(3.5.2a) 

Note that in this subsection, modifications of previous equations use the original equation 
numbers followed by an "a" for easy comparison with the original equations. 

Equations 3.5.4 through 3.5.14 are all based on the definition of the forces used in the 
blade element theory and remain unchanged. When the forces from momentum theory and 
from blade element theory are set equal, using the methods of strip theory, the derivation of 
the flow conditions is changed, however. Carrying the tip loss factor through the 
calculations, one finds these changes: 

a'/(l- a)= (I %I /4Fil, sin QI 

a/(l-a)= o%, cosq/4Fsin2 cp 

(3.7.4a) 

(3.7.Sa) 
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and 

(COS Q, - a, sin Q,) 
0‘ (sin Q, + a, COS Q,) 

C, =4F sin ip 

d/(l + a‘) = CT / 4 F  COS CJ 

a = l/b + 4 F  sin p/((ocl cos ip)] 

a’ = 1/[(4F COS CJ/(CT %I ))- 11 

u(1- a) U U,, = = 
sin Q, (aC, / 4F)cOt Q, + sin ip 

- 

(3.7.6a) 

(3.7.7a) 

(3.7.9a) 

(3.7. ZOa) 

(3.7.20) 

Note that Equation 3.7.8 remains unchanged. The power coefficient can be calculated 
from 

(3.7.1 la) 

3.7.4 Off-design pelJromance issues 

When a section of blade has a pitch angle or flow conditions very different from the design 
conditions, a number of complications can affect the analysis. These include multiple 
solutions in the region of transition to stall and solutions for highly loaded conditions with 
values of the axial induction factor approaching and exceeding 0.5. 

3.7.4.1 
In the stall region, as shown in Figure 3.25, there may be multiple solutions for C, . Each of 
these solutions is possible. The correct solution should be that one which maintains the 
continuity of the angle of attack along the blade span. 

Multiple solutions to blade element momentum equations 
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a 
Figure 3.25 Multiple solutions ; a , angle of attack; C l ,  two-dimensional lift coefficient 

3.7.4.2 Wind turbine flow states 
Measured wind turbine performance closely approximates the results of BEM theory at low 
values of the axial induction factor. Momentum theory is no longer valid at axial induction 
factors greater than 0.5, because the wind velocity in the far wake would be negative. In 
practice, as the axial induction factor increases above 0.5, the flow patterns through the 
wind turbine become much more complex than those predicted by momentum theory. A 
number of operating states for a rotor have been identified (see Eggleston and Stoddard, 
1987). The operating states relevant to wind turbines are designated the windmill state and 
the turbulent wake state. The windmill state is the normal wind turbine operating state. The 
turbulent wake state occurs under operation in high winds. Figure 3.26 illustrates fits to 
measured thrust coefficients for these operating states. The windmill state is characterized 
by the flow conditions described by momentum theory for axial induction factors less than 
about 0.5. Above. a = 0.5, in the turbulent wake state, measured data indicate that thrust 
coefficients increase up to about 2.0 at an axial induction factor of 1.0. This state is 
characterized by a large expansion of the slipstream, turbulence and recirculation behind the 
rotor. While momentum theory no longer describes the turbine behavior, empirical 
relationships between C,. and the axial induction factor are often used to predict wind 
turbine behavior. 

3.7.4.3 
The rotor analysis discussed so far uses the equivalence of the thrust forces determined from 
momentum theory and from blade element theory to determine the angle of attack at the 
blade. In the turbulent wake state the thrust determined by momentum theory is no longer 
valid. In these cases, the previous analysis can lead to a lack of convergence to a solution or 
a situation in which the curve defined by Equation 3.7.6a or 3.7.6 would lie below the airfoil 
lift curve. 

In the turbulent wake state, a solution can be found by using the empirical relationship 
between the axial induction factor and the thrust coefficient in conjunction with blade 
element theory. The empirical relationship developed by Glauert, and shown in Figure 3.26, 
(see Eggleston and Stoddard, 1987), including tip losses, is: 

Rotor modelling for the turbulent wake state 
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Figure 3.26 Fits to measured wind turbine thrust coefficients 

a = (I/F~0.143+~0.0Z03-0.6427(0.889-CT)] (3.7.21) 

This equation is valid for a > 0.4 or, equivalently for C,  > 0.96. 
The Glauert empirical relationship was determined for the overall thrust coefficient for a 

rotor. It is customary to assume that it applies equally to equivalent local thrust coefficients 
for each blade section. The local thrust coefficient, CTr, can be defined for each annular 
rotor section as (Wilson et al., 1976): 

(3.7.22) 

From the equation for the normal force from blade element theory, Equation 3.7.1, the local 
thrust coefficient is: 

C~ =o’(l-aa)”(Cr cosy,+cd sinpo)lsin*p (3.7.23) 

The solution procedure can then be modified to include heavily loaded turbines. The 
easiest procedure to use is the iterative procedure (Method 2) that starts with the selection of 
possible values for a ,and a‘. Once the angle of attack and C, and C,  have been 
determined, the local thrust coefficient can be calculated according to Equation 3.7.23. If 
CT, < 0.96 then the previously derived equations can be used. If CTp > 0.96 then the next 
estimate for the axial induction factor should be determined using the local thrust coefficient 
and Equation 3.7.21. The angular induction factor, a‘, can be determined from 3.7.7a. 
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3.7.4.4 
The analysis in this chapter assumes that the prevailing wind is uniform and aligned with the 
rotor axis and that the blades rotate in a plane perpendicular to the rotor axis. These 
assumptions are rarely the case because of wind shear, yaw error, vertical wind components, 
turbulence and blade coning. Wind shear will result in wind speeds across the disk that vary 
with height. Wind turbines often operate with a steady state or transient yaw error 
(misalignment of the rotor axis and the wind direction about the vertical yaw axis of the 
turbine). Yaw error results in a flow component perpendicular to the rotor disk. The winds 
at the rotor may also have a vertical component, especially at sites in complex terrain. 
Turbulence results in a variety of wind conditions over the rotor. The angular position of the 
blade in the rotor plane is called the azimuth angle and is measured from some suitable 
reference. Each of the effects mentioned above results in conditions at the blade varying 
with blade azimuth angle. Finally, blades are also often attached to the hub at a slight angle 
to the plane perpendicular to the rotor axis. This blade coning may be done to reduce 
bending moments in the blades or to keep the blades from striking the tower. 

In a rotor analysis, each of these situations is usually handled with appropriate 
geometrical transformations. Blade coning is handled by resolving the aerodynamic forces 
into components that are perpendicular and parallel to the rotor plane. Off-axis flow is also 
resolved into the flow components that are perpendicular and parallel to the rotor plane. 
Rotor performance is then determined for a variety of rotor azimuth angles. The axial and 
in-plane components of the flow that depend on the blade position result in angles of attack 
and aerodynamic forces that fluctuate cyclically as the blades rotate. BEM equations that 
include terms for blade coning are provided by Wilson et al. (1976). Linearized methods for 
dealing with small off-axis flows and blade coning are discussed in Chapter 4. 

Off-axis flows and blade coning 

3. Blade Shape for Optimum Rotor with Wake Rotation 

The blade shape for an ideal rotor that includes the effects of wake rotation can be 
determined using the analysis developed for a general rotor, This optimisation includes 
wake rotation, but ignores drag ( Cd = 0 ) and tip losses ( F = 1). One can perform the 
optimisation by taking the partial derivative of that part of the integral for C p  (Equation 
3.7.12) which is a function of the angle of the relative wind, q , and setting it equal to zero, 
i.e.: 

This yields: 

a, = sin q(2 cos q - l)/[(l -cos qx2  cos q + I)] 

(3.8.1) 

(3.8.2) 
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Some more algebra reveals that: 

u;)=(2/3)tan-1(i/a7) 

(1 -cos q?) 
8m c=- 
BCl 

Induction factors can be calculated from: 

, 1-3a a =- 
4 ~ - 1  

(3.8.3) 

(3.8.4) 

(3.3.17) 

(3.7.9) 

These results can be compared with the result for an ideal blade without wake rotation, for 
which: 

q?= tan-l[e) (3.6.7) 

(3.6.8) 

Note, that the optimum values for q and c , including wake rotation, are often similar to, 
but could be significantly different from, those obtained without assuming wake rotation. 
Also, as before, select a where Cd /C, is minimum. 

Solidity is the ratio of the area of the blades to the swept area, thus: 

(3.8.5) 

The optimum blade rotor solidity can be found from methods discussed above. When the 
blade is modelled as a set of N blade sections of equal span, the solidity can be calculated 
from: 

(3.8.6) 
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The blade shape for three sample optimum rotors, assuming wake rotation, are given in 
Table 3.3. Here C,, is assumed to be 1.00 at the design angle of attack. In these rotors, the 
blade twist is directly related to the angle of the relative wind because the angle of attack is 
assumed to be constant (see Equations 3.5.4 and 3.5.5). Thus, changes in blade twist would 
mirror the changes in the angle of the relative wind shown in Table 3.3. It can be seen that 
the slow 12 bladed machine would have blades that had a roughly constant chord over the 
outer half of the blade and smaller chords closer to the hub. The blades would also have a 
significant twist. The two faster machines would have blades with an increasing chord as 
one went from the tip to the hub. The blades would also have significant twist, but much 
less than the 12 bladed machine. The fastest machine would have the least twist, which is a 
function of local speed ratio only. It would also have the smallest chord because of the low 
angle of the relative wind and only two blades (see Equations 3.8.3 and 3.8.4). 

Table 3.3 Three optimum rotors 

A = 1  B=12 A=6 B=3 A=10 B=2 

r /R  clR 4 elf? 4 CIR 
0.95 31 0.284 6.6 0.053 4.0 0.029 
0.85 33.1 0.289 7.4 0.059 4.5 0.033 
0.75 35.4 0.291 8.4 0.067 5.1 0.037 
0.65 37.9 0.288 9.6 0.076 5.8 0.042 
0.55 40.8 0.280 11.2 0.088 6.9 0.050 
0.45 43.8 0.263 13.5 0.105 8.4 0.060 
0.35 47.1 0.234 17.0 0.128 10.6 0.075 
0.25 50.6 0.192 22.5 0.159 14.5 0.100 
0.15 54.3 0.131 32.0 0.191 22.5 0.143 
Solidity, o 0.86 0.088 0.036 

Note: B , number of blades; c , airfoil chord length; r . blade section radius; R , rotor radius; A , tip 
speed ratio; , angle of relative wind 

3.9 Generalized Rotor Design Procedure 

3.9.1 Rotor design for specific conditions 

The previous analysis can be used in a generalized rotor design procedure. The procedure 
begins with the choice of various rotor parameters and the choice of an airfoil. An initial 
blade shape is then determined using the optimum blade shape assuming wake rotation. The 
final blade shape and performance are determined iteratively considering drag, tip losses, 
and ease of manufacture. The steps in determining a blade design follow. 
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3.9.1.1 Determine basic rotor parameters 
1. Begin by deciding whit power, P , is needed at a particular wind velocity, U. Include 

the effect of a probable C ,  and efficiencies, , of various other components (e.g., 
gearbox, generator, pump, etc.). The radius, R , of the rotor may be estimated from: 

(3.9.1) 

2. According to the type of application, choose a tip speed ratio, h. For a water pumping 
windmill, for which greater torque is needed, use 1 < a <  3. For electric power 
generation, use 4 < A c 10. The higher speed machines use less material in the blades 
and have smaller gearboxes, but require more sophisticated airfoils. 
Choose a number of blades, B, from Table 3.4. Note: If fewer than three blades are 
selected, there are a number of structural dynamic problems that must be considered in 
the hub design. One solution is a teetered hub (see Chapter 6). 

3. 

Suggested blade number, B, for different tip speed ratios, /2 

il. B 
1 8-24 
2 6-1 2 
3 3 6  
4 3-4 

XI 1-3 

4. Select an airfoil. If R < 3, curved plates can be used. If R > 3, use a more aerodynamic 
shape. 

3.9.1.2 Define the blade shape 
5. Obtain and examine the empirical curves for the aerodynamic properties of the airfoil at 

each section (the airfoil may vary from the root to the tip), i.e. C, vs. a ,  C ,  vs. a .  
Choose the design aerodynamic conditions, c[,deslgn and adeSrgn, such that 
Cd,de,ycgn /CE,deslgn is at a minimum for each blade section. 
Divide the blade into N elements (usually 10-20). Use the optimum rotor theory to 
estimate the shape of the ith blade with a midpoint radius of r,: 

6. 

(3.9.3) 
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c, = 8nr, (l-cos(p,) (3.9.4) 
BCl,de.qp,r 

(3.9.5) 

(3.9.6) 

7. Using the optimum blade shape as a guide, select a blade shape that promises to be a 
good approximation. For ease of fabrication, linear variations of chord, thickness and 
twist might be chosen. For example, if a,, b, and a, are coefficients for the chosen chord 
and twist distributions, then the chord and twist can be expressed as: 

(3.9.7) c, = alrl + b, 

(3.9.8) 

3.9.1.3 Calculate rotor performance and modify blade design 
8. As outlined above, one of two methods might be chosen to solve the equations for the 

blade performance. 

Method 1 - Solving for C,  and a 
the centre of each element, using the following equations and the empirical airfoil curves: 

Find the actual angle of attack and lift coefficients for 

(3.9.9) 

(3.9.10) 

(3.9.11) 

(3.9.12) 
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The lift coefficient and angle of attack can be found by iteration or graphically. A 
graphical solution is illustrated in Figure 3.27. The iterative approach requires an initial 
estimate of the tip loss factor. To find a starting F,, start with an estimate for the angle of the 
relative wind of: 

(3.9.13) 

For subsequent iterations, find F, using: 

where j is the number of the iteration. Usually, few iterations are needed. 
Finally, calculate the axial induction factor: (3.9.14) 

(3.9.15) 

If a, is greater than 0.4, use method 2. 

Cl 

C , ,  

Figure 3.27 
and a,  , c, and a . respectively, for blade section, i 

Graphical solution for angle of attack, a ; Cl , two-dimensional lift coefficient; cl,E 

Method 2 - Iterative solution for a and a' Iterating to find the axial and angular 
induction factors using method 2 requires initial guesses for their values. To find initial 
values, start with values from an adjacent blade section, values from the previous blade 
design in the iterative rotor design process or use an estimate based on the design values 
from the starting optimum blade design: 

(3.9.16) 

(3.9.17) 
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(3.9.18) 

Having guesses for al,l and a:,, , start the iterative solution procedure for the jth iteration. 
For the first iterationj = 1. Calculate the angle of the relative wind and the tip loss factor: 

(3.9.19) 

(3.9.20) 

Determine Cl,I,J and Cd,I,J from the airfoil lift and drag data, using: 

(3.9.21) %,./ = Pi,, -0p.i 

Calculate the local thrust coefficient: 

Update a and a' for the next iteration. If CT,,l,, < 0.96: 

(3.9.22) 

(3.9.23) 

If CTr,,,, > 0.96: 

= (3.9.24) 
1/Fi,]) [ 

(3.9.25) 
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If the newest induction factors are within an’acceptable tolerance of the previous guesses, 
then the other Performance parameters can be calculated. If not, then the procedure starts 
again at Equation 3.9.19 withj =j+l. 
9. Having solved the equations for the performance at each blade element, the power 

coefficient is determined using a sum approximating the integral in Equation 3 .7 .12~ 

N (y), sin2 rp, (cos rp, - a ,  sin rpL Xsin rp, +A, cos p, 1 - - cot rpr a, 
r=l  “3 1 ’  

(3.9.26) 
If the total length of the hub and blade is assumed to be divided into N equal length blade 
elements, then: 

(3.9.27) 

(3.9.28) 

10.  Modify the design if necessary and repeat steps 8-10, in order to find the best design 
where k is the index of the first “blade” section consisting of the actual blade aii-foil. 

for the rotor, given the limitations of fabrication. 

3.9.2 C, - A carves 

Once the blade has been designed for optimum operation at a specific design tip speed ratio, 
the performance of the rotor over all expected tip speed ratios needs to be determined. This 
can be done using the methods outlined in Section 3.7. For each tip speed rafio, the 
aerodynamic conditions at each blade section need to be determined. From these, the 
performance of the total rotor can be determined. The results are usually presented as a 
graph of power coefficient versus tip speed ratio, called a C, -A curve, as shown in Figure 
3.28. 

C, -A curves can be used in wind turbine design to determine the rotor power for any 
combination of wind and rotor speed. They provide immediate information on the 
maximum rotor power coefficient and optimum tip speed ratio. Care must be taken in using 
C,-A curves. The data for such a relationship can be found from turbine tests or from 
modelling. In either case, the results depend on the lift and drag coefficients of the airfoils, 
which may vary as a function of the flow conditions. Variations in airfoil lift and drag 
coefficients depend on the airfoil and the Reynolds numbers being considered, but, as 
shown in Figure 3.10, airfoils can have remarkably different behavior when the Reynolds 
number changes by as little as a factor of 2. 
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0 2 4 6 8 10 12 14 16 
Tip speed ratio 

Figure 3.28 Sample C, - 2 curve for a high tip speed ratio wind turbine 

3.10 Simplified HAWT Rotor Performance Calculation Proce 

Manwell (1990) proposed a simplified method for calculating the performance of a 
horizontal axis wind turbine rotor that is particularly applicable for an unstalled rotor, but 
may also be useful under certain stall conditions. The method uses the previously discussed 
blade element theory and incorporates an analytical method for finding the blade angle of 
attack. Depending on whether tip losses are included, few or no iterations are required. The 
method assumes that two conditions apply: 

The airfoil section lift coefficient vs. angle of attack relation must be linear in the region 
of interest 

0 The angle of attack must be small enough that the small-angle approximations may be 
used 

These two requirements normally apply if the section is unstalled. They may also apply 
under certain partially stalled conditions for moderate angles of attack if the lift curve can 
be linearized. 

The simplified method is the same as method 1 outlined above, with the exception of a 
simplification for determining the angle of attack and the lift coefficient for each blade 
section. The essence of the simplified method is the use of an analytical (closed-form) 
expression for finding the angle of attack of the relative wind at each blade element. It is 
assumed that the lift and drag curves can be approximated by: 

(3.10.1) 

(3.10.2) 
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When the lift curve is linear and when small-angle approximations can be used, it can be 
shown that the angle of attack is given by: 

where: 

4F 
q2 =C,,d,  +d,C,,, ->(d, cos@, -d2  sin6,) 

d,  = cos 6 ,  - 2, sin 6, 

d, = sin 6, +A,  cos 6, 

(3.10.3) 

(3.10.4) 

(3.10.5) 

(3.10.6) 

(3.10.7) 

(3.10.8) 

Using this approach, the angle of attack can be calculated from Equation 3.10.3 once an 
initial estimate for the tip loss factor is determined. The lift and drag coefficients can then 
be calculated from Equation 3.10.1 and 3.10.2, using Equation 3.9.14. Iteration with a new 
estimate of the tip loss factor may be required. 

The simplified method provides angles of attack very close to those of the more detailed 
method for many operating conditions. For example, results for the analysis of one blade of 
the University of Massachusetts WF-1 wind turbine are shown in Figure 3.29. T h i s  was a 
three-bladed turbine with a 10 m rotor, using near optimum tapered and twisted blades. The 
lift curve of the NACA 4415 airfoil was approximated by C, = 0.368 + 0.0942 6:. The drag 
coefficient equation constants were 0.00994, 0,000259, and 0.0001055. Figure 3.29 
compares the results from the simplified method and the conventional strip theory method 
for the angle of attack for one of the blade elements. The point at which the curves cross the 
empirical lift line determines the angle of attack and the lift coefficient. Also plotted on 
Figure 3.29 is the axial induction factor, a ,  for the section. Note that it is the right-hand 
intersection point which gives a value of a < 1/2, as is normally the case. 
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Figure 3.29 Comparison of calculation methods for onc blade element; a ,  axial induction factor; 
C, , two-dimensional lift coefficient 

ct of Drag and Bla 

At the beginning of the chapter, the mm-rnum theoretically possible power coefficient for 
wind turbines was determined as a function of tip speed ratio. As explained in this chapter, 
airfoil drag and tip losses that are a function of the total number of blades reduce the power 
coefficients of wind turbines. The maximum achievable power coefficient for turbines with 
an optimum blade shape but a finite number of blades and aerodynamic drag has been 
calculated by Wilson et al. (1976). Their fit to the data is accurate to within 0.5% for tip 
speed ratios from 4 to 20, lift to drag ratios ( C, /C, ) from 25 to infinity and from one to 
three blades (B): 

Figure 3.30, based on this equation, shows the maximum achievable power coefficients 
for a turbine with 1, 2, and 3 optimum blades and no drag. The performance for ideal 
conditions (an illfinite number of blades) is also shown. It can be seen that the fewer the 
blades the lower the possible C, at the same tip speed ratio. Most wind turbines use two or 
three blades and, in general, most two-bladed wind turbines use a higher tip speed ratio than 
most three-bladed wind turbines. Thus, there is little practical difCerence in the maximum 
achievable C, between typical two- and three-bladed designs, assuming no drag. The effect 
of the lift to drag ratio on maximum achievable power coefficients for a three-bladed rotor 
is shown in Figure 3.31. There is clearly a significant reduction in maximum achievable 
power as the airfoil drag increases. For reference, the DU-93-W-210 airfoil has a maximum 
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blade. 

0.6 

0.5 

'G 0.4 

8 0.3 
iii 
3 0.2 

0.1 

0.0 

c c a 
;i= 

a, 
Lc 

2 

C, /C,  ratio of 140 at an angle of attack of 6 degrees, and the 19% thick LS( 1) airfoil has a 
maximum C, /C, ratio of 85 at an angle of attack of 4 degrees. It can be seen that it clearly 
benefits the blade designer to use airfoils with high lift to drag ratios. Practical rotor power 
coefficients inay be further reduced as a result of non-optimum blade designs that are easier 
to manufacture, the lack of airfoils at the hub and aerodynamic losses at the hub end of the 
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Figure 3.30 Maximum achievable power coefficients as a function of number of blades, no drag 

0.6 

0.5 

-6 0.4 

8 0.3 
$ 
P 0.2 

0.1 

0.0 

.I- 
S 

0 
Q 

--I--- ~.."-...~...~...~..,-... ~""~..~..-..-."-..-..-..-.*-..- 

C,/C,= 100- 

2 
J 
B 
1 
I 
I 
I 
D L - - Betz limit 1 
r P ...a..... Infinite number of blades, no drag 

0 5 10 15 20 
Tip speed ratio 

Figure 3.31 
of the lift to drag ratio, C, /C ,  . 

Maximum achievable power coefficients of a three-bladed optimum rotor a a function 
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3.12 Advanced Aerodynamic Topics 

As mentioned in the beginning of this chapter, the aerodynamic performance of wind 
turbines are primarily a function of the steady state aerodynamics that are discussed above. 
The analysis presented in this chapter provides a method for determining average loads on a 
wind turbine. There are, however, a number of important steady state and dynamic effects 
that cause increased loads or decreased power production from those expected with the 
BEM theory presented here, especially increased transient loads. An overview of those 
effects is provided in this section, including non-ideal steady state effects, the influence of 
turbine wakes and unsteady aerodynamics. This section also includes comments on 
computer programs that can be used for rotor performance modelling and approaches to 
modelling rotor aerodynamics other than BEM methods. 

3.12.1 Non-ideal steady state aerodynamic issues 

Steady state effects that influence wind turbine behavior include the degradation of blade 
performance due to surface roughness, the effects on blade performance of stall and blade 
rotation. 

As mentioned above in Section 3.4.5, blade surfaces roughened by damage and debris 
can significantly increase drag and decrease the lift of an airfoil. This has been shown to 
decrease power production by as much as 40% on certain airfoils. The only solution is 
frequent blade repair and cleaning or the use of airfoils that are less sensitive to surface 
roughness. 

Parts of a wind turbine blade may operate at times in the stall region. On stall-controlled 
horizontal axis rotors much of the blade may be stalled under some conditions. Stalled 
airfoils do not always exhibit the simple relationship between the angle of attack and 
aerodynamic forces that are evident in lift and drag coefficient data. The turbulent separated 
flow occurring during stall can induce rapidly fluctuating flow conditions and rapidly 
fluctuating loads on the wind turbine. 

Finally, the lift and drag behavior of airfoils are measured in wind tunnels under non- 
rotating conditions. Investigation has shown that the same airfoils, when used on a 
horizontal axis wind turbine, may exhibit delayed stall and may produce more power than 
expected. The resulting unexpectedly high loads at high wind speeds can reduce turbine life. 
This behavior has been linked to spanwise pressure gradients that result in a spanwise 
velocity component along the blade that helps keep the flow attached to the blade, delaying 
stall and increasing lift. 

3.12.2 Turbine wakes 

Many of the primary features of the air flow in and around wind turbines are described by 
the results of BEM theory: the induced velocities due to power production and the rotation 
of the turbine wake and the expanding wake downwind of the turbine. The actual flow field, 
however, is much more complicated. Some of the details of flow around and behind a 
horizontal axis wind turbine are described here. The consequences of these flow patterns 
affect downwind turbines and may result in a ‘skewed wake,’ which causes increased 
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fluctuating loads which are not predicted by BEM theory. Before considering their 
consequences, the details of turbine wakes are described in the following paragraph. 

Wind turbine wakes are often thought of as consisting of a near wake and a far wake 
(Voutsinas et al., 1993). The difference between the near and far wakes is a function of the 
spatial distribution and intensity of turbulence in the flow field. Huid flow modelling and 
experiments have shown that each blade generates a sheet of vortices that is transported 
through the wake by the mean axial and rotational flow in the wake. In addition to the 
vortex sheet from the trailing edge of the blades, vortices generated at the hub and 
especially strong vortices, generated at the blade tips, are also convected downstream. The 
tip vortices cause the tip losses mentioned in Section 3.5. All of these vortices and 
mechanically generated turbulence are dissipated and mixed in the near wake (within 1 to 3 
rotor diameters downstream of the rotor). The stream of tip vortices from each blade merge 
in the near wake into a cylindrical sheet of rotating turbulence as they mix and diffuse 
through the flow (Sorensen and Shen, 1999). Much of the periodic nature of the flow is lost 
in the near wake (Ebert and Wood, 1994). Thus, turbulence and vorticity generated at the 
rotor are diffused in the near wake, resulting in more evenly distributed turbulence and 
velocity profiles in the far wake. Meanwhile, the mixing of the slower axial flow of the 
turbine wake with the free stream flow slowly re-energizes the flow. The vortex sheet from 
the tip vortices results in an annular area in the far wake of higher relative turbulence 
surrounding the less turbulent core of the wake. Mixing and diffusion continue in the far 
wake until the turbine-generated turbulence and velocity deficit with respect to the free 
stream flow have disappeared. 

The consequences of the vorticity and turbulence in turbine wakes are increased loads 
and fatigue. The most obvious effect is the increased turbulence in the flow at turbines that 
are downwind of other turbines in a wind farm (see Chapter 8). The nature of turbine wakes 
also affects the loads on the turbine producing the wake. For example, tip and hub vortices 
reduce the energy capture from the rotor. 

Another important effect occurs with off-axis winds, i.e. those whose direction is not 
perpendicular to the plane of the rotor. Off-axis flows, whether due to yaw error or vertical 
wind components, result in a skewed wake in which the wake is not symmetric with the 
turbine axis. Skewed wakes result in the downwind side of the rotor being closer to the 
wake centerline than the upwind side of the rotor. The result is higher induced velocities on 
the downwind side of the rotor than the upwind side. This effect has been shown to result in 
higher turbine forces than otherwise would be expected (Hansen, 1992). One commonly 
used approach to modelling the effects of a skewed wake is the Pitt and Peters model (Pitt 
and Peters, 1981; Goankar and Peters, 1986). The model applies a multiplicative correction 
factor to the axial induction factor that is a function of yaw angle, radial position and blade 
azimuth angle. For more information on its use in wind turbine modelling, see Hansen 
(1992). 

3.12.3 Unsteady aerodynamic effects 

There are a number of unsteady aerodynamic phenomena that have a large effect on wind 
turbine operation. The turbulent eddies carried along with the mean wind cause rapid 
changes in speed and direction over the rotor disk. These changes cause fluctuating 
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aerodynamic forces, increased peak forces, blade vibrations, and significant material 
fatigue. Additionally, the transient effects of tower shadow, dynamic stall, dynamic inflow 
and rotational sampling (all explained below) change turbine operation in unexpected ways. 
Many of these effects occur at the rotational frequency of the rotor or at multiples of that 
frequency. Effects that occur once per revolution are often referred to as having a frequency 
of 1P. Similarly, effects that occur at 3 or n times per revolution of the rotor are referred to 
as occurring at a frequency of 3P or nP. 

Tower shadow refers to the wind speed deficit behind a tower caused by the tower 
obstruction. The blades of a downwind rotor with E blades will encounter the tower shadow 
once per revolution, causing a rapid drop in power and BP vibrations in the turbine 
structure. 

Dynamic scull refers to rapid aerodynamic changes that may bring about or delay stall 
behavior. Rapid changes in wind speed (for example, when the blades pass through the 
tower shadow) cause a sudden detachment and then reattachment of airflow along the 
airfoil. Such effects at the blade surface cannot be predicted with steady state aerodynamics, 
but may affect turbine operation, not only when the blades encounter tower shadow, but also 
during operation in turbulent wind conditions. Dynamic stall effects occur on time scales of 
the order of the time for the relative wind at the blade to traverse the blade chord, 
approximately C/WP . For large wind turbines, this might be on the order of 0.2 seconds at 
the blade root to 0.01 seconds at the blade tip (Snel and Schepers, 1991). Dynamic stall can 
result in high transient forces as the wind speed increases, but stall is delayed. A variety of 
dynamic stall models have been used in computer rotor performance codes including those 
of Gormont (1973) and Beddoes (Bjorck et al., 1999). The Gormont model, for example, 
modifies the angle of attack calculated with the BEM theory by adding a factor that depends 
on the rate of change of the angle of attack. 

Dynamic inflow refers to the response of the larger flow field to turbulence and changes 
in rotor operation (pitch or rotor speed changes, for example). Steady state aerodynamics 
suggests that increased wind speed and, thus, increased power production should result in an 
instantaneous increase in the axial induction factor and changes in the flow field upstream 
and downstream of the rotor. Dwing rapid changes in the flow and rapid changes in rotor 
operation, the larger field cannot respond quickly enough to instantly establish steady state 
conditions. Thus the aerodynamic conditions at the rotor are not necessarily the expected 
conditions, but an ever-changing approximation as the flow field changes. The time scale of 
dynamic flow effects is on the order of D/U, the ratio of the rotor diameter to the mean 
ambient flow velocity. This might be as much as 10 seconds (Snel and Schepers, 1991). 
Phenomena occurring slower than this can be considered using a steady state analysis. For 
more information on dynamic inflow see Snel and Schepers (1991, 1993) and Pitt and Peters 
(1981). 

Finally, rotational smpl ing  (see Connell, 1 982) causes some unsteady aerodynamic 
effects and increases fluctuating loads on the wind turbine. These effects are all induced or 
complicated because the wind as seen by the rotor is constantly changing as the rotor 
rotates. The general flow turbulence may bring wind speed changes on a time scale of about 
5 seconds. The turbulent eddies may be smaller than the rotor disk, resulting in different 
winds at different parts of the disk. If the blades are rotating once a second, the blades 
'sample' different parts of the flow field at a much faster rate than the general changes in 
the wind field itself, causing rapidly changing flow at the blade. 
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3.12.4 

A number of computer codes are available that can predict rotor performance and 
aerodynamic loads. The National Renewable Energy Laboratory (NREL) in Boulder, CO, 
has supported the development of a number of these codes and has made some of the codes 
available over the Internet. The aerodynamic performance codes that are available from 
NREL include: 

Computer codes for pe fomance and load estimation 

WTPerf 
YawDyn and AeroDyn 
WT-Per3p: WT-PerS (Buhl, 2000) is a rotor performance code for horizontal axis wind 

turbines. The aerodynamics analysis uses momentum and strip theory to determine blade 
performance, including corrections for tip losses and wind shear. Three-dimensional 
aerodynamics calculations have also been added. The code and a users manual are available 
from NREL. 

YawDyn: YawDyn (Hansen, 1992) is a complete aerodynamics and dynamics analysis 
code for constant speed horizontal axis wind turbines. The code was designed to evaluate 
wind turbine yaw dynamics. The aerodynamics part of the code, AeroDyn, uses a detailed 
implementation of strip theory with modifications to improve results for unsteady winds. 
More details on YawDyn are given in Section 4.4.1. 

3.12.5 Other per$ormance prediction and design methods 

In this chapter, the BEN theory approach has been used to predict rotor performance. An 
iterative approach to blade design has also been outlined based on the analysis metlzods 
detailed in the text. There are other approaches to predicting blade performance and to 
designing blades that may be more applicable in some situations. Some of the disadvantages 
of the BEM theory include errors under conditions with large induced velocities (Glauert, 
1948) or yawed flow and inability to predict delayed stall due to rotational effects. 

Vortex wake methods have been used in the helicopter industry in addition to BEM 
methods. Vortex wake methods calculate the induced velocity field by determining the 
distribution of vorticity in the wake. Ths method is computationally intensive, but promises 
to have advantages for yawed flow and operation subject to three-dimensional boundary 
layer effects (Hansen and 

There are also other possible theoretical approaches. Researchers at Delft University of 
Technology have reported initial work on a model employing asymptotic acceleration 
potential methods (Hansen and Butterfield. 1993). Cascade Theory, often used in 
turbomachinery design, has also been used to analyse wind turbine performance. 
theory takes into consideration aerodynamic interactions between blades. Alth 
more computationally intensive, cascade theory has been shown to provide better results 
than BEM theory for high-solidity, low tip-speed rotors (Islam and Islam, 1994). 
Computational fluid dynamics (CFD), while very computationally intensive, has also been 
applied to wind turbine rotors (see, for example, Sorenson and Michelsen, 2002, and 
et al., 1999). 
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Finally, each of these analysis methods could be used in an iterative fashion to define the 
final blade design for a wind turbine, but work has been also preformed to develop a 
computer code to approach the blade design problem from the opposite direction (Selig and 
Tangler, 1992). This approach allows the designer to input desired rotor performance 
characteristics and blade aerodynamic characteristics and the code determines the 
corresponding blade geometry. The code has been used successfully to design blades for a 
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4.1 General Background 

The interplay of the forces from the external environment, primarily due to the wind, and 
the motions of the various components of the wind turbine, results not only in the desired 
energy production from the turbine, but also in stresses in the constituent materials. For the 
turbine designer, these stresses are of primary concern, because they directly affect the 
strength of the turbine and how long it will last. 

To put it succinctly, in order to be a viable contender for providing energy. a wind 
turbine must: 

0 Produce energy 
Survive 

0 Be cost effective 

That means that the turbine design must not only be functional in terms of extracting 
energy. It must also be structurally sound so that it can withstand the loads it experiences, 
and the costs to make it structurally sound must be commensurate with the value of the 
energy it produces. 

The purpose of this chapter is to discuss the mechanical framework within which the 
turbine must be designed if it is to meet those three requirements. Conceptually, the chapter 
is divided into two parts. The first part provides some background on the fundamental 
principles relevant to wind turbine dynamics. The second part deals more directly with wind 
turbine motions, forces, and stresses. 

The fundamentals section includes a very brief overview of the basics: statics, dynamics, 
and strength of materials. This overview is brief because it is assumed that the reader 
already has some familiarity with the concepts involved. A slightly longer discussion, 
however, is devoted to a few concepts of particular relevance. The fundamentals section 
includes more detailed discussion of two other topics: vibrations and fatigue. These topics 
are discussed in more detail because it is presumed that they may be less familiar to many 
readers. The topic of vibrations is important not only because the concepts are relevant to 
actual structural vibrations, but also because the concepts can be used to describe many 
aspects of the behavior of the wind turbine rotor. The topic of fatigue is included, because it 
provides an understanding of how turbine components would be expected to withstand a 
lifetime of continuously varying loads. 
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The section on wind turbine motions and forces examines the response of the wind 
turbine to aerodynamic forces, using progressively more detailed approaches. The first 
approach uses a simple steady state approach that follows directly from the discussions in 
Section 3.7 of rotor performance. The second approach includes the effects of the rotation of 
wind turbine rotor. In addition, the operating environment is not assumed to be uniform, so 
the effects of vertical wind shear, yaw motion, and turbine orientation are all accounted for. 
This approach uses a number of simplifications to make the problem solvable, resulting in 
solutions that are more representative than precise. Finally, some of the more detailed 
approaches to investigating wind turbine dynamics are discussed. These are in general more 
comprehensive or specialized, but are also more complex and less intuitive. For that reason, 
they are only discussed briefly and the reader i s  referred to other sources for more details. 

Although the fundamentals apply to all types of wind turbine designs, the focus of this 
next section is exclusively on horizontal axis turbines. 

4.1.1 Types of loads 

In this chapter, the term ‘load’ refers to forces or moments that may act upon the turbine. 
The loads that a turbine may experience are of primary concern in assessing the turbine’s 
structural requirements. These loadings may be divided into seven types: 

Static (non-rotating) 
0 Steady (rotating) 

Cyclic 
Transient 
Impulsive 
Stochastic 
Resonance-induced loads 

The key characteristics of these loads and some examples for wind turbines are summarized 
below. 

4.1.1.1 Static (non-rotating) loads 
Static loads, as used in this text, refer to constant (non-time varying) loads that impinge on a 
non-moving structure. For example, a steady wind blowing on a stationary wind turbine 
would induce static loads on the various parts of the machine. 

4.1.1.2 Steady (rotating) loads 
Steady loads are also non-time varying loads, but the structure may be in motion. For 
example, a steady wind blowing on a rotating wind turbine rotor while it is generating 
power would induce steady loads on the blades and other parts of the machine. The 
calculation of these particular loads has been detailed in Chapter 3. 

4.1.1.3 Cyclic loads 
Cyclic loads are those which vary in a regular or periodic manner. The term applies 
particularly to loads which arise due to the rotation of the rotor. Cyclic loads arise as a result 
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of such factors as the weight of the blades, wind shear, and yaw motion. Cyclic loads may 
also be associated with the vibration of the turbine structure or some of its components. 

As noted in Section 3.1 2, a load which varies an integral number of times in relation to a 
complete revolution of the rotor is known as a ‘Per rev’ load, and given the symbol P. For 
example, a blade rotating in wind with wind shear will experience a cyclic 1P load. If the 
turbine has three blades the main shaft will experience a cyclic 3P load. 

4.1.1.4 Transient loads 
Transient loads are time-varying loads which arise in response to some temporary external 
event. There may be some oscillation associated with the transient response, but they 
eventually decay. Examples of transient loads include those in the drive train resulting from 
the application of a brake. 

4.1.1.5 Impulsive loads 
Impulsive loads are time varying loads of relatively short duration, but of perhaps 
significant peak magnitude. One example of an impulsive load is that experienced by a 
blade of a downwind rotor when it passes behind the tower (through the ‘tower shadow’). 
Two bladed rotors are often ‘teetered’ or pinned at the low-speed shaft. This allows the rotor 
to rock back and forth, reducing bending loads on the shaft, but necessitating the use of 
teeter dampers. The force on a teeter damper when the normal range of teeter is exceeded is 
another example of an impulsive load. 

4.1.1.6 Stochastic loads 
Stochastic loads are time varying, as are cyclic, transient, and impulsive loads. In this case, 
the loading varies in a more apparently random manner. In many cases the mean value may 
be relatively constant, but there may be significant fluctuations from that mean. Examples 
of stochastic loads are those which arise in the blades when the wind is very turbulent. 

4.1.1.7 Resonance-induced loads 
Resonance-induced loads are cyclic loads that result from the dynamic response of some 
part of the wind turbine being excited at one of its natural frequencies. They may reach high 
magnitudes. Resonance-induced loads are to be avoided whenever possible, but may occur 
under unusual operating circumstances or due to poor design. While these loads are not truly 
a different type of load, they are mentioned separately because of their possibly serious 
consequences. 

4.1.2 Sources of loads 

Three are four primary sources of loads to consider in wind turbine design: 

Aerodynamics 
0 Gravity 
0 Dynamic interactions 

Mechanical control 
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The loads and motions may interact in complicated ways, but it is worthwhile considering 
them separately. The follow sections describe each of these loads. 

4.1.2.1 Aerodynamics 
The first source of wind turbine loads that one would typically consider is aerodynamics. 
Aerodynamics, particularly as related to power production, was described in Chapter 3. The 
loadings of particular concern in the structural design are those which could arise in very 
high winds, or those which generate fatigue damage. When a wind turbine is stationary in 
high winds, drag forces are the primary consideration. When the turbine is operating, it is 
lift forces which create the aerodynamic loadings of concern. 

4.1.2.2 Gravity 
Gravity is an important source of loads on the blades of large turbines, although it is less so 
on smaller machines. In any case, tower top weight is significant to the tower design and to 
the installation of the machine. 

4.1.2.3 Dynamic interactions 
Motion induced by aerodynamic and gravitational forces in turn induces loads in other parts 
of the machine. For example, virtually all horizontal axis wind turbines allow some motion 
about a yaw axis. When yaw motion occurs while the rotor is turning there will be induced 
gyroscopic forces. These forces can be substantial when the yaw rate is high. 

4.1.2.4 Mechanical control 
Control of the wind turbine may sometimes be a sowce of significant loads. For example, 
starting a turbine which uses an induction generator or stopping the turbine by applying a 
brake can generate substantial loads throughout the structure. 

4.1.3 Eflects of loads 

The loadings experienced by a wind turbine are important in two primary areas: (i) ultimate 
strength and (ii) fatigue. Wind turbines may occasionally experience very high loads, and 
they must be able to withstand those loads. Normal operation is accompanied by widely 
varying loads, due to starting and stopping, yawing, and the passage of blades through 
continuously changing winds. These varying loads can fatigue machine components, such 
that a given component may eventually fail at much lower loads than it would have when 
new. 

4.2 General Principles 

This section presents an overview of some of the principles of basic mechanics and 
dynamics which are of particular concern in wind turbine design. The fundamentals of the 
mechanics of wind turbines are essentially the same as those of other similar structures. For 
that reason, the topics taught in engineering courses in statics, strength of materials, and 
dynamics are equally applicable here. Topics of particular relevance include Newton’s 
Second Law, especially when applied in the normal-tangential coordinate system; moments 
of inertia; bending moments, and stresses and strains. These topics are well discussed in 
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many physics or engineering texts, such as Pytel and Singer (1987), Merriam (1978), Beer 
and Johnston (1976) and Den Hartog (1961) and will not be pursued here in any detail, 
except where a particular example is especially relevant. 

4.2.1 

There are a few topics from basic engineering mechanics which are worth singling out, 
because they have a particular relevance to wind energy, and may not be familiar to all 
readers. These are summarized briefly below. 

4.2.1.1 Inertia forces 
In most current teaching of dynamics, the forces that are considered are exclusively real 
forces. It is sometimes convenient, however, to describe certain accelerations in terms of 
fictitious ‘inertia forces’. This is often done in the case of rotating systems, including in the 
analysis of wind turbine rotor dynamics. For example, the effect of normal acceleration is 
accounted for by the inertial centrifugal force. The effect of the inertia force, as reflected in 
the ‘Principle of D’Alembert,’ is that the sum of all forces acting on a particle, including the 
inertia force is zero. The method is most useful when dealing with larger rigid bodies, which 
can be considered to be made up of a large number of particles rigidly connected together. 
Specifically, the Principle of D’Alembert states that the internal forces in a rigid body 
having accelerated motion can be calculated by the methods of statics on that body under 
the influence of the external and inertia forces. Furthermore, a rigid body of any size will 
behave as a particle if the resultant of its external forces passes through its center of gravity. 

4.2.1.2 Bending of cantilevered beams 
The bending of beams is an important topic of strength of materials. A wind turbine blade is 
basically a cantilevered beam so the topic is of particular relevance. One simple but 
interesting example is a uniformly loaded cantilevered beam. For this case, the bending 
moment diagram, M ( x )  , is described by an inverted partial parabola: 

Selected topics from basic mechanics 

W M ( x )  = -(L - x y  
2 

The maximum bending moment , M,n,, , is at the side of attachment and is given by: 

wL2 W L  M,,, = - = - 
2 2 

(4.2.1) 

(4.2.2) 

where L is the length of the beam, x is the distance from the fixed end of the beam, w is the 
loading (forcehit  length), W is the total load. 

The maximum stress in the beam is also at the point of attachment and, in addition, is at 
the maximum distance, c,  from neutral axis. For a wind turbine blade in bending, the neutral 
axis would be nearly the same as the chord line and c would be approximately half the 
airfoil thickness. 
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In equation form, the maximum stress omm in a beam with area moment of inertia I 
would be: 

(4.2.3) 

4.2.1.3 Rigid body planar rotation 

Two dimensional rotation When a body, such as a wind turbine rotor, is rotating, it 
acquires angular momentum. Angular momentum, H ,  is characterized by a vector whose 
magnitude is the product of the rotational speed R and the polar mass moment of inertia, J. 
The direction of the vector is determined by the right hand rule (whereby if the fingers of 
the right hand are curled in the direction of rotation, the thumb points in the appropriate 
direction). In equation form: 

H = J B  (4.2.4) 

From basic principles, the sum of the applied moments, M , about the mass center is 
equal to the time rate of change of the angular momentum about the mass center. That is: 

(4.2.5) 

In most situations of interest in wind turbine dynamics the moment of inertia can be 
considered constant. Therefore the magnitude of the sum of the moments is: 

~ZMI = J & = J a (4.2.6) 

where a is the angular acceleration of the inertial mass. 
In the context of this text, a continuous moment applied to a rotating body is referred to 

as torque, and denoted by Q. The relation between applied torques and angular acceleration, 
a , is analogous to that between force and linear acceleration: 

(4.2.7) 

When rotating at a constant speed, there is no angular acceleration or deceleration. Thus the 
sum of any applied torques must be zero. For example, if a wind turbine rotor is turning at a 
constant speed in a steady wind, the driving torque from the rotor must be equal to the 
generator torque plus the loss torques in the drive train. 

Rotational powerlenergy A rotating body contains kinetic energy, E, given by: 

1 
2 

E = - J Q ~  (4.2.8) 
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The power P consumed or generated by a rotating body is given by the product of the torque 
times the rotational speed 

P=Q.R (4.2.9) 

4.2.1.4 Gears and gear ratios 
Gears are frequently used to transfer power from one shaft to another, while maintaining a 
fixed ratio between the speeds of the shafts. While the input power in an ideal gear train 
remains equal to the output power, the torques and speed vary in inverse proportion to each 
other. In going from a smaller gear (1) to a larger one (2), the rotational speed drops, but the 
torque increases. In general: 

(4.2.10) 

The ratio between the speeds of two gears, .RI I .R2 , is inversely proportional to the ratio of 
the number of teeth on each gear, N I  / N ,  . The latter is proportional to the gear diameter. 
Thus: 

When dealing with geared systems, consisting of shafts, inertias and gears, as shown in 
Figure 4.1, it is possible to refer shaft stiffness (Ks) and inertias (Js) to equivalent values on 
a single shaft. (Note that in the following it is assumed that the shafts themselves have no 
inertia.) This is done by multiplying all stiffnesses and inertias of the geared shaft by nz 
where n is the speed ratio between the two shafts. The equivalent system is shown in Figure 
4.2. These relations can be derived by appIying principles of kinetic energy (for inertias) 
and potential energy (for stiffnesses), as described in Thornson (1981). More information on 
gears and gear trains is provided in Chapter 6. 

Figure 4.1 Geared system; J, inertia; K, stiffness; n, speed ratio between the shafts; subscripts I and 2, 
gear 1 and 2 
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Figure 4.2 System equivalent to geared system; J ,  inertia; K, stiffness; n, speed ratio between the 
shafts; subscripts 1 and 2, gear 1 and 2 

4.2.1.5 Gyroscopic motion 
Gyroscopic motion is of particular concern in the design of wind turbines, because yawing 
of the turbine while the rotor is spinning may result in significant gyroscopic loads. The 
effects of gyroscopic motion are illustrated in the Principal Theorem of the Gyroscope, 
which is summarized below. 

In this example, it is assumed that a rigid body, with a constant polar mass moment of 
inertia of J, is rotating with angular momentum J.Q . The Principal Theorem of the 
Gyroscope states that if a gyroscope of angular momentum Jl2 rotates with speed w about 
an axis perpendicular to L2 (‘precesses’), then a couple, .K2w , acts on the gyroscope about 
an axis perpendicular to both the gyroscopic axis, a, and the precession axis, w . 
Conversely, an applied moment that is not parallel to .Q can induce precession. 

Gyroscopic motion may be considered with the help of Figure 4.3. A bicycle wheel of 
weight W is shown rotating in the counter clockwise direction, supported at the end of one 
axle by a string. The wheel would fall down if it were not rotating. In fact, it is rotating, and 
rather than falling, it precesses in a horizontal plane (counterclockwise when seen from 
above). 

w 

W 

Figure 4.3 Gyroscopic motion; a, distance to weight; J,  inertia; W, weight; W ,  rate ofprecession; a,  
angular velocity 
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The moment acting on the wheel is Wu, so 

WU = JLJw (4.2.12) 

Thus the rate of precession is 

W a  
@=- 

JL.2 
(4.2.13) 

The relative directions of rotation are related to each other by cross products and the right- 
hand rule as follows: 

M = Wa = w x  JQ (4.2.14) 

where, M ,  w , and Q are the moment, rate of precession and angular velocity vectors, 
respectively. 

4.2.2 Vibrations 

The term vibration refers to the limited reciprocating motion of a particle or an object in an 
elastic system. The motion goes to either side of an equilibrium position. Vibration is 
important in wind turbines, because they are partially elastic structures, and they operate in 
an unsteady environment that tends to result in a vibrating response. The presence of 
vibrations can result in deflections that must be accounted for in turbine design and can also 
result in the premature failure (due to fatigue) of the materials which comprise the turbine. 
In addition, much of wind turbine operation can be best understood in the context of 
vibratory motion. The following section provides an overview of those aspects of vibrations 
most important to wind turbine applications. 

4.2.2.1 

Undamped vibrations The simplest vibrating system is mass m attached to a massless 
spring with spring constant k, as shown in Figure 4.4. When displaced a distance x and 
allowed to freely move, the mass will vibrate back and forth. 
Applying Newton’s Second Law, the governing equation is: 

Single degree of freedom systems 

mX = -kx (4.2.15) 

When t = 0 at x = xo the solution is: 

x = xg cos(u, t )  (4.2.16) 
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................................................................... 

Figure 4.4 Undamped vibrating system; k, spring constant; m, mass; n, displacement 

where w, = 
two sinusoids: 

is the natural frequency of the motion. In general, the solution contains 

x 0  x = xo cos(wnt)+--sin(w,t) 
wn 

(4.2.17) 

where &, is the velocity at t = 0. 

angle # . That is: 
The solution can also be written in terms of a single sinusoid of amplitude C and phase 

x = c sin(w,t+#) (4.2.18) 

The amplitude and phase angle can be expressed in terms of the other parameters as: 

(4.2.19) 

(4.2.20) 

Damped vibrations Vibrations as described above will continue indefinitely. In all real 
vibrations, the motions will eventually die out. This effect can be modeled by including a 
viscous damping term. Damping involves a force, usually assumed to be proportional to the 
velocity, which opposes the motion. Then the equation of motion becomes: 

rn x =-c x - k x (4.2.21) 
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where c is the damping constant and k is the spring constant. Depending on the ratio of the 
damping and spring constant, the solution may be oscillatory (‘underdamped’) or non- 
oscillatory (‘overdamped’). The limiting case between the two is ‘critically damped,’ in 
which case: 

c=c,  =2,/km =2mwn (4.2.22) 

For convenience a non-dimensional damping ratio 4 = c / c, is used to characterize the 
motion. For 5 < 1 the motion is underdamped; for 4 > 1 the motion is overdamped. 

The solution for underdamped oscillation is: 

where = W n d s  is the natural frequency for damped oscillation. Note that the 
frequency of damped oscillation is slightly different from that of undamped vibration. The 
amplitude, C, and phase angle, 4 , are determined from initial conditions. 

Forced harmonic vibrations Consider the mass, spring, and damper discussed above. 
Suppose that it is driven by a sinusoidal force of magnitude F, and frequency W (which is 
not necessarily equal to W n  or ad ), The equation of motion is then: 

mx+ c i +  kx = F, sh(u t )  (4.2.24) 

It may be shown that the steady state solution to this equation is: 

The phase angle in this case is: 

(4.2.25) 

(4.2.26) 

It is of particular interest to consider the non-dimensional response amplitude which is 
given by: 
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Figure 4.5 System responses to forced vibrations; f , non-dimensional damping ratio 

As the excitation (forcing) frequency gets closer to the natural frequency, the amplitude 
of the response gets larger. Increasing the damping reduces the peak value, and also shifts it 
slightly. Furthermore, although the peak is highest when the excitation frequency equals the 
natural frequency (ignoring the effect of damping), there may still be a significant increase 
in amplitude when the excitation is close to the natural frequency, as shown in Figure 4.5. 

Rotational vibration If a body with polar mass moment J is attached to a rigid support 
via a rotational spring with rotational stiffness k ,  , as shown in Figure 4.6, its equation of 
motion is given by: 

J e = - k , O  (4.2.28) 

Solutions for rotational vibration are analogous to those for linear vibrations discussed 
previously. Rotational vibration is of particular importance in wind turbine design for shaft 
systems and drive train dynamics. It is also used in the linearized hinge-spring rotor model 
which is described in Section 4.3.2. 

Figure 4.6 Rotational vibrating system; J ,  polar mass moment of inertia; k, , rotational stiffness of 
spring 
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4.2.2.2 Vibration of cantilevered beams 
It is of interest to consider the vibration of a cantilevered beam, since many aspects of wind 
turbines have similarities to cantilevered beams. These include in particular the tower of the 
turbine, and the blades. 

Modes and mode shapes Recall that a single vibrating mass on a spring oscillates with a 
single characteristic natural frequency. There is also only one path that the mass will take 
during its motion. For multiple masses the number of natural frequencies and possible paths 
will increase. For continuous objects there are actually an infinite number of natural 
frequencies. To each natural frequency there corresponds a characteristic mode shape of 
vibration. In practice, however, only the lowest few natural frequencies of a beam are 
usually important. 

Vibration of uniform cantilevered beams Vibration of an ideal, uniform beam of 
constant cross section and material properties can be modelled by an analytic equation 
known as the Euler Equation for beams. This equation is particularly useful because it 
allows first order approximations of natural frequencies to be made very easily for many 
beams. The reader is referred to other sources (e.g. Thomson, 1981) for the details of the 
development of the Euler beam equation. This section will confine itself to presenting the 
equation for a cantilevered beam in enough detail for it to be applied. 

The form of the Euler equation for the deflection, y z  , of a uniform cantilevered beam of 
length L and mode shape i is: 

sinh @L), - sin @L), 
cosh@L), + cos@L), 

(4.2.29) 

The parameter @L), is related to the natural frequencies, wi , density per unit length, p" , 
area moment of inertia, I ,  and modulus of elasticity, E, of the beam by the following 
equation: 

From Equation 4.2.30, the natural frequencies (radianshecond) are: 

a.=- - 
L2 E 

(4.2.30) 

(4.2.31) 

for values of @I,), that solve: 

(4.2.32) 
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Equation 4.2.29 enables us to determine the mode shapes of the vibration. Note that since A 
is not known it may be determined by assuming a deflection of y 1  = 1 at the free end of the 
beam. 

The products (PLf  are constants, and for the case of a cantilevered beam the numerical 
values for the first three modes are 3.52, 22.4, and 61.7. Figure 4.7 illustrates the shape of 
the first three vibration modes of a uniform cantelivered beam, based on equations 4.2.29 
and 4.2.32. 
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Figure 4.7 Vibration modes of uniform cantilevered beam 

Vibration of general beams The previous discussion dealt with a uniform beam, This 
section concerns a more general case. It summarizes the use of the Myklestad method, 
which involves modeling the beam with a number of lumped masses connected by massless 
beam elements. The Myklestad method is quite versatile and can be applied to nearly any 
beam, but as before, the discussion will be confined to the cantilevered beam. More details 
may be found in Thomson (1981). 

The method is illustrated in Figure 4.8. The beam is divided into n - 1 sections with the 
same number of masses, M,. An additional station is at the point of attachment. All of the 
distances 1, between masses are the same. In the figure it is assumed that the masses are 
located at the center of equal sized sections, so the distance from the mass closest to the 
attachment is 1/2 of the others. The flexible connections have moments of inertia I ,  and 
modulus of elasticity E,.  The beam in this example may be rotating with a speed JR about 
an axis perpendicular to the beam and passing through station W. 

Figure 4.8 Model of cantilevered beam; mi, mass; 1, , distance between masses; n, number of stations 
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The Myklestad method involves solving a set of sequence equations. The sequence 
equations can be developed by considering she forces and moments acting on each of the 
masses and the point of attachment. Figure 4.9 illustrates the free body diagram of one 
section of a rotating beam. The diagram shows shear forces, S,, inertial (centrifugal) forces, 
F,, bending moments, M,, deflections, y,, and angular deflections, 6, . 

The complete equations for a rotating beam follow. The centrifugal forces at distance xl 
from the attachment are: 

J =I 

C+I = F; +.n2rnix, 

Using small-angle approximations, the shear forces are: 

2 S,+I = S ,  - m i a  Y Z  -Fz+~@i 

The moments are: 

The angle of the beam sections from horizontal are: 

(4.2.33a) 

(4.2.33b) 

(4.2.34) 

(4.2.35) 

(4.2.36) 

~~ 

Figure 4.9 Free body diagram of beam section; for definition of variables, see text 
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Finally, the deflections from horizontal line, passing through the fixed end are: 

(4.2.37) 

The series of equations are solved by iteratively finding natural frequencies which result in a 
calculated deflection of zero at the point of attachment. The process - normally done with a 
computes - begins by assuming a natural frequency w and performing a series of 
calculations. The calculations are repeated with a new assumption for the natural frequency 
until a deflection sufficiently close to zero is found. Two sets of calculations are undertaken. 
They start at the free end of the beam first with yl.l = 1 and 61,2 = 0 and then with yI3 = 0 
and 61,2 = 1  where the second subscript refers to the sets of calculations. Calculations are 
performed sequentially for each section until section n is reached. The calculations yield ynY, 
y,,*, 6n,1 and 6,,,* . The desired deflection (which should approach zero) is: 

(4.2.38) 

The entire process can be repeated to find additional natural frequencies. There should 
be as many natural frequencies as there are masses. Because inertial forces on the rotating 
beam effectively stiffen the beam, natural frequencies of a rotating beam will be higher than 
those of the same non-rotating beam. 

4.2.2.3 Torsional Systems 
Many wind turbine components, particularly those in the drive train, can be modelled by a 
series of discs connected by shafts. In these models, the discs are assumed to have inertia, 
but are completely rigid, whereas the shafts have stiffness, but no inertia. The natural 
frequencies for such systems can be determined by Holzer’s Method. As with the Myklestad 
Method sequence equations can be used to determine each angle and torque along the shaft. 
The details of this method are beyond the scope of this book. The reader is referred to 
Thomson (1981 ) or similar texts for more information. 

4.2.3 Fatigue 

4.2.3.1 Overview 
It is well known that many materials which can withstand a load when applied once, will 
not survive if that load is applied and then removed (‘cycled’) a number of times. This 
increasing inability to withstand loads applied multiple times is called fatigue damage. The 
underlying causes of fatigue damage are complex, but they can be most simply conceived of 
as deriving from the growth of tiny cracks. With each cycle, the cracks grow a little, until 
the material fails. This simple view is also consistent with another observation about 
fatigue: the lower the magnitude of the load cycle, the greater the number of cycles that the 
material can withstand. 
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Wind turbines, by their very nature are subject to a great number of cyclic loads. The 
lower bound on the number of many of the fatigue-producing stress cycles in turbine 
components is proportional to the number of blade revolutions over the turbine’s lifetime. 
The total cycles, nL , over a turbine’s lifetime would be: 

(4.2.39) 

where k is the number of cyclic events per revolution, nrotor is the rotational speed of 
rotor (rpm), Hop is the operating hours per year and Y is the years of operation. 

For blade root stress cycles, k would be at least equal to 1 while, for the drive train or 
tower, k would be at least equal to the number of blades. A large turbine with an rpm of 
approximately 30 to 70 operating 4000 hours per year would experience from 10’ to log 
cycles over a 20-year lifetime. This may be compared to many other manufactured items, 
which would be unlikely to experience more than 106 cycles over their lifetime. 

In fact the number of cyclic events on a blade can be much more than once per 
revolution of the rotor. Figure 4.10 illustrates a 5 second time trace of the bending moment 
in the flapwise (axial) direction at the blade root of a typical three-bladed wind turbine, 
using arbitrary units. The rotor in this case turns at just a little more than once per second. 
As can be seen, the largest cycles do occur at approximately that frequency, but smaller 
ones occur considerably more often. In any case there are a large number of cycles, of 
varying frequency and magnitude, and these would result in fluctuating stresses. These all 
contribute to fatigue damage, and need to be considered in wind turbine design. 

-500 -- t---r-- 
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Figure 4.10 Sample root flap bending moment 

Procedures have been developed to estimate fatigue damage. Many of these techniques were 
developed for analysis of metal fatigue, but they have been extended to other materials, such 
as composites, as well. The following sections summarize fatigue analysis methods most 
commonly used in wind turbine design. More detail on fatigue in general may be found in 
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Shigley and Mischke (2989), Spotts (1985) and Ansell (1987). Information on fatigue in 
wind turbines is given in Garrad and Hassan (1986) and Sutherland et al. (1995). 

Fatigue life (S-N) curve Fatigue resistance of materials is traditionally tested by 
subjecting a sample to a sinusoidally applied load until failure. One type of test is a rotating 
beam test. A sample is mounted on a test machine and loaded to a given stress with a side 
load. The sample is then rotated in the machine so that the stress reverses every cycle. The 
test is continued until the sample fails. The first load is somewhat less than the ultimate 
load. The number of cycles and the load is recorded. The load is then reduced on another 
sample and the process is repeated. The data is summarized in a fatigue life, or ‘S-N’, 
curve, where S refers to the stress (in spite of the customary use of (r to indicate stress) and 
N refers to the number of cycles to failure. Figure 4.11 illustrates a typical S-N curve. With 
tests of this type it is important to note that (i) the mean stress is zero, (ii) the stresses are 
fully reversing. 

Most manufactured items of commercial interest, with the exception of wind turbines, 
do not experience more than 10 million cycles in their lifetimes. Thus, if a sample does not 
fail after 10’ cycles at a particular stress (as the loads are progressively reduced), the stress 
is referred to as the endurance limit, o,. Endurance limits typically reported are in the 
range of 20%-50% of the ultimate stress for many materials. In reality the material may not 
actually have a m e  endurance limit, and it may be inappropriate to use that assumption in 
wind turbine design. 

Alternating stresses with non-zero mean Alternating stresses typically do not have a 
zero mean. In this case they are characterized by the mean stress, CJ I)z , the maximum stress, 
o max, and the minimum stress o,, as shown in Figure 4.12. 

0.2 0.4 0.6 0.8 1 .o 1.2 
Fatigue failure, I ,000,000 cycles 

Figure 4.11 Typical S-N curve 
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Figure 4.12 Alternating stresses with non-zero mean 

The stress range, AO, is defined as the difference between the maximum and the 
minimum. 

Ab=CJ,,-bm, 

The stress amplitude, CJ, , is half the range: 

(7, = (bmm -om)/2 

The stress ratio, R, is the ratio between the maximum and the minimum. That is: 

R = 0,* /Oma = (0, -c%)/(% +U,) 

(4.2.40) 

(4.2.41) 

(4.2.42) 

For alternating stress with zero mean (‘completely reversing’), R = -1. 
The fatigue life for a given alternating stress depends on R (i.e., the mean). In fact, the 

allowed alternating stress for a given fatigue life will decrease as the mean increases. This 
relationship is often approximated by Goodman’s Rule: 

6, =CJe(l-cI,/cI,) (4.2.43) 

where 6, is the allowable stress amplitude for a given fatigue life and mean stress, CJ, 
is the zero mean ( R  = -1) alternating stress for the desired fatigue life and CJ, is the ultimate 
stress. 

Goodman’s rule can be inverted and used with non-zero mean alternating stress data to 
find the equivalent zero mean alternating stress (see, for example, Ansell, 1987): 

0, =Oon/(l-Om/O1l) (4.2.44) 

This form of the rule allows conventional test data to be used to predict fatigue life. For 
example, suppose that a component was subjected to a mean stress of 80 x 106 N/mZ and an 
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alternating stress of 20 x106 N/m2, and that the ultimate stress of the material is 120 x 106 
N/m2. The equivalent zero mean alternating stress (to use with an S-N diagram) would be 60 
x 106 N/m2. 

Damage If a component undergoes fewer load cycles than would cause it to fail, it would 
still suffer damage. The component might fail at a later time, after additional loads cycles 
are applied. To quantify this, a fractional damage term, d, is defined. It is the ratio of the 
number of cycles applied, n, to the number of cycles to failure, N, at the given amplitude. 

d = n l N  (4.2.45) 

Cumulative damage and Miner’s Rule A component may experience multiple load 
cycles of different amplitudes, as illustrated in Figure 4.13. 
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Figure 4.13 Load cycles of dif€erent amplitude 

In this case, the cumulative damage, D, is defined by Miner’s Rule to be the sum of the 
damages due to each of the cycles at each amplitude. The component is deemed to have 
failed when the total damage is equal to 1.0. In the general case of load cycles of M 
different amplitudes, the cumulative damage would be given by: 

(4.2.46) 

where R, is the number of cycles at the ith amplitude and N, is the number of cycles to 
failure at the ith amplitude. 

To illustrate this, suppose that for the material corresponding to Figure 4.13, the cycle 
life at 1 stress unit to be 20 cycles, at 4 units to be 10 cycles, and at 2.5 units to be 15 cycles. 
The cumulative damage due to the cycles shown would be: 

D = (4/20)+ (4/10)+ (4/15)=0.8667 

Cycles When loads are not applied in blocks (as was the case in 
Figure 4.13) but rather occur more randomly, it is difficult to identify individual load cycles. 
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Figure 4.14 illustrates such a situation. 
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Figure 4.14 Random load cycles 

A technique known as rainflow cycle counting (Downing and Socie, 1982) has been 
developed to identify alternating stress cycles and mean stresses from time series of 
randomly applied loads. Once the mean and alternating stress data have been found, they 
can be converted to zero mean alternating stresses and the total damage estimated using 
Miner’s Rule, as discussed above. 

The rainflow counting method is most appropriately applied to strain data, rather than 
stress data, and can deal with inelastic as well as elastic regions of the material. For most 
wind turbine applications, the material is in the elastic region, so either stress or strain data 
can be used. When strain is used results are ultimately converted to stresses. 

The details of rainflow counting are beyond the scope of this text, but, in essence, the 
technique is as follows. Local highs and lows in the data are identified as ‘peaks’ or 
‘valleys’. The range between every peak and valley and between every valley and every 
peak are all considered to be ‘half cycles’. The algorithm then pairs the half cycles to find 
complete cycles, and associates them with a mean. 

The term ‘rainflow’ derives from an aspect of the algorithm, in which the completion of 
a cycle resembles rain water dripping from a roof (a peak) and meeting water flowing along 
another roof (from a valley below). In this view of the algorithm, the peak-valley history is 
imagined to be oriented vertically so that the ‘rain’ descends with increasing time. An 
example of a complete cycle is shown in Figure 4.15, which is derived from Figure 4.14. 
Here rain (indicated by heavy arrows) running down roof C-D encounters rain running 
down roof E-F. The cycle C-D-E is then eliminated from further consideration, but peak C 
is retained for use in identifying subsequent cycles. In this particular case. point F is slightly 
to the left of point B, SO the next complete cycle is B-C-F. 

4.2.3.3. 
The actual loads that contribute to fatigue of a wind turbine originate from a variety of 
sources. These include steady loads €rom high winds; periodic loads from wind shear, yaw 
error, yaw motion, and gravity; stochastic loads from turbulence; transient loads from such 

Sources of wind turbine fatigue loads 
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events as gusts, starts and stops, etc.; and resonance-induced loads from vibration of the 
structure. These are discussed in more detail later in this chapter and in Chapter 6. 
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ci 

Figure 4.15 Rainflow cycle counting 

4.3 Wind Turbine Rotor Dynamics 

Imposed loads and dynamic interactions produce forces and motions in wind turbines which 
need to be understood during the design process. The effects of all of the various types of 
loads (static, steady, cyclic, transient, impulsive and stochastic) need to be determined. In 
this section two approaches for analyzing the forces and motions of a wind turbine are 
considered. The first approach uses a very simple ideal rigid rotor model to illustrate basic 
concepts about steady turbine loads. The second approach includes the development of a 
highly linearized dynamic model of a horizontal axis wind turbine. The model can be used 
to illustrate the nature of the turbine response to steady and cyclic loads. A few of the more 
detailed dynamic models are discussed in the final section. These can more accurately 
predict turbine response to stochastic or transient loads, but tend to be quite complex. 

4.3.1 Loads in an ideal rotor 

The most important rotor loads on a wind turbine are those associated with thrust on the 
blades and torque to drive the rotor. Modeling the rotor as a simple rigid, aerodynamically 
ideal rotor is useful to get a feeling for the steady loads on a wind turbine. As discussed in 
the Aerodynamics chapter (Chapter 3), the principle aerodynamic loads on an ideal rotor 
satisfying the Betz limit can be found fairly easily. When the rotor is operating at its ideal 
power coefficient, the wind speed in the wake is 113 of that in the free stream. 

4.3.1.1 Thrust 
As shown in Chapter 3, the thrust, T, may be found from the following equation. 

(4.3.1) 1 
2 

T = C ,  - -pzR2U2 

where C ,  is the thrust coefficient, p is the density of air, R is the radius of rotor and U is 
the free stream velocity. 

For the ideal case, C,. = 819. In terms of this simple model, then, total thrust on a given 
rotor varies only with the square of the wind speed. 
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4.3.1.2 Bending moments and stresses 
Blade bending moments are usually designated as either flapwise and edgewise. Flapwise 
bending moments cause the blades to bend upwind or downwind. Edgewise moments are 
parallel to the rotor axis and give rise to the power producing torque. They are sometimes 
referred to as ‘lead-lag.’ 

Axial forces and moments The flapwise bending moment at the root of an ideal blade of 
a turbine with multiple blades i s  given by the product of the thrust force per blade times 213 
of the radius. This can be seen as follows. 

Considering the rotor to be made up of a series of concentric annuli of width dr, the root 
flapwise bending moment M ,  for a turbine with B blades is: 

(4.3.2) 

Upon integrating and gathering terms the result is: 

(4.3.3) 
T 2  
B 3  

Mp=---R 

The maximum flapwise stress, op,-, due to bending at the root is given by Equation 
4.2.3: 

where c is the distance from the flapwise neutral axis and I ,  is the area moment of 
inertia of blade cross section at root. 

It is worth noting that the term in brackets in Equation 4.3.2 is the same as the 
incremental normal force used in Chapter 3. The subscript, ,6, the angle of the blade 
deflection in the flap direction, is used to emphasize continuity with terms in the hinge- 
spring dynamic model discussed in the next section. 

The shear force, Sp , in the root of the blade is simply the thrust divided by the number 
of blades. 

S p = T / B  (4.3.5) 

In summary, for a given ideal rotor, bending forces and stresses vary with the square of 
the wind speed, and are independent of blade angular position (azimuth). Furthermore, 
rotors designed for higher tip speed ratio operation have smaller blades, so they would 
experience higher flapwise stresses. 

Edgewise forces and moments As mentioned above, the edgewise moments give rise to 
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the power producing torque. In terms of blade strength, edgewise moments are generally of 
less significance than their flapwise counterparts. The mean torque Q is the power divided 
by the rotational speed. For the ideal rotor, as shown in Chapter 3, torque is given by: 

P 1 1 6 1  2 3 8 u3 
Qz: -=- . - -  p n R  U =-ppnR2- 
9 D 2 7 2  27 D (4.3.6) 

In the more general case, torque can then be expressed in terms of a torque coefficient, 
CQ = C, I /z (the power coefficient divided by the tip speed ratio), where: 

1 
2 

Q=C,-PR R ~ U ~  (4.3.7) 

For an ideal rotor, the rotational speed varies with the wind speed, so torque varies as the 
square of the wind speed. Furthermore, rotors designed for higher tip speed ratio operation 
have lower torque coefficients, so they would experience lower torques (but not necessarily 
lower stresses). Again, according to this simple model there is no variation in torque with 
blade azimuth. 

Edgewise (Lead-lag) Moment The bending moment in the edgewise direction 
(designated by 4 ) at the root of single blade, M y ,  is simply the torque divided by the 
number of blades: 

Mc = Q / B  (4.3.8) 

There is no correspondingly simple relation for edgewise shear force S g ,  but it can be 
found from integrating the tangential force, which is discussed in Chapter 3: 

4.3.2 Linearized hinge-spring blade rotor model 

(4.3.9) 

Actual wind turbine dynamics can get quite complicated. Loads can be variable, and the 
structure itself may move in ways that affect the loads. To analyze all of these interacting 
effects, very detailed mathematical models must be used. Nonetheless great insight can be 
gained by considering a simplified model of the rotor, and examining its response to 
simplified loads. The method described below is based on that of Eggleston and Stoddard 
(1987). This model provides insight not only into turbine responses to steady loads, but dso 
to cyclic loads. 

The simplified model is known as the ‘linearized hinge-spring blade rotor model’ or 
‘hingespring model’ for short. The essence of the model is that it incorporates enough 
detail to be useful, but it is sufficiently simplified that analytic solutions are possible. By 
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examining the solutions, it is possible to discern some of the most significant causes and 
effects of wind turbine motion. The hinge-spring model consists of four basic parts: (1) a 
model of each blade as a rigid body attached to a rigid hub by means of hinges and springs, 
(2) a linearized steady state, uniform flow aerodynamic model, (3) consideration of non- 
uniform flow as ‘perturbations’. and (4) an assumed sinusoidal form for the solutions. 

4.3.2.1 Types of blade motion 
The hinge-spring model allows for three directions of blade motion, and incorporates hinges 
and springs for all of them. The three directions of motion allowed by the hinges are: (i) 
flapwise, (ii) lead-lag, (iii) torsion. The springs return the blade to its ‘normal’ position on 
the hub. 

As mentioned above, flapping refers to motion parallel to the axis OC rotation of the 
rotor. For a rotor aligned with the wind, flapping would be in the direction of the wind, or 
opposite to it. Thrust forces in the flapping direction are of particular importance, since the 
largest stresses on the blades are normally due to flapwise bending. 

Lead-lag motion lies in the plane of rotation. It refers to motion relative to the blade’s 
rotational motion. In leading motion the blade will be moving faster than the overall 
rotational speed, and in lagging motion it will be moving slower. Lead-lag motions and 
forces are associated with fluctuations in torque in the main shaft and with fluctuations in 
power from the generator. 

Torsional motion refers to motion about the pitch axis. For a fixed pitch wind turbine 
torsional motion is generally not of great significance. In a variable pitch wind turbine 
torsional motion can cause fluctuating loads in the pitch control mechanism. 

In the following development, the focus will mainly be on flapping motion. The details 
of lead-lag and torsional motion can be found in Eggleston and Stoddard (1987). 

The hinge-spring model as developed below includes an analysis of how the rotor responds 
to six sources of loads: 

Rotor rotation 
0 Gravity 

Steady wind 
Yawerror 

Steady yaw rate 

Linear wind shear 

These loads may be applied independently or in combination with the others. The analysis 
will provide a general solution for the rotor response which is a function of blade azimuth, 
the angular position of blade rotation. The solution will be seen to contain three terms: the 
first independent oE azimuthal position, the second a function of the sine of azimuthal 
position, and the third a function of the cosine of azimuthal position. The development i s  
broken into two parts: (i) ‘free’ motion, and (ii) forced motion. The free motion includes the 
effects of gravity and rotation. The forced motion case includes steady wind and steady 
yaw. ~eviations from steady wind (yaw error and wind shear) are considered to be 
perturbations on the steady wind. 
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4.3.3.3 Coordinate systems for model 
The following sections describe the coordinate systems to be used in all of the model 
analysis, develop the hinge-spring blade model, and derive the equations of motion for the 
hinge-spring blade for the case of flapwise motion. This section focuses on the coordinate 
systems used in the model. 

The development is for horizontal axis wind turbines. Figure 4.16 illustrates a typical 
wind turbine for which the model may be applied. In the figure, and in the development 
which follows, the turbine is assumed to have a three-bladed, downwind rotor. In this view, 
the observer is looking upwind. Note, however, that the model is equally applicable to an 
upwind turbine and to a two-bladed turbine. 

Factors affecting the free motion that are considered here include: (i) geometry, (ii) 
rotational speed, and (iii) blade weight. The effects of external forces on blade motion are 
discussed subsequently. 

Figure 4.16 Typical turbine appropriate for hinge-spring model 

blade. They include: 
The model, as developed below, embodies a number of assumptions regarding each 

0 The blade has uniform cross section 
The blade is rigid 

0 The blade hinge may be offset from the axis of rotation 
When rotating, the rotational speed is constant 

The development of tbe appropriate hinge-spring stiffness and offset for the model are 
discussed later in this section. 

Figure 4.17 illustrates the coordinate system for the model, focusing on one blade. As 
shown, the X' , Y' , Z' coordinate system is defined by the turbine itself whereas X, Y, Z 
are fixed to the earth. The X' axis is along the tower, the 2' axis is the axis of rotor 
rotation, and the Y' axis is perpendicular to both of them. The X" , Y" , 2'' axes rotate 
with the rotor. For the case of the blade shown, X" is aligned with the blade, but in the 
plane of rotation. The blade is at an azimuth angle ?# with respect to the X" axis. The 
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blade itself is turned out of the plane of rotation by the flapping angle ,6 . The figure also 
reflects the assumption that the direction of rotation of the rotor, as well as yaw is consistent 
with the right-hand rule with respect to the positive sense of the X, Y and Z axes. 
Specifically when looking in the downwind direction, the rotor rotates clockwise. 

Figure 4.18 shows a top view of a blade which has rotated past its highest point (azimuth 
of n radians) and is now descending. Specifically, the view is looking along the Y” axis. 

Yaw axis 

X’ 

Figure 4.17 Coordinate system for hinge-spring model; q, yaw rate; U, free stream wind velocity; Vo, 
crosswind velocity; Q, angular velocity (Eggleston and Stoddard, 1987). Reproduced by permission of 
Kluwer AcademicPlenum Publisher 
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! R 

I U (free stream wind) 

I 

Figure 4.18 Hinge-spring model definitions, e, non-dimensional hinge offset; K,,, spring 
constant in flapping; R, radius of rotor; U, free stream wind velocity; $2, angular velocity 

4.3.3.4 
This dynamic model uses the hinged and offset blade to represent a real blade. The hinge 
offset and spring stiffness are chosen such that the rotating hinge and spring blade has the 

Development of flapping blade model 
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same natural frequency and flapping inertia as the real blade. Before the details of the 
hinge-spring offset blade model are provided, the dynamics of a simplified hinged blade are 
examined. As mentioned above, the focus is on the flapping motion in order to illustrate the 
model. 

In general the blade flapping characteristics will be described by a differential equation 
with constant coefficients of the form: 

+ Ilf (Restoring moments )] = g(Forcing moments ) 

The restoring moments are due to gravity, rotor rotation and the hinge spring. The forcing 
moments are due to yaw motion and aerodynamic forces. 

The development of the linearized hinge-spring rotor model starts with the development 
of the equations of motion for a few simplified blade models, assuming no forcing 
functions. These equations of free motion all have the form: 

,8 + Cf (Restoring moments )] ,8 = 0 

The solutions to these equations are used to illustrate characteristic dynamic responses of 
rotor blades. The equation of free motion for the full hinge-spring blade model is then 
described and derived. 

The development of the full equation of motion that includes the forcing moments 
requires linearized models for the forcing moments due to the wind, yaw motion, yaw error 
and wind shear. Once these terms have been derived, the complete equation of motion can 
be assembled. This equation is then converted into a slightly simpler form for solution. The 
final form uses the derivative of the flap angle as a function of azimuth angle rather than 
time. 

Dynamics of a simplified flapping blade model The development of the hinge-spring 
model is best understood by considering first the dynamics of a flapping blade with no 
offset. Here the effects of the spring and then of rotation of the blade with and without a 
spring are considered. 

Spring, no rotation, no ofset The first case to consider is the natural frequency (flapwise) 
of a non-rotating blade-hinge-spring system. Analogously to mass-spring vibration (see 
Section 4.2), the non-rotating natural frequency for vibration about the flapping hinge is 
found from: 

(4.3.10) 

where Ibis the blade mass moment of inertia about flapping axis and Kp is the 

The natural flapping frequency of the non-rotating blade, w N R ,  is immediately apparent: 
flapping hinge spring constant. 

(4.3.1 1) 
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Since one of the assumptions is that the blade has a uniform cross section, the mass 
moment of inertia of a blade of mass mB (with no offset) is: 

= r dm= r2(rnRIR)dr JoR 5,” (4.3.12) 

Thus: 

Ib=rnBR2/3 (4.3.13) 

Rotation, no spring, no ofset When the blade is rotating with a hinge at the axis of 
rotation and has no spring, the flapwise natural frequency is the same as the speed of 
rotation. This can be seen as follows. The only restoring force is the centrifugal inertial 
force F,. Its magnitude is proportional to the square of the speed and to the cosine of the 
flapping angle. The restoring component is determined by the sine of the flapping angle. 
Thus: 

Assuming small angles such that cos($)= 1 and sin($)= F : 

(4.3.15) 

The solution to the above equation is obviously: 

U = $ 2  (4.3.16) 

Rotation, spring, no o&yet When a blade with no offset is hinged and also includes a 
spring, the natural frequency is determined by a sum of the spring solution and the rotational 
solution. The appropriate equation is, then: 

f i + ( ~ 2 + ~ p / I b ) p = o  (4.3.17) 

The solution to this i s  immediately apparent from the above discussion: 

(4.3.18) m; =w& +a 2 

where wR is the rotating natural frequency and is the @AIR non-rotating natural frequency. 
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As can be seen, the rotating natural frequency is now higher than it was with the spring 
alone. Thus, it is said that the rotation ‘stiffens’ the blade. 

Rotation, spring, oflset In general a real blade does not behave as if it had a hinge-spring 
right at the axis of rotation. Thus, in general: 

ol: # W i R  + 8 2  (4.3.19) 

To correctly model blade motions, the blade dynamics, represented by w, and qR, need 
to be properly represented. This can be accomplished by including the hinge offset. Then all 
the constants of the hinge-spring model can be estimated if the natural frequency of the 
rotating and non-rotating real blade are known. Following the method described in 
Eggleston and Stoddasd (1987), it may be shown that the non-dimensional offset is given 
by: 

e = 2(2 - l)/[3 + 2(2 - I)] (4.3.20) 

where Z = ( W ~ - W ~ ~ ) / Q ~ .  

mass moment of inertia of the hinged blade is approximated by: 
The addition of the offset can be accounted for by adjusting the moment of inertia. The 

The flapping spring constant is: 

K p  = @ h r b  (4.3.22) 

Note that the rotating and non-rotating natural Frequencies may be calculated by the 
Myklestad method as described previously or from experimental data, if they are available. 

Thus, the flapping characteristics of the blade are modelled by a uniform blade with an 
offset hinge and spring that has one degree of freedom and that responds in the same 
manner to forces as the first vibration mode of the real blade. Similar constants can be 
determined for the lead-lag motion of the real blade. Torsion does not require an offset 
hinge model, but it does require a stiffness constant. With all of the constants the blade 
model allows for three degrees of freedom, flapping, lead-lag, and torsion. 
Equations of motion of full flapping blade model (free) When gravity and an offset are 
included, the full flapping equation of free motion for a single blade becomes: 

,8 +[Q2(1 + E ) +  G COS(I+Y) +Kg / I b ]  ,8 = 0 (4.3.23) 

where G is the gravity term, given by G = g mg rg J I b  , rg is the radial distance to the 
center of mass, E is the offset term, given by e = 3e /[2(1- e)] and v is the azimuth angle. 
The derivation of the flapping equation is given in the next section. 
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4.3.3.5 
A flapping blade, shown in Figure 4.19, is viewed from the downwind direction (as in 
Figure 4.17). The blade is turned out of the plane of rotation, towards the viewer, by the 
flapping angle, p. The blade’s long axis is also inclined at an azimuth angle Y’. Recall that 
zero azimuth corresponds to the blade tip pointing down. The azimuth angle increases in the 
direction of rotation. The flapping angle is positive in the downwind direction. Note that in 
the following discussion many of the inputs vary as the sine or the cosine of the azimuth 
angie. They are commonly referred to as ‘cyclics’, more specifically as sine cylics or cosine 
cylics. It will later be shown that these cyclical inputs can be related to cyclic turbine 
responses. 

In Figure 4.19, two forces act along the axis of the blade on an element of the blade with 
mass dm. The centrifugal force depends on the square of the rotational speed and the 
distance to the axis of rotation. The gravity component, due to the weight of the blade, 
depends on the azimuth. 

Derivation of flapping equation of motion (free) 

Figure 4.19 Flapping blade viewed from downwind direction; g, gravitational force; m, mass; r, radial 
distance from axis of rotation; ,d , flapping angle; a, rotational speed; ?#, azimuth angle 

The equation of motion of a flapping blade without an offset, subject to restoring forces 
due to rotation, gravity, the hinge-spring and inertial forces, will be developed here. The 
modified equation of motion for a blade with an offset is then described. The full 
development of the equation with the offset included is left to the reader, but it will be seen 
that the two equations are very similar. 

Figure 4.20 illustrates the blade as seen from above. This figure also includes the 
flapping spring constant and the flapping acceleration. 
The following summarizes the effects of the various forces. As mentioned above, initially 
the effect of the blade hinge offset is ignored. 

Centrifugal force The centrifugal force serves to bring the flapping blade back into the 
plane of rotation. As stated above, its magnitude depends on the square of the speed of 
rotation and is independent of blade azimuth. Centrifugal force acts on the center of mass of 
the blade, peqendicular to the rotor’s axis of rotation. 
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Figure 4.20 Flapping blade viewed from above (EggXeston and Stoddard, 1987). Reproduced by 
permission of Kluwer AcademicPlenum Publisher 

As shown in the figure the magnitude of the centrifugal force F, is: 

&, = r cos@)Q*dm (4.3.24) 

The moment about the flapping hinge axis due to the centrifugal force is: 

M ,  = r sin@)[r cos@) Q2dm] (4.3.25) 

a1 force Gravity acts downward on the center of mass of the blade. When the 
blade is up, gravity tends to increase the flapping angle; when down it tends to decrease it. 
The gravitational force is independent of rotational speed. 

The magnitude of the gravitational force, Fg ,is: 

Fg = g cos(v)dm (4.3.26) 

Since the gravitational force varies with the cosine of the azimuth, it can be said to be a 
‘cosine cyclic’ input. 

The restoring moment due to the gravitational force depends on the sine of the flapping 
angle. Its magnitude is: 

M ,  = r sin @)[g  COS(^) d m] (4.3.27) 

g force The hinge-spring creates a moment, M ,  , at the hinge. Its magnitude 
i s  proportional to the flapping angle. The spring tends to bring the blade back into h e  plane 
of the hinge, which in this case is the plane of rotation. 
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The magnitude of the spring hinge moment is: 

M, =k-'aF (4.3.28) 

Acceleration The flapping acceleration inertial force caused by mass dm is given by the 
angular acceleration in the flapping direction, ,8, multiplied by its distance from the 
flapping axis. The moment due to this force M f  is the product of that inertia force and, 
again, the distance. In other words: 

Mf =r2,8dm (4.3.29) 

The acceleration of mass dm is the result of the sum of the moments. In the absence of 
external forces. that sum is zero: 

C M  = M f  + M ,  + M g  + M ,  = 0 (4.3.30) 

Integrating over the entire blade gives: 

JoR(Mf + M c  +M,)+M, = o  (4.3.31) 

Expanding the terms gives: 

JoR[.2B+rcos(B).sin(B)~2+rRcos(W)sinCo)ldm+~pP= 0 (4.3.32) 

Recall that the blade mass moment of inertia is lb = Jo r2drn. The mass and distance to the 
center of mass, rg , are related by: 

R 

(4.3.33) 

Therefore, we have: 

Z , , ~ + Z ~ C O S @ ) S ~  sin~)+gcos(yl)sindo)m,r,+l(pP=O (4.3.34) 

Using the small-angle approximation for ,8 , defining a 'gravity term', G = g m, rg / I , ,  
and rearranging we obtain 

,8 +[R2 + G COS(V/)+ K p  /Z6]P = 0 (4.3.35) 
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Note the similarity to what has been discussed previously (Equation 4.3.23). 

and define an offset term, E : 
Recalling that the blade model assumes a uniform cross section, we can add the offset, e, 

E =  mBePgR/Ib =3e/[2(1-e)] (4.3.36) 

When the offset is included in the analysis, the final flapping equation of motion 
becomes: 

B f [a2(1 + E)+ G COS(l//) 4 Kg / r b ] p  = 0 (4.3.37) 

which was to be proved. 

4.3.3.6 Equations of motion (forced) 
This section expands the development of the blade equation of motions by considering the 
effect of forcing functions: yaw motion and wind speed. 

Yaw motion Yaw motion results in gyroscopic moments acting upon the blade. By 
applying an analysis similar to the one given in Section 4.2.1.5, one may show that the 
gyroscopic moment in the flapping direction due to steady yaw motion of rate q is: 

M ,,ow = -2qQ COS G, ) Ib  (4.3.38) 

Effects of wind: the linearized aerodynamics model The effect of wind on blade motion 
is incorporated via a linearized aerodynamics model, The model is similar to that developed 
in the aerodynamics section of this text, but it also includes some simplifying assumptions. 
The aerodynamic model that was developed in Chapter 3 is appropriate for performance 
estimates, but it is too complex to be useful in this simplified dynamic analysis. Conversely, 
the previous analysis only considered steady, axial flowing wind, whereas in its linearized 
form vertical wind shear, crosswind and yaw error can more easily be included. It should 
also be noted that in a truly comprehensive dynamic model, the aerodynamics model would 
be quite detailed. Finally, in the linearized aerodynamics model drag is ignored altogether. 

The linearized aerodynamics model consists of a linearized description of the lift force 
on the blade and a linearized characterization of the axial and tangential components of the 
wind at the rotor (U, and U,  respectively). The lift force is a function of these two 
components of the wind. U,, and U,  in turn, are functions of the mean wind speed, blade 
flapping speed, yaw rate, crosswind and wind shear. The equation for the flapping moment 
that arises from the lift force will be developed after the full aerodynamics model is 
explained. 

The following equation is used for lift per unit length, L" , on the airfoil. The derivation 
of this equation is developed subsequently, starting from principles presented in Chapter 3: 



Mechanics and Dynamics 175 

- 1  
L = --pcc,,(u,u, 2 -e,u;) (4.3.39) 

where c is the chord length, C,, is the slope of lift curve, U, is the wind velocity 
perpendicular (normal) to the rotor plane, U,is the wind velocity tangential to the blade 
element and 8, is the pitch angle. 

The equations for the wind velocity components, which take into account axial flow, 
flap rate, yaw rate, yaw error and wind shear, follow. The equations for these components 
will also be developed subsequently. The velocity components are: 

U ,  = u(l -a)- r - (v, p + q r)sin(ty)- u(r / R ) K ,  cos(ty) (4.3.40) 

U ,  = B r - (V, + q d,,, )cos(ty) (4.3.41) 

where U is the free stream wind velocity, a is the axial induction factor, V, is the crosswind 
velocity (due to yaw error), Kvv is the wind shear coefficient, and dFw is the distance from 
rotor plane to yaw axis. 

Development of linearized aerodynamics model This section develops the 
aerodynamics model presented above. Initially, the model is developed for a steady, axial 
flowing wind. Deviations from the steady wind (due to yaw error, yaw motion and wind 
shear) are subsequently considered as perturbations on that wind. 

The development of the linearized aerodynamics model begins by reference to Figure 
4.21. 

In addition to the variables defined previously, the following nomenclature is used: 

4 = Relative wind angle = tanP1 (U, I U,) 
Q = Angle of attack 
U ,  = Relative wind = dm 

Figure 4.21 Nomenclature for linearized aerodynamics model; a, axial induction factor; r, radial 
distance from axis of rotation; U , relative wind velocity; U ,  and U,, perpendicular and tangential 
components of the wind velocity respectively; a,  angular velocity 
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The development is based on the following assumptions: 

The rotational speed is high relative to the wind speed. Thus U, >> U, 
The lift curve is linear and passes through zero: thus C, = Claa , where C,, is the slope 
of the lift curve 
The angle of attack is small 
Small-angle assumptions may be used as appropriate 
There is no wake rotation 
The blade has a constant cord and no twist (although the model could be expanded to 
include a non-constant chord and blade twist) 

Axial flow Taking into account the assumption about the lift curve, and using the relations 
from Chapter 3, the lift per unit length on the airfoil is: 

- I  1 
2 2 

L = -pc C , U ~  = -pc c,,u~ a (4.3.42) 

Using the small-angle approximation, tan-' (angle)= angle 

a=@-8, =tan-'(u, /U,)-6, =U,  / U ,  -8, (4.3.43) 

Therefore 

L - 1  = -p c,,uRLP 2 I U ,  - e,] 2 

Recalling that U: = U; +U; = U; , one gets: 

- 1  1 
2 2 

L = -p c ct,u; (up I U,. - @,)= -pc c,, (v,u, - @,U;) 

(4.3.44) 

(4.3.45) 

which was to be proved. 

For the flapping blade, the tangential velocity is the usual radial position times the 
angular speed. It is actually reduced by the cosine of the flapping angle, but because of the 
small-angle approximation, that effect is ignored: 

U , = B r  (4.3.46) 

The perpendicular component of velocity is, as usual, the free stream wind speed less the 
induced axial wind speed, Ua . The flapping velocity r,d also reduces the speed. Therefore: 
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U, = u(I-a)-r /3 (4.3.47) 

Various factors such as yaw error, crosswind, vertical wind, wind shear, etc. will affect 
the wind actually experienced by the blade. These are accounted for as perturbations on the 
main flow. These perturbations are assumed to be small, compared to the axial wind speed. 
They are referred to as ‘deltas’ in the following discussion. 

Crosswind and yaw error A crosswind, V,, is perpendicular to the axis of the rotor. It 
arises due to yaw error (misalignment of the rotor axis and the wind) or a sudden change in 
wind direction. It serves to increase the tangential velocity at the advancing blade and 
decrease it at the retreating blade. As shown on Figure 4.17, the crosswind is defined as 
going from left to right. Since the blade is turning counter clockwise, the crosswind 
decreases the tangential wind speed when the blade is below the hub axis and increases it 
when above. Thus, the change in the tangential component of the wind due to crosswind, 
A U,,,,, is: 

AUT,crs = - v O c O s ( ~ )  (4.3.48) 

When the blade is out of the plane of rotation by the flapping angle, F , there will be a 
component that decreases the perpendicular wind speed at the blade, A U,,,, : 

A U , , ~ ~ . ~  = -v0sin@)sin(tp)= -voD sin(tp) (4.3.49) 

Note that yaw error is predominantly a cosine cyclic disturbance, affecting the tangential 
velocity. 

Yaw motion Yaw motion also affects blade velocities, besides inducing gyroscopic 
moments. Consider the blade straight up and a yaw rate of q. The blade will experience a 
velocity due to the yaw rotation of qdYm (where d,,,, is the distance from the axis of the 
tower to the center of the rotor). If the blade is inclined away (downwind) from the plane of 
rotation by the flapping angle, ,h , this will increase the effect by rq sin@). The effect is 
greatest when the blade is up or down and nonexistent when the blade is horizontal. 

Taking the small-angle approximation as before and recognizing that dmp + r = r and 
r p  + d, = dYm , the yaw rate deltas are: 

A UP,ym = -4 r sin(v> (4.3.51) 

Note that yaw terms are similar in form to the crosswind terms, with the tangential term 
varying as cos(tp) and the perpendicular varying as sin(y). 
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Vertical wind shear In Chapter 2 of this text, vertical wind shear was modelled by the 
equation: 

(4.3.52) 

where a = power law exponent and the subscripts correspond to different heights 

across the rotor. Consequently, the ‘free stream’ wind at height h is given by: 
In the simplified aerodynamic model it is assumed that vertical wind shear is linear 

U, = U[I -(I / R )  Kvs COS(p)] (4.3.53) 

where h = 0 when the blade tip is down, h = 2R when the blade tip is up and K, is the linear 
wind shear constant and the subscript ‘vs’ indicates vertical shear. 

Thus, at the center of the rotor and on the horizontal, U,, =U. At the top, with zero 
flapping, U ,  = U(1+ K,)and at the bottom U,, = U(1- Kvs). 

The incremental effect of vertical shear is predominantly on the perpendicular 
component of wind, so the tangential wind shear delta can be assumed to equal zero: 

A * T . m  = (4.3.54) 

The perpendicular wind shear delta is found directly from Equation 4.3.53: 

AU,,, = -U(r / R)K, CO&) (4.3.55) 

Horizontal wind shear can be modelled analogously, but will not be discussed here. 

shown in Table 4.1. 

Table 4.1 Wind speed perturbations 

In summary, with all angles approximated as small angles, the contributions are as 

Case AUP A U,. 
Axial Flow U (I - a)-r O r  

Crosswind -vo B S i n ( Y 4  -vo cos(v) 

Yaw rate - 4 r sin@) -4 dF C d Y ,  1 
Vertical wind shear -U@ I R)K, CO&) 0 

Note that vertical wind shear is exclusively a cosine perturbation. Crosswind is primarily 
a cosine perturbation (to the tangential velocity component). Analogously, a vertical 
component of the wind (upslope) should be a sine perturbation. 

The total velocities in both the perpendicular and tangential directions are found by 
adding up all the deltas: 
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U ,  = Q r - (Vo + q d,)cos(y) (4.3.57) 

Aerodynamic forces and moments The terms developed above can all be used to express 
the aerodynamic moments on the blade. It can be shown, as discussed below, that the 
flapping moment due to aerodynamic forces is: 

where 
A = Non-dimensional inflow, A = U(1- a) IQ  R 6 = Non-dimensional cross flow, 6 = Vo IQ R 
V = Non-dimensional total cross flow, v = (Vo.+ q dym)l Q R 
F' = Azimuthal derivative of flap angle, p' = ,f3 I l2 

s_ = Non-dimensional yaw rate term, Z j  = q I Q 
U = Non-dimensional wind velocity, U = U I Q R = 1 I A 

= Lock number, y = pC,,c R4 I Ih - 

Development of aerodynamic force and moment equation The components of the 
blade forces in the tangential (torque) and normal directions are calculated as discussed in 
the aerodynamics chapter (Chapter 3), except that: (i) the flapping angle is accounted for 
and (ii) drag is assumed to be zero. The normal force per unit length, FN , is: 

The tangential force per unit length, FT,  is 

6- = L" sin(@) (4.3.60) 

The various forces must be summed (integrated) over the blade to give the shear forces, or 
multiplied by the distances first and then summed (integrated) to give moments. As before, 
simplifications are made so that sin@)= U ,  I U,, cos(@)= 1 and cos@)= 1 . 

The flapwise shear force at the root of the blade is the integral of the normal force per 
unit length over the length of the blade: 

(4.3.61) 

where q = r l  R. 

per unit length times the distance at which the force acts, over the length of the blade: 
The flapwise bending moment at the root of the blade is the integral of the normal force 
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iwP = JoR FNr d r = JoR L cos(fi)cos@)r d r = JiE R 2 q  d q  (4.3.62) 

The flapping moment equation can be expanded, using Equation 4.3.39 to yield 

By making appropriate substitutions and performing the algebra one may derive Equation 
4.3.58 above. 

Complete equations of motion The complete flapping equation of motion is found by 
including the moments due to aerodynamics and yaw rate (gyroscopic effects) and 
performing the appropriate algebraic manipulations. It is: 

N p  2qcos(Y/) (4.3.64) a"+ l + E + - c o s ( v ) + ~ ] ~ = - -  G 
a2 a Ib  Q 2 I b  

where a" = p 1 a2 = the azimuthal second derivative of F and where the aerodynamic 
forcing moment, M p  , is from Equation 4.3.58. Note that the equations are now expressed 
in terms of the azimuthal derivative, which is discussed in more detail later in this chapter. 
This is convenient for solving the equation. 

Development of complete flapping equation of motion In this section the complete 
flapping equation of motion, which was presented above in Equation 4.3.64, is developed. 

The original flapping equation of free motion, when the aerodynamic and gyroscopic 
moments are included. becomes: 

n 2 (I + E )+ Gcos (y)+ (4.3.65) 

Dividing by L2 yields 

M 
G p -2qcos(y) (4.3.66) 

The above flapping equation is in the time domain. Because the rotational speed is 
assumed to be constant, it is more interesting to express the equation as a function of 
angular (azimuthal) position. 
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The chain rule can be used to yield: 

(4.3.67) 

Similarly j = a2 p" 
Note that the 'dot' over the variable signifies a derivative with respect to time, whereas 

The flapping equation can now be rewritten as given above in Equation 4.3.64. 
the prime signifies a derivative with respect to azimuth. 

Arrangement of flapping equation of motion for solution Upon substituting the 
complete expression for the aerodynamic moment and collecting terms, one gets: 

= -2 ij cos(y')+- 
- A 28, V -+- +A (4.3.68) 

( 2  3 ) "7} 
The complete flapping equation of motion can then be written in a slightly simpler form for 
solution: 

K + 2 B c o s ( y ' ) + x c  sin(v/) ,8 
6 1 

where: 

K = Flapping inertial natural frequency (includes rotation, offset. hinge spring), 

A = Axi symmetric flow term, = (A / 3)- (0, / 4) 
A, = Axisymmetric flow term, = (A / 2)- (2 6, / 3) 
B = Gravity term, = G / 2 0  
2 = Normalized yaw moment arm, = dYmv / R 

K = I + E + K ~ / I ~ R ~  

This final equation includes all of the restoring forces and all of the forcing moments 
mentioned above and can now be used to determjne tlie rotor behavior under a variety of 
wind and dynamic conditions. 
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Discussion of flapping equation A few important aspects of wind turbine dynamics are 
evident in the complete flapping equations of motion. 

The final equation includes a damping term. The term multiplying p' depends on the 
Lock number, which equals 0 when aerodynamics are not involved. This means that the 
only damping in this model is due to aerodynamics. The Lock number, which may be 
thought of as the ratio of aerodynamic forces to inertial forces, is: 

y =  pcCI,R4 / I B  (4.3.70) 

If the lift curve slope i s  zero or negative, as in stall, the Lock number will also be zero or 
negative, and there would be no damping. This could be a problem for a teetered rotor with 
its larger range of flapping motion. It may also be a problem in rigid rotors with dynamic 
coupling between lead-lag and edge-wise motions. In such cases negatively damped flap 
motions may cause edge wise vibrations. 

With no crosswind or yawing the damping ratio (see Section 4.2) is: 

(4.3.71) 

where U p =  the flapping frequency. For teetered or articulated blades, up = i2 , so the 
flapping damping ratio is approximately 3 / 16 . For rigid blades wp is on the order of 2 to 
3 times higher than R , and the flapping damping ratio would be correspondingly smaller. 
So with Lock numbers ranging from 5 to 10, the damping ratio is on the order of 0.5 - 0.16. 
This amount of damping is enough to damp the flapping mode vibrations. While the details 
of lead-lag motions are not being pursued here, it should be noted that a full development of 
the lead-lag equation of motion would show no aerodynamic damping. The lack of damping 
in lead-lag can lead to blade instabilities. 

Note that there is a constant term on the right-hand side of the complete flapping 
equation of motion ( 3 A I 2 ). This describes the blade coning, which i s  a constant deflection 
of the blades away from the plane of rotation due to the steady force of the wind. This 
coning will be in addition to any preconing. Preconing is sometimes incorporated in the 
rotor design for a number of reasons: (i) it keeps the tips away from the tower, (ii) it helps to 
reduce root flap bending moments on a downwind, rigid rotor, and (iii) it contributes to yaw 
stability. 

4.3.3.7 
The flapping equation of motion has been written in terms of constants and sines and 
cosines of the azimuth angle. A full solution could be written as a Fourier series, that is to 
say a sum of sines and cosines of the azimuth with progressively higher frequencies. The 
frequencies would begin with sinusoids of the azimuth, and increase by integer multiples. 
To a good approximation, however, the solution can also be assumed to be a sum of 
constants, sines and cosines of the azimuth angle. Using those assumptions, the solution to 
the flapping equation of motion can be expressed in terms of three constants, b,,, PI,, PI, 
and the flapping angle will be: 

Solutions to flapping equation of motion 



Mechanics and Dvnamics 183 

where PO is the coning or ‘collective’ response constant, Plc is the cosine cyclic response 
constant and PIS is the sine cyclic response constant 

It is important to note the directional effects of the different terms in the solution 
equation. These are illustrated in Figure 4.22. The coning term is positive. This indicates 
that the blade bends away from the free stream wind, as expected. Refemng to Figure 4.22, 
a positive cosine constant indicates that when the blade is pointing straight down, it is 
pushed further downwind. When pointing upwards, the blade tends to bend upwind. In 
either horizontal position, the cosine of the azimuth equals zero. Thus a plane determined by 
a path of the blade tip would tilt about a horizontal axis, upwind at the top, downwind at the 
bottom. The positive sine constant means that the blade which is rising tends to be bent 
downwind when horizontal. When descending, the blade goes upwind. Overall, the plane 
described by the tip would tilt to the left (in the direction of positive yaw) in the figure. 

In summary: 

The constant term, p , indicates that the blade bends downwind by the same amount as 
it rotates (as in coning) 
The cosine term, plc, indicates that the plane of rotation tilts downwind when the blade 
is pointing down, upwind when pointing up 
The sine term, PIS , indicates that the plane of rotation tilts downwind when the blade is 
rising, upwind when descending 

Figure 4.22 Effect of various terms in solution; PO, collective response coefficient; Plc , cosine 
cyclic response coefficient; &, sine cyclic response coefficient (Eggleston and Stoddard, 1987). 
Reproduced by permission of Kluwer Academich’lenum Publisher 

The constants above are functions of the various parameters in the model. The coning 
term is related primarily to axial flow, blade weight, and the spring constant. The sine and 
cosine terms depend on yaw rate, wind shear, and crosswind (yaw error) as well as the same 
terms that affect coning. 

By applying the assumption that the flapping angle can be expressed as given in 
Equation 4.3.72, it is possible to solve the flapping equation in closed form. This is done by 
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taking derivatives of Equation 4.3.72, substituting the results into Equation 4.3.69, and 
collecting terms to match coefficients of the functions of azimuth. The result can be 
conveniently expressed in the following matrix equation. 

8 J 1 

(4.3.73) 

Simple solutions of the flapping equation In general the useful form of the solution to 
the equations of motion can be found by applying Cramer's Rule to muation 4.3.13. That 
approach will in fact be taken in the next section. In the meantime, it is of more interest to 
look at some special cases and to gain some insight into blade response to isolated inputs. Tt 
will be seen that the dynamic response of a turbine to fairly simple inputs can be complex 
blade motions, even without considering the effects of turbulence and non-linear 
aerodynamics. 

Rotation only First consider the simplest case with rotation but where: 
Gravity = 0 
Grosswind = 0 
Yaw rate = 0 
Offset = 0 
Hinge-spring = 0 

The only non-zero terms in Equation 4.3.73 are aerodynamic and centrifugal forces: 

1 

The solution to this is immediately apparent: 

(4.3.74) 

3 PO = T A  (4.3.75) 
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r -. 

K O  
0 K-1 : 8 

0 -- K-1 
L 8 - 

Thus there is only coning in this case. There is a balance between aerodynamic t h s t  
and centrifugal force which determines the flapping angle. There i s  no dependence on 
azimuth. 

~~=~~ (4.3.76) 

Rotation + hinge-spring + offset Adding the spring and offset terms gives the same form 
for the solution. The flapping angle is reduced, however. The solution equation is now: 

r -. 

K O  0 K-1 : 
8 

0 -- K-1 
L 8 - ~~=~~ 

Y K - 1  - 

-- K-1 
8 

(4.3.76) 

2B - -2B2(K-1) (4.3.78) - B  
0 K-1 

The solution is now Do = 7 A/2K-. The coning angle now results from a balance between 
the aerodynamic moments on the one hand and the centrifugal force and hinge-spring 
moments opposing them. As to be expected, the stiffer the spring, the smaller the coning 
angle. 

Rotation + hinge-spring + oficset + gravity The addition of gravity complicates the 
solution. As in the previous cases, there is assumed to be no yaw, no crosswind, and no 
wind shear. The solution matrix to the flapping equation above becomes: 

(4.3.77) 

To solve this we can use Cramer’s Rule. For that we need the determinant, D, of the 
coefficient matrix in Equation 4.3.77. This is given in the usual way by: 

D=K 

According CO Cramer’s rule, one finds the desired values by substituting the right-hand 
side vector into the corresponding column of the matrix, finding the determinant of the new 
matrix and dividing by the original determinant. 

The solution, for the first time, has sines and cosines of the azimuth angle. Note the 
gravity term B multiplying both of the sine and cosine terms: 
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(4.3.79) 

(4.3.80) 
A A, =-B-Y(K-l) 
D 

(4.3.81) 

Because the cosine and sine terms are negative, the rotor disc is tilted downwind and to the 
left. 

The magnitude of the sine and cosine terms can be related by a 'cyclic sharing' term: 

A s  = g(K-I)PIC Y (4.3.82) 

The cyclic sharing term indicates the relative amount of moment backwards compared to 
sideways. For a rotor with independent freely hinged blades (K approaching 1) there will be 
mostly yawing. For a stiff-bladed machine, there will be mostly tilting. This can also be 
considered in terms of phase lag. Recall that gravity is a cosine input for flapping. For a stiff 
blade the response is mostly a cosine response, so there will be little phase lag. For a 
teetered rotor, the response to a cosine input is only a function of the sine of the azimuth 
angle. That means that the response has a n12 (90 degree) phase lag from the disturbance. 

Wind shear + hinge-spring This example ignores the gravity, yaw and crossflow terms, 
but includes wind shear. The equation to be solved takes the form: 

The determinant of the coefficient matrix is simply: 

D = K [(K - 1l2 + [ $11 

(4.3.83) 

(4.3.84) 
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Applying Cramer's Rule again, one has: 

Y A  
P O  =TK 

&=-- - K , , ~ U K ( K - ~ )  
0 8  " 1 

=-- -KK,U K 
D X  "' - i 

(4.3.85) 

(4.3.86) 

(4.3.87) 

Recall that wind shear is a cosine input. In response, a stiff rotor will have both cosine 
and sine responses. A teetered rotor with K =l will only have a sine response. The turbine 
response to other inputs, as described below, exhibits similar combinations of sine and 
cosine cyclic responses. 

General solution to flapping equation of motion The general solution to the flapping 
motion can in principal be found simply by applying Cramer's Rule to Equation 4.3.73. The 
resulting algebraic expressions, however, are not particularly illuminating. One approach 
that helps to add some clarity it to express the terms in the flapping angle as the sum of 
other constants, which represent the contributions of the various forcing effects: 

(4.3.88a) 

where the subscripts are ahg for axial flow, hinge spring, and gravity (blade weight), cr 
for crosswind, vs for vertical wind shear and yr for yaw rate. 

Each of these constants is also a function of the parameters in the equations of motion. 
Rather than expand the matrix solution by itself, we will present below the various 
subscripted terms which could be obtained from such a solution. 

The dominant constant coning term, which includes axial flow, hinge-spring, and 
gravity, is: 

(4.3.89) 

The cosine and sine terms are summarized in Table 4.2 
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Table 4.2 Contributions to flapping responses 

* Cosine, ,blc,* Sine, 

The important point to note about the various subscripted constants is that they can help to 
illustrate the amount of the response that is due to a particular input. For example, in a 
particular situation, if the wind shear sine cyclic response were close in magnitude to the 
total sine cyclic response constant, then it would be immediately apparent that other factors 
were of little signific'ance. 

4.3.3.8 Blade and hub loads 
The blade flapping motions, determined using Equation 4.3.73, can be used to determine 
blade root loads. Moments and forces on the hub and tower can then be determined from 
those blade forces. 

For a rigid rotor turbine (with cantilevered and not teetered blades), both flapping and 
lead-lag moments are transmitted to the hub. Flapping is usually predominant, and in the 
following discussion the focus will be on the effect of those loads. In a teetered rotor, on the 
other hand, no flapping moments are transmitted to the hub (unless the teeter stops are hit). 
Only in-plane forces (in the direction of the torque) are transferred to the hub. A detailed 
discussion of teetered rotor response, however, is beyond the scope of this text. 

Figure 4.23 illustrates the coordinate system for the forces and moments transmitted to 
the hub of a typical rotor. 

Recall that the blade flapping angle is approximated by the sum: 

The corresponding blade root bending moment for each blade is: 

MJ3 = KJ3P (4.3.91) 

In a manner similar to the development of the flap equations, one could develop lead- 
lag and torsion equations and use the full set of responses to get hub loads. The terms 
summarized in Section 4.3.1.2 are sufficient for such an expansion of the model. 



Mechanics and Dynamics 189 

I 

2: 2” + X’ 

Figure 4.23 Coordinate system for hub moments and forces; d,,, yaw moment m: q, yaw rate; 
a,  angular velocity 

In order to find the hub loads from multiple blades, the forces and moments from all of 
them are determined and the effects are summed. Note that in each case the proper azimuth 
must be used. For example, in a rotor with three blades, azimuths should be 120 degrees 
apart for each of them. It sbould be noted that with this simplified model, if the blades are 
spaced symmetrically around the rotor, the cumulative effect on rotor torques would be that 
they would be constant throughout the rotation. Table 4.3 summarizes the key hub reactions 
for both teetered and cantilevered blades. 

Table 4.3 Huh reactions for teetered and cantilevered blades 

Hub reaction Teetered Rotor Cantilevered 
Flapping moment None Full flap moment 
Flapping shear Total thrust on hinge Thrust of each blade 
Lead-lag moment Power torque Power torque 
Lead--1ag shear Force producing torque Force producing torque 
Blade tension Centrifugal force, weight Centrifugal force, weight 
Blade torsion Pitching moment 1 blade pitching moment - v 

4.3.3.9 Tower loads 
Tower loads result from aerodynamic loads on the tower, the weight of the turbine and 
tower, and from all of the forces on the machine itself, whether steady, cyclic, or impulsive, 
etc. 

Steady tower loads Steady tower loads include the rotor thrust, the moment from the 
rotor torque, the turbine weight, and hurricane loads. Hurricane loads are aerodynamic loads 
expected in the most extreme winds when the turbine is not operating. More details on 
conditions giving rise to tower loads are given in Chapter 6. 



190 Wind Energy Explained 

Tower vibration Tower natural frequencies (for cantilevered towers) can be calculated by 
methods described in Section 4.2.2, including the tower top weight. Guyed towers involve 
methods beyond the scope of this text. The most important consideration in tower design is 
to avoid natural frequencies near rotor frequencies (lP, 2P or 3P). A ‘soft’ tower is one 
whose fundamental natural frequency is below the blade passing frequency whereas a stiff 
tower has its dominant natural frequency above that frequency. Further discussion of tower 
vibration can be found in Chapter 6. 

Dynamic tower loads Dynamic tower loads are loads on the tower resulting from the 
dynamic response of the wind turbine itself. For a rigid rotor, blade moments are the main 
source of dynamic tower loads. The three moments for each blade (flapwise, lead-lag, and 
torsion) are transferred to the tower coordinates as: 

M,, = M ,  sin(ty) (4.3.92) 

M y  = -Mp COS(V) (4.3.93) 

where X‘ refers to yawing, Y’ to pitching backwards, Z’ to rolling of the nacelle. 
For multiple blades the contribution from each blade is summed up, adjusted by the 

relative azimuth angle. 
For a teetered rotor the flapping moment is not transferred to the hub (or the tower) 

unless the teeter stops are hit, and so contributes little to dynamic tower loads under normal 
operation. 

4.3.3.10 Yaw stability 
Yaw stability is an issue for free-yaw turbines. It is a complicated problem, and the 
simplified dynamics model is of limited utility in its analysis. Nonetheless it does provide 
insights into some of the basic physics. The key point is that various inputs contribute to 
cyclic responses. Any net sine response would result in a net torque about the yaw axis. 
(The cosine cyclic term would tend to rock the turbine up and down on its yaw bearing, but 
would not affect yaw motion.) Conversely, for the rotor to be stable under any given 
conditions, the sine cyclic response term must be equal to zero. The sine cyclic response is 
affected by gyroscopic motion, yaw error, wind shear and gravity. Re€erring back to the 
solution of the flapping equations of motion, it was pointed out that the sine cyclic term 
could be subdivided into the terms due to different effects (Equation 4.3.88b). The dominant 
contributions to the ‘sine cyclic’ motion are given in Table 4.2. 

The first thing to note is that both vertical wind shear and the gravitational force on the 
bent blades tend to turn the rotor out of the wind in the same direction (in the negative yaw 
direction in Figure 4.23). That means that the rotor tends to experience a crosswind from the 
negative direction. The crosswind, due to yaw error, will tend to turn the rotor back in the 



Mechanics and Dynamics 191 

other direction. For yaw stability then, if gravity, steady wind, and wind shear are the only 
effects considered, there will be a yaw angle such that: 

(4.3.95) 

Using this equation, but ignoring wind shear, and assuming small-angle approximations, it 
can be shown that the steady state yaw error, 0 , would be approximately: 

&E( 3B ) 
v 2(2K-1) 

(4.3.96) 

The steady state yaw error, then, in the absence of vertical wind shear, is greater at faster 
rotor speeds and for softer rotors (smaller K) .  Vertical wind shear would increase the steady 
state yaw error even more. Finally, a thorough analysis of the various terms in the solution 
shows that a rotor with preconing tends to be more stable than one without. 

The linearized hinge-spring dynamic model provides insight into yaw stability, but the 
subject is more complicated than a first-order model indicates. Changing angles of attack, 
stall, turbulence, and unsteady aerodynamic effects all influence the yaw stability of real 
turbines. Additional analysis of the ability of a relatively simplified dynamic model to 
provide insights into yaw stability can be found in Eggleston and Stoddard (1987). 
Experience has shown, however, that in the matter of yaw motion in particular, a more 
comprehensive method of analysis is required. One approach to that, which is incorporated 
in the computer model YawDyn, is discussed later in this chapter. 

4.3.3.11 Applicability and limitations of linearized hinge-spring dynamic model 
The linearized dynamic model developed above can be very useful in providing insight into 
wind turbine dynamics. However, there are some important aspects of rotor behavior that do 
not appear in the model. Actual data often exhibits oscillations which are not predicted. 
Referring back to Figure 4.10, we recall that the root flap bending moment depicted there 
shows significant higher frequency oscillations. The significance of this can be illustrated 
even more graphically in a power spectrum. which is a form of the power spectral density 

The psd was introduced in Chapter 2 in relation to turbulent wind speed fluctuations. It 
can also be used to illustrate the relative amount of energy in other types of fluctuations as a 
function of frequency. When plotted as the psd times the frequency against frequency on a 
log axis, the area under the curve is proportional to the variance associated with the 
corresponding frequency. In this form the psd is known as the power spectrum. 

Figure 4.24 shows a power spectrum (in arbitrary units) obtained from the data used in 
Figure 4.10. As would be expected, the 1P spike in the measured data (at 72 rpm or 1.2 Hz) 
is very strong. In addition, spikes appear at approximately 2P and 4P. The other spikes are 
presumably due to turbulence in the wind and some natural frequencies of the blade. The 
important thing to note is that the linearized hinge-spring model could only reproduce (to 
some extent) the lP response. None of the higher frequency responses would be predicted 
and, as can be seen from the figure, there is a significant amount of energy associated with 
those higher frequencies. 

(psd). 
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x 

Frequency, Hz 
Figure 4.24 Power spectrum of root flap bending moment; psd, power spectral density 

4.4 Detailed and Specialized ynamic Models 

The linearized hinge-spring dynamic model discussed in Section 4.3 has many advantages 
for elucidating the first-order response of a wind turbine rotor to a range of input conditions. 
It is less useful, however, in a number of situations where important aspects of the response 
are not apparent. In order to overcome this limitation, it has been necessary to develop more 
detailed and sometimes more specialized models. Typically, these models require numerical 
solutions, and are implemented in computer code. Specialized non-linear models can be 
used to investigate the dynamics of turbine sub-systems such as tip flaps, blades, pitch 
linkages, gear trains, etc. No single model has so far been able to deal with all of these 
situations, but an understanding of approaches to detailed modeling provides the tools for 
more detailed analyses. This section discusses a few of those models, with a particular focus 
on YawDyn (which was first introduced in Chapter 3). 

4.4.1 YawlCyn 

YawDyn is a complete aerodynamics and dynamics analysis code for constant speed 
horizontal axis wind turbines (Hansen, 1992; 1996). The purpose of this model was to help 
in understanding some of the problems which horizontal axis wind turbines of the 1980's 
were experiencing due to yaw motion. The resulting model has indeed turned out to be 
useful for understanding yaw issues. It has also turned out to be valuable for imderstandhg 
other responses. 

The principles of the YawDyn model are closely related to those of the linearized hinge- 
spring model. There are some important differences, particularly with respect to the 
modelling of aerodynamics and also with regard to the method of solution. 
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4.4.1.1 YawDyn turbine model 
The mechanical model of the turbine is basically the same as that of the linearized hinge- 
spring model. Blades are assumed to be rigid beams, connected to the hub by a hinge and 
spring. In addition, unsteady yaw motion of the entire turbine about the yaw axis is allowed. 
One other addition is that yaw drive train stiffness is accounted for. Another feature is that 
the turbines with teetered rotors may be modelled. 

The biggest differences between the linear spring model and YawDyn are in the 
aerodynamics. The linearized hinge-spring model uses a highly simplified aerodynamics 
model, It has turned out that yaw motion is greatly affected by small differences in loadings 
from one blade to the next, and these differences do not appear in the simplified model. So 
first of all, the aerodynamic model itself needed to be more accurate. In addition, it needed 
to account for more variation in the incoming wind (such as vertical and horizontal wind 
shear). 

YawDyn’s aerodynamic model includes the following features most of which are not in 
the simplified model: 

Blade element/momentum theory 
Skewed wake 

0 Dynamicstall 
0 Tower shadow 
o Vertical wind shear 

Horizontal wind shear 
Vertical wind 

0 Tower shadow 
Unsteady inflow (turbulence) 

Each of these was discussed in Chapter 3. It is also noteworthy that the aerodynamics 
section of YawDyn has proven sufficiently versatile that it has been separated out to 
function as an independent code. This piece of YawDyn, known as AeroDyn, has been used 
to provide the input to even more detailed dynamic models, such as ADAMSNT (see 
Section 4.4.2.2). 

The linearized hinge-spring model i s  sufficiently simple that the equations of motion can be 
developed and solved with conventional algebra, although even that is a cumbersome 
process. The equations used in YawDyn would have been quite difficult to derive and solve 
by hand, so the computerized symbolic manipulation code Mathematicam (Wolfram, 1991) 
was utilized. The linearized model was solved by assuming a sinusoidal solution. This 
yielded a convenient, closed-form result. In YawDyn it was assumed that the flap moments 
and yaw moments were all expressible as Fourier series, and so it was a priori the case that 
the solutions would include many harmonics. Since the inflow conditions were also 
assumed to vary, a closed-form solution was out of the question. Accordingly, the method of 
solving the equations was a numerical time step solution. 
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4.4.2 Other dynamics codes 

A variety of other computer codes are available that can analyze rotor dynamics. The 
National Renewable Energy Laboratory (NJZEL) in Boulder, Colorado, has supported the 
development of a number of these codes and has made some of them available over the 
Internet. A brief review of two of these codes is presented below. More details of the use of 
the codes and their strengths and weaknesses can be found in at the NREL web site 
(http://www.nrel.gov). In addition to the codes available at NREL, numerous commercial 
codes are available that model wind turbine dynamics. The codes that are summarized here 
include: FAST-AD and ADAMSMrT. 

4.4.2.1 FAST-AD 
FAST-AD is a medium-complexity code for aerodynamic and dynamic analysis of 
horizontal axis wind turbines with two or three blades and a teetering or rigid hub. 
FAST-AD incorporates routines for simulating turbulent wind input to the rotor and 
routines for determining aerodynamic loads. The dynamic analysis allows for 14 degrees of 
freedom including multiple tower bending modes, three blade-bending modes, yaw, teeter, 
and drive train torsion. The code is intended to allow more degrees of freedom than 
YawDyn, but provide faster results than ADAMSIWT. 

4.4.2.2 ADAMSNVT 
ADAMSNT (Anon., 1998) is a detailed dynamics code that can accept as input the output 
of the AeroDyn subroutines mentioned in Section 4.4.1.2. For the detailed analysis of larger 
structures appropriate input forces are required. Thus, the ability of ADAMSrWT to use 
available aerodynamic models for input forces makes this a powerful tool. ADAMSrWT can 
model the dynamics of the tower, nacelle, drive train, hub and blades. The degree of detail 
in each of the subsystem models is up to the user. For example, the blades and tower can be 
modelled as a uniform beam or a series of lumped masses with connections of different area 
moments of inertia and stiffnesses. 
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5.1 Overview 

Electricity is associated with many aspects of modern wind turbines. Most obviously, the 
primary function of the majority of wind turbines is the generation of electricity. A large 
number of topics of power systems engineering are thus directly relevant to issues 
associated with wind turbines. These include generation at the turbine itself as well as 
power transfer at the generator voltage, transforming to higher voltage, interconnection with 
power lines, distribution, transmission, and eventual use by the consumer. Electricity is used 
in the operation, monitoring, and control of most wind turbines. It is also used in site 
assessment and data collection and analysis. For isolated or weak grids, or systems with a 
large amount of wind generation, storage of electricity is an issue. Finally, lightning is a 
naturally occurring electrical phenomenon that may be quite significant to the design, 
installation and operation of wind turbines. 

The principal areas in which electricity is significant to the design, installation or 
operation of wind turbines are summarized below in Table 5.1. 

This chapter includes two main parts. First, it includes an overview of the fundamentals. 
Second, it presents a description of those issues related to the turbine itself, particularly 
generators and power converters. The interconnection of the generator to the electrical grid 
and issues related to the system as a whole are described in Chapter 8. 

The fundamentals overview focuses on alternating current (AC). Alternating current 
issues include phasor notation. real and reactive power, three-phase power, fundamentals of 
electromagnetism and transformers. Wind turbine related issues include the common types 
of generators, generator starting, and synchronization, power converters. and ancillary 
electrical equipment. 
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Generators 
Power electronic converters 

Power cables 
Switch gear 
Circuit breakers 
Transformers 

Table 5.1 Examples of electrical issues significant to wind energy 

Storage Batteries 
Rectifiers 

Inverters 

Lightning Grounding 
protection Lightning rods 

Safe paths 

Power generation 

Power quality 
Sensors 
Controller 

Interconnection and 
distribution 

End loads Lighting 
Heating 

Site monitoring L 
1 Motors 1 Yaw or pitch motors 

Solenoids 

Data analysis 1 I 

5.2 Basic Concepts of 

5.2.1 Fundamentals of electricity 

In this chapter it is assumed that the reader has an understanding of the basic principles of 
electricity, including direct current (DC) circuits. For that reason these topics will not be 
discussed in detail here. The reader is referred to other sources, such as Edminster (1965), 
for more information. Specific topics with which the reader is assumed to be familiar 
include: 
0 Voltage 

Current 
0 Resistance 
0 Resistivity 

Conductors 
0 Insulators 
0 DG circuits 
0 Ohm'sLaw 
0 Electrical power and energy 
0 KirchhoCf's laws for loops and nodes 
0 Capacitors 
0 Inductors 
0 Time constants of RC and RL circuits 
0 Serieslparallel combinations of resistors 
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5.2.2. Alternating current 

The form of electricity most commonly used in power systems is known as alternating 
current (AC). In this text it is assumed that the reader has some familiarity with AC circuits, 
so only the key points will be summarized. In AC circuits (at steady state) all voltages and 
currents vary in a sinusoidal manner. There is a complete sinusoidal cycle each period. The 
frequency, f, of the sine wave is the number of cycles per second. It is the reciprocal of the 
period. In the United States and much of the Western Hemisphere the standard frequency 
for AC is 60 cycles per second (known as "Hertz", and abbreviated Hz). In much of the rest 
of the world the standard frequency for AC is 50 Hz. 

The instantaneous voltage, v, in an AC circuit may be described by the following 
equation: 

v = v,, sin(2nft + 4) (5.2.1) 

where Vmm is the maximum value of the voltage, t is time and 4 is the phase angle. 
The phase angle indicates the angular displacement of the sinusoid from a reference sine 

wave with a phase angle of zero. Phase angle is important because currents and voltages, 
although sinusoidal, are not necessarily in phase with each other. In analysis of AC circuits 
it is often useful to start by assuming that one of the sinusoids has zero phase, and then find 
the phase angles of the other sinusoids with respect to that reference. 

An important summary measure of the voltage is its root mean square (rms) value Vmy: 

(5.2.2) 
2 

cycle cycle 

Note that the rms value of the voltage is 1/2 / 2 , or about 70% of the maximum voltage for 
a pure sine wave. The rms voltage is often referred to as the magnitude of the voltage, so 
Ivl = V,'* ' 

5.2.2.1 Capacitors in AC circuits 
The current in a capacitor is proportional to the derivative of the voltage. Thus, if the 
voltage across a capacitor is v = V,, sin(2n: f t )  then the instantaneous current, i ,  is: 

di 
dt 

i = C - = 2 7 ~  f V-Csin(2~ f t + z / 2 )  (5.2.3) 

where C is the capacitance. Equation 5.2.3 can be rewritten as: 

i = I,, sin(2 K f t + ~ /  2 )  (5.2.4) 

where Im=V,,,flc and X ,  = 1/(2 K f C) . The term is X,. is known as capacitive reactance. 
Reactance is somewhat analogous to resistance in DC circuits. Note that as the current 



200 Wind Energy Explained 

varies in time, the sinusoid will be displaced by 272 radians ahead of the voltage sinusoid. 
For that reason the current in a capacitive circuit is said to lead the voltage. 

5.2.2.2 Inductors in AC circuits 
The current in an inductor is proportional to the integral of the voltage. The relation between 
the voltage and current in an inductor can be found from: 

(5.2.5) 

where L is the inductance. Analogously to the equation for capacitors, Equation 5.2.5 can be 
rewritten as: 

(5.2.6) 

where X, = inductive reactance ( X ,  = 2n f L ). Note that in an inductive circuit the current 
lags the voltage. 

5.2.2.3 Phasor notation 
Manipulations of sines and cosines with various phase relationships can become quite 
complicated. Fortunately, the process can be greatly simplified, as long as frequency is 
constant. This is the normal case with most AC power systems. (Note that transient behavior 
requires a more complicated analysis method.) The procedure uses phasor notation, which is 
summarized below. 

The use of phasors involves representing sinusoids by complex numbers. For example, 
the voltage in Equation 5.2.1, can be represented by a phasor: 

(5.2.7) 

The bold and circumflex are used to indicate a phasor. Here j = d-r , L indicates the 
angle between phasor and real axis, 0 is the phase angle and 

a = V,, cos(0) 

b = V,, sin(@) 

(5.2.8) 

(5.2.9) 

Figure 5.1 illustrates B phasor. Note that it can be equivalently described in rectangular 
or polar coordinates. 
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Figure 5.1 Phasor 

waveform one can use the following relation: 
In this method of representation the frequency is implicit. To recover the time series 

V(t )  = Re{V,,eJ' eI2'@> (5.2.10) 

where Re{ } signifies that only the real part is to be used and, as before, 
e J0 = cos(#)+ j sin(#). 

In an analogous manner, current can be expressed as a phasor, I ,  defined by I,, and 
the phase of the current. 

A few rules can be applied when using phasors. These are summarized below. Note that 
sometimes it is more conyenient ,to use rectangular form; other times the polar form. Begin 
by defining two phasors A and C . 

(5.2.1 1) A=a+Jb=A,eJOa =A,LOa 

(5.2.12) C = c + j d  = CmeJaC = CmLo, 

where 

0, = tan-' (b / a)  

o, = tan-'(d / c) 

A, =Ja+b2 

(5.2.13) 

(5.2.14) 

(5.2.15) 
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C, = dc2 + d2 

The rules for phasor addition, multiplication, and division are: 

Phasor addition: 

2 + t = (a  + c)  + j ( b  + d)  

Phasor multiplication: 

- -  
Ad = AmL0,C,L0, = A,C,,,L(B~ +a3,) 

Phasor division: 

(5.2.16) 

(5.2.17) 

(5.2.1 8) 

(5.2.19) 

More details on phasors can be found in most texts on AC circuits, as well as in Brown and 
Hamilton ( I  984.) 

5.2.2.4 Complex impedance 
The AC equivalent of resistance is complex impedance, 2 ,  which takes into account both 
resistance and reactance. Impedance can be used with the phasor voltage to determine 
phasor current and vice versa. Impedance consists of a real part (resistance) and an 
iFaginary part (inductive or capacitive reactance.) Resistive impedance is given by, 
Z ,  = R , where R is the resistan$e. Inductive and capacitive impedances are given by, 
respectively, Z ,  = j 2 n z f L  and Z ,  = - j  /(2n:.f77), where f is the AC frequency in Hertz. 
Note that for a circuit which is completely resistive the impedance is equal to the resistance. 
For a circuit which is completely inductive or capacitive the impedance is equal to the 
reactance. Note, also, that inductive and capacitive impedances are a function of the 
frequency voltage fluctuations of the AC system. 

The rules relating voltage, current and impedance in AC circuits are analogous to those 
of DC circuits. 

Ohm’s law: 

f = i Z  (5.2.20) 

Impedances in series: 

(5.2.21) 
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Impedances in parallel: 

i , = 1  (5.2.22) I N  z=1 Zl 

where Zs is the effective impedance of N impedances (Zz) in series and Z p  is the 
effective impedance of N parallel impedances. Kirchhoff‘s Laws also apply to phasor 
currents and voltages in circuits with complex impedances. 

5.2.2.5 Power in AC circuits 
By measuring the rms voltage, V,, , and rms current, Irms, in an AC circuit, and 
multiplying them together, as would be done in DC circuit, one would obtain the apparent 
power, S.  That is: 

(5.2.23) 

Apparent power, which is measured in units of Volt-Amperes (VA), however, can be 
somewhat misleading. In particular, it may not correspond to the real power either 
consumed (in the case of a load), or produced (in the case of a generator). 

Red power, P, is obtained by multiplying the apparent power by the cosine of the phase 
angle between the voltage and the current. It is thus given by: 

Real electrical power is measured in units of Watts. 

power, but does result in reactive power, Q. It is given by: 
Current that is flowing in the inductive or capacitive reactances does not result in real 

Reactive power, which is measured in units of “Volt-Amperes reactive” (VAR) is 
significant because it must be produced somewhere on the system. For example, currents 
creating the magnetic field in a generator correspond to a requirement for reactive power. 
Reactive current can also result in higher line losses in distribution or transmission lines, 
because of the resistance in the lines. 

The ‘power factor’ of a circuit or device describes the fraction of the apparent power 
that is real power. Thus, power factor is simply the ratio of real to apparent power. For 
example, a power factor of 1 indicates that all of the power is real power. Power factor is 
often defined as the cosine of the phase angle between the voltage and the current, cos(q), 
This quantity is correctly called the displacement power factor. In circuits with sinusoidal 
currents and voltages, the two types of power factors are equivalent. In circuits with non- 
sinusoidal currents and voltages, displacement power factor is more appropriate. 

The phase angle between current and voltage is called the power factor angle, since it is 
the basis for determining power factor. It is important to note that the power factor angle 
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may be either positive or negative, corresponding to whether the current sine wave is 
leading the voltage sine wave or vice versa, as discussed earlier. Accordingly, if the power 
factor angle is positive the power factor is said to be leading. If it is negative the power 
factor is lagging. 

An example of the waveforms relating voltage, current and apparent power is shown in 
Figure 5.2 for a circuit with a resistor and capacitor. For this example, the current and 
voltage are out of phase by 45 degrees, so the power factor is 0.707. The current sine wave 
precedes the voltage wave, so the power factor is leading. 

2 

1 

0 

-1 

-2 

0 5 10 15 20 25 30 
Time, ms 

Figure 5.2 AC voltage, v, current, i, and apparent power, vi, in a circuit with a resistor and capacitor 

A simple example of the use of phasors for calculations in an AC circuit is the 
following. Consider a simple circuit with an AC voltage source. a resistor, an inductor, and 
a capacitor all connected in series in a single loop. The resistance of the resistor is 4 SL , the 
reactances of the inductor and capacitor are j 3  SL and -j6 SL , respectively. The voltage is 
1 O O L O  . The problem is to find the curLent an! thepowe: dissipated in the resistor. 

Solution: The total impedance: Zn, is, 2 = 2, + Z ,  +ZC = 4 + j 3  - j6 = 4 - j 3  = 
5L-36.9". p e  current is then Z =V / Z 20L36.9. The power can be found from 
either P = 1 R = 2024 = 1600 W or P = 1 V cos ( 36.9 ) =1600 W .  Note the use of the 
absolute va 1 ue *I for the equivalent rms. 

Power generation and large electrical loads commonly operate on a three-phase power 
system. A three-phase power system is one in which the voltages supplying the loads all 
have a fixed phase difference from each other of 120 degrees ( 272 13 radians). Individual 
three-phase transformers, generators or motors all have their windings arranged in one of 
two ways. These are: (i) Y (or wye) and (ii) h (delta), as illustrated in Figures 5.3 and 5.4. 
The appearance of the windings is responsible for the names. Note that the V system has 
four wires (one of which is the neutral), whereas the A system has three wires. 
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Figure 5.3 Y connected coils; V,, and V,,, line-to-neutral and line-to-line voltage, respectively. 

A 

B 

C 

Figure 5.4 Delta connected coils 

Loads in a three-phase system are. ideally, balanced. That means the impedances are all 
equal in each phase. If that is the case, and assuming that the voltages are of equal 
magnitude, then the currents are equal to each other but are out of phase from one another 
by 120 degrees, Voltages in three-phase systems may be line-to-neutral, V,, or line-to-line 
voltages, Vl,r They may also be described as line voltages ( V d  or phase voltages (voltages 
across loads or coils), Currents in each conductor, outside the terminals of a load, are 
referred to as line currents. Currents through a load are referred to as load or phase currents. 
In general, in a balanced Y connected load, the line currents and phase currents are equal, 
the neutral current is zero, and the line-to-line voltage, VLL, is 6 times the line-to-neutral 
voltage, V,. In a balanced delta connected load, the line voltages and phase voltages are 
equal, whereas the line current is times the phase current. Figure 5,.5 illustrates Y 
connected three-phase loads, assumed to be balanced and all of impedance Z . 

If a three-phase system is known to be balanced, it may be characterized by a single 
phase equivjlent circuit. The method assumes a Y connected load, in which each impedance 
is equal to 2 .  (A delta connected load c?dd b? used by applying an appropriate Y-A 
transformation to the impedances, giving 2, = 2, / 3 .) The one-line equivalent circuit is 
one phase of a four-wire, three-phase Y connected circuit, except that the voltage used is the 
line-to-neutral voltage, with an assumed initial phase angle of zero. The one-line equivalent 
circuit is illustrated in Figure 5.6. 
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Figure 5.5 Y connected loads; V, and V,, line-to-neutral and line-to-line voltage, respectively; 
impedance 

, 

L 
I 

---b 

Figure 5.6 One line equivalent circuit; IL, line current in three-phase system; V,, line-to-neutral 
voltage; 2 , impedance 

engineering, including Brown and Hamilton (1984). 
More details on three-phase circuits can be found in most texts on electrical power 

Power in three phase loads It is most convenient to be able to determine power in a 
three-phase system in terms of easily measurable quantities. These would normally be the 
line-to-line voltage difference and the line currents. In a balanced delta connected load, the 
power in each phase is one third of the total power. The real power in one phase, P,, using 
line-to-line voltage and phase current, I,, would be: 

Since the line current is given by I L  = & I p ,  and there are three phases, the total real 
power is: 

(5.2.27) 
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Similarly, the total three-phase apparent power and reactive power are: 

s = &V,I, (5.2.28) 

The above relations for three-phase power also hold for balanced Y connected loads. 
Calculation of power in unbalanced loads is beyond the scope of this text. The interested 
reader should refer to any book on power system engineering for more information, 

5.2.2.7 Voltage levels 
One of the major advantages of AC power is that the voltage level may be readily changed 
by the use of power transformers. Power may be used conveniently and safely at relatively 
low voltage, but transformed to a much higher level for transmission or distribution. To a 
close approximation, power is conserved during transforming, so that when the voltage is 
raised currents are lowered. This serves to reduce losses in transmission or distribution 
lines, allowing much smaller and less expensive conductors. 

Wind turbines typically produce power at 480 V (in the United States) or 690 V (in 
Europe}. Wind turbines are often connected to distribution lines with voltages in the range 
of 10 kV to 69 kV. See Chapter 8 for more information on electric grids and interconnection 
to the grid. 

5.2.3 Fundamentals of electromagnetism 

The fundamental principles governing transformers and electrical machinery, in addition to 
those of electricity, which were summarized above, are those of the physics of 
electromagnetism. As with electricity it is assumed that the reader is familiar with the basic 
concepts of electromagnetism. These principles are summarized below. More details can be 
found in most physics or electrical machinery texts. By way of a quick overview, it may be 
noted that the magnetic field intensity in an electromagnet is a function of the current. The 
forces due to magnetic fields are a function of the magnetic flux density. This depends on 
the materials within the magnetic field as well as the intensity of the magnetic field. 

5.2.3.1 Ampere’s law 
Current flowing in a conductor induces a magnetic field of intensity H in the vicinity of the 
conductor. This is described by Ampere’s Law: 

$ H * d l =  I (5.2.30) 

which relates the current in the conductor, I ,  to the Iine integral of the magnetic field 
intensity along a path, I , around the conductor. 
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5.2.3.2 
The magnetic flux density, B (Wb/m2), is related to the magnetic field intensity by the 
permeability, p , of the material in which the field is occurring: 

Flux density and magnetic flux 

B = p H  (5.2.31) 

where p = popu,  is the permeability (WblA-m) which can be expressed as the product of 
two terms: po,  the permeability of free space, 4 n ~ 1 0 - ~  WbfA-m and p r ,  the 
dimensionless relative permeability of the material. 

The permeability of non-magnetic materials is close to that of free space and thus the 
relative permeability, P r ,  is close to 1.0. The relative permeability of ferromagnetic 
materials is very high, in the range of 103 to Id. Consequently ferromagnetic materials are 
used in the cores of windings in transformers and electrical machinery in order to create 
strong magnetic fields. 

These laws can be used to analyze the magnetic field in a coil of wire. Current flowing 
in a wire coil will create a magnetic field whose strength is proportional to the current and 
the number of turns, N, in the coil. The simplest case is a solenoid, which is a long wire 
wound in a close packed helix. The direction of the field is parallel to the axis of the 
solenoid. Using Ampere’s Law, the magnitude of the flux density inside a solenoid of length 
L can be determined: 

(5.2.32) N 
B=,UU/- 

L 

The flux density is relatively constant across the cross-section of the interior of the coil. 

and the cross sectional area A through which it is directed 
Magnetic flux @ (W) is the integral of the product of the magnetic field flux density 

@ =  B.dA (5.2.33) 1 
Note that the integral takes into account, via the dot product, the directions of the area 
through which the flux density is directed as well as that of the flux density itself. For 
example, magnetic flux inside a coil is proportional to the magnetic field strength and the 
cross sectional area, A, of the coil: 

@ = B A  (5.2.34) 

5.2.3.3 Faraday’s Law 
A changing magnetic field will induce an electromotive force (EMF, or voltage) E in a 
conductor within the field. This is described by Faraday’s Law of Induction: 

d@ E=-- 
dt 

(5.2.35) 
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Note the minus sign in the above equation. This reflects the observation that the induced 
current flows in a direction such that it opposes the change that produced it (Lenz’s Law). 
Note also, that i n  this text, the symbol E is used to indicate induced voltages, while V is 
used for voltages at the terminals of a device. 

As a result of Faraday’s Law, a coil in a changing magnetic field will have an EMF 
induced in it that is proportional to the number of turns: 

(5.2.36) 

The term A =  Ndj is often referred to as the flux linkages in the device. 

5.2.3.4 Induced force 
A current flowing in conductor in the presence of magnetic field will result in an induced 
force acting on the conductor. This is the fundamental property of motors. Correspondingly, 
a conductor which is forced to move through a magnetic field will have a current induced in 
it. This is the fundamental property of generators. In either case the force dF in a conductor 
of incremental length d l  (a vector), the current and the magnetic field dB are related by the 
following vector equation: 

d F  = I d l x d  (5.2.37) 

Note the cross product (x ) in Equation 5.2.37. This indicates that the conductor is at right 
angles to the field when the force is greatest. The force is also in a direction perpendicular 
to both the field and the conductor. 

5.2.3.5 Reluctance 
It is useful to consider some simple magnetic circuits. For example, suppose that a toroidal 
core, as shown in Figure 5.7, i s  wound with N turns of wire and that there is current, i( t) ,  
flowing in the wire. 

N turns 

Figure 5.7 Simple magnetic circuit; i(t), instantaneous current; v(t), instantaneous voltage 



210 Wind Energy Explained 

Ampere’s Law can be applied using a circular path of integration inside the core. The 
result is that the field intensity inside the core is 

Ni 
2nr  

H ,  =- (5.2.38) 

where r = radial distance from center of toroid. Here the quantity Ni is sometimes referred 
to as the magnetomotive force (MME) that drives the flux. 
The field intensity outside the core is equal to zero (ignoring the field at the wires, which are 
assumed to be of small diameter compared to that of the toroid). Evaluating the field 
intensity at the core midpoint and assuming that it i s  constant across the cross-section of the 
core results in: 

N i  
c 

=- Ni 
2 4 ,  + r, )/ 2 

H ,  = (5.2.39) 

where Ii = length of the core at its midpoint. 
The magnetic flux in the core is found by using Equations 5.2.39,5.2.31 and 5.2.33: 

(5.2.40) 

where A< is the cross-sectional area of the core, The ratio of MMF to flux is known as 
reluctance, Re(A - t/Wb) and can be thought of as resistance to the generation of magnetic 
flux by the W. In the above equation the reluctance of the core is Re, = 4, J ,U A, . 

Consider next a similar magnetic device with two gaps of width g in the core (see Figure 
5.8). To a close approximation, it can be assumed that the magnetic flux remains in the core 
and in the air gap. In this case, the magnetic flux in the core and in the two gaps must be the 
same. From Ampere’s Law, the magnetic flux is: 

(5.2.41) 

where Agis the area of the cross-section of the gap. In this case, the area of the cross- 
section of the gap is the same as that of the core. The relative permeability of magnetic 
materials is often about 104 greater than that of the air gap. Thus the reluctance of the air 
gap will be much greater than that of the core. Even if the gaps are U100 of the core length, 
they contribute significantly to the reduction of the magnetic flux in the device. In electrical 
machines magnetic flux flows across air gaps from stationary to rotating parts of the system. 
Normally it is important to keep these gaps as narrow as possible. 
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Figure 5.8 Simple magnetic device; g, width of air gap; i, current, &r , magnetic flux. From Electric 
Machznes, 1st edition, by Sarma 0 1985. Reprinted with permission of Brooks/Cole, an imprint of the 
Wadsworth Group, a division of Thomson Learning. Fax 800 730-2215 

5.2.3.6 
Energy is stored in the magnetic fields in an electromechanical device. Energy conversion in 
these devices involves the interchange of electrical and mechanical energy through changes 
in the stored energy in magnetic fields. While a full discussion of energy storage in 
magnetic fields is beyond the scope of this text, the use of the concept of energy storage to 
determine the torque in a simple device will be used to further the students’ understanding 
of electric machines. 

Determining the torque in an electric machine using Equation 5.2.37 is difficult unless 
the flux density and geometry of the system is known. For complicated systems, magnetic 
torques can be determined by an energy balance that can be expressed as: 

Energy storage in magnetic fields 

a ~ ,  (i, e) an(i, e) 
ae ae Q =- + i- (5.2.42) 

where Q, is the electrical torque, 6 is the angle of rotation of the device, E, is the stored 
energy in the magnetic fields and A is the flux linkages (defined above). The first term on 
the right of Equation 5.2.42 describes the torques developed from the change in energy 
stored in the magnetic fields as the rotor rotates. The second term on the right describes 
torques that are a function of changes in the electrical energy flowing through the system as 
the rotor position changes. 

In order to use Equation 5.4.42, one needs to be able to express the energy stored in a 
magnetic field. Typically, the energy stored in the air gap field of an electric machine is 
much greater than that stored in the magnetic material. It can often be assumed that all of 
the energy in the magnetic fields is in the air gap. The energy per unit volume stored in the 
magnetic field, e m ,  in an air gap is: 

(5.2.43) 
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where a subscript g indicates the quantity relates to the air gap. The total energy in the air 
gap field is the energy per unit volume multiplied by the volume of the air gap fields. 

The use of Equation 5.2.42 can be illustrated with an example (SamaJ985). Consider 
the magnetic device shown in Figure 5.9. This is very similar to the device shown above in 
Figure 5.8, except the material between the air gaps, which will be referred to as the rotor, 
can rotate. When the rotor is not aligned with the core ( 6 = 0), a torque is developed which 
attempts to realign the two. 

I 

Figure 5.9 Simple magnetic torque device; g, width of air gap; i, current, @ , magnetic flux; L. 
length of the face of the poles, Qe , electrical torque; v, radius; 6 , rotation angle. From Electric 
Machines, 1st edition, by Sarma Q 1985. Reprinted with permission of BrooldCole, an imprint ofthe 
Wadsworth Group, a division of Thomson Learning. Fax 800 730-2215 

A number of simplifying assumptions will be made in the analysis: 

0 The cross-sectional area of the air gap field is assumed to be the same as that of the core. 
In reality, the cross-sectional area of the field in the air gap will be larger than the core 
cross-sectional area 

0 There is no flux leakage 
All of the energy is stored in the fields in the air gap 

0 There are no losses in the system 
* The reluctance of the air gap is much larger than that of the core 

From Equation 5.4.41, the flux is a function of the reluctances in the system. The air gap 
reluctance is a function of the air gap length and cross-sectional area, which increases from 
0 to A, as 6 increases from 0 to Ur, where L is the length of the face of each of the poles. 
The flux is then: 

(5.2.44) 



Electrical Aspects of Wind Turbines 213 

Recognizing that the air gap reluctance is significantly greater than the core reluctance, the 
magnetic flux can be approximated as: 

(5.2.45) 

The energy stored in the field is the product of the energy per unit volume (Equation 
5.4.43). The volume of the field, which includes the two air gaps, increases from 0 to 2gAg 
as 8 increases from 0 to Ur.  Thus, the energy stored in the field is: 

Using Equation 5.4.45 for the flux, one gets: 

(5.2.46) 

(5.2.47) 

Using the equation for the torque, Equation 5.4.42, and Equations 5.2.47 and 5.2.45 and the 
definition of flux linkages, after simplification, one gets: 

(5.2.48) 

In this formulation, the torque is high when the rotor is rotated out of alignment ( 6  = 0) 
and decreases as the rotor approaches alignment with the core. Close to an angle of Lfr, 
when the rotor poles are aligned with the core, the calculated torque becomes negative. This 
behavior results from the many simplifications used in the analysis. Nevertheless, the 
analysis does demonstrate the approximate behavior of a rotor with distinct poles in a 
magnetic field. The larger the current and greater the number of turns, the greater the 
torque. The larger the air gap, the greater the reluctance and the lower the torque. 

5.2.3.7 Additional considerations 
In practical electromagnetic devices, additional considerations affect machine perfonnance, 
including leakage and eddy current losses, and the non-linear effects of saturation and 
hysterisis. Magnetic fields can never be restricted to exactly the regions where they can do 
useful work. Because of this there are invariably losses. These include leakage losses in 
transformers and electrical machinery. The effect of the leakage losses is to decrease the 
magnetic field from what would be expected from the current in the ideal case, or 
conversely to require additional current to obtain a given magnetic field. Eddy currents are 
secondary and, generally undesired, currents induced in parts of a circuit experiencing an 
alternating flux. These contribute to energy losses. 



214 Wind Energy Explained 

Ferromagnetic materials, such as are used in electrical machinery, often have non-linear 
properties. For example, the magnetic flux density, B, is not always proportional to field 
intensity, H ,  especially at higher intensities. At some point B ceases to increase even though 
H i s  increasing. This is called saturation. The properties of magnetic materials are typically 
shown in magnetization curves. An example of such a curve is shown in Figure 5.10. 
Another non-linear phenomenon that affects electric machine design is known as hysteresis. 
This describes a common situation in which the material becomes partially magnetized, so 
B does not vary with H when H is decreasing in the same way that it does when H is 
increasing. 

0 500 1000 1500 2000 2500 3000 
Magnetic field intensity, A-turns/m 

Figure 5.10 Sample magnehzation curve; ,U , permeability 

5.3 Power Transformers 

Power transformers are important components in any AC power system. Most wind turbine 
installations include at least one transformer for converting the generated power to the 
voltage of the local electrical network to which the turbine is connected. In addition, other 
transformers may be used to obtain voltages of the appropriate level for various ancillary 
equipment at the site (lights, monitoring and control systems, tools, compressors, etc.) 
Transformers are rated in terms of their apparent power (kVA). Distribution transformers 
are typically in the 5-50 kVA range, and may well be larger, depending on the application. 
Substation transformers are typically between from 1,000 kVA and 60,000 kVA. 

A transformer is a device which has two or more coils, coupled by a mutual magnetic 
flux. Transformers are usually comprised of multiple turns of wire, wrapped around a 
laminated metal core. In the most common situation the transformer has two windings, one 
known as the primary, the other as the secondary. The wire is normally of copper, and is 
sized so there will be minimal resistance. The core consists of laminated sheets of metal 
separated by insulation so that there will be a minimum of eddy currents circulating in the 
core. 

The operating principals of transformers are based on Faraday's Law of Induction 
(Section 5.2.3.3). An ideal transformer is one which has: (i) no losses in the windings, (C) 
no losses in the core, and (iii) no flux leakage. An electrical circuit diagram of an ideal 
transformer is illustrated in Figure 5.11. 
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Figure 5.11 Ideal transformer; a, turns ratio; E, induced voltage; N, number of turns; subscripts 1 
and 2 refer to the primary and secondary windings, respectively 

Assume that E, is applied to the primary of an ideal transformer with N ,  coils on the 
primary and N2 coils on the secondary. The ratio between the voltages across the primary 
and the secondary is equal to the ratio of the number of turns: 

E 1 / E 2 = N , / N 2 = a  (5.3.1) 

The parameter a is known as the turns ratio of the transformer. 

they must be to keep the power or the product N constant): 
The primary and secondary currents are inversely proportional to the number of turns (as 

I ,  i I ,  = N I  / N ,  = a  (5.3.2) 

Real, or non-ideal, transformers do have losses in the core and windings, as well as leakage 
of flux. A non-ideal transformer can be represented by an equivalent circuit as shown in 
Figure 5.12: 

a :1 R l  XI 

f 
I 0 

Figure 5.12 Non-ideal transformer; for the notation, see the text 

In Figure 5.12 R refers to resistances, X to reactances, 1 and 2 to the primary and 
secondary coils, respectively. RI and R, represent the resistance of the primary and 
secondary windings. XI and X, represent the leakage inductances of the two windings. The 
subscript M refers to magnetizing inductance and the subscript c to core resistance. V refers 
to terminal voltages and E, and E2 are the induced voltages at primary and secondary whose 
ratio is the turns ratio. 

Parameters on either side of the coils may be referred to (or viewed from) one side. 
Figure 5.13 illustrates the equivalent circuit of the transformer when referred to the primary 
side. 
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0 I 0 

Figure 5.13 Non-ideal transformer, referred to primary winding; for notation, see text 

A transformer will draw current whether or not there is a load on it. There will be losses 
associated with the current, and the power factor will invariably be lagging. The magnitude 
of the losses and the power factor can be estimated if the resistances and reactances in 
Figure 5.13 are known. These parameters can be calculated by the use of two tests: (i) 
measurement of the voltage, current and power at no load (open circuit on one of the coils) 
and (ii) measurement of voltage, current and power with one of the coils short circuited. The 
latter test will be at reduced voltage to prevent burning out the transformer. Most texts on 
electrical machinery describe these tests in more detail. For example, see Nasar and 
Unnewehr (1979.) 

It is worth noting here that the equivalent circuit of the transformer is similar in many 
ways to that of induction machines, which are discussed in Section 5.4.4 and which are used 
as generators in many wind turbines. 

5.4 Electrical Machines 

Generators convert mechanical power to electrical power; motors convert electrical power 
to mechanical power. Both generators and motors are frequently referred to as electrical 
machines, because they can usually be run as one or the other. The electrical machines most 
commonly encountered in wind turbines are those acting as generators. The two most 
common types are induction generators and synchronous generators. In addition, some 
smaller turbines use DC generators. The following section discusses the principles of 
electrical machines in general and then focuses on induction and synchronous generators. 

5.4. I Simple electrical machines 

Many of the important characteristics of most electrical machines are evident in the 
operation of the simplest electrical machine, such as is shown in Figure 5.14. 

In this simple electrical machine, the two magnetic poles (or pair of poles) create a field. 
The loop of wire is the armature. The armature can rotate, and it is assumed that there are 
brushes and slip rings or a commutator present to allow current to pass from a stationary 
frame of reference to the rotating one. (A commutator is a device which can change the 
direction of an electrical current. Commutators are used in DC generators to change what 
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would otherwise be AC to DC.) If a current is flowing in the armature, a force acts on the 
wire. The force on the left side is down, and on the right side is up. The forces then create a 
torque, causing the machine to act as a motor. In this machine the torque will be a maximum 
when the armature loop is horizontal, and a minimum (of zero) when the loop is vertical. 

.-- 

Figure 5.14 Simple electrical machine; i, current; C f r  , magnetic flux; N, North magnetic pole; S, 
South magnetic pole 

Conversely, if there is initially no current in the wire, but if the armature loop is rotated 
through the field, a voltage will be generated in accordance with Faraday's Law. If the loop 
is part of a complete circuit, a current will then flow. In this case the machine is acting as a 
generator. In general the directions of current or voltage, velocity, field direction, and force 
are specified by cross-product relations. 

When slip rings are used there are two metal rings mounted to the shaft of the armature 
with one ring connected to one end of the armature coil and the other ring connected to the 
other coil. Brushes on the slip rings allow the current to be directed to a load. As the 
armature rotates the direction of the voltage will depend on the position of the wire in the 
magnetic field. In fact the voltage will vary sinusoidally if the armature rotates at fixed 
speed. In this mode, this simple machine acts as an AC generator. Similarly in the motoring 
mode, the force (and thus torque) reverses itself sinusoidally during a revolution. 

A simple commutator for this machine would have two segments, each spanning 180 
degrees on the armature. Brushes would contact one segment at a time, but segment-brush 
pairing would reverse itself once during each revolution. The induced voltage would then 
consist of a sequence of half sine waves, all of the same sign. In the motoring mode the 
torque would always be in the same direction. The commutator principle is the basis of 
conventional DC motors and generators. 

Real electrical machines are similar in many ways to this simple one, but there are also 
some major differences: 

Except in machines with fields supplied by permanent magnets, the fields are normally 
produced electrically. 
The fields are most often on the rotating part of the machine (the rotor), while the 
armature is then on the stationary part (the stator). 
There is also a magnetic field produced by the armature which interacts with the rotor's 
field. The resultant magnetic field is often of primary concern in analyzing the 
performance of an electrical machine. 
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5.4.2 Rotating magnetic fields 

By suitable arrangement of windings in an electrical machine it is possible to establish a 
rotating magnetic field, even if the windings are stationary. This property forms an 
important basis of the design of most AC electrical machines. In particular, it is the 
interaction of the stator’s rotating magnetic field with the rotor’s magnetic field which 
determines the operating characteristics of the machine. 

The principle of rotating fields can be developed in a number of ways, but the key points 
to note are that: (1) the coils in the stator are 120 degrees (2n /3  radians) apart, (2) the 
magnitude of each field varies sinusoidally, with the current in each phase differing from 
the others by 120 degrees, and (3) the windings are such that the distribution of each field is 
sinusoidal. The resultant magnetic field, H,  expressed in phasor form in terms of the three 
individual magnetic fields H, is: 

H = H,LO+H,L2n/3+H3L4nI3  (5.4.1) 

Substituting in sinusoids for the currents, and introducing an arbitrary constant C to signify 
that the field results from the currents we have: 

H=Cbos(2nft)LO+cos(2n f t+2n/3)L2nl3+cos(2n f t+4n /3 )L4n /3 ]  (5.4.2) 

After performing the algebra, we obtain the interesting result that the magnitude of H is 
constant, and its angular position is 2 n ~  radians. The latter result implies immediately that 
the field is rotating at a constant speed of frevolutions per second, which is the same as the 
electrical system frequency. A graphical illustration of this result can be found from links on 
the web site of the Renewal Energy Research Laboratory at the University of Massachusetts 
(http://www.ecs.umass.edu/mie/labs/rerl/index.html). 

The above discussion implicitly involved a pair of magnetic poles per phase. It is quite 
possible to arrange windings so as to develop an arbitrary number of pole pairs per phase. 
By increasing the number of poles, the resultant rotating magnetic field will rotate more 
slowly. At no load, the rotor of an electrical machine will rotate at the same speed as the 
rotating magnetic field, called the synchronous speed. In general, the synchronous speed is: 

(5.4.3) 

where n is the synchronous speed in rpm, f is the frequency of AC electrical supply in Hz 
and P is the number of poles. 

The above equation implies, for example, that any two-pole AC machine, connected to a 
60 Hz electrical network would turn with no load at 3600 rpm, a four-pole machine would 
turn at 1800 rpm, a six-pole machine at 1200 rpm, etc. It is worth noting here that most 
wind turbine generators are four-pole machines, thus having a synchronous speed of 1800 
rpm when connected to a 60 Hz power system. In a 50 Hz system such generators would 
turn at 1500 rpm. 
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5.4.3 Synchronous machines 

5.4.3.1 Overview of synchronous machines 
Synchronous machines are used as generators in large central station power plants. In wind 
turbine applications they are used occasionally on large grid-connected turbines, or in 
conjunction with power electronic converters in variable speed wind turbines (see Section 
5.5). A type of synchronous machine using permanent magnets is also used in some stand 
alone wind turbines (see Section 5.4.6). In this case the output is often rectified to DC 
before the power is delivered to the end load. Finally, synchronous machines may be used as 
a means of voltage control and a source of reactive power in autonomous AC networks. In 
this case they are known as synchronous condensers. 

In its most common form the synchronous machine consists of (1) a magnetic field on 
the rotor that rotates with the rotor and (2) a stationary armature containing multiple 
windings. The field on the rotor is created electromagnetically by a DC current (referred to 
as excitation) in the field windings. The DC field current is normally provided by a small 
DC generator mounted on the rotor shaft of the synchronous machine. This small generator 
is known as the 'exciter', since it provides excitation to the field. The exciter has its field 
stationary and its output is on the synchronous machine's rotor. The output of the exciter is 
rectified to DC right on the rotor and fed directly into the synchronous machine's field 
windings. Alternatively, the field current may be conveyed to the synchronous machine's 
rotor via slip rings and brushes. In either case the synchronous machine's rotor field current 
is controlled externally. 

A simple view of a synchronous machine can give some insight into how it works. 
Assume, as in Section 5.4.2, that a rotating magnetic field has been set up in the stationary 
windings. Assume also that there is a second field on the rotor. These two fields generate a 
resultant field that is the sum of the two fields. If the rotor is rotating at synchronous speed, 
then there is no relative motion between the any of these rotating fields. If the fields are 
aligned, then there is no force acting upon them that could change the alignment. Next 
suppose that the rotor's field is displaced somewhat from that of the stator, causing a force, 
and hence an electrical torque, which tends to align the fields. If an external torque is 
continually applied to the rotor, it could balance the electrical torque. There would then be a 
constant angle between the fields of the stator and the rotor. There would also be a constant 
angle between the rotor field and the resultant field, which is known as the power angle, and 
it is given the symbol delta ( 6  ). It can be thought of as a spring, since, other things being 
equal, the power angle increases with torque. It is important to note that as long as 6 ;. 0 
the machine is a generator. If input torque drops the power angle may become negative and 
the machine will act as a motor. Detailed discussion of those relations is outside the scope 
of this text, however, and is not needed to understand the operation of a synchronous 
machine for the purposes of interest here. A full development is given in most electrical 
machinery texts. See, for example, Brown and Hamilton (1984) or Nasar and Unnewehr 
(1979). 
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5.4.3.2 
The following presents an overview of the operation of synchronous machines, based on an 
equivalent circuit which can be derived for it, and two electrical angles. The latter are the 
power factor angle, 4 , and the power angle, d . 

The current in the synchronous machine’s field windings I s  induces a magnetic flux. 
The flux, SP , depends on the material and the number of turns in the winding, as explained 
in Section 5.2.3, but to a first approximation the f l ~ u r  is proportional to the current. 

Theory of synchronous machine operation 

@ = k , I f  (5.4.4) 

where k, = constant of proportionality. The voltage produced in the stationary armature, E, 
is proportional to: (1) the magnetic flux and (2) the speed of rotation, n: 

E = k , n @  (5.4.5) 

where k,  is another constant of proportionality. This voltage causes currents to flow in the 
armature windings. 

The generator armature winding is an inductor, which can be represented by a reactance, 
called the synchronous reactance, X, , and a small resistance, R, . The reactance has a 
constant value when the rotational speed (and hence grid frequency) is constant. Recall that 
X, = 2n: f L where L = inductance. The synchronous impedance is: 

Z ,  = R8 + j X ,  (5.4.6) 

The resistance is usually small compared to the reactance, so the impedance is often 
approximated by considering only the reactance. 

An equivalent circuit may be developed which can be used to facilitate analysis of the 
machine’s operation. The equivalent circuit for a synchronous machine is shown in Figure 
5.15. For completeness, the resistance, R, , is included, even though it is often ignored in 
analyses. 

RS xS 

V OE 
Figure 5.15 Equivalent circuit of a synchronous machine; E, voltage produced in stationary 

armature: R, , resistance; V, terminal voltage: X,y , synchronous reactance 



Electrical Aspects of Wind Turbines 221 

The equivalent circuit can be used to develop phasor relations, such as are shown in 
Figures 5.16 and 5.17. These figures illustrate the phasor relations between the field induced 
voltage (E),  the terminal voltage (V), and the armature current Za for a synchronous machine 
with a lagging or leading power factor. The figures may be derived by first assuming a 
terminal voltage, with reference angle of zero. With a known apparent power and power 
factor (lagging or leading), the magnitude and angle of the current may be found. Using the 
equivalent circuit, the magnitude and angle of the field voltage may then be determined. The 
equation corresponding to the equivalent circuit, ignoring the resistance, is: 

The power angle, 6 , shown in these Figures 5.16 and 5.17 is, by definition, the angle 
between the field voltage and the terminal voltage. As described above, it also i s  the angle 
between the rotor and the resultant fields. 

The things to note are: (1) the armature current in Figure 5.16 is lagging the terminal 
voltage, indicating lagging power factor; (2) the armature current in Figure 5.17 is leading 
the terminal voltage, indicating leading power factor; and (3) the field induced voltage leads 
the terminal voltage, giving a positive power angle, as it should with the machine in a 
generating mode. 

re 5.16 Phasor diagram for s nchronous generator, lagging power factor; E, field induced 
ge; I,, armature current;j. ; V, terminal voltage; X,s  , synchronous reactance: d , power 

angle: 6 , power factor angle 

Figure 5.17 Phasor diagrm for s nchronous generator, leading power factor; E, field induced 
voltage; I , armature current;j, $? ; V, terminal voltage; X, , synchronous reactance; d , power 
angle; 6 , power factor angle 
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By performing the phasor multiplication with reference to Figure 5.16 or 5.17, as 
explained in Section 5.2.3, one can find that the real power, P ,  is: 

p=- lE!ldl 
XS 

Similarly, the reactive power, Q, out of the generator is: 

(5.4.8) 

(5.4.9) 

It is worth emphasizing that, in a grid connected application with a constant terminal 
voltage (controlled by other generators), a synchronous machine may serve as a source of 
reactive power, which may be required by loads on the system. Changing the field current 
will change the field induced voltage, E, while the power stays constant. For any given 
power level a plot of armature current vs. field current will have a minimum at unity power 
factor. An example of this is shown in Figure 5.18. This example is for a generator with a 
line-to-neutral terminal voltage of 2.4 kV. In the generator mode higher field current (and 
therefore higher field voltage) will result in lagging power factor; lower field (lower field 
voltage) current will result in leading power factor. In practice, the field current is generally 
used to regulate the generator’s terminal voltage. A voltage regulator connected to the 
synchronous generator automatically adjusts the field current so as to keep the tenninal 
voltage constant. 
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Figure 5.18 Synchronous machine armature current vs. field current in generator mode 
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An additional consideration relates to the details of the synchronous machine’s windings. 
Most synchronous generators have salient poles, though there are some with round rotors. 
The terms direct-axis and quadrature-axis are associated with salient pole machines. These 
terms are discussed in detail in electrical machinery texts such as Brown and Hamilton 
(1984). 

5.4.3.3 Starting synchronous machines 
Synchronous machines are not intrinsically self-starting. In some applications the machine 
is brought up to speed by an external prime mover and then synchronized to the electrical 
network. For other applications, a self-starting capability is required. In this case the rotor is 
built with ‘damper bars’ embedded in it. These bars allow the machine to start like an 
induction machine does (as described in the next section.) During operation the damper bars 
also help to damp oscillations in the machine’s rotor. 

Regardless of how a synchronous machine is brought up to operating speed, particular 
attention must be given to synchronizing the generator with the network to which it is to be 
connected. A very precise match is required between the angular position of the rotor and 
the electrical angle of the AC power at the instant of connection. Historically. 
synchronization was done manually with the help of flashing lights, but it is now done with 
electronic controls. 

Wind turbines with synchronous generators are normally started by the wind (unlike 
many turbines with induction generators, which can be motored up to speed). When the 
turbine is to be connected to an AC network which is already energized, active speed 
control of the turbine may be needed as part of the synchronizing process. In some isolated 
electrical grids, the AC power is supplied by a synchronous generator on either a diesel 
generator or a wind turbine, but not both. This obviates the need for a synchronizer. 

5.4.4 Induction machines 

5.4.4.1 Overview of induction machines 
Induction machines (also known as asynchronous machines) are commonly used for motors 
in most industrial and commercial applications. It has long been known that induction 
machines could be used as generators, but they were seldom employed that way until the 
advent of distributed generation in the mid 1970s. Induction machines are now the most 
common type of generator on wind turbines, and they are used for other distributed 
generation (hydroelectric, engine driven) as well. 

Induction machines are popular because (1) they have a simple, rugged construction, (2) 
they are relatively inexpensive, and (3) they may be connected and disconnected from the 
grid relatively simply. 

The stator on an induction machine consists of multiple windings, similar to that of a 
synchronous machine. The rotor in the most common type of induction machine has no 
windings. Rather it has conducting bars, embedded in a solid, laminated core. The bars 
make the rotor resemble a squirrel cage. For this reason, machines of this type are 
commonly called squirrel cage machines. 



224 Wind Energy Explained 

Some induction machines do have windings on the rotor. These are known as wound 
rotor machines. These machines are sometimes used in variable speed wind turbines. They 
are more expensive and less rugged than those with squirrel cage rotors. Depending on how 
wound rotor machines are used they may also be referred to as doubly fed. This is because 
power may be sent to or taken from the rotor, as well as from the stator. 

Induction machines require an external source of reactive power. They also require an 
external constant frequency source to control the speed of rotation. For these reasons, they 
are most commonly connected to a larger electrical network. In these networks synchronous 
generators connected to prime movers with speed governors ultimately set the grid 
frequency and supply the required reactive power. 

When operated as a generator, the induction machine can be connected to the network 
and brought up to operating speed as a motor, or it can be accelerated by the prime mover, 
and then connected to the network. There are issues to be considered in either case. Some of 
these are discussed later in this section. 

Induction machines often operate with a poor power factor. To improve power factor, 
capacitors are frequently connected to the machine at or near the point of connection to the 
electrical network. Care must be taken in sizing the capacitors when the machine is operated 
as a generator. In particular it must not be possible for the generator to be ‘self-excited’ if 
connection to the grid is lost due to a fault. 

Induction machines can be used as generators in small electrical networks or even in 
isolated applications. In these cases, special measures must sometimes be taken for them to 
operate properly. The measures involve reactive power supply, maintaining frequency 
stability, and bringing a stationary machine up to operating speed. Some of these measures 
are described in Chapter 8. 

.2 Theory of induction machine operation 
The theory of operation of a squirrel cage induction machine can be summarized as follows: 

0 The stator has windings arranged such that the phase displaced currents produce a 
rotating magnetic field in the stator (as explained in Section 5.4.2) 

0 The rotating field rotates at exactly synchronous speed (e.g. 1800 rpm for a four-pole 
generator in a 60 Hz electrical network) 

* The rotor turns at a speed slightly different than synchronous speed (so that there is 
relative motion between the rotor and fields on the stator) 

0 The rotating magnetic field induces currents and hence a magnetic field in the rotor due 
to the difference in speed of the rotor and the magnetic field. 
The interaction of the rotor’s induced field and the stator’s field causes elevated voltage at 
the terminals (in the generator mode) and current to flow from the machine. 

One parameter of particular importance in characterizing induction machines is the slip, s. 
Slip is the ratio of the difference between synchronous speed n and rotor operating speed 
n, , and synchronous speed: 

(5.4.10) 



Electrical Aspects of Wind Turbines 225 

When slip is positive, the machine is a motor; when negative it is a generator. Slip is often 
expressed as a percent. Typical values of slip at rated conditions are on the order of 2%. 

Most characteristics of interest can be described in terms of the equivalent circuit shown 
in Figure 5.19. The equivalent circuit and the relations used with it are derived in most 
electrical machinery texts. They will be presented, but will not be derived here. 

I 

17 

Figure 5.19 Induction machine equivalent circuit; for notation, see text 

Here V is the terminal voltage, I is the stator current, I ,  is the magnetizing current, I ,  
is the rotor current, X, is the stator leakage inductive reactance, Rs is the stator 
resistance, X', is the rotor leakage inductive reactance (referred to stator), R', is the 
rotor resistance (referred to stator). X, is the magnetizing reactance and R, is the 
resistance in parallel with the mutual inductance, 

A few items of particular note are: 

0 X,, is always much larger than X,,s or X', 

The term -R'R is essentially a variable resistance. For a motor it is positive; for a 

generator it is negative 
0 R, is a large resistance and is often ignored 

1-s 
S 

The values of the various resistances and reactances can be derived From tests. These tests 
are: 

d rotor test (current, vollagc, and power measured at approximately rated current 
and reduced voltage) 

0 No load current and voltage test (current, voltage, and power measured at no load) 
e Mechanical tests to quantify windage losses and friction losses (described below) 

Not all of the power converted in an induction machine is useful power. There are some 
losses. The primary losses are (i) mechanical losses due to windage and friction, (ii) 
resistive and magnetic losses in the rotor, and (iii) resistive and magnetic losses in the stator. 
Windage losses are those associated with drag on the rotor from air friction. Friction losses 
are primarily in the bearings. More information on losses may bc Eound in most texts on 
electrical machinery (see Brown and Hamilton, 1984). 
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In the generator mode, mechanical power input to the machine, P,, , that is available to 
produce electricity is reduced by mechanical losses, pmechlos,y. The mechanical power 
available to be converted at the generator's rotor, Pr, , is 

pm =-(& - pmechloss) (5.4.11) 

(Note: the minus sign is consistent with the convention of generated power as negative). In 
electrical ternis this converted power is: 

1-s 
P, = I 2  R' R R - 

s 
(5.4.12) 

Recall that slip is negative for generation. 

from the rotor across the air gap to the stator. The power that is transferred, P,, is: 
Electrical and magnetic losses in the rotor reduce the power that may be transferred 

(5.4.13) 

(Note: 1; R', is the electrical power loss in the rotor, making Pg less negative than Pm ) 
Thus: 

Pm Pg =- 
1-s 

(5.4.14) 

The power lost in the stator is: 

The power delivered (negative) at the terminals of the generator, is: 

pour = pg 4- 4 " S S  (5.4.16) 

The overall efficiency (in the generator mode), llgen , is: 

(5.4.17) 

The power factor, PF, (which is lagging during monitoring and leading during generating), 
is the ratio of the real power to apparent power: 

(5.4.18) 
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The previous equations show the relations between real power, reactive power and currents, 
but still do not allow complete calculations in terms of machine parameters. This can be 
done most conveniently by first simplifying the equivalent circuit in Figure 5.19, as shown 
in Figure 5.20. 

X 

Figure 5.20 Induction machine equivalent circuit; R, resistance; XLs , stator leakage inductive 
reactance, R, , stator resistance; X ,  reactance; V, terminal voltage 

If the parameters in the detailed equivalent circuit are known, then the resistance R and 
reactance X in this simplified model can be found as follows. From Figure 5.19, ignoring 
R,, and using Equations 5.2.21 and 5.2.22 for series and parallel impedances, we have: 

This gives for the resistance, R: 

The reactance, X is then: 

(5.4.19) 

(5.4.20) 

The power converted in R will be 1: R where i,y is the current (a phasor) in the loop. 
The total impedance is: 

2 = ( R  + 9,) + j ( X  + 1,) (5.4.22) 

The phasor current is: 

(5.4.23) 

The mechanical power converted per phase is then: 
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P, = ( l - s ) I s R  2 (5.4.24) 

The real power generated per phase is: 

The total reactive power is: 

The mechanical torque, Qm,  applied to the machine (as a generator) is the input power 
divided by the rotational speed. 

Qm = 4, (5.4.27) 

Note that in this chapter Q without a subscript refers to reactive power. Q with a subscript is 
used for torque to maintain consistency with other chapters and conventional engineering 
nomenclature. The mechanical torque is, to a very good approximation, linearly related to 
slip over the range of slips that are generally encountered in practice. 

Figures 5.21 and 5.22 illustrate the results of applying the equivalent circuit to find 
properties of a three-phase induction machine. Figure 5.21 shows power, current and torque 
for operating speeds ranging from 0 to twice synchronous speed. Between standstill and 
1800 rpm, the machine is motoring; above that it is generating. As a generator in a wind 
turbine, the machine would never operate above approximately 3% above synchronous 
speed, but it would operate at speeds under 1800 while starting. Note that the peak current 
during startup is over 730 A, more than 5 times the rated value of 140 A. Peak torque is 
about two and half times rated (504 Nm). The zero speed starting torque is approximately 
equal to the rated value at standstill. Peak terminal power is approximately 3 times rated 
value (100 kw. 
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re 5.21 Power, current and torque of an induction machine 



Electrical Aspects of Wind Turbines 229 

Figwe 5.22 shows efficiency and power factor from startup to 2000 rpm. The machine 
has roughly the same efficiency and power factor when motoring during normal operation 
as when generating, but both decrease to zero at no load. 

1.0 1 

0 500 1000 1500 2000 
Rotational speed, rpm 

Figure 5.22 Efficiency and power factor of an induction machine 

5.4‘4.3 
There are two basic methods of starting a wind turbine with an induction generator: 

Starting wind turbines with induction generators 

0 Using the wind turbine rotor to bring the generator rotor up to operating speed, and then 
connecting the generator to the grid 
Connecting the generator to the grid and using it as a motor to bring the wind turbine 
rotor up to speed 

When the first method i s  used, the wind turbine rotor must obviously be self-starting. 
This method is common with pitch controlled wind turbines, which are normally self- 
starting. Monitoring of the generator speed is required so that it may be connected when the 
speed is as close to synchronous speed as possible. 

The second method is commonly used with stall controlled wind turbines. In this case, 
the control system must monitor the wind speed and decide when the wind is in the 
appropriate range for running the turbine. The generator may then be connected directly 
‘across the line’ to the electrical grid, and it will start as a motor. In practice, however, 
across the line is not a desirable method of starting. It is preferable to use some method of 
voltage reduction or current limiting during starting. Options for doing this are discussed 
below in Section 5.6.3. As the speed of the wind turbine rotor increases, the aerodynamics 
become more favorable. Wind induced torque will impel the generator rotor to run at a 
speed slightly greater than synchronous, as determined by the torque-slip relation described 
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5.4.4.4 Induction machine dynamic analysis 
When a constant torque is applied to the rotor of an induction machine it will operate at a 
fixed slip. If the applied torque is varying, then the speed of the rotor will vary as well. The 
relationship can be described by: 

(5.4.28) 

where J is the moment of inertia of the generator rotor, w,is the angular speed of the 
generator rotor (rad/s), Q, is the electrical torque and Q, is the torque applied to the 
generator rotor. 

When the applied torque varies slowly relative to the electrical grid frequency, a quasi 
steady state approach may be taken for the analysis. That is, the electrical torque may be 
assumed to be a function of slip as described in Equation 5.4.27 and preceding equations. 
The quasi steady state approach may normally be used in assessing wind turbine dynamics. 
This is because the frequency of fluctuations in the wind induced torque and those of 
mechanical oscillations are generally much less than the grid frequency. The induction 
generator equation used in this way was applied, for example, in the dynamic wind turbine 
drive train model, DrvTrnVB. This is described in Manwell et al. (1996). 

It is worth noting that induction machines are somewhat “softer” in their dynamic 
response to changing conditions than are synchronous machines. This is because induction 
machines undergo a small but significant speed change (slip) as the torque in or out 
changes. Synchronous machines, as indicated previously, operate at constant speed, with 
only the power angle changing as the torque varies. Synchronous machines thus have a very 
‘stiff response to fluctuating conditions. 

5.4.4.5 
Induction machines are designed for operation at a particular operating point. This operating 
point is normally the rated power at a particular frequency and voltage. In wind turbine 
applications, there are a number of situations when the machine may run at off-design 
conditions. Four of these situations are: 

Off-design operation of induction machines 

e Starting (mentioned above) 
0 Operation below rated power 
0 Variable speed operation 
e Operation in the presence of harmonics 

Operation below rated power, but at rated frequency and voltage, is a very common 
occurrence. I t  generally presents few problems. Efficiency and power factor are normally 
both lower under such conditions, however. Operating behavior below rated power may be 
examined through application of the induction machine equivalent circuit and the associated 
equations. 

There are a number of presumed benefits of running a wind turbine rotor at variable 
speed. A wind turbine with an induction generator can be run at variable speed if an 
electronic power converter of appropriate design is included in the system between the 
generator and the rest of the electrical network. Such converters work by varying the 
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frequency of the AC supply at the terminals of the generator. These converters must also 
vary the applied voltage. This is because an induction machine performs best when the ratio 
between the frequency and voltage (‘Volts to Hertz ratio’) of the supply is constant (or 
nearly so.) When that ratio deviates from the design value, a number of problems can occur. 
Currents may be higher, for example, resulting in higher losses and possible damage to the 
generator windings. Figure 5.23, for example, compares currents for an induction machine 
operated at its rated frequency and half that value, but both at the same voltage. The 
machine in this case is the same one used in the previous example (Figure 5.21). 

a 

............ * ......... .... 

1 .o 0.5 0.0 -0.5 -1 .o 
Slip 

Figure 5.23 Current at different frequencies 

Operation in the presence of harmonics can occur if there is a power electronic converter 
of significant size on the system to which the machine is connected. This would be the case 
for a variable speed wind turbine, and could also be the case in isolated electrical networks 
(see Chapter 8). Harmonics are AC voltages or currents whose frequency is an integer 
multiple of the fundamental grid frequency. The source of harmonics is discussed below in 
Section 5.5.4. Harmonics may cause bearing and electrical insulation damage and may 
interfere with electrical control or data signals as well. 

5.4.5 DC generators 

An historically important type of electrical machine for wind turbine applications is the 
shunt wound DC generator. These were once used commonly in smaller, battery charging 
wind turbines. In these generators the field is on the stator and the armature is on the rotor. 
The electric field is created by currents passing through the field winding which is in 
parallel (‘shunt’) with the armature windings. A commutator on the rotor in effect rectifies 
the generated power to DC. The full generated current must be passed out through the 
commutator and brushes. 

In these generators. the field current, and hence magnetic field (up to a point), increases 
with operating speed. The armature voltage and electrical torque also increases with speed. 
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The actual speed of the turbine is determined by a balance between the torque from the 
turbine rotor and the electrical torque. 

DC generators of this type are seldom used today because of high costs and maintenance 
requirements. The latter are associated particularly with the brushes. More details on 
generators of this type may be found in Johnson (1985). 

5.4.6 P e m n e n t  magnet generators 

A type of electrical machine that is being used more frequently in wind turbine applications 
is the permanent magnet generator. This is now the generator of choice in most small wind 
turbine generators, up to at least 10 kW. In these generators, permanent magnets provide the 
magnetic field, so there is no need for field windings or supply of current to the field. In one 
example, the magnets are integrated directly into a cylindrical cast aluminum rotor. The 
power is taken from a stationary armature, so there is no need for commutator, slip rings, or 
brushes. Because the construction of the machine is so simple. the permanent magnet 
generator is quite rugged. 

The operating principles of permanent magnet generatoss are similar to that of 
synchronous machines, except that these machines are run asynchronously. That is, they are 
not generally connected directly to the AC network. The power produced by the generator is 
initially variable voltage and frequency AC. This AC is often rectified immediately to DC. 
The DC power is then either directed to DC loads or battery storage, or else it is inverted to 
AC with a fixed frequency and voltage. See Section 5.5 for discussion of power conversion. 
Development of a pennanent magnet generator for wind turbine applications is described by 
Fuchs et al. (1992). 

5.4.7 Other electrical machines 

There are at least two other types of generators that may be considered for wind turbine 
applications: (i) direct drive generators and (ii) variable reluctance generators. 

Direct drive generators are essentially synchronous machines of special design. The 
main difference from standard machines is that they are built with a sufficient number of 
poles that the generator rotor can turn at the same speed as the wind turbine rotor. This 
eliminates the need for a gearbox. Because of the large number of poles, the diameter of the 
generator is relatively large. Direct chive generators on wind turbines are frequently used in 
conjunction with power electronic converters. This provides some leeway in the voltage and 
frequency requirements of the generator itself. 

Variable reluctance generators employ a rotor with distinct poles (without windings) 
separated from each other, such as in Figure 5.9. As the rotor turns the reluctance of the 
magnetic circuit linking the stator and rotor changes. The changing reluctance varies the 
resultant magnetic field and induces cutrents in the armature. A variable reluctance 
generator thus does not require field excitation. The variable reluctance generators currently 
being developed are intended for use with power electronic converters. Variable reluctance 
genesators need little maintenance, due to their simple construction. There are no variable 
reluctance generators currently being used in commercial wind turbines, but research 
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Wind Turbines 
towards that end is underway. See Torrey and Childs (1993) for a description of some of 
that research. 

5.4.8 Gen.erator mechanical design 

There are a number of issues to consider regarding the mechanical design of a generator. 
The rotor shaft and main bearings are designed according to the basic principles to be 
discussed in Chapter 6. The stator housing of the generator is normally of steel. Commercial 
generator housings come in standard frame sizes. Windings of the armature (and field when 
applicable) are of copper wire, laid into slots. The wire is not only insulated, but additional 
insulation is added to protect the windings from the environment and to stabilize them. 
Different types of insulation may be specified depending on the application. 

The exterior of the generator is intended to protect the interior from condensation, rain, 
dust, blowing sand, etc. Two designs are commonly used (i) open drip proof and (ii) totally 
enclosed, fan cooled (mFC). The open drip proof design has been used on many wind 
turbines, because it is less expensive than other options, and it has been assumed that the 
nacelle would be sufficient to protect the generator from the environment. In many 
situations, however, it appears that the additional protection provided by a TEFC design 
may be worth the cost. 

A schematic of a typical induction machine is illustrated in Figure 5.24. 

Figure 5.24 Construction of typical three phase induction machine (Rockwell International Corp.) 
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5.4.9 Generator specijkation 

Wind turbine designers are not, in general, generator designers. They either select 
commercially available electrical machines, with perhaps some minor modifications, or they 
specify the general requirements of the machine to be specially designed. The basic 
characteristics of the important generator types have been discussed previously. The 
following is a summary list of the key considerations from the point of view of the wind 
turbine designer: 

Operating speed 
Efficiency at full load and part load 

0 Power factor and source of reactive power (induction machines) 
Voltage regulation (synchronous machines) 
Method of starting 
Starting current (induction machines) 

0 Synchronizing (synchronous machines) 
Frame size and generator weight 

0 Type of insulation 
Protection from environment 
Ability to withstand fluctuating torques 

0 Heat removal 
Feasibility of using multiple generators 
Operation with high electrical noise on conductors 

5.5 Power Converters 

5.5.1 Overview ofpower converters 

Power converters are devices used to change electrical power from one form to another, as 
in AC to DC, DC to AC, one voltage to another, or one frequency to another, Power 
converters have many applications in wind energy systems. They are being used more often 
as the technology develops and as costs drop. For example, power converters are used in 
generator starters, variable speed wind turbines, and in isolated networks. 

Modern converters are power electronic devices. Basically, these consist of an electronic 
control system turning on and off electronic switches, often called ‘valves.’ Some of the key 
circuit elements used in the inverters include diodes, silicon-controlled rectifiers (SCRs, 
also known as thyristors), gate turn off thyristors (GTOs), and power transistors. Diodes 
behave as one-way valves. SCRs are essentially diodes which can be turned on by an 
external pulse (at the ‘gate’), but are turned off only by the voltage across them reversing. 
GTOs are SCRs which may be turned off as well as on. Transistors require the gate signal to 
be continuously applied to stay on. The overall function of power transistors is similar to 
GTOs, but the firing circuitry is simpler. The term ‘power transistor,’ as used here, includes 
Darlingtons, power MOSFETS and insulated gate bipolar transistors (IGBTs). The present 
trend it towards increashg use of IGBTs. Figure 5.25 shows the symbols used in this 
chapter for the most important power converter circuit elements. 
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Diode SCR GW/Transistor 

Figure 5.25 Converter circuit elements; SCR, silicon-controlled rectifier; GTO, gate turn off 
thyristor 

5.5.2 Rectifiers 

Rectifiers are devices which convert AC into DC. They may be used in: (1) battery charging 
wind systems or (2) as part of a variable speed wind power system. 

The simplest type of rectifier utilizes a diode bridge circuit to convert the AC to 
fluctuating DC. An example of such a rectifier is shown in Figure 5.26. In this rectifier, the 
input is three phase AC power; the output is DC. 

Figure 5.26 Diode bridge rectifier for three phase supply 

Power flow - 

Power flow - 
Figure 5.27 illustrates the DC voltage that would be produced from a three phase, 480 V 

supply using the type of rectifier shown in Figure 5.26. Some filtering may be done (as with 
the inductors shown in the figure) to remove some of the fluctuations. See Section 5.5.4 for 
a discussion of filtering. 
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re 5.27 DC voltage from three phase rectifier 

5.5.3 Inverters 

5.5.3.1 Overview of inverters 
In order to convert DC to AC, as from a battery or from rectified AC in a vmiable speed 
wind turbine, an inverter is used. Historically motor generator sets have been used to 
convert DC into AC. These are AC generators driven by DC motors. This method is very 
reliable, but is also expensive and inefficient. Because of their reliability, however, they are 
still used in some demanding situations 

At the present time most inverters are of the electronic type. An electronic inverter 
typically consists of circuit elements that switch high currents and control circuitry that 
coordinates the switching of those elements. The control circuitry determines many aspects 
of the successful operation of the inverter. There are two basic types of electronic inverters: 
line-commutated and self-commutated inverters. The term commutation refers to the 
switching of current flow from one part of a circuit to another. 

Tnverters that are connected to an AC grid and that take their switching signal from the 
grid are known by the rather generic name of line-commutated inverters. Figure 5.28 
illustrates an SCR bridge circuit, such as is used in a simple three-phase line-commutated 
inverter. The circuit is similar to the three-phase bridge rectifier shown above, but in this 
case tlie timing of the switching o i  the circuit elements is externally controlled and the 
current flows from the DC supply to the three-phase AC lines. 
Self-commutated inverters do not need to be connected to an AC grid. Thus they can be 
used for autonomous applications. They tend to be more expensive than line-commutated 
inverters. 
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Figure 5.28 Line commutated silicon-controlled rectifier (SCR) inverter 

The actual circuitry of inverters may be of a variety of designs, but inverters fall into one 
of two main categories: (i) voltage source inverters and (ii) current source inverters. In 
current source inverters, the current from the DC source is held constant, regardless of the 
load. They are typically used to supply high power factor loads where the impedance is 
constant or decreasing at harmonic frequencies. Overall efficiencies are good (around 96%), 
but the control circuitry is relatively complex. Voltage source inverters operate from a 
constant voltage DC power source. They are the type most commonly used to date in wind 
energy applications. (Note that most of the devices described here can operate as rectifiers 
or inverters, so the term converter is also appropriate.) 

5.5.3.2 Voltage source inverters 
Within the voltage source inverter category are two main types of interest: (1) six-pulse 
inverters and (2) pulse width modulation ( P W )  inverters. 

The simplest self-commutated voltage source inverter, referred to here as the ‘six-pulse’ 
inverter, involves the switching on and off of a DC source through different elements at 
specific time intervals. The switched elements are normally GTOs or power transistors, but 
SCRs with turn-off circuitry could be used as well. The circuit combines the resulting pulse 
into a staircase-like signal, which approximates a sinusoid. Figure 5.29 illustrates the main 
elements in such an inverter. Once again, the circuit has six sets of switching elements, a 
common feature of three-phase inverter and rectifier circuits, but in this case both switching 
on and off of the switches can be externally controlled. 

If the valves are switched on one sixth of a cycle apart. in sequence according to the 
numbers shown on the figure, and if they are allowed to remain on for one third of a cycle, 
an output voltage of a step-like form will appear between any two phases of the three-phase 
terminals, A, Ef and C .  A few cycles of such a waveform (with a 60 Hz fundamental 
frequency) are illustrated in Figure 5.30. 
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Figure 5.30 Self-commutated inverter voltage waveform 

It is apparent that the voltage is periodic, but that it also differs significantly from a pure 
sine wave. The difference can be described by the presence of harmonic frequencies 
resulting from the switching scheme. These harmonics arise because of the nature of the 
switching. Some type of filtering is normally needed to reduce the effect of these 
harmonics. Harmonics and filtering are discussed in more detail below in Section 5.5.4, 

In pulse width modulation (PWM) an AC signal is synthesized by the high-frequency 
switching on and off of the supply voltage to create pulses of a fixed height. The duration 
(‘width’) of the pulse may vary. Many pulses will be used in each half wave of the desired 
output. Switching frequencies on the order of 8 to 20 kHz may be used. The rate of 
switching is limited by the losses that occur during the switching process. Even with such 
losses, inverter efficiencies can be 94%. PWM inverters normally use power transistors 
(IGBTs) or GTOs as the switching elements. 

Figure 5.31 below illustrates the principle behind one method of obtaining pulses of the 
appropriate width. In this method a reference sine wave of the desired frequency is 
compared with a high-frequency offset triangle wave. Whenever the triangle wave becomes 
less than the sine wave, the transistor is turned on. When the triangle next becomes greater 
than the sine wave, the transistor is turned off. An equivalent approach is taken during the 
second half of the cycle. Figure 5.31 includes two complete reference sine waves, but note 
that the triangle wave is of a much lower frequency than would be used in a real application. 
The pulse train corresponding to Figure 5.31 is shown in Figure 5.32. It is apparent that the 
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pulses (in the absolute sense) are widest near the peaks, so the average magnitudes of the 
voltages are greatest there, as they should be. The voltage wave is still not a pure sine wave, 
but it does contain few low-frequency harmonics, so filtering is easier. Other methods are 
also used for generating pulses of the appropriate width. Some of these are discussed in 
Thorborg (1988) and Bradley (1987). 
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Figure 5.31 Pulse width modulation (PWM) control waves 
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F’igure 5.32 Pulse width modulation (PWM) voltage pulse train 

5.5.4 Harmonics 

Harmonics are AC voltages or currents whose frequency is an integer multiple of the 
fundamental grid frequency. Harmonic distortion refers to the effect on the fundamental 
waveform of non-sinusoidal or higher frequency voltage or current waveforms resulting 
from the operation of electrical equipment using solid state switches. Harmonic distortion is 
caused primarily by inverters, industrial motor drives, electronic appliances, light dimmers, 
fluorescent light ballasts and personal computers. It can cause overheating of transformers 
and motor windings, resulting in premature failure of the winding insulation. The heating 
caused by resistance in the windings and eddy currents in the magnetic cores is a function of 
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the square of the current. Thus, small increases in current can have a large effect on the 
operating temperature of a motor or transformer. A typical example of harmonic distortion 
of a current waveform is illustrated in Figure 5.33. 

Harmonic distortion is often characterized by a measure called total harmonic distortion 
(THD), which i s  the ratio of the total energy in the waveform at all of the harmonic 
frequencies to the energy in the waveform at the basic system frequency. The higher the 
THD, the worse the waveform. More on calculating THD and on standards for THD can be 
found in Chapter 8. 

2 
E 
Q 

100 

50 

0 

-50 

-1 00 

-150 4 I I I I 
0 5 10 15 

Time, ms 
Figure 5.33 Example of harmonic distortion 

Any periodic waveform v(t) can be expressed as a Fourier series of sines and cosines, as 
given in Equation 5.5.1: 

(5.5.1) 

where n is the harmonic number, L is half the period of the fundamental frequency and 

(5.5.2) 

(5.5.3) 

The fundamental frequency corresponds to n = 1. Higher order harmonic frequencies are 
those for which n >I .  For normal AC voltages and currents there is no DC component, so in 
general a0 =O. 
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Figure 5.34 shows an approximation to the converter voltage output shown originally in 
Figure 5.30. The approximation is done with 15 frequencies in the Fourier series. Note that 
if more terms were added the mathematical approximation would be more accurate and the 
ripples would decrease. Since the voltage as shown is an odd function, that is f(-x) = -f(x)), 
only sine terms are non-zero. 
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Figure 5.34 Fourier series of voltage; fifteen terms 

The relative magnitudes of the coefficients of the various harmonic voltages are shown 
in Figure 5.35. (It can be shown in general for this particular wave that all higher harmonics 
are zero except those for which n = 6k f 1 where k = 0, 1, 2,3, etc. and n > 0.) 
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Figure 5.35 Relative harmonic content of voltage 

5.5.4.1 Harmonic filters 
Since the voltage and current waveforms from power electronic converters are never pure 
sine waves, electrical filters are frequently used. These improve the waveform and reduce 
the adverse effects of harmonics. Harmonic filters of a variety of types may be employed, 
depending on the situation. The general form of an AC voltage filter includes a series 
impedance and a parallel impedance, as illustrated in Figure 5.36 
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Figure 5.36 AC voltage filter; V,. AC voltage at filter input; V,. AC voltage at filter output; Z, 
resonant filter series impedance; Z, resonant filter parallel impedance 

In Figure 5.36 the input voltage is V, and the output V,. The ideal voltage filter results in 
a low reduction of the fundamental voltage and a high reduction of all the harmonics. 

An example of an AC voltage filter is the series-parallel resonance filter. It consists of 
one inductor and capacitor in series with the input voltage and another inductor and 
capacitor in parallel, as shown in Figure 5.37. 

As discussed in most basic electrical engineering texts, a resonance condition exists 
when inductors and capacitors have a particular relation to each other. The effect of 
resonance in a capacitor and inductor in series is, for example, to greatly increase the 
voltage across the capacitor relative to the total voltage across the two. Resonance in a filter 
helps to make the higher-order harmonics small relative to the fundamental. The resonance 
condition requires, for the capacitor and inductor in series, that: 

(5.5.4) 

c+3L2 
0 I 0 

Figure 5.37 
respectively; C, and L,. parallel capacitance and inductance, respectively; V, and V, input and output 
voltages, respectively 

Series parallel resonance filter; C, and L,.  series capacitance and inductance, 
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where X’ is the reactance of either the capacitor or the inductor and f is the frequency of 
the fundamental. For the capacitor and inductor in parallel, resonance implies that: 

1 C22Z f =-(= Y”)  
L2 2Zf  

(5.5.5) 

where Y x  = the reciprocal of the reactance (‘admittance’) of either the capacitor or the 
inductor. 

For this particular filter, the output voltage harmonics will be reduced relative to the 
input by the following scale factor: 

(5.5.6) 

From Equation 5.5.6, f(l) = 1 andfin) approaches l/n2 for high values of n. For certain 
values of n, the denominator of Equation 5.5.6 goes to zero, indicating a resonant frequency. 
For example, there is a resonant frequency for a value of n >1 at: 

(5  5 7 )  

r .sir this resonant frequency, input harmonics are amplified. Thus, this resonant --equency 
should be chosen lower than the lowest occurring input harmonic voltage. 

Further discussion of filters is outside the scope of this text. It is important to realize, 
however, that sizing of the inductors and capacitors in a filter is related to the harmonics to 
be filtered. Higher-frequency harmonics can be filtered with smaller components. As far as 
filtering is concerned, then, the higher the switching rate in a PWM inverter, for example, 
the better. This is because higher switching rates can reduce the lower-frequency harmonics, 
but increase higher ones. More information on filters is given in Thorborg (1988). 

5.6 Ancillary electrical equipment 

There is a variety of ancillary electrical equipment associated with a wind turbine 
installation. It normally includes both high-voltage (generator voltage) and low-voltage 
items. Figure 5.38 illustrates the main high-voltage components for a typical installation. 
Dotted lines indicate items that are often not included. These items are discussed briefly 
below. 
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Figure 5.38 Wind turbine high-voltage equipment 

5.6.1 Power cubles 

Power must be transferred from the generator down the tower to electrical switch gear at the 
base. This is done via power cables. Three-phase generators have four conductors, including 
the ground or neutral. Conductors are normally of copper, and they are sized to minimize 
voltage drop and power losses. 

In most larger wind turbines, the conductors are continuous from the generator down the 
tower to the main contactor. In order that the cables not be wrapped up and damaged as the 
turbine yaws, a substantial amount of slack is left in them so that they ‘droop’ as they hang 
down the tower. The power cables are thus often referred to as droop cables. The slack is 
taken up as the turbine yaws and then released as it yaws back the other way. With 
sufficient slack, the cables seldom or never wrap up tight in most sites. When they do wrap 
up too far, however, they must be unwrapped. This may be done manually, after first 
disconnecting them, or by using a yaw drive. 

5.6.2 Slip rings 

Some turbines, particularly smaller ones, use discontinuous cables. One set of cables is 
connected to the generator. Another set goes down the tower. Slip rings and brushes are 
used to transfer power from one set to the other, In a typical application the slip rings are 
mounted on a cylinder attached to the bottom of the main frLvne of the turbine. The axis of 
the cylinder lies on the yaw axis, so the cylinder rotates as the turbine yaws. The brushes are 
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mounted on the tower in such a way that they contact the slip rings regardless of the 
orientation of the turbine. 

Slip rings are not commonly used on larger machines, since they become quite 
expensive as the current carrying capacity increases. In addition, maintenance is required as 
the brushes wear. 

5.6.3 Soft start 

As indicated in Section 5.4.4, induction generators will draw much more current while 
starting across the line than they would produce when running. Starting in this way has 
numerous disadvantages. High currents can result in early failure of the generator windings, 
and can result in voltage drops for loads nearby on the electrical network. Rapid 
acceleration of the entire wind turbine drive train can result in fatigue damage. In isolated 
grids with a limited supply of reactive power, it may not be possible to start a large 
induction machine at all. 

Due to the high currents that accompany across the line starting o i  induction machines, 
most wind turbines employ some form of soft start device. These can take a variety of 
forms. In general, they are a type of power electronic converter that, at the very least, 
provides a reduced current to the generator. 

5.6.4 Contactors 

The main contactor is a switch that connects the generator cables to the rest of the electrical 
network. When a soft start is employed, the main contactor may be integrated with the soft 
start or it may be a separate item. In the latter case power may be directed through the main 
contactor only after the generator has been brought up to operating speed. At this point the 
soft start would be simultaneously switched out of the circuit. 

5.6.5 Circuit breakers or fuses 

Somewhere in the circuit between the generator and the electrical grid are circuit breakers 
or fuses. These are intended to open the circuit if the current gets too high, presumably as a 
result of a fault or short circuit. Circuit breakers can be reset after the fault is corrected. 
Fuses need to be replaced. 

5.6.6 Main disconnect 

A main disconnect switch is usually provided between the electrical grid and the entire wind 
turbine electrical system. This switch is normally left closed, but can be opened if any work 
is being done on the electrical equipment of the turbine. The main disconnect would need to 
be open if any work were to be done on the main contactor and would in any case provide 
an additional measure of safety during any electrical servicing. 
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5.6.7 Power factor correction capacitors 

Power factor correction capacitors are frequently employed to improve the power factor of 
the generator when viewed from the utility. These are connected as close to the generator as 
is convenient, but typically at the base of the tower or in a nearby control house. 

5.6.8 Turbine Electrical Loads 

There may a number of electrical loads associated with the operation of wind turbines. 
These could include actuators, hydraulic motors, pitch motors, yaw drives, air compressors, 
control computers, etc. Such loads typically require 120 V or 240 V. Since the generator 
voltage is normally higher than that, a low-voltage supply needs to be provided by the 
utility, or step down transformers need to be obtained. 
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6.1 Overview 

6.1.1 Overview of design chapter 

Wind turbine design involves a great many considerations, ranging from the very general to 
the very detailed. The approach taken in this chapter is to begin with the general and then 
move to the details. The chapter begins with an overview of the design process and then 
presents a more in depth examination of the various steps involved. This is then followed by 
a review of the basic wind turbine topologies. The detailed approach to design begins with a 
step back to the basics. A review of two topics fundamental to wind turbine design is 
presented (1) material properties, and (2) machine elements. There is then a discussion of 
the design loads which the turbine must withstand. This is followed by a detailed look at 
each of the key subsystems and components that form the turbine. Then, an overview is 
given of some of the analysis tools available to assist in detailed evaluation of a specific 
design. Finally, a method to predict a new turbine’s curve is presented. 

6.1.2 Overview of design issues 

The process of designing a wind turbine involves the conceptual assembling of a large 
number of mechanical and electrical components into a machine which can convert the 
varying power in the wind into a useful form. This process is subject to a number of 
constraints, but the fundamental ones involve the potential economic viability of the design. 
Ideally, the wind turbine should be able to produce power at a cost lower than its 
competitors, which are typically petroleum derived fuels, natural gas, nuclear power, or 
other renewables. At the present state of the technology, this is often a difficult requirement, 
so sometimes incentives are provided by governments to make up the difference. Even in 
this case, it is a fundamental design goal to keep the cost of energy lower than it would be 
from a turbine of a different design. 

The cost of energy from a wind turbine is a function of many factors, but the primary 
ones are the cost of the turbine itself and its annual energy productivity. In addition to the 
first cost of the turbine, other costs (as discussed in more detail in Chapter 9) include 
installation, operation and maintenance. These will be influenced by the turbine design and 
must be considered during the design process. The productivity of the turbine is a function 
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both of the turbine’s design and the wind resource. The designer cannot control the 
resource, but must consider how best to utilize it. Other factors that affect the cost of 
energy, such as loan interest rates, discount rates, etc. tend to be of secondary importance 
and are largely outside the purview of the designer. 

The constraint of minimizing cost of energy has far-reaching implications. It impels the 
designer to minimize the cost of the individual components, which in turn pushes him or her 
to consider the use of inexpensive materials. The impetus is also there to keep the weight of 
the components as low as possible. On the other hand, the turbine design must be strong 
enough to survive any likely extreme events, and to operate reliably and with a minimum of 
repairs over a long period of time. 

Wind turbine components, because they are kept small, tend to experience relatively 
high stresses. By the nature of the turbine’s operation, the stresses also tend to be highly 
variable, Varying stresses result in fatigue damage. This eventually leads to either failure of 
the component, or the need for replacement. 

The need to balance the cost of the wind turbine with the requirement that the turbine 
have a long, fatigue resistant life should be the fundamental concern of the designer. 

6.2 

There are a number of approaches that can be taken towards wind turbine design, and there 
are many issues that must be considered. This section outlines the steps in one approach. 
The following sections provide more details on those steps. 

The key design steps include the following: 

1. Determine application 
2. Review previous experience 
3. Select topology 
4. Preliminary loads estimate 
5. Develop tentative design 
6. Predict performance 
7. Evaluate design 
8. Estimate costs and cost of energy 
9. Refine design 
10. Build prototype 
11. Test prototype 
12. Design production machine 

Steps 1 through 7 are the subjects of this chapter. Turbine cost and cost of energy estimates 
(Step 8) can be made using methods discussed in Chapter 9. Steps 9-13 are beyond the 
scope of this text, but they are based on the principles outlined here. 
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6.2. I Determine application 

The first step in designing a wind turbine is to determine the application. Wind turbines for 
producing bulk power for supply to large utility networks, for example, will have a different 
design than will turbines intended for operation in remote communities. 

The application will be a major factor in choosing the size of the turbine, the type of 
generator it has, the method of control, and how it is to be installed and operated. For 
example, wind turbines for utility power will tend to be as large as practical. At the present 
time, such turbines have power ratings in the range of 500 to 1500 kW, with rotor diameters 
in the range of 38 m (125 ft) to 61 m (200 ft). Such machines are often installed in clusters 
or wind farms, and may be able to utilize fairly developed infrastructure for installation, 
operation and maintenance. 

Turbines for use by utility customers, or for use in remote communities, tend to be 
smaller, typically in the 10 to 200 kW range. Ease of installation and maintenance and 
simplicity in construction are important design considerations for these turbines. 

6.2.2 Review previous experience 

The next step in the design process should be a review of previous experience. This review 
should consider, in particular, wind turbines built for similar applications. A wide variety of 
wind turbines have been conceptualized. Many have been built and tested, at least to some 
degree. Lessons learned from those experiences should help guide the designer and narrow 
the options. 

A general lesson that has been learned from every successful project is that the turbine 
must be designed in such a way that operation, maintenance, and servicing can be done in a 
safe and straightforward way. 

6.2.3 Select topology 

There are a wide variety of possible overall layouts or ‘topologies’ for a wind turbine. Most 
of these relate to the rotor. The most important choices are listed below. These choices are 
discussed in more detail in Section 6.3. 

Rotor axis orientation: horizontal or vertical 
Power control: stall, variable pitch, controllable aerodynamic surfaces and yaw control 
Rotor position: upwind of tower or downwind of tower 
Yaw control: driven yaw, free yaw or fixed yaw 
Rotor speed: constant or variable 
Design tip speed ratio and solidity 
Type of hub: rigid, teetering, hinged blades or gimballed 
Number of blades 
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6.2.4 Preliminary toads estimate 

Early in the design process it is necessary to make a preliminary estimate of the loads that 
the turbine must be able to withstand. These loads will serve as inputs to the design of the 
individual components. Estimation of loads at this stage may involve the use of scaling of 
loads from turbines of similar design, ‘rules of thumb’, or simple computer analysis tools. 
These estimates are improved throughout the design phase as the details of the design are 
specified. At this stage it is important to keep in mind all the loads that the final turbine will 
need to be able to withstand. This process can be facilitated by referring to recommended 
design standards. 

6.2.5 Develop tentative design 

Once the overall layout has been chosen and the loads approximated, a preliminary design 
may be developed. The design may be considered to consist of a number of subsystems. 
These subsystems, together with some of their principal components, are listed below. Each 
of these subsystems is discussed in more detail in Section 6.7. 

0 Rotor (blades, hub, aerodynamic control surfaces) 
0 Drive train (shafts, couplings, gearbox, mechanical brakes, generator) 
0 Nacelle and main frame 
0 Yaw system 
0 Tower, foundation and erection 

There are also a number of general considerations, which may apply to the entire turbine. 
Some of these include: 

0 Fabrication methods 
0 Ease of maintenance 
0 Aesthetics 
0 Noise 
0 Other environmental conditions 

6.2.6 Predict per$ormance 

Early in the design process it is also necessary to predict the performance (power curve) of 
the turbine. This will be primarily a function of the rotor design, but will also be affected by 
the type of generator, efficiency of the drive train, the method of operation (constant speed 
or variable speed) and choices made in the control system design. Power curve prediction is 
discussed in Section 6.9. 
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6.2.7 Evaluate design 

The preliminary design must be evaluated for its ability to withstand the loading the turbine 
may reasonably be expected to encounter. It goes almost without saying that the wind 
turbine must be able to easily withstand any loads likely to be encountered during normal 
operation. In addition, the turbine must be able to withstand extreme loads that may only 
occur infrequently, as well as to hold up to cumulative, fatigue-induced damage. Fatigue 
damage arises from varying stress levels, which may occur in a periodic manner 
proportional to rotor speed, a stochastic (‘random’) manner, or as result of transient loads. 

The categories of loads the wind turbine must withstand, as described in Chapter 4, 
include: 

0 Static loads (not associated with rotation) 
0 Steady loads (associated with rotation, such as centrifugal force) 
0 Cyclic loads (due to wind shear, blade weight, yaw motion) 
0 Impulsive (short duration loads, such as blades passing through tower shadow) 

Stochastic loads (due to turbulence) 
0 Transient loads (due to starting and stopping) 
0 Resonance induced-loads (due to excitations near the natural frequency of the structure) 

The turbine must be able to withstand these loads under all plausible conditions, both 
normal operation and extreme events. These conditions will be discussed in more detail in 
Section 6.6 

The loads of primary concern are those in the rotor, especially at the blade roots, but any 
loads at the rotor also propagate through the rest of the structure. Therefore, the loading at 
each component must also be carefully assessed. 
Analysis of wind turbine loads and their effects is typically carried out with the use of 
computer based analysis codes. In doing so, reference is normally made to accepted 
practices or design standards. The principles underlying the analysis of wind turbine loads 
were discussed in detail in Chapter 4. A more in depth discussion of wind turbine loads as 
related to design in given in Section 6.6. 

6.2.8 Estimate costs and cost of energy 

An important part of the design process is the estimation of the cost of energy from the 
wind turbine. The key factors in the cost of energy are the cost of the turbine itself and its 
productivity. It is therefore necessary to be able to predict the cost of the machine, both in 
the prototype stage, but most importantly in production. Wind turbine components are 
typically a mix of commercially available items and specially designed and fabricated 
items. The commercially available items will typically have prices that will be lowered only 
slightly when bought in volume for mass production. Special items will often be quite 
expensive in the prototype level, because of the design work and the effort involved in 
building just one or a few of the items. In mass production, however, the price for the 
component should drop so as to be close to that of commercial items of similar material, 
complexity and size. 
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Wind turbine costs and cost of energy calculations are discussed in more detail in 
Chapter 9. 

6.2.9 Refine design 

When the preliminary design has been analysed for its ability to withstand loads, its 
performance capability has been predicted, and the eventual cost of energy has been 
estimated, it is normal that some areas for refinement will have been identified. At this 
point another iteration on the design is made. The revised design is analyzed in a similar 
manner to the process summarized above. This design, or perhaps a subsequent one if there 
are more iterations, will be used in the construction of a prototype. 

6.2.10 Build prototype 

Once the prototype design has been completed, a prototype should be constructed. The 
prototype may be used to verify the assumptions in the design, test any new concepts, and 
ensure that the turbine can be fabricated, installed, and operated as expected. Normally the 
turbine will be very similar to the expected production version, although there may be 
provision for testing and instrumentation options which the production machine would not 
need. 

6.2.1 1 Test prototype 

After the prototype has been built and installed, it is subjected to a wide range of field tests. 
Power is measured and a power curve developed to verify the performance predictions. 
Strain gauges are applied to critical components. Actual loads are measured and compared 
to the predicted values. 

62-12 Design production machine 

The final step is the design of the production machine. The design of this machine should be 
very close to the prototype. It may have some differences, however. Some of these may be 
improvements, the need for which was identified during testing of the prototype. Others 
may have to do with lowering the cost for mass production. For example, a weldment may 
be appropriate in the prototype stage, but a casting may be a better choice for mass 
production. 

6.3 Wind Turbine Topologies 

This section provides a summary of some of the key issues relating to the most commonly 
encountered choices in the overall topology of modern wind turbines. The purpose of this 
section is not to advocate a particular design philosophy, but to provide an overview of what 
must be considered. It should be noted that there are in the wind energy community strong 
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proponents of particular aspects of design, such as rotor orientation, number of blades, etc. 
A good overview of some issues of design philosophy are given by Doerner (1998) on his 
Internet site. 

One of the general topics of great interest at the present time is how light a turbine can 
be and still survive the desired amount of time. Some of the issues in this regard are 
discussed by Gemets et al. (1 997). 

6.3. I Rotor axis orientation: horizontal or vertical 

The most fundamental decision in the design of a wind turbine is probably the orientation of 
the rotor axis. In most modern wind turbines the rotor axis is horizontal (parallel to the 
ground), or nearly so. The turbine is then referred to as a ‘horizontal axis wind turbine’ 
(HAW),  as discussed in Chapter 1. There are a number of reasons for that trend: some are 
more obvious than others. Two of the main advantages of horizontal axis rotors are the 
following: 

1. The rotor solidity of a H A W  (and hence total blade mass relative to swept area) is 
lower when the rotor axis is horizontal (at a given design tip speed ratio). This tends to 
keep costs lower on a per kW basis. 

increase productivity on a per kW basis. 
2. The average height of the rotor swept area can be higher above the ground. This te 

vantage of a vertical axis rotor (resulting in a ‘vertical axis wind turbine’ or 
V A W )  is that there is no need for a yaw system. That is, the rotor can accept wind from 
any direction. Another advantage is that in most vertical axis wind turbines, the blades can 
have a constant chord and no twist. These characteristics should enable the blades to be 
manufactured relatively simply (e.g. by aluminum pultnnsion) and thus cheaply. A third 
advantage is that much of the drive train (gearbox, generator, brake) can be located on a 
stat~on~ry tower, relatively close to the ground. 

In spite of some promising advantages of the vertical axis rotor, the design has not met 
with widespread acceptance. Many machines that were built in the 1970s and 1980s 

fatigue damage of the blades, especially at connection points to the rest of the 
rotor. This was an outcome of the cyclic aerodynamic stresses on the blades as they rotate 
and the fatigue properties of the aluminurn from which the blades were commonly 
fabricated. 

lncompatibilities between structure and control have also caused problems. From a 
structural viewpoint, the Darrieus troposkein (‘skipping rope’) shape has appeared most 
desirable (in c o ~ i ~ ~ s o n  with the straight bladed design). This is because the blade is not 
subject to any radial bending moments, but only tension. On the other hand, it is very 
difficult to incorporate aerodynamic control. such as variable pitch or aerodynamic brakes, 
on a blade of this type. For this reason. stall control is the primary means of ~ i i ~ ~ t i r i ~  power 
in high winds. Owing to the aerodynamics of the stall-controlled vertical axis rotor, the 

tends to be relatively high. This results in the need for drive train 
larger than they might otherwise be, and for overall capacity factors of 

the wind turbine to be relatively low. 
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In summary, a horizontal axis is probably preferable. There are enough advantages, 
however, to the vertical axis rotor that it may be worth considering for some applications. In 
this case, however, the designer should have a clear understanding of what the limitations 
are, and should also have some plausible options in mind for addressing those limitations. 

Because of the predominance of horizontal axis wind turbines presently in use or under 
development, the remainder of this chapter, unless otherwise specified, applies primarily to 
wind turbines of that type. 

6.3.2 Rotor power control: stall, pitch, yaw and aerodynamic surjiaces 

There are a number of options for controlling power aerodynamically. The selection of 
which of these is used will influence the overall design in a variety of ways. The following 
presents a brief summary of the options, focusing on those aspects that affect the overall 
design of the turbine. Details on control issues are discussed in Chapter 7. 

Stall control takes advantage of reduced aerodynamic lift at high angles of attack to 
reduce torque at high wind speeds. For stall to function, the rotor speed must be separately 
controlled, most commonly by an induction generator (see Chapter 5) connected directly to 
the electrical grid. Blades in stall-controlled machines are fastened rigidly to the rest of the 
hub, resulting in a simple connection. The nature of stall control, however, is such that 
maximum power is reached at a relatively high wind speed. The drive train must be 
designed to accommodate the torques encountered under those conditions, even though such 
winds may be relatively infrequent. Stall-controlled machines invariably incorporate 
separate braking systems to ensure that the turbine can be shut down under all eventualities 

Variable pitch machines have blades which can be rotated about their long axis, 
changing the blades’ pitch angle. Changing pitch also changes the angle of attack of the 
relative wind and the amount of torque produced. Variable pitch provides more control 
options than does stall control. On the other hand the hub is more complicated, because 
pitch bearings need to be incorporated. In addition, some form of pitch actuation system 
must also be included. In some wind turbines, only the outer part of blades may be pitched. 
This is known as partial span pitch control. 

Some wind turbines utilize aerodynamic surfaces on the blades to control or modify 
power, These surfaces can take a variety of forms, but in any case the blades must be 
designed to hold them, and means must be provided to operate them. In most cases 
aerodynamic surfaces are used for braking the turbine. In some cases, specifically when 
using ailerons (see Chapter 7), the surfaces may also provide a fine-tuning effect. 

Another option for controlling power is yaw control. In this arrangement, the rotor is 
turned away from the wind, reducing power. This method of control requires a robust yaw 
system. The hub must be able to withstand gyroscopic loads due to yawing motion, but can 
otherwise be relatively simple. 

6.3.3 

The rotor in a horizontal axis turbine may be either upwind or downwind of the tower. A 
downwind rotor allows the turbine to have free yaw, which is simpler to implement than 
active yaw. Another advantage of the downwind configuration is that it is easier to take 

Rotor position: upwind of tower or downwind of tower 
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advantage of centrifugal forces to reduce the blade root flap bending moments. This is 
because the blades are normally coned downwind, so centrifugal moments tend to 
counteract moments due to thrust. On the other hand, the tower produces a wake in the 
downwind direction, and the blades must pass through that wake every revolution. This 
wake is a source of periodic loads, which may result in fatigue damage to the blades and 
may impose a ripple on the electrical power produced. Blade passage through the wake is 
also a source of noise. The effects of the wake (known as ‘tower shadow’) may to some 
extent be reduced by utilizing a tower design which provides minimal obstruction to the 
flow. 

6.3.4 Yaw control: free or active 

All horizontal axis wind turbines must provide some means to orient the machine as the 
wind direction changes. In downwind machines yaw motion has historically been free. The 
turbine follows the wind like a weather vane. For free yaw to work effectively, the blades 
are typically coned a few degrees in the downwind direction. Free yaw machines sometimes 
incorporate yaw dampers to limit the yaw rate and thus gyroscopic loads in the blades. 

Upwind turbines normally have some type of active yaw control. This usually includes a 
yaw motor, gears, and a bralce to keep the turbine stationary in yaw when it is properly 
aligned. Towers supporting turbines with active yaw must be capable of resisting the 
torsional loads that will result from use of the yaw system. 

6.3.5 Rotational speed: constant or variable 

Most rotors on grid-connected wind turbines operate at a nearly constant rotational speed, 
determined by the electrical generator and the gearbox. In some turbines, however, the rotor 
speed is allowed to vary. The choice of whether the rotor speed is fixed or variable may 
have some impact on the overall design, although generally in a secondary way. For 
example, nearly all modern variable speed wind turbines incorporate power electronic 
converters to ensure that the resulting electric power is of the desired form. The presence of 
such a converter introduces some flexibility in the choice of the generator. Using a low- 
speed generator can eliminate the need for a gearbox and have a dramatic effect on the 
layout of the entire machine. The possible effects of electrical noise due to the power 
electronics in a variable speed turbine must also be taken into account in the detailed design. 

6.3.6 Design tip speed ratio and solidity 

The design tip speed ratio of a rotor is that tip speed ratio where the power coefficient is a 
maximum. Selection of this value will have a major impact on the design of the entire 
turbine. First of all, there is a direct relation between the design tip speed ratio and the 
rotor’s solidity (the area of the blades relative to the swept area of the rotor), as discussed in 
Chapter 3. A high-speed rotor will have less blade area than the rotor of a slower machine. 
For a constant number of blades, the chord and thickness will decrease as the solidity 
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decreases. Owing to structural limitations, there is a lower limit to how thin the blades may 
be. Thus, as the solidity decreases, the number of blades usually decreases as well. 

There are a number of incentives for using higher tip speed ratios. First of all, reducing 
the number of blades or their weight reduces the cost. Second, higher rotational speeds 
imply lower torques for a given power level. This should allow the balance of the drive train 
to be relatively light. However, there are some drawbacks to high tip ratios as well. For one 
thing, high-speed rotors tend to be noisier than are slower ones (see Chapter 10). 

6.3.7 Hub: rigid, teetering, hinged blades or gimballed 

The hub design of a horizontal axis wind turbine is an important constituent of the overall 
layout. The main options are rigid, teetering, or hinged. Most wind turbines employ rigid 
rotors. This means that the blades cannot move in the flapwise and edgewise directions. The 
term ‘rigid rotor’ does include those with variable pitch blades, however. 

The rotors in two-bladed turbines are usually teetering. That means the hub is mounted 
on bearings, and can teeter back and forth, in and out of the plane of rotation. The blades in 
turn are rigidly connected to the hub, so during teetering one blade moves in the upwind 
direction, while the other moves downwind. An advantage of teetering rotors is that the 
bending moments in the blades can be very low during normal operation. 

Some two-bladed wind turbines use hinges on the hub. The hinges allow the blades to 
move into and out of the plane of rotation independently of each other. Since the blade 
weights do not balance each other, however, other provisions must be made to keep them in 
the proper position when the turbine is not running, or is being stopped or started. 

One design variant is known as a ‘gimballed turbine’. It uses a rigid hub, but the entire 
turbine is mounted on horizontal bearings so that the machine can tilt up or down from 
horizontal. This motion can help to relieve imbalances in aerodynamic forces. 

6.3.8 Rigidity:.fEexxible or sti8 

Turbines with lower design tip speed ratios and higher solidities tend to 
Lighter, faster turbines are more flexible. Flexibility may have some advantages in relieving 
stresses, but blade motions may also be more unpredictable. Most obviously, a. flexible 
blade in an upwind turbine may be far from the tower when unloaded, but could 
conceivably hit it in high winds. Flexible components such as blades or towers may have 
natural frequencies near the operating speed of the turbine. This is something to be avoided, 
Flexible blades may also experience ‘flutter’ motion, which is a Eom of unstable and 
undesirable operation. 

6.3.9 ~ u ~ b e r  of blades 

Most modem wind turbines used for generating electricity have three blades, although some 
have two or even one. Three blades have the particular advantage that the polar moment of 
inertia with respect to yawing is constant, and is indepeiiden~ of the ~ i K n u ~ i ~  position of 
the rotor. Tkris characteristic contributes to relatively smooth operation even while yawing. 
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A two-bladed rotor, however, has a lower moment of inertia when the blades are vertical 
than when they are horizontal. This 'imbalance' is one of the reasons that most two-bladed 
wind turbines use a teetering rotor. Using more than three blades could also result in a rotor 
with a moment of inertia independent of position, but more than three blades are seldom 
used. This is primarily because of the higher costs that would be associated with the 
additional blades. 

A key consideration in selecting the number of blades is that the stress in the blade root 
increases with the number of blades for a turbine of a given solidity. Thus all other things 
being equal, increasing the design tip speed ratio entails decreasing the number of blades. 

A few single-bladed turbines have been built in the last twenty years. The presumed 
advantage is that the turbine can run at a relatively high tip speed ratio, and that the cost 
should be lower because of the need for only one blade. However, a counterweight must be 
provided to balance the weight of the single blade. The aesthetic factor of the appearance of 
imbalance is another consideration. 

6.3.10 Tower structure 

The tower of a wind turbine serves to elevate the main part of the machine up into the air. 
For a horizontal axis machine the tower must be at least high enough to keep the blade tips 
from touching the ground as they rotate. In practice, towers itre usually much higher than 
that. Winds are nearly always much stronger as elevation above ground increases, and they 
are less turbulent. All other things being equal, the tower should be as high as practical. 
Choice of tower height is based on an economic tradeoff of increased energy capture versus 
increased cost. 

The principal options in towers are tubular, pipe-type structures or trusses (typically 
bolted). One of the primary considerations is the overall tower stiffness, which also has a 
direct ef€ect on its natural frequency. As mentioned in Chapter 4, stiff towers are those 
whose fundamental natural frequency is higher than that of the blade passing frequency 
(rotor's rotational speed times the number of blades). They have the advantage of being 
relatively insensitive to motions of the turbine itself, but, being heavy, they are also costly. 
Soft towers are those whose fundamental natural frequency is lower than the blade passing 

er distinction is commonly made: a soft tower's natural frequei~cy is 
ency as well as being below the blade passing frequency. A soft-soft 

tower is one whose natural frequency i s  below both the rotor frequency and blade passing 
frequency. These towers are generally less expensive than stiffer ones, since they are 
lighter. However, particularly careful analysis of the entire system is required to ensure that 
no resonances are excited by any motions in the rest of the turbine. 

Other factors in tower selection include presumed mode of erection and aesthetics. If a 
turbine is to erected by tilting it up, there is a benefit to keeping the tower as light as 
possible. If a crane is going to used, attention must be given to the sizes of cranes expected 
to be available. If the tower is going to incorporate a lifting capability, which would obviate 
the need for a crane, planning for that would be needed early in the design process. In terms 
of aesthetics, it should be noted that preference seems to lie with tubular designs. It should 
also be noted that tubular towers appear to be preferable for m i ~ ~ ~ ~ i n g  impact on avian 
populations (see Ch 
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6.3.11 Design constraints 

There are inevitably a number of other factors that will influence the general design of a 
wind turbine. Some of these include the expected wind regime, general climate, site 
accessibility. and availability of expertise and equipment for installation and operation. 

6.3.11.1 Climatic factors affecting design 
Turbines designed far more energetic or turbulent sites need to be stronger than those in 
more conventional sites. Expected conditions at such sites must be considered if the turbines 
are to meet international standards. This topic is discussed in more detail in Section 6.6 

General climate can affect turbine design in a number of ways. For example, turbines 
for use in hot climates may need provisions for extra cooling, whereas turbines for cold 
climates may require heaters, special lubricants, or even different smctural materials. 
Turbines intended for use in marine climates would need protection from salt, and should be 
built of corrosion-resistant materials wherever possible. 

6.3.11.2 Site-specific factors affecting design 
Turbines which are intended for relatively inaccessible sites have their designs constrained 
in a number of ways. For example, they might need to be self-erecting. Difficulty in 
transport could also limit the size or weight of any one component. 

Limited availability of expertise and equipment for installation and operation would be 
of particular importance for machines intended to operate singly or in small groups. This 
would be particularly important for applications in remote areas or developing countries. In 
this case it would be especially important to keep the machine simple, modular and 
designed to require only commonly available mechanical skills, tools and equipment. 

6.3.11.3 Environmental factors affecting design 
Wind turbine proponents inevitably extol the environmental benefits that accrue to society 
through the use of wind generated electricity. However, there will always be some impacts 
on the immediate environment where the turbine may be installed, and not all of these may 
be appreciated by the neighbors. Careful design, however, can minimize many of the 
adverse effects. Four of the most commonly noted environmental impacts of wind turbines 
are noise, visual appearance, effects on birds and electromagnetic interference. Some of the 
key issues affecting overall wind turbine design are summarized here. More details are 
provided in Chapter 10. 

There will always be some sound generated by wind turbines when they are operating, 
but noise can be can minimized through careful design. In general, upwind machines are 
quieter than downwind machines, and lower tip speed ratio rotors are quieter than those 
with higher tip speed ratios. Selection of airfoils. fabrication details of the blades, and 
design of tip brakes (if any) will also affect noise. Gearbox noise can be reduced by 
including sound proofing in the nacelle or eliminated by using a direct drive generator. 
Variable speed turbines tend to make less noise at lower wind speeds, since the rotor speed 
is reduced under those conditions. 

In general, it appears that turbines with lower tip speeds and towers with few perching 
opportunities are the least likely to adversely affect birds. 
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Visual appearance is very subjective, but there are reports that people prefer the sight of 
three blades to two, slow rotors to faster ones, and solid towers to lattice ones. A neutral 
color is often preferred as well. 

Electromagnetic interference created by wind turbines has sometimes been the source of 
considerable concern. Experience has shown, however, that the impact is usually fairly 
minimal if the blades are not made of metal. Since most horizontal axis wind turbines now 
have non-metallic blades, the preferred design already reduces the possible adverse effects. 

6.4 Materials 

Many types of materials are used in wind turbines. Two of the most important of these are 
steel and composites. The composites are typically comprised of fiberglass or wood 
together with a matrix of polyester or epoxy. Other common materials include copper and 
concrete. The following provides an overview of some of the aspects of materials most 
relevant to wind turbine applications. 

6.4.1 

In this text it is assumed that the reader has a familiarity with the fundamental concepts of 
material properties, as well as with the most common materials themselves. The following 
is a list of some of the essential concepts, (for more details, see a text on mechanical design, 
such as Sports, 1985): 

Review of basic mechanical properties 

Hooke’sLaw 
0 Modulus of elasticity 
0 Yield strength, breaking strength 

Ductility and brittleness 
* Hardness and machinability 

Failure by yielding or fracture 

6.4.1.1 Fatigue properties 
Most materials can withstand a load of a certain magnitude when applied once, but cannot 
withstand the same load when it is applied and then removed multiple times. The decreasing 
ability to survive repeated loads is called fatigue. Fatigue is of great significance to wind 
turbine design, and was discussed in greater length in Chapter 4. The most important fatigue 
properties of a material are summarized in the S-N curve, as described previously (Section 
4.2.3.2). 

6.4.2 Steel 

Steel is one of the most widely used materials in wind turbine fabrication. Steel is used for 
many structural components including the tower, hub, main frame, shafts, gears and gear 



260 Wind Energy Explained 

cases, fasteners as well as the reinforcing in concrete. Information on steel properties can be 
found in Spotts (1985), Baumeister (1978) and data sheets from steel suppliers. 

6.4.3 Composites 

Composites are described in more detail in this text than are most other materials, because it 
is assumed that they may be less familiar to many readers than are more traditional 
materials. They are also the primary material used in blade construction. Composites are 
materials comprising at least two dissimilar materials, most commonly fibers held in place 
by a binder matrix. Judicious choice of the fibers and binder allows tailoring of the 
composite properties to fit the application. Composites used in wind turbine applications 
include those based on fiberglass, carbon fiber, and wood. Binders include polyester, epoxy 
and vinyl ester. The most common composite is fiberglass reinforced plastic, known as 
GRP. In wind turbines, composites are most prominently used in blade manufacture, but 
they are also used in other parts of the machine, such as the nacelle cover. The main 
advantage of composites is that they have a high strength and high stiffness to weight ratio. 
They are also corrosion resistant, are electrical insulators, and lend themselves to a variety 
of fabrication methods. 

6.4.3.1 Glass fibers 
Glass fibers are formed by spinning glass into long threads. The most common glass fiber is 
known as E-glass. It is a low-cost material, with reasonably good tensile strength. 

Fibers are sometimes used directly, but are most commonly first combined into other 
forms (known as ‘preforms’). Flbers may be woven or knitted into cloth, formed into 
continuous strand or chopped strand mat, or prepared as chopped fibers. Where high 
strength is required, unidirectional bundles of fibers known as ‘tows’ are used. Some 
fiberglass preforms are illustrated in Figure 6.1. More information is presented in Ctiou et 
al. (1986). 

There are three types of resins commonly used in m es of composites. They are: (1) 
unsaturated polyesters, (2) epoxies, (3) vinyl esters ese resins all have the general 
property that they are used in the liquid form during t y up of the composite, but when 
they are cured they are solid. As solids, all of the resins tend to be somewhat brittle. The 
choice of resins affects the overall properties of the 

Polyesters have been used most frequently in dustry because they have a 
short cure time and low cost. Cure time is from a few hours to 
temperature, but with the addition of an initiator, curing can be 
~ ~ m ~ e ~ a ~ u r e s  in a few minutes. Shrinkage upon curing is relatively high. however. The 
present cost is in the range of $2.20kg ($l/lb.) 
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Particles Continuous fibers Short fibers 

iaxial weave Triaxial weave Knit 

Figure 6.1 Fiberglass performs (National Research Council, 1991) 

Epoxies are stronger, have better chemical resistance, good adhesion, and low shrinkage 
upon curing, but they axe also more expensive (almost twice as expensive as polyester) and 
have a longer cure time than polyesters. 

Vinyl esters are epoxy-based resins which have become more widely used over recent 
years. These resins have similar properties to epoxies, but are somewhat lower in cost and 
have a shorter cure time. They have good environmental stability and are widely used in 
marine applications. 

are glass fibers (by approximately a factor of 13, 
but they are stronger ,and stiffer. One way to take advantage of carbon fiber's advantages, 
without paying the full cost, is to use some carbon fibers along with glass in the overall 
composite. 

Wood is used instead of synthetic fibers in some composites. In this case the wood is 
~ r e f o r ~ ~ ~ d  into ~ a r n ~ n d ~ e ~  (sheets) rather than as fibers, or fiber-based cloth. The 
common wood for wind turbine laminates is Douglas Fir. Properties of woods vary 
significantly with respect to the direction of the wood's gr , though, wood has 
good s ~ ~ n g t h  to weiglit ratio, and is also good in fatigu 
wood is its strong anisotropy in tensile strength. This means that laminates have to be built 
up with gain going in different directions if the final composite is to 
d~rectio~s. More inform~t i~n  on p ~ o p e r ~ i e ~  af wood may be found in 

The use of wood together with an epoxy binder was developed for wind turbine 
applications based on previous experi from the high-performcance boat building 
industry. A i e c h ~ i ~ u e  known as the WO oxy saturation technique (WEST) i s  used in 
this process. Wood-epoxy laminates have good fatigue characteristics: according to one 
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source (National Research Council, 1991) no wood-epoxy blade has ever failed in service 
due to fatigue. 

6.4.3.5 Fatigue damage in composites 
Fatigue damage occurs in composites as it does in many other materials, but it does not 
necessarily occur by the same mechanism. The following sequence of events is typical. 
First, the matrix cracks, then cracks begin to combine and there is debonding between the 
matrix and the fibers. Then there is debonding and separation (delamination) over a wider 
area. This is followed by breaking of the individual fibers, and finally by complete fracture. 

The same type of analysis techniques that are used for metals (explained in Chapter 4) 
are also used for predicting fatigue in composites. That is, rainflow cycle counting is used to 
determine the range and mean of stress cycles, and Miner’s Rule is used to calculate the 
damage from the cycles and the composite’s S-N curve. S-N curves for composites are 
modeled by an equation that has a somewhat different shape than that used in metals, 
however: 

0 =o,(l-BlogN) (6.4.1) 

where 0 is the cyclic stress amplitude, 0, is the ultimate strength, B is a constant and N is 
the number of cycles. 

The parameter, B, is approximately equal to 0.1 for a wide range of E-glass composites 
when the reversing stress ratio R = 0.1. This is tension-tension fatigue. Life is reduced under 
fully reversed tension-compression fatigue ( R  = - 1) and compression-compression fatigue. 

Fatigue strength of glass fibers is only moderate. The ratio of maximum stress to static 
strength is 0.3 at 10 million cycles. Carbon fibers are much more fatigue resistant than are 
glass fibers: the ratio of maximum stress to static strength is 0.75 at 10 million cycles, two 
and half times that of glass. Fatigue life characteristics of E-glass, carbon fiber, and some 
other common fibers) are illustrated in Figure 6.2. 

Owing to the complexity of the failure method of composites and the lack of complete 
test data on all composites of interest, it is in practice still difficult to predict fatigue life 
accurately. 

6.4.4 Copper 

Copper has excellent electrical conductivity and for that reason it is used in nearly all 
electrical equipment on a wind turbine, including the power conductors. Mechanical 
properties of copper are in general of much less interest than the conductivity. The weight, 
however, can be significant. A substantial part of the weight of the electrical generator is 
due to the copper windings, and the weight of the main power conductors may also be of 
importance. Information on copper relative to its use in electrical applications can be found 
in many sources, including Baumeister (1978). 
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Figure 6.2 Fatigue life of composite fibers (National Research Council, 1991). Reproduced with 
permission from the National Academy of Science, courtesy of the National Academy Press, 
Washington, D.C. 

6.4.5 Concrete 

Reinforced concrete is frequently used for the foundations of wind turbines. It has 
sometimes been used for the construction of towers as well. Discussion of reinforced 
concrete, however, is outside the scope of this text. 

6.5 Machine Elements 

Many of the principal components of a wind turbine are composed, at least partially, of 
machine elements which have a much wider applicability, and €or which there has been a 
great deal experience. Many of these elements are commercially available and are 
fabricated according to recognized standards. This section presents a brief overview of 
some machine elements that are often found in wind turbine applications. For more details, 
the reader should consult a text on machine design, such as Spotts (1985) or Shigley and 
Mischke (1989). 

6.5.1 Shafts 

Shafts are cylindrical elements designed to rotate. Their primary function is normally to 
transmit torque, and so they carry or are attached to gears, pulleys, or couplings. In wind 
turbines shafts are typically found in gearboxes, generators, and in linkages. 

In addition to being loaded in torsion, shafts are often subjected to bending. The 
combined loading is often time-varying, so fatigue is an important consideration. Shafts also 
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have resonant natural frequencies at ‘critical speeds’. Operation near such speeds is to be 
avoided, or large vibrations can occur. 

Materials used for shafting depend on the application. For the least severe conditions, 
hot-rolled plain carbon steel is used. For greater strength applications, somewhat higher 
carbon content steel may be used. After machining, shafts are often heat treated to improve 
their yield strength and hardness. Under the most severe conditions, alloy steels are used for 
shafts. 

6.5.2 Couplings 

Couplings are elements used for connecting two shafts together €or the purpose of 
transmitting torque between them. A typical use of couplings in wind turbines is the 
connection between the generator and the high-speed shaft of the gearbox. 

Couplings consist of two major pieces, one of which is attached to each shaft. They are 
often kept from rotating relative to the shaft by a key. The two pieces are in turn connected 
to each other by bolts. In a solid coupling the two halves are bolted together directly. In a 
typical flexible coupling teeth are provided to carry the torque, and rubber bumpers are 
included between the teeth to minimize effects of impact. Shafts to be connected should 
ideally be collinear, but flexible couplings are designed to allow some slight misalignment. 
An example of a solid coupling is shown in Figure 6.3. 

6.3 Typical solid coupling 

6.5.3 Springs 

numerous applications for springs in wind turbines. They we particularly useful in 
actuated safety systems. Examples include spring applied brakes, r e m  springs 

er bumpers, such as 
rotors, are another 

for blade pitch linkages, aerodynamic surfaces or teeter dampers. 
may be used to prevent excessive teeter e x c u r ~ ~ o ~ s  on two-b 
example. 
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Springs can be made in a variety of forms, and from a variety of materials. The most 
common springs are made from spring steel wire, formed into a helical coil shape. Springs 
may be designed for tension, compression or torsion applications. 

6.5.4 Clutches and brakes 

Clutches are elements intended to transmit torque when applied, but not to do so when they 
are released. Clutches are used in wind turbines in such applications as pitch linkages and 
clutch-type brakes. The latter may include drive train shaft brakes, yaw brakes. or erection 
winch brakes. Clutches are typically applied by spring pressure and released through an 
active mechanical or electromechanical mechanism. 

One common type of clutch is known as a plate clutch. The clutch consists of at least 
one pressure plate and at least one friction disc. The friction disc is surfaced with a heat- 
resistant material with a moderately high coefficient of friction, typically in the form of 
pads. A simple plate clutch is illustrated in Figure 6.4. 

re 6.4 Simple plate clutch 

Two common types of brakes used on wind turbines are disc brakes and clutch brakes. 
They are both analyzed in a manner similar to that for clutches. The main difference is that 
heating is a more important consideration for a brake than for a clutch. Disc brakes are used 
in conjunction with a relatively thin disc. Pressure i s  applied from brake pads on either side 

disc (to balance the applied load.) The disc is often hollow to help with the cooling. 

earings are used to reduce friciional resistance beiween {WO surfaces i ~ n ~ e r g ~ ~ n g  relative 
motion. In the most common situations, ihe motion in question is rotationd. There are many 



266 Wind Energy Explained 

bearing applications in wind turbines. They are found in main shaft mountings, gearboxes, 
generators, yaw systems, blade pitch systems. and teetering mechanisms to name just a few. 

Bearings come in variety of forms, and they are made from a variety of materials. For 
many high-speed applications ball bearings, roller bearings, or tapered roller bearings may 
be used. These bearings are typically made from steel. In other situations bushings made 
from plastics or composites may be used. 

Ball bearings are widely used in wind turbine components. They consist of four types of 
parts: an inner ring, an outer ring, the balls, and the cage. The balls run in curvilinear 
grooves in the rings. The cage holds the balls in place and keeps them from touching each 
other. Ball bearings are made in a range of types. They may be designed to take radial loads 
or axial thrust loads. Radial ball bearings can also withstand some axial thrust. 

Roller bearings are similar in many respects to ball bearings, except that cylindrical 
rollers are used instead of balls. They are commonly used in wind turbines in applications 
such as gearboxes. A typical roller bearing is illustrated in Figure 6.5. 

Figure 6.5 Cutaway view of typical roller bearing (Torrington Co., http:llhowstuffworks. 
lycos.com/bearing.htm, 2000) 

Other types of bearings also have applications in wind turbine design. Two examples are 
the sleeve bearings and thrust bearings used in the teetering mechanism of some two-Maded 
wind turbines. 

Generally speaking, the most important considerations in the design of a bearing are the 
load it experiences and the number of revolutions it is expected to survive. Detailed 
information on all types of bearings may be found in manufacturers’ data sheets 

6.5.6 Gears 

Gears are elements used in transferring torque from one shaft to another. Gears are 
described in somewhat more detail in this section than other elements because they are 
widely used in wind turbines. The conditions under which they operate differ in significant 
ways from many other applications, and it has been necessary to investigate in some detail 
these conditions and the gears’ response so that they perform as desired. 
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There are numerous applications for gears in wind turbines. The most prominent of 
these is probably the drive train gearbox. Other examples include yaw drives, pitch 
linkages, and erection winches. Common types of gears include spur gears, helical gears, 
worm gears and internal gears. All gears have teeth. Spur gears have teeth whose axes are 
parallel to the rotational axis of the gear. The teeth in helical gears are inclined at an angle 
relative to the gear’s rotational axis. Worm gears have helical teeth, which facilitate transfer 
of torque between shafts at right angles to each other. An internal gear is one which has 
teeth on the inside of an annulus. Some common types of gears are illustrated in Figure 6.6. 

Spur Helical Herringbone 

Figure 6.6 Common gear types 

Gears may be made froin a wide variety of materials, but the most common material in 
wind turbine gears is steel. High strength and surface hardness in steel gear teeth is often 
obtained by carburizing or other forms of heat treating. 

Gears may be grouped together in gear trains. Typical gear trains used in wind turbine 
applications are discussed in Section 6.7. 

The most basic, and most common gear, is the spur gear. Figure 6.7 illustrates the most 
important characteristics. The pitch circle is the circumference of a hypothetical smooth 
gear (or one with infinitesimally small teeth). Two smooth gears would roll around each 
other with no sliding motion at the point of contact. The diameter of the pitch circle is 
known as the pitch diameter, d. With teeth of finite size, some of each tooth will extend 
beyond the pitch circle, some of it below the pitch circle. The face of the tooth is the 
location that meets the corresponding face of the mating gear tooth. The width of the face, 
b, is the dimension parallel to the gear’s axis of rotation. The circular pitch, p ,  of the gear is 
the distance from one face on one tooth to the face on the same side of the next tooth around 
the pitch circle. Thus p = n d l  N where N is the number of teeth. 
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\ 7 
Figure 6.7 Principal parts of a gear 

Ideally, the thickness of a tooth measured on the pitch circle is exactly one half of the 
circular pitch (i.e. the width of the teeth and the space between them are the same on the 
pitch circle.) In practice, the teeth axe cut a little smdler. Thus when the teeth mesh there is 
some free space between them. This is known as backlash. Excessive backlash can 
contribute to accelerated wear. so it is kept to minimum. Backlash is illustrated in Figure 
6.8. 

Figtire 6.8 Backlash between gears 

d 2, are of different diameter, they will turn at 
speeds. The relation b e t w ~ ~ n  their r o t ~ t i o n ~  spee s n, and E, is inversely ProPO 
their pitch diameters d, and d2 (or number of teeth). That is: 
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n, In, = d2 I d ,  (6.5.1) 

6.5.6.3 Gear loading 
Loading on a gear tooth i s  determined by the power being transmitted and the speed of the 
tooth. In terms of power, P, and pitch circle velocity, Vpltch = zdn  , the tangential force, 6 , 
on a tooth is 

(6.5.2) 

As the gear turns, individual teeth will be subjected to loading and unloading. At least 
one pair of teeth is always in contact, but, at any given time, more than one pair is likely to 
be in contact. For example, one pair may be unloading while another is taking a greater 
fraction of the load, 

The bending stress, oh, on a gear tooth of width b 
application of the bending equation for a cantilevered beam: 

6M 
bh 

0, =2 

and height h is calculated by 

(6.5.3) 

The moment, M, is based on a load Fb (which is closely related to 4 )  applied at a 
distance L to the weakest point on the tooth. The results is: 

(6.5.4) 

The factor h2 / 6 L  is a property of the size and shape of the gear, and is frequently 
expressed in terms of the pitch diameter as the form factor (or Lewis factor,) y = h2 16pL . 
In this case, Equation 6.5.4 can be expressed as: 

(6.5.5) 

The form factor is available in tables for commonly encountered numbers of teeth and 
pressure angles. Typical values for spur gears range from 0.056 for 10 teeth/gear to 0.170 
for 300 teeth/gear. 

6.5.6.4 Gear dynamic loading 
Dynamic loading can induce stresses that are also significant to the design of a gear. 
Dynamic effects occur because of imperfections in the cutting of gears. The mass and 
spring constant of the contacting teeth, and the loading and unloading of the teeth as the 
gear rotates, are also contributing factors. Dynamic effects can result in increased bending 
stresses and can exacerbate deterioration and wear of the tooth surfaces. 
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The effective spring constant, k g ,  of two meshing gear teeth can be important in the 
dynamic response (natural frequency) of a wind turbine drive train. The following equation 
gives an approximation to that spring constant. This equation accounts for gears (1 and 2) of 
different materials. Assuming moduli of elasticity E, and E,, kg is given by: 

(6.5.6) 

Dynamic effects and wear are very significant to the design of gears for wind turbine 
gearboxes. More discussion, however, is beyond the scope of this book. Information on gear 
tooth wear in general can be found in Spotts (1985) and Shigley and Mischke ( 1  989). Gear 
tooth wear in wind turbine gearboxes in particular is discussed in McNiff et al. (1990). 

6.5.7 Dampers 

Wind turbines are subject to dynamic events, with potentially adverse effects. These effects 
may be decreased by the use of appropriate dampers. There are at least three types of 
devices that act as dampers and that have been used on wind turbines: (1) fluid couplings, 
(2) hydraulic pumping circuits, and (3) linear viscous fluid dampers. 

Fluid couplings are sometimes used between a gearbox and generator to reduce torque 
fluctuations. They are used most commonly in conjunction with synchronous generators, 
which are inherently stiff. Hydraulic pumping circuits consist of a hydraulic pump and a 
closed hydraulic loop with a controllable orifice. Such circuits may be used for damping 
yaw motion. Linear viscous fluid dampers are essentially hydraulic cylinders with internal 
orifices. They may be used as teeter dampers on one- or two-bladed rotors. 

Detailed discussion of dampers is beyond the scope of this book. More information on 
the general topic of hydraulics, on which many damper designs are based, can be found in 
the Hydraulic Handbook (Hydraulic Pneumatic Power Editors, 1967). 

6.5.8 Wire rope 

Wire rope is composed of a number of wires combined into a single rope. Depending on the 
size, some of the wires may first be twisted into strands, and then the strands are twisted 
together over a central core. Wire rope is used to hold up guyed wind turbine towers or 
meteorological masts. It is also used with turbine erection systems. 

Flexible wire rope, such as used in hoisting, has a relatively large number of small- 
diameter wires. When wire rope is used for hoisting, it is often used together with sheaves 
or pulleys for changing direction. Such direction change entails bending, which contributes 
to fatigue of the rope. Fatigue is accordingly an important consideration in selecting wire 
rope for such applications. Wire rope for use in guying generally has few wires of larger 
diameter. It is not intended for use with pulleys. 

The primary consideration in selection of wire rope is the tensile stress, 0, , which is the 
force in the rope, T, divided by the cross-sectional area, A, : 
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6, = T /  A, (6.5.7) 

Depending on the application, safety factors of from 3 to 8 are used. Thus 

Y < O b p  (6.5.8) 

where o = material breaking stress and 3 = a safety factor. Breaking stress for steeI wire 
rope is typically between 1.10 and 1.38 x 109 N/mZ 

The size of sheaves to be used with wire rope is also an important consideration. The 
minimum diameter of the sheave will be on the order of 20 to 40 times the rope diameter, 
depending on the type of rope. 

bp. 

6.5.9 Fastening and joining 

Fastening and joining is an important concern in wind turbine design, The most important 
fasteners are bolts and screws. Their function is to hold parts together, but in a way which 
can be undone if necessary. Bolts and screws are tightened so as to exert a clamping force 
on the parts of interest. This is often accomplished by tightening the bolt to a specified 
torque level. There is a direct relation between the torque on a bolt and its elongation. Thus 
a tightened bolt acts like a spring as it clamps. Fatigue can be an important factor in 
specifying bolts. The effects of fatigue can often be reduced by prestressing the bolts. 

Bolts and screws on wind turbines are frequently subjected to vibration, and sometimes 
to shock. These tend to loosen them. To prevent loosening a number of methods are used. 
These include washers, locknuts, lock wire, and chemical locking agents (such as 
LockTiteO). 

There is also a variety of other fasteners, and the use of ancillary items, such as washers 
and retainers, may be critical in many situations. Joining by means which are not readily 
disassemblable, such as welding, riveting, soldering, or bonding with adhesives, is also 
frequently applied in wind turbine design. More details on fastening and joining may be 
found in Parmley (1997). 

6.6 Wind Turbine Loads 

6.6.1 Overview 

Once the basic layout of the turbine is selected, the next step in the design process is to 
consider the loads that the turbine must be able to withstand. As is commonly used in 
mechanics, the loads are the externally applied forces or moments to the entire turbine or to 
any of the components considered separately. 

Wind turbine components are designed for two types of loads: (1) ultimate loads and 
(2) fatigue loads. Ultimate loads refer to likely maximum loads, multiplied by a safety 
factor. Fatigue loads refer to the component’s ability to withstand an expected number of 
cycles of possibly varying magnitude. Wind turbine loads can be considered in five 
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Mean wind 

categories: (1) steady (here including static loads), (2) cyclic, (3) stochastic, (4) transient 
(here including impulsive loads), and (5) resonance-induced loads. These loads and their 
origins are illustrated in Figure 6.9. 

--------, Steady loads 

+ Y aw error 
Yaw motion 

Cyclic loads 

Stochastic loads 

Gusts 
Starting 
Stopping Transient loads 
Pitch motion 

I Str 

Figure 6.9 Sources of wind turbine loads 

Steady loads, which were discussed in detail in Chapter 4, include those due to the mean 
wind speed, centrifugal forces in the blades dtie to rotation, weight of the machine on the 
tower, etc. 

Cyclic loads, which were also discussed in Chapter 4, are those which arise due to the 
rotation of the rotor. The most basic periodic load is that experienced at the blade roots (of a 
H A W )  due to gravity. Other periodic loads arise from wind shear, cross wind (yaw error), 
vertical wind, yaw velocity, and tower shadow. Mass imbalances or pitch imbalances can 
also give rise to periodic loads. 

Stochastic loads are due to the turbulence in the wind. Short-term variations in the wind 
speed, both in time and space across the rotor, cause rapidly varying aerodynamic forces on 
the blades. The variations appear random, but they can be described in statistical terms. In 
addition, the nature of the turbulence on the rotor is affected by the rotation itself. This 
effect is described under the term 'rotational sampling'. Rotational sampling is discussed in 
detail by Connell(1988). 

Transient loads are those which occur only occasionally, and are due to events of limited 
duration. The most common transient loads are associated with starting and stopping. Other 
transient loads arise from sudden wind gusts, changes in wind direction, blade pitching 
motions or teetering. 
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Resonance-induced loads arise as a result of some part of the structure being excited at 
one of its natural frequencies. The designer tries to avoid the possibility of that happening, 
but response to turbulence often inevitably excites some resonant response. 

Steady loads and cyclic loads were discussed in detail in Chapter 4. Gusts are discussed 
in Section 6.6.2. Loads due to starting and stopping can be quite significant, as illustrated in 
Figure 6.10. A detailed description of transient loads is outside the scope of this text, but 
some discussion of such loads on the drive train can be found in Manwell et al. (1996). The 
next section provides some information on resonance-induced loads. 

Torque reversals 
and teethimpacts 

I 
I t I I I 
0 5 10 15 20 

Time, seconds 

Figure 6.10 Example of drive train loads during stopping 

6.6.1.1 Resonance-induced loads 
Vibrations and natural frequencies of wind turbine components were discussed in Chapter 4. 
It was also noted there that operation of the turbine in such a way as to excite those natural 
frequencies should be avoided. One way to identify points of correspondence between 
natural frequencies ‘and excitation from the rotor is to use a Campbell diagram. A Campbell 
diagram illustrates the most important natural frequencies of the turbine as a function of 
rotor speed. Superimposed on those are lines corresponding to excitation frequency as a 
function of rotor speed, specifically the rotor rotation frequency (1P) and the blade passing 
frequency (BP), where B is the number of blades and P signifies once per revolution. Points 
of intersection indicate operating speeds that are to be avoided. A Campbell diagram for a 
three-bladed turbine is shown in Figwe 6. I 1. 

As can be seen in Figure 6.11 there may be a number of different frequencies to 
consider, and they correspond to a variety of types of motion. For example, the figure 
includes frequencies of combined rotor and nacelle motion; tower bending, both for and aft 
and laterally; blade bending, among others. 
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5 r  t 

Rotor speed, RPM 
Figure 6.11 Example of Campbell diagram for a wind turbine; P, per revolution (Eggleston and 
Stoddard, 1987). Reproduced by permission of Kluwer Academic Publishers 

Sometimes operation at or near a natural frequency cannot be completely avoided. This 
may occur during start up or shutdown, or at some rotor speeds of a variable speed wind 
turbine. Effects of operation under such conditions must be considered. Wind turbine design 
standards developed by Germanischer Lloyd (Germanischer Lloyd, 1993) offer some 
guidance in this area. 

6.6.2 Wind turbine design loads 

Many manufactured items are designed with reference to a particular 'design point'. This 
corresponds to an operating condition such that, if the item can meet that condition, it will 
perform at least adequately at any other realistic set of conditions. 

A single design point is not adequate for wind turbine design. Rather, the wind turbine 
must be designed for a range of conditions. Some of these will correspond to normal 
operation, where most of the energy will be produced. Others are extreme or unusual 
conditions which the turbine must be able to withstand with no significant damage. The 
most important considerations are: (1) expected events during normal operation, (2) 
extreme events, and (3) fatigue. 

The process of incorporating loads into the design process consists of the following: 

* 

Determine a range of design wind conditions 
Specify design load cases of interest, including operating and extreme wind conditions 
Calculate the loads for the load cases 
Verify that the stresses due to the loads are acceptable 
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Enough experience has been gained with wind turbines over the last 20 years that it has 
been possible to define a set of design conditions under which a turbine should be able to 
perform. These have been codified by the International Electrotechnical Commission 
(IEC)). They are known as the IEC 1400-1 Safety Requirements (Bakker, 1996). The 
designer should be aware of these standards, since a turbine’s ability to meet these 
conditions must be demonstrated if it is intended for use in any country which enforces 
those standards. 

The following sections provide a summary of the IEC 1400-1 design standards. It should 
be noted that a complete assessment of a turbine’s ability to meet these requirements is not 
possible until a full design has been completed and analyzed. Knowledge of those standards, 
however, provides a target for the design, so they should be considered early in the design 
process. 

6.6.2.1 IEC design wind conditions 
The IEC defines four classes of conditions, I-IV, ranging from the most windy (10 m/s 
average) to least windy (6 m / s  annual average), under which a wind turbine might 
reasonably be expected to operate. Within those classes, two ranges of turbulence are 
defined, ‘higher turbulence’ and ‘lower turbulence’. These classes are summarized in Table 
6.1. The important thing to note is that each class is characterized by a reference speed and 
an annual average speed. Other conditions of interest are referenced to the basic 
characterisations (i.e. the average or reference wind). To cover special cases a fifth class, S, 
is also provided where the specific parameters are specified by the manufacturer. 

Table 6.1 E C  wind classes 

Classes 1 1 1  In: IV 
Reference wind speed, Uref ( d s )  50 42.5 37.5 30 
Annual average wind speed Ume ( d s )  10 8.5 7.5 6 

Higher and lower turbulence for all classes are characterized by turbulence intensities at 
15 m/s of 0.18 and 0.16, respectively. The turbulence classes are further defined by a 
parameter a which is used with the turbulence intensity to specify the standard deviation of 
the wind speed. For higher turbulence a = 2, and lower turbulence a = 3. The use of a is 
described below, under the heading ‘Normal Turbulence Model’. 

Normal wind conditions Under normal wind conditions the frequency of occurrences of 
wind speeds are assumed to be described by the Rayleigh distribution (see Section 2.4.3 in 
Chapter 2). 

N o m l  wind profile ( W P )  The wind profile, U(z), is the variation of wind speed with the 
height z above ground. For the purposes of the IEC requirements the variation of wind 
speed with height is assumed to follow a power law model (see Section 2.3.3 in Chapter 2), 
with an exponent of 0.2. It is then known as the normal wind profile (NWP).  

Normal turbulence model (NTM) The standard deviation of the turbulence in the direction 
of the mean wind, O x ,  is assumed to be given by: 
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(7 = 115 (1 5 + auk&) /(a + 1) (6.6. I) 

where I l 5  = turbulence intensity at 15 m/s,  a = turbulence parameter, and Uhuh = wind 
speed at hub height. 

The power spectral density of the turbulence can be modeled with the von Karman 
spectrum (see Section 2.3.2 in Chapter 2) or Kaimal spectrum (see Fordham, 1985), among 
others. 

Extreme wind conditions There are five extreme wind conditions to be used in 
determinhg extreme loads under the IEC standards: (1) extreme wind speed (EWM), (2) 
extreme operating gust (EOG), (3) extreme coherent gust (ECG), (4) extreme coherent gust 
with change in direction (ECD), and (5) extreme wind shear (EWS). 

Exlreme wind speed (EWM) Extreme wind speeds are very high, sustained winds which will 
probably occur, but only rarely. Two extreme wind speeds are defined by the frequency 
with which they are expected to recur, the 50-year extreme wind ( UeS0) and the 1-year 
extreme wind (U, ,  ). They are based on the reference wind (See Table 6.1). The SO-year 
wind is approximately 40% higher than the reference wind, while the 1-year wind is 30% 
higher than the reference wind. 

Extreme operating gust (EOG) An extreme operating gust is a sharp increase and then 
decrease in wind speed which occurs over a short period of time, while the turbine is 
operating. The magnitude of the SO-year extreme operating gust ( Upsts0 ) is assumed to be 
6.4 times the standard deviation. The gust is also assumed to rise and fall over a period of 
14 seconds. An illustration of an extreme operating gust is shown in Figure 6.12. 

10 
2 4 6 8 10 12 

Tune, Sec 

Figure 6.12 Sample extreme operatmg gust 

Extreme direction change (EDC) Extreme direction changes are defined in an analogous 
manner to extreme gusts. In a typical example, the wind direction may change by 64 
degrees over 6 seconds. 
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Extreme coherent gust (ECG) A coherent gust is a rapid rise in wind speed across the rotor. 
The IEC extreme coherent gust is assumed to have an amplitude of 15 4 s  and to be 
superimposed on the mean wind. The wind rises sinusoidally to a new level over a period of 
10 s. 

Extreme coherent gust with change in direction (ECD) In the extreme coherent gust with 
change in direction a rise in wind speed is assumed to occur simultaneously with a direction 
change. Details are provided in the IEC standard. 

Extreme wind shear (EWS} Two transient wind shear conditions are also defined, one for 
horizontal shear, and the other for vertical wind shear. Transient wind shears will be much 
larger than the normal conditions described above. 

Rotationally sampled turbulence Rotationally sampled wind speed is normally 
synthesized by first applying an inverse Fowier transform to the power spectral density, via 
the Shinozuka technique (Shinozuka and Jan. 1972) to generate a stochastic time series. 
Then a model of the cross-spectral density is used to estimate the wind that the blade would 
experience as it rotates through the turbulence. This process is described in Veers (1984). A 
somewhat simpler approach is given in Stiesdal(l990). 

In many situations, however, a simple deterministic model may be used for simulating 
the. rotationally sampled turbulent input. In particular this method can be used where the 
wind turbines are relatively stiff, such that vibrations are unlikely to be excited by the 
turbulence. The IEC standard provides the details of this method. 

A sample of data using the model is shown in Figure 6.13. For this case a mean of 15 
d s ,  a turbulence intensity of 0.18, a turbulence length scale of 10 m, and a diameter of 25 
m were used. The rotational speed is 0.25 rotations per second. 

Wind shear only Rotationalfy sampled hvbulence 

0 '  I I I I 
5 10 15 20 

T i e ,  sec 

Figure 6.13 Sample deterministic turbulence 
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6.6.2.2 IEC load cases 
The next step is defining the load cases. The load cases are based on the turbine’s various 
operating states, as they are affected by the wind conditions and possible electrical or 
control system faults. Load cases are defined for eight situations: 

1. Power production 
2. Power production plus fault 

4. Normal shut down 
5.  Emergency shut down 
6. Parked 
7. Parked plus fault 
8. Transport, assembly, maintenance and repair 

3. Startup 

Many of the situations have more than one load case. Most of the cases deal primarily 
with ultimate loads, but also include one fatigue load case. 

Power production ‘Power production’ has nine load cases which cover the full range of 
design wind conditions, as well as two external electrical faults. 

Power production plus fault This has three load cases, which assume normal wind 
conditions, but include either an internal electrical fault or a controVprotection system fault. 

Start up ‘Start up’ load cases include a 1-year extreme operating gust and a 1-year extreme 
wind direction change for ultimate loading, as well as normal wind conditions (resulting in 
multiple starts) for fatigue. 

Shut down ‘Shut down’ includes a 1-year extreme operating gust for ultimate loading and 
normal wind conditions (resulting in multiple stops) for fatigue. 

Emergency shut down ‘Emergency shut down’ includes one case in which normal winds 
are assumed. Presumably more extreme wind conditions are not considered here since the 
emergency shut down event is the focus of the loading being evaluated. 

Parked The ‘parked’ case considers extreme wind speed together with a loss of electrical 
connection (to make sure that the machine will not start up) and normal turbulence for 
fatigue. Note that ‘parked’ can refer to either standstill or idling 

Parked plus fault ‘Parked plus fault’ considers extreme wind speed, together with a 
possible fault (other than loss of electrical connection.) 

Transport, assembly, maintenance and repair The eighth category cases are to be 
specified by the manufacturer. 

6.6.2.3 
The design load cases are used to guide the analysis of critical components to ensure that 
they are adequate. 

Application of design load cases 

For the ultimate loading calculations, four types of analyses are used: 
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1. Maximum strength 
2. Fatigue failure 
3. Stability analysis (e.g. buckling) 
4. Deflection (e.g. preventing blades from striking tower) 

Fundamentally, the analyses first involve calculation of the expected loads for the 
various operating wind conditions. From the loads and the dimensions of the components, 
the maximum stresses (or deflections) are then found. Those stresses (or deflections) are 
then compared with the design stresses (or allowed deflections) of the material from which 
the component is constructed to make sure that they are low enough. 

Calculation of the loads can be a very complex process. The principles that affect the 
loads are discussed in Chapter 4. Precise predictions of loads involve the use of detailed 
computer simulations, but such analysis is best applied once a preliminary design has been 
completed. The simplified methods of Chapter 4 can be used to predict trends, but they are 
too general to allow accurate load estimates. They can, however, be used in the early stages 
of design for rough sizing of the components. The estimates from simple methods can also 
be improved if there are some data available from similar machines with which to 
‘calibrate’ the predictions. When such data are available, scaling methods, discussed below 
in Section 6.6.3, can help to facilitate the calibrations. 

of partial safety factors 
There are usually uncertainties in both the load estimates and the actual characteristics of 
the material. For this reason, the method of partial safety factors is used in specifying 
materials and in sizing the various components. The method consists of two parts: 

1. Determining design properties for materials by derating their characteristic (or 

2. Selecting safety factors, which in effect increase estimates of the loads 
published) properties 

The general requirement for ultimate loading is that the expected ‘load function’, 
s (Fd) ,  multiplied by a ‘consequence of failure’ safety factor, 2 n  , must be equal to or less 
than the ‘resistance function’, RCf ). In the most basic case, the load function is the highest 
value of the expected stress, and the resistance function is maximum allowable design 
value. The requirement can be expressed as: 

where Fd = design values for loads and f d  = design values for materials 

loads, Fk , by applying a partial safety factor for loads, Yf : 
The design values for loads are found from the expected or ‘characteristic’ values of the 

Fd = Yf Fk (6.6.3) 

The design values for the materials are found from the characteristic values of the 
materials, fk , by applying a partial safety factor for materials, j r n  : 
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Partial safety factors are typically greater than 1.0. Normally, partial safety factors for 
loads range from 1.0 to 1.5. Partial safety factors for materials are at least 1.1, and partial 
safety factors for consequence of failure are equal to at least 1.0. More discussion can be 
found in Bakker (1996). Partial safety factors for materials can also be found in many 
sources. 

6.6.3 Scaling relations 

Sometimes design information is available about one turbine, and it is desired to design 
another turbine which is similar, but of a different size. In this case, one can take advantage 
of some scaling relations for the rotor in laying out the preliminary design. These scaling 
relations start with the following assumptions: 

0 

0 

m 

The tip speed ratio remains constant 
The number of blades, airfoil, and blade material are the same 
Geometric similarity is maintained to the extent possible 

The scaling relations for a number of important turbine characteristics are described below; 
f”rst when the radius is doubled, and then for the general case. They are also summarized in 
Table 6.2. 

Table 6.2 Summary of scaling relations 

Quantity Symbol Relation Scale 
dependence 

Power, forces and moments 
Power 
Torque 
Thrust 
Rotational speed 
Weight 
Aerodynamic Moments 
Centrifugal Forces 

Stresses 
Gravitational 
Aerodynamic 
Centriifugal 

Resonances 
Natural frequency 
Excitation 

P 
Q 
T 
LR 
W 

*A 

Fa 

-RA  - R3 - R2 - R-’ 
- R3 
- R3 - R2 

- R’ 
- R0 
- R0 

Note: R. radius 
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6.6.3.1 Power 
Power, as discussed previously, is proportional to the swept area of the rotor, so doubling 
the radius will quadruple the power. In general, power is proportional to the square of the 
radius. 

6.6.3.2 Rotor speed 
With the tip speed ratio held constant the rotor speed will be halved when the radius is 
doubled. In general, rotor speed will be inversely proportional to the radius. 

6.6.3.3 Torque 
As noted above, when the radius is doubled, the power is quadrupled. Since the rotor speed 
will drop by half, the torque will be increased by a factor of 8. In general, the rotor torque 
will be proportional to cube of the radius. 

6.63.4 Aerodynamic moments 
The forces in the blades go up as the square of the radius, and the moments are given by the 
forces times distance along the blade. When the radius is doubled the aerodynamic moments 
will increase by a factor of 8. In general, aerodynamic moments will be proportional to cube 
of the radius. 

6.6.3.5 Rotor weight 
By the assumption of geometric similarity, as the turbine size gets larger, all dimensions 
will increase. Therefore, if the radius doubles, the volume of each blade goes LIP by a factor 
of 8. Since the material remains the same, the weight must also increase by a factor of 8. In 
general, rotor weight will be proportional to cube of the radius. Note that the fact that the 
weight goes up as the cube of the dimension whereas the power output goes up as the square 
gives rise to the famous ‘square-cube law’ of wind turbine design. It is this ‘law’ which 
may eventually limit the ultimate size that turbines may reach. 

6.6.3.6 Maximum stresses 
Maximum bending stresses, ab , in the blade root due to flapwise moments applied to the 
blade, M ,  are related to the thickness of the root, t, and its area moment of inertia, Z, by 
o h  = M ( t / 2 ) / 1 ,  as should be clear from discussions in Chapter 4 (Section 4.2.1.3). For 
simplicity, consider the blade root to be approximated by a rectangular cross-section of 
width c (corresponding to the chord) and thickness t. The moment of inertia about the 
flapping axis is I = c t3 112. If the radius is doubled, then the moment of inertia goes up by 
a factor 16, and the thickness by a factor of 2. The ratio, 2 1 / t ,  which is given by 
2 I / t = ct2 / 6 , is then increased by a factor of 8, just like the aerodynamic moments. In 
general, the blade root area moment of inertia scales as R3. 

Maximum stresses due to aerodynamic moments, blade weight and centrifugal force are 
a function of the area moment of inertia and the applied moments. They are discussed in 
more detail below. 

Stresses due to aerodynamic moments Aerodynamically induced stresses, aA , are 
unchanged with scaling. This is true for both the flapwise and lead-lag directions, as should 
be apparent from the discussion above. The proof of this for flapwise bending is the subject 
of one of the problems for this chapter. 
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Stresses due to blade weight Stresses due to blade weight, unlike most other stresses in 
the rotor, are not independent of size. In fact, they increase in proportion to the radius. 
Allowance for that difference must be made during the design process. 

Consider a horizontal blade of weight, W, and center of gravity distance. r,, , from the 
hub. The maximum moment due to gravity, Ms, is: 

M ,  = Wr,, (6.6.5) 

The maximum stress due to gravity, ag , in the edgewise direction for a rectangular 
blade root (here with I = tc3 112)) is therefore: 

og = (W rc8)(c/2) /1  = W cg/(tcZ 16) (6.6.6) 

Since weight scales as R3 and the other dimensions scale as R,  the stress due to weight 
also scales as R. The general relation is then: 

Stresses due to centrifugal force Stresses due to centrifugal force are unchanged by 
scaling. This can be illustrated as follows. The tensile stress, (3, , due to centrifugal force, 
F, , applied across area A, is given by: 

a, = F , / A ,  (6.6.8) 

Centrifugal force itself is found from: 

(6.6.9) 

where l2 is the rotor rotational speed. Blade weight scales as R3,  rcg scales as R and !2 
scales as R-' . Thus F, - R2.  It is also the case that A, - R 2 ,  so (3, is independent of R .  
In general 

a,,' / ( T , , ~  = (RI I R2)0 = 1 (6.6.10) 

6.6.3.7 Blade natural frequencies 
Blade natural frequencies decrease in proportion to the radius. This can be seen by 
modeling a blade as a rectangular cantilevered beam of dimension c wide, t thick and R 
long. As shown in Chapter 4, the natural frequencies of a cantilevered beam are given by: 
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(6.6.1 1) 

where E is the modulus of elasticity, I is the area moment of inertia, 
length, and @Rf is series of constants such that @Rf = (3.52,22.4,61.7, ...). 

this case 

is the mass per unit 

= P b C t  (where P b  = mass density of blade). In For the example, I = ct3 /12 and 

(6.6.12) 

Blade thickness is proportional to the radius. Therefore, it i s  apparent that w, - R-‘ . 
In general, the relation of namal frequencies between two blades (1 and 2) is: 

(6.6.13) 

Since rotor rotational speed also decreases with radius, the propensity of the rotor to 
excite a particular resonance condition is independent of radius. 

It should be emphasized that scaling relations are only useful guidelines, and cannot be 
used to make exact predictions. Other factors, such as technology development, can also 
alter the implications. For example, recent developments of larger machines indicate an 
increase of mass at a rate of somewhat less than the ‘squareeube law’ (power and mass vs. 
radius) predicts. More discussion on this topic is provided in Jamieson (1997). 

6.7 Wind Turbine Subsystems and Components 

The principal component groups in a wind turbine are the rotor, the drive train, the main 
frame, the yaw system and the tower. The rotor includes the blades, hub and aerodynamic 
control surfaces. The drive train includes the gearbox (if any), the generator, mechanical 
brake and shafts and couplings connecting them. The yaw system components depend on 
whether the turbine uses free yaw or driven yaw. The type of yaw system i s  usually 
determined by the orientation of the rotor (upwind or downwind of the tower.) Yaw system 
components include at least a yaw bearing and may include a yaw drive (gear motor and 
yaw bull gear), yaw brake, and yaw damper. The main frame provides support for mounting 
the other components and a means for protecting them from the elements (the nacelle 
cover). The tower group includes the tower itself, its foundation, and may include the means 
for self-erection of the machine. 

The following sections discuss each of the component groups. Unless specifically noted, 
it is assumed that the turbine has a horizontal axis. 
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6.7.1 Rotor 

The rotor is unique among the component groups. Other types of machinery have drive 
trains, brakes, and towers, but only wind turbines have rotors designed for the purpose of 
extracting significant power from the wind and converting it to rotary motion. As discussed 
elsewhere, wind turbine rotors are also nearly unique in that they must operate under 
conditions that include steady as well as periodically and stochastically varying loads. These 
varying loads occur over a very large number of cycles, so fatigue is a major consideration. 
The designer must strive to keep the cyclic stresses as low as possible, and to use material 
that can withstand those stresses as long as possible. The rotor is also a generator of cyclic 
loadings for the rest of the turbine, in particular the drive train. 

The next three sections focus on the topics of primary interest in the rotor: (1) blades, 
(2) aerodynamic control surfaces, and (3) hub. 

6.7.1.1 Blades 
The most fundamental components of the rotor are the blades. They are the devices that 
convert the force of the wind into the torque needed to generate useful power. There are 
many things to consider in designing blades, but most of them fall into one of two 
categories: (1) aerodynamics and (2) structure. Underlying all of these, of course, is the 
need to minimize life cycle cost of energy, which means that the cost of the turbine itself 
should be kept low, but that the operation and maintenance costs should be kept low as well. 

The basic shape and dimensions of the blades are determined primarily by the overall 
layout of the turbine (as discussed in Section 6.3) and aerodynamic considerations, which 
were discussed in Chapter 3. Details in the shape, particularly near the root, are also 
influenced by structural considerations. For example, the planform of most real wind 
turbines differs significantly from the optimum shape, because the expense of blade 
manufacture would otherwise be too high. Figure 6.14 illustrates some typical planform 
options. Material characteristics and available methods of fabrication are also particularly 
important in deciding upon the exact shape of the blades. 

Aerodynamic design The primary aerodynamic factors affecting the blade design are: 

Design rated power and rated wind speed 
Design tip speed ratio 

0 Solidity 
Airfoil 

0 Number of blades 
,e Rotor power control (stall or variable pitch) 
0 Rotor orientation (upwind or downwind of the tower) 
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a- Near optimum 
b- Linear taper 
c- Constant chord 

a b c 

Blade planform options (Gasch, 1996). Reproduced by permission of B. G. 
Teulmer GmbH 

The overall size of the rotor swept area, and hence the length of the blades, is directly 
related to design rated power and rated wind speed. Other things being equal it is usually 
advantageous to have a high design tip spced ratio. A high tip speed ratio results in a low 
solidity, which in turn results in less total blade area. This in turn should result in lighter, 
less expensive blades. The accompanying higher rotational speed is also of 
rest of the drive train. On the other hand, high tip speed ratios result in rno 
noise from the turbine. Because the blades are thinner, the flapwise stre 

nes blades are also more flexible. This can sometimes be an 
es may also experience vibration problems, and extreme deRe 

in blade-tower impacts. The tip speed ratio also has a direct effect on the chord and twist 
d i s t ~ b ~ t ~ o n  of the blade. 

As design tip speed ratios increase. selection of the proper airfoil becomes progressively 
more important. In particular it is necessary to keep the lift-to-drag ratio high if the rotor is 
to have a high power coefficient. It is also of note that the lift cocfficient will have an effect 
on the rotor solidity and hence the blade's chord: the higher the lift coefficient, the smaller 

In addition, the choice of airfoil is to a significant extent affected by the method 
namic control used on the rotor. For example, an airfoil suitable for a 

tor may not be appropriate for a stall-controlled turbine. One concern is fouling: 
Is, particularly on stall-regd susceptible to fouling (due, 
to a build up of insects on s can result in a s ~ b s t ~ ~ ~ ~ ~  

decrease in power production. Selection of an airfoil can be done with the help of data bases 
such as those developed by Se'Lig (1998.) 

Wind turbiiie blades frequently do not have just one airfoil shape along the entire length. 
See, for example, Fi ure 6.15. More commonly (but not always), the airfoils are all of the 
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same family, but the relative thickness varies. Thicker airfoils near the root provide greater 
strength, and can do so without seriously degrading the overall performance of the blade. 

FX 77 W405 mod 

Figure 6.15 Airfoil cross-sectmns with radius (from Gasch, 1996). Reproduced by permission of 
B. G .  Teubner GmbH 

With present manufacturing techniques it is generally advantageous to have as few 
blades as possible. This is primarily because of the fixed costs in fabricating the blades. In 
addition, when there are more blades (for a given solidity) they will be less stiff and may 
have higher stresses at the roots. At the present time all commercial wind turbines have 
either two or three blades, and that will be assumed to be the case here as well. Two-bladed 
wind turbines have historically had a lower solidity than three-bladed machines. This keeps 
the blade cost low, which is one of the presumed advantages of two blades over three 
blades. 

The method of power control (stall or variable pitch) has a significant effect on the 
design of the blades, particularly in regard to the choice of the airfoil. A stall-controlled 
turbine depends on the loss of lift which accompanies stall to reduce the power output in 
high winds. It is highly desirable that the blades have good stall characteristics. They should 
stall gradually as the wind speed increases, and they should be relatively free of transient 
effects, such as are caused by dynamic stall. In pitch-controlled turbines, stall characteristics 
are generally much less important. However, it is important to know that the blades perform 
acceptably when being pitched in high winds. It is also worth noting that blades can be 
pitched towards either feather (decreasing angle of attack) or stall (increasing angle of 
attack). 

The rotor orientation with respect to the tower has some effect on the geometry of the 
blades, but mostly in a secondary manner related to the preconing of the blades. This 
preconing i s  a tilting of the blades away from a plane of rotation as defined by the blade 
roots. As previously noted, most downwind turbines operate with free yaw. The blades must 
be coned away from the plane of rotation to enable the rotors to track the wind and maintain 
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some yaw stability. Some upwind rotors also have preconed blades. In this case, the purpose 
is to keep the blades from hitting the tower. 

Blade design often involves a number of iterations to properly account for both 
aerodynamic and stsuctural requirements. In each iteration a tentative design is developed 
and then analyzed. One approach to expedite this process, known as an inverse design 
method, has been developed by Selig and Tangler (1995). It involves the use of a computer 
code (PROPID) to propose designs which will meet certain requirements. For example, as 
mentioned in Chapter 3, it is possible to specify overall dimensions, an airfoil series, peak 
power and blade lift coefficient along the span, and then use the code to determine the chord 
and twist distribution of the blade. 

Structural design In addition to the loads which a wind turbine blade must withstand, the 
primary considerations in its structural design are (1) materials and (2) fabrication options. 
An additional important concern is the attachment of the blades to the hub. 

Historically, wind turbine blades were made from wood, sometimes covered with cloth. 
Until the middle of this century blades for larger wind turbines were made from steel. 
Examples include both the Smith-Putnam 1250 kW turbine (1940s) and the Gedser 200 kW 
turbine ( 1950s). 

Since the 1970s, most blades for horizontal axis wind turbines have been made from 
composites. The most common composites consist of fiberglass in a polyester resin, but 
wood-epoxy laminates have also been widely used as well. Typical composites used for 
wind turbine blades were described in more detail in Section 6.5. 

Some wind turbines have used aluminum for blade construction. Aluminum has been a 
popular choice for vertical axis wind turbines. Their blades normally have a constant chord 
with no twist, so lend themselves to formation by aluminum pultrusion. Pultrusion is a 
process whereby material (such as aluminum) is pulled through a forming die to create the 
desired shape. The shape is uniform with length. A few horizontal axis wind turbines have 
used aluminurn blades, but aluminum is not commonly used for H A W S  at this time. 

Blade fabrication details The basic concept in wind turbine blade fabrication is to make 
a strong, light structure whose exterior shape corresponds to the aerodynamic design. 
Desired shapes for horizontal axis wind turbine blades are decidedly non-linear. The cross- 
section at any point has an airfoil shape, so the perimeter includes varying amounts of 
curvature. In addition, the blade is usually tapered and twisted. In order to make such a 
shape and have the required strength, the usual method is to make the blade in two types o i  
parts: a skin and a spar. The skin provides the desired airfoil shape and the spar supplies the 
stiffness. Figure 6.16 illustrates a cross-section of a typical fiberglass blade. 

The first step in the fabricating of a blade is normally to build a spar. Spars may take on 
a variety of forms, but the purpose is to create a lightweight member which can resist the 
applied moments. The shape of the spar may be that of a web, a box beam or a D. In the 
case of a box beam or web, its outer dimension in the flapwise direction will be such that it 
can be bonded to the inside of the skin on both the top and bottom of the blade. With a D 
spar, the blade skin is bonded to the front of the spar as well. Spars in fiberglass blades are 
usually made by building up layers of fiberglass and resin around a mandrel, which is then 
later removed. 
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D spar Web doubler Fiberglass skin 

Figure 6.16 Typical fiberglass blade cross- section (Peery and Weingart, 1980). Reproduced by 
permission of American Institute of Aeronautics and Astronautics 

The skin of a GRP blade is made by building up layers of fiberglass cloth and resin 
inside a mold. In this method there are two parts to mold, one for the upper surface and one 
for the lower surface. When the two halves of the blade are completed, they are removed 
from the molds. They are then bonded together, with the spar in between. An example of 
part of the process is shown in Figure 6.17. 

re 6.17 Laying fibreglass cloth into blade molds. Reproduced by perinission of LM Glasfibre 

Fabrication of wood-epoxy blades follows a similar procedure. The main difference i s  
that wood plys are used in the laminate rather than fiberglass cloth. In addition, the 
thickness of the skin relative to the bla ess is usually greater than in a GRP blade, 
and rather than a box beam spar, a pl p is used to provide stiffness, Figure 6.18 
illustrates the cross-section of a typical wood-epoxy blade. 

Note that when using molds of the type described here, any plausible surface can be 
produced. This includes concave surfaces which are commonly found on some of the newer 
airfoils, such as the SERI series (which are illustrated in Figure 6.19). The disadvantage of 
building blades in this way is that the lay-up involves a significant amount of hand labor. 
This results in high costs, arid also makes it difficult to ensure consistency from one blade to 
another. 
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Birch plywood 3 mm laminated fir 
I Plywood 

I 4.5 mm 

42 mm 20 mm 

Figure 6.18 Cross-section of wood-epoxy blade (adapted from Hau, 1996). Reproduced by 
permission of Springer Verlag GmbH 

Tip region airfoil Primary outboard airfoil 

Root region airfoil 

ar Energy Research Institute (SERI) airfoils, thin airfoil family (Xational Research 

Another method for fabricating blades is known as 'filament winding'. This is a 
technique for making fiberglass blades, but the process is quite different than that of the 
mold method described above. In the filament winding method, glass fibers are wound 
about a mandrel, while resin is applied simultaneously. This method, developed originally 
in the aerospace industry, can be automated. It is difficult to use with concave shapes, 
however. 

A critical part of the blade is the root, which is the end nearest the hub. The root 
experiences the highest loads, and is also the location that must provide for the connection 
to the hub. In order to reduce stresses, the root is generally made as thick as is practical in 
the flapwise direction. Connection between the root and the hub has often proven to be 
difficult. This is largely due to dissimilarities in material properties and stiffnesses between 
the blades, the hub and the fasteners. Highly variable loads also contribute to the problem. 

One type of root is known as the Hitter design, named after its inventor, the German 
wind energy pioneer Ulrich Hitter. In this method long fiberglass strands are bonded into 
the lower part of the blade. Circular metal flanges are provided at the base of the blade, and 
attached to these flanges are circular hollow spacers. The fibe 
around the spacers and brought back into the rest of the blade. sin keeps all the strands 
and the flanges in place. The blades are eventually attached to the hub via bolts through the 
flanges and spacers. As described here this root design is most applicable to fixed-pitch 
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rotors. The method can be modified, however, for variable pitch rotors as well. This root is 
illustrated in Figure 6.20. 

Figure 6.20 Hutter Root (Wau, 1996). Reproduced by permission of Springer Verlag GmbH 

Details of a variant of the Hiitter root design, which was widely used in the 1970s and 
1980s, are shown in Figure 6.21. In that figure, which illustrates part of a cross-section of 
the root, the lower surface of the base plate is closest to the hub. The base plate and a steel 
pressure ring form a ‘sandwich’, inside of which are glass fiber roving bundles (twisted 
strands of fibers). The roving bundles originate in the fiberglass of the rest of the blade, and 
wrap around steel bushings. Bolts pass through the pressure plate, bushing, and base plate to 
complete the connection to the hub. 

Steel pressure ring 

Root fiberglass 
reinforced plastic 
roving bundle 

Steel bushing 

Steel base plate 

Figure 6.21 Modified Hutter root (National Research Council, 199 1). Reproduced with permission 
from the National Academy of Science, courtesy of the National Academy Press, Washington, D.C. 

The modified Hutter root has some limitations. The problem is that it is subject to 
fatigue. Cyclic stresses during operation Iwve tended to loosen the matrix resin, allowing 
relative motion of the fiberglass. Movement of the glass then exacerbates the problem. 
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Voids in the matrix and other manufacturing details appear to be the ultimate source of the 
problem. Careful quality control reduces the frequency of occurrence. 

Another method of attachment is the use of studs or threaded inserts bonded directly into 
the blades. This method, illustrated in Figure 6.22, was originally developed in conjunction 
with wood-epoxy blades, but it has proven applicable in GRP blades as well. 

Oversize stud in Composite overlap 
tapped hole 

Metal root tube 

Figure 6.22 Blade root stud in fibreglass reinforced plastic (GW) blade (National Research Council, 
1991). Reproduced with permission from the National Academy of Science, courtesy of the National 
Academy Press, Washington, D.C. 

Fixed-pitch wind turbine blades normally are fastened to the hub with bolts or studs 
which are aligned radially, and perpendicular to the bottom of the blade root. These 
fasteners must withstand all the loads arising from the blades. 

The construction of a variable pitch blade root is rather different than that of a fixed- 
pitch blade. In particular, the root-hub connection must incorporate bearings so that the 
blade can be rotated. These bearings must be able to withstand the bending moments and 
shear forces imposed by the rest of the blade. In addition, these, or other, bearings must take 
the centrifugal load resulting from the rotor’s rotation. 

The blade attachment methods discussed above are most common on medium size or 
larger turbines. Blades on small turbines normally employ different attachment techniques. 
In one method the root i s  thickened, and bolts are placed through the root and a matching 
part on the hub. The bolts are perpendicular to both the long axis and chord of the blade. 

Blade properties Properties of the overall blade, such as total weight, stiffness and mass 
distributions, and moments of inertia are needed in the structural analysis of the rotor. 
Important concerns are the blade’s strength, its tendency to deflect under load, its natural 
vibration frequencies, and its resistance to fatigue. These were all discussed in Chapter 4. 
Some of the blade properties can be difficult to obtain due to the complex geometry of the 
blade, which varies from root to tip. The normal method used is to divide the blade into 
sections, in a manner similar to that for aerodynamic analysis. Properties for each section 
are found, based on the dimensions and material distribution, and then combined to find 
values for the entire blade. 

An aerodynamic control surface is a device which can be moved to change the aerodynamic 
characteristics of a rotor. There is a variety of types of aerodynamic control surfaces that 
can be incorporated in wind turbine blades. They must be designed in conjunction with the 
rest of the rotor, especially the blades. The selection of aerodynamic control surfaces is 
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strongly related to the overall control philosophy. Stall-regulated wind turbines usually 
incorporate some type of aerodynamic brake. These can be tip brakes, flaps or spoilers. An 
example of a tip flap is illustrated in Figure 6.23. 

Turbines which are not stall-controlled usually have much more extensive aerodynamic 
control. In conventional pitch-controlled turbines the entire blade can rotate about its long 
axis. Thus, the entire blade forms a control surface. Some turbine designs use partial span 
pitch control. In this case the inner part of the blade is fixed relative to the hub. The outer 
part is mounted on bearings, and can be rotated about the radial axis of the blade. The 
advantage of partial span pitch control is that the pitching mechanism need not be as 
massive as it must be for full span pitch control. 

re 6.23 Example of a tip flap aerodynamic brake 

Another type of aerodynamic control surface is the aileron. ‘]This is a movable flap, 
located at the trailing edge of the blade. The aileron may be approximately 113 as long as 
the entire blade, and extend approximately 1/4 of the way towards the leading edge. 

Any control surface is used in conjunction with a mechanism that allows or causes it to 
move as required. This mechanism may include bearings. hinges. springs and linkages. 
Aerodynamic brakes often include electromagnets to hold the surface in place during 
normal operation, but to release the surface when required. Mechanisms for active pitch or 
aileron control include motors for operating them. 

More details on wind turbine control are provided in Chapter 7. 

The hub of the wind turbine i s  that ponent that conaects the blades to the 
main shaft and ultimately to the rest of the drive train. The hub transmits and must 
withstand all the loads generated by the blades. Hubs are generally made of steel, either 
welded or cast. Details in hubs differ considlirably d ding cm the overall design 
philosophy of the turbine. 
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Types There are three basic types of hub design that have been applied in modern 
horizontal axis wind turbines: (1) rigid hubs, (2) teetering hubs, and (3) hubs for hinged 
blades. Rigid hubs, as the name implies, have all major parts fixed relative to the main 
shaft. They are the most common design, and are nearly universal for machines with three 
(or more) blades. Teetering hubs allow relative motion between the part that connects to the 
blades and that which connects to the main shaft. Like a child's teeter-totter (seesaw). when 
one blade moves one way, the other blade moves the other way. Teetering hubs are 
commonly used for two- and one-bladed wind turbines. Hubs for hinged blades allow 
independent flapping motion, relative to the plane of rotation. Such hubs are used on only a 
few commercial machines but they have been employed on some historically important 
turbines (Smith-Putnam) and are presently receiving renewed attention. Some of the 
common types of hubs are illustrated in Figure 6.24. 

I I I 

I 

Teetering 

"24 Hub options (Gasch, 1996). Reproduced by permission of B. G .  Tcubner GrnbH 

hub As indicated above, a rigid hub is designed to keep all major parts in a fixed 
relative to the main shaft. The term rigid hub does, however. include those hubs in 

which the blade pitch can be varied, but in which no other blade motion is allowed. 
The main body of a rigid hub is a casting or weldment to which the bi 

and w ~ i ~ c h  can be fastened to the main shaft. If the blades are to be precc) 
main shaft, provision for that is made in the hub geometry. A rigid h 
enough to withstand all the loads that can arise from any aerodynamic loads on the blades, 
as well as d y n a ~ i c ~ l y  ~ ~ d u c e d  loads, such as those due to rotation and yawing. These loads 
are discussed in Chapter 4 as we11 as in Section 6.6 of this chapter. 

A hub on a pitch-controlled turbine must provide for bearings at the blade roots. a means 
for s ~ c u ~ n g  the blades against all motion except pitching, and a pitch~ng mechanism. 
Pitching mechanisms may use a pitch rod passing through the main shaft. together with a 
linkage on the hub. This linkage i turn connected to the roots of the blades. The pitch rod 
is driven by a motor ~ o ~ n t e d  on . An alternative 
method is to mount electric gear 
In this case, power still to be provided to the motors. This can be done via slip rings 
or a rotary ~ a n ~ f o ~ m e r .  dless of the design philosophy of the pitching mec~an~sm, it 
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should be fail-safe. In the event of a power outage, for example, the blades should pitch 
themselves into a no-power position. An example of a blade pitching mechanism is 
illustrated in Figure 6.25. 

Figure 6.25 Blade pitching mechanism. Reproduced by permission of Vestas Wind Systems NS) 

Hub attachment The hub must be attached to the main shaft in such a way that it will not 
slip or spin on the shaft. Smaller turbines frequently employ keys, with keyways on the 
shaft and the hub. The shaft is also threaded and the mating surfaces are machined (and 
perhaps tapered) for a tight fit. The hub can then be held on with a nut. Such a method of 
attachment is less desirable on a larger machine, however. First of all, a keyway weakens 
the shaft. Machining threads on a large shaft can also be inconvenient. One method used to 
attach hubs to wind turbine shafts is the Ringfeder@ Shrink Disc@, which is illustrated in 
Figure 6.26. In the arrangement shown, a projection on the hub slides over the end of the 
main shaft. The diameter of the hole in the hub projection is just slightly larger than the end 
of the main shaft. The Shrink Disc@ consists of a ring and two discs. The inner surface of 
the ring slides over the outside of the hub projection. The outside of the ring is tapered in 
both axial directions. The two discs are placed in either side of the taper, and then pulled 
together with bolts. As they approach each other, the ring is compressed and this in turn 
compresses the hub projection. The compression of the hub projection clamps it to the hub. 

re 6.26 Ringfeder@ hub attachment. Reproduced by permission of Ringfeder Corp. 
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Another method of hub attachment involves the use of a permanent flange on the end of 
the shaft. The flange may be either integral to the shaft or added later. The hub is attached 
to the flange by bolts. 

Teetering Hub Teetering hubs are used on nearly all two-bladed wind turbines. This is 
because a teetering hub can reduce loads due to aerodynamic imbalances or loads due to 
dynamic effects from rotation of the rotor or yawing of the turbine. Teetering hubs are 
considerably more complex than are rigid hubs. They consist of at least two main parts (the 
main hub body and a trunnion pin), as well as bearings and dampers. A typical teetering hub 
is illustrated in Figure 6.27. The main hub body is a steel weldment. At either end are the 
attachment points for the blades. This hub has blades that are preconed downwind from the 
plane of rotation, so the planes of attachment are not perpendicular to the long axis of the 
hub. On either side of the hub body are teeter bearings. They are held in place by removable 
bearing blocks. The arrangement is such that the bearings lie on an axis perpendicular to the 
main shaft, and equidistant from the blade tips. The teeter bearings carry all of the loads 
passing between the hub body and the trunnion pin. The trunnion pin is connected rigidly to 
the main shaft. 

In the hub shown in Figure 6.27 a line perpendicular to the axis of the pins is parallel to 
the long axis of the hub. In general, these lines need not be parallel. The angle between the 
two is known as the delta-3 angle (6, , a term borrowed from the helicopter industry.) 
When the lines are parallel (6, = 0 )  all blade motion is in the flapping direction during 
teetering. When d, # 0 then there is a pitching component as well. There may be some 
benefit to having a non-zero delta-3 angle, but there is no consensus in the wind energy 
industry as to if ‘and when it should be employed, and how big the angle should be. A hub 
with a non-zero delta-3 angle is illustrated in Figure 6.28. 

Blade root adapter 

Main shaft 

Figure 6.27 Teetering hub 
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Blade spanwise axls 

Figure 6.28 Hub with non-zero delta-3 ( 6, ) angle (Perkins and Jones, 1981) 

Most teetering hubs have been built for fixed-pitch turbines, but they can be used on 
variable pitch turbines as well. Design of the pitching system is more complex since the 
pitching mechanism is on the part of the hub which moves relative to the main shaft. A 
pitching teetering hub i s  illustrated in Figure 6.29. 
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ure 6.29 Pitching teetering hub (Van Bibber and Kelly, 1985) 
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Teetering hubs require two types of bearings. One type is a cylindrical, radially loaded 
bearing; the other is a thrust bearing. There is one bearing of each type on each pin. The 
cylindrical bearings carry the full load when the pin axis is horizontal. When the pin axis is 
not horizontal, there is an axial component due primarily to the weight of the rotor. One of 
the thrust bearings will carry that part of the load. Teeter bearings are typically made of 
special purpose composites. 

During nomal operation a teetering hub will move only a few degrees forwards and 
backwards. During high winds, starts and stops, or high yaw rates, greater teeter excursions 
can occur. To prevent impact damage under these conditions, teeter dampers and compliant 
stops are provided. In the hub shown in Figure 6.27 (which has a maximum allowed range 
of -I- 7.0 degrees) the dampers are on the side of the hub opposite the bearings. 

The options for attaching a teetering hub to the main shaft are the game as for rigid hubs. 

Hinged hub A hinged hub is in some ways a cross between a rigid hub and a teetering 
hub. It is basically a rigid hub with ‘hinges’ for the blades. The hinge assembly adds some 
complexity, however. As with a teetering hub, there must be bearings at the hinges. 
Teetering hubs have the advantage that the two blades tend to balance each other, so lack of 
centrifugal stiffening during low rpm operation is not a major problem. There is no such 
counterbalancing on a hinged blade, however, so some mechanism must be provided to 
keep the blades from flopping over during low rotational speed. This could include springs. 
It would almost certainly include dampers as well. 

6.7.2 Drive tmin 

A complete wind turbine drive train consists of all the rotating components: rotor, main 
shaft, couplings, gearbox, brakes, and generator. With the exception of the rotor 
components which were considered above, all of these are discussed in the following 
sections. Figure 6.30 illustrates a typical drive train. 

s a main shaft, sometimes referred to as the low-speed or rotor shaft. 
The main shaft is the principal rotating element, providing for the transfer of torque from 
the rotor to the rest of the drive train. It also supports the weight of the rotor. The main shaft 
is supported in turn by bearings, which transfer reaction loads to the main frame of the 

epending on the design of the gearbox. the shaft and/or the bearings may be 
into the gearbox or they may be completely separate from it, connected only by a 

coupling. The main shaft is sized in accordance with methods described in Section 6.5.1, 
nt the combined loads of torque and bending. Main shafts are normally 

ods of connecting the main shal’t to the rotor were discussed in Section 
6.7.1. Figure 6.3 1 illustrates some options for the main shaft. 
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Figure 6.30 Drive train and associated components. Reproduced by permission of Enron Wind 

Bearings on stationary 
integrated in10 gearbox hollow axle 

Figure 6.31 Main shaft options (Harrison et al., 2000) 
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6.7.2.2 Couplings 

Function Couplings, as discussed in Section 6.5, are used to connect shafts together. 
There are two locations in particular where large couplings are likely to be used in wind 
turbines: (1) between the main shaft and the gearbox, and (2) between the gearbox output 
shaft and the generator. 
The primary function of the coupling is to transmit torque between two shafts, but it may 
have another function as well. Sometimes it is advantageous to dampen torque fluctuations 
in the main shaft before the power is converted to electricity. A coupling of appropriate 
design can serve this role. A fluid coupling (as noted in Section 6.5) may be used for this 
purpose. Since couplings were described in Section 6.5, more detail will not be provided 
here. 

6.7.2.3 Gearbox 

Function Most wind turbine drive trains include a gearbox to increase the speed of the 
input shaft to the generator. An increase in speed is needed because wind turbine rotors, and 
hence main shafts, turn at a much lower speed than is required by most electrical 
generators. Small wind turbine rotors turn at speeds on the order of a few hundred rpm. 
Larger wind turbines turn more slowly. Most conventional generators turn at 1800 rpm (60 
Hz) or 1500 rpm (50 Hz). 

Some gearboxes also perform functions other than increasing speed, such as supporting 
the main shaft bearings. These are secondary to the basic purpose of the gearbox, however. 

The gearbox is one of the single heaviest and most expensive components in a wind 
turbine. Gearboxes are normally designed and supplied by a different manufacturer than the 
one actually constructing the wind turbine. Since the operating conditions experienced by a 
wind turbine gearbox are significantly different than those in most other applications, it is 
imperative that the turbine designer understand gearboxes, and that the gearbox designer 
understand wind turbines. Experience has shown that underdesigned gearboxes are a major 
source of wind turbine operational problems. 

Types All gearboxes have some similarities: they consist primarily of a case, shafts, 
gears, bearings and seals. Beyond that there are two basic types of gearboxes used in wind 
turbine applications: (1 ) parallel-shaft gearboxes and (2) planetary gearboxes, 

In parallel-shaft gearboxes, gears are carried on two or more parallel shafts. These shafts 
are supported by bearings mounted in the case. In a single-stage gearbox there are two 
shafts, a low-speed shaft and a high-speed shaft. Both of these shafts, which are parallel, 
pass out through the case. One of them would be connected to the main shaft or rotor and 
the other to the generator. There are also two gears, one on each shaft. The two gears are of 
different size, with the one on the low-speed shaft being the larger of the two. The ratio of 
the pitch diameter of the gears is inversely proportional to the ratio of the rotational speeds 
(as described in Section 6.5.) 

There is a practical limit to the size ratio of the two gears that can be used in a single- 
stage parallel-shaft gearbox. For this reason, gearboxes with large speed-up ratios use 
multiple shafts and gears. These gears then constitute a gear train. A two-stage gearbox, for 
example, would have three shafts: an input (low-speed) shaft, an output (high-speed) shaft 
and an intermediate shaft. There would be gears on the intermediate shaft, the smaller 
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driven by the low-speed shaft. The larger of these gears would drive the gear on the high- 
speed shaft. A typical parallel-shaft gearbox is illustrated in Figure 6.32. 

2 Parallel-shaft gwhox (Hau, 1996). Reproduced hy permission of Springer Verlag 
GmbN 

Planetary gearboxes have a number of significant differences from parallel-shaft 
gearboxes. Most notably, the input and output shafts are coaxial. In addition, there are 
multiple pairs of gear teeth meshing at any time, so the loads on each gear are reduced. This 
makes planetary gearboxes relatively light and compact. A typical planetary gearbox is 
illustrated in Figure 6.33. 

Figure 6.33 Exploded view of two-stage planetary gearbox 

In planetary gearboxes, a low-speed shaft, supported by bearings in the case. is rigidly 
ch holds three identical small gears, ~ n ~ w ~  as planets. 

These gears are mounted on short shafts and bearings and are free to turn. These planets 
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mesh with a large-diameter internal or ring gear and a small-diameter sun gear. When the 
low-speed shaft and carrier rotate, meshing of the planets in the ring gear forces the planets 
to rotate, and to do so at a speed higher than the speed of the carrier. The meshing of the 
planets with the sun gear causes it to rotate as well. The sun gear then drives the high-speed 
shaft, to which it is rigidly connected. The high-speed shaft is supported by bearings 
mounted in the case. Figure 6.34 illustrates the relation between the gears and the angles 
made during a small angle of rotation. Note that before the rotation the sun and planet gear 
mesh at point B, while the planet and ring gear mesh at point A.  After the rotation the 
corresponding meshing points are Bl and A l .  The centers of the sun and the planet are at 0 
and OP respectively. 

The speed-up ratio for the configuration shown in Figure 6.34 (with the ring gear 
stationary) is: 

(6.7.1) 

where nHSs is the speed of high-speed shaft, nIAss is the speed of low-speed shaft, D R ~ ~ ~  
is the diameter of ring gear, and DSun is the diameter of sun gear. 

Ring gear 

Figure 6.34 Relations between gears in a planetary gearbax 

As with the parallel-shaft gearbox there is a limit to the speed-up ratio that can be 
achieved by a single stage planetary gear set. To achieve a higher speed-up ratio, multiple 
stages are placed in series. When there are multiple stages in series, the overall speed-up is 
the product of the speed-up of the individual stages. 

Gears in many wind turbine gearboxes are of the spur type, but helical gears are found 
as well. Bearings are ball bearings, roller bearings, or tapered roller bearings, depending on 
the loads. Gears and bearings were discussed in more detail in Section 6.5. 

Gearbox design considerations There are a great many issues to consider in the design 
and selection of a gearbox. These include: 



302 Wind Energy Explained 

Basic type (parallel-shaft or planetary), as discussed above 
Separate gearbox and main shaft bearings, or an integrated gearbox 
Speed-up ratio 
Number of stages 
Gearbox weight and costs 
Gearbox loads 
Lubrication 
Effects of intermittent operation 
Noise 

Wind turbine gearboxes are either separate components, or they are combined with other 
components. In the latter case they are known as integrated or partially integrated 
gearboxes. Por example, in a number of turbines with a partially integrated gearbox, the 
main shaft and main shaft bearings are integrated into the rest of the gearbox. A fully 
integrated gearbox is one in which the gearbox case is really the main frame of the wind 
turbine. The rotor is attached to its low-speed shaft. The generator is coupled to the high- 
speed shaft and is also bolted directly to the case. Part of the yaw system is integrated into 
the bottom of the case. Figure 6.35 illustrates an integrated planetary gearbox. 

High-speed Low-speed 

High-speed 
shaft 

Shaft bearings 

Figure 6.35 Partially integrated, two-stage planetary gearbox 

The speed-up ratio of a gearbox is directly related to the desired rotational speed of the 
rotor and the speed of the generator. As previously indicated the rotor speed is determined 
primarily by aerodynamic considerations. Generator speed is in most cases 1800 rpm in 60 
Hz grids or 1500 rpm in 50 Hz grids, although other speeds are also possible (as is 
discussed in Chapter 5.) For example, a wind turbine with a rotor designed to operate at 60 
rpm and an 1800 rpm generator would need a gearbox with a 30: 1 speed-up ratio. 

The number of stages in a gearbox is generally of secondary concern to the wind turbine 
designer. It is important primarily because it affects the complexity, size, weight, and cost 
of the gearbox. The more stages there are, the more internal components, such as gears, 
bearings, and shafts, that there are. Generally, any one stage will not provide a speed-up of 
more than 6 1 .  The ratios of multiple stages placed in series result in an overall ratio given 
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by the product of the ratios in each stage. For example, one could gain a speed-up of 30:l 
by having two stages of 5:  1 and 6: 1 in series. 

The weight of a gearbox increases dramatically with increasing power rating of the 
turbine. In fact, the gearbox weight will scale approximately with the cube of the radius, as 
does the weight of the rotor. Since planetary gearboxes are lighter than parallel-shaft boxes, 
there is a weight advantage to be gained by using them. However, due to their greater 
complexity they also cost more than would be indicated by their reduced weight. 

The loads that the gearbox must withstand are due primarily to those imposed by the 
rotor. This will include at least the main shaft torque, and may include the weight of the 
rotor and various dynamic loads, depending on degree of integration of the gearbox with the 
main shaft and bearings. Loads are also imposed by the generator, both during normal 
operation and while starting, and by any mechanical brake located on the high-speed side of 
the gearbox. Over an extended period of time the gearbox, like the rotor, will experience 
some loads that are relatively steady, other loads that vary periodically or randomly, and 
still others that are transient. All of these contribute to fatigue damage and wear on the gear 
teeth, bearings and seals. 

Lubrication is a significant issue in gearbox operation, but it will not be dealt with in 
detail here. Oils must be selected to minimize wear on the gear teeth and bearings, and to 
function properly under the external environmental conditions in which the turbine will 
operate. In some cases, it may be necessary to provide filtering or active cooling of the oil. 
In any event, periodic oil samples should be taken to assess the state of the oil, as well as to 
check for signs of internal wear. 

Intermittent operation, a common situation with wind turbines, can have a significant 
impact on the life of a gearbox. When the turbine is not running, oil may drain away from 
the gears and bearings, resulting in insufficient lubrication when the turbine starts. 

In cold weather the oil may have too high a viscosity until the gearbox has warmed up. 
Turbines in such environments may benefit by having gearbox oil heaters. Condensation of 
moisture may accelerate corrosion. When the rotor is parked (depending on the nature and 
location of a shaft brake) the gear teeth may move slightly back and forth. The movement is 
limited by the backlash, but it may be enough to result in some impact damage and tooth 
wear. 

Gearboxes may be a source of noise. The amount of noise is a function of, among other 
things, the type of gearbox, the materials from which the gears are made and how they are 
cut. Designing gearboxes for a minimum of noise production is presentty an area of 
significant interest. 

More details on wind turbine gearboxes, relating particularly to design, are given in 
draft design guidelines from the American Gear Manufacturers Association (1997). 

6.7.2.4 Generator 
The generator converts the mechanical power from the rotor into electrical power. 
Generator options were described in detail in Chapter 5 and will not be discussed here. One 
of the important things to recall is that most grid-connected generators turn at constant or 
nearly constant speed. This is responsible for the fact that most wind turbine rotors also turn 
at constant or nearly constant speed. 
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thus be relatively massive. However, if the brake is on the high-speed side, it will 
necessarily act through the gearbox, possibly increasing the gearbox wear. Furthermore, in 
the event of an internal failure in the gearbox, a brake on the high-speed side might be 
unable to slow the rotor. 

Brake activation Brake activation depends on the type of brake used. Disc brakes require 
hydraulic pressure. This is normally supplied by a hydraulic pump, sometimes in 
conjunction with an accumulator. There are also designs in which springs apply brake 
pressure, and the hydraulic system is used to release the brakes. 

Clutch-type brakes are normally spring-applied. Either a pneumatic system or hydraulic 
system is used to release the brake. In the case of pneumatics, an air compressor and storage 
tank must be provided, as well as appropriate plumbing and controls. 

rmance Three important considerations in the selection of a brake include: 

0 Maximum torque 
0 Length of time required to apply 
0 Energy absorption 

A brake intended to stop a wind turbine must be able to exert a torque in excess of what 
could plausibly be expected to originate from the rotor. Recommended standards indicate 
that a brake design torque should be equal to the maximum design torque of the wind 
turbine (Germanischer Lloyd, 1993). 

A brake intended to stop a turbine should begin to apply almost immediately, and should 
ramp up to full torque within a few seconds. The ramp-up time selected is a balance 
between instantaneous (which would apply a very high transient load to the drive train) and 
so slow that acceleration of the rotor and heating of the brake during deceleration could be 
concerns. Normally the entire braking event, from initiation until the rotor is stopped, is less 
than five seconds. 

Energy absorption capability of the brake is an important consideration. First of all the 
brake must absorb all the kinetic energy in the rotor when turning at its maximum possible 
speed. It must also be able to absorb any additional energy that the rotor could acquire 
during the stopping period. 

6.7.3 Yaw system 

6.7.3.1 Function 
With very few exceptions, all horizontal axis wind turbines must be able to yaw so as to 
orient themselves in line with the wind direction. Some turbines also use active yaw as a 
means of power regulation. In any case, a mechanism must be provided to enable the 
yawing to take place, and to do so at a slow enough rate that large gyroscopic forces are 
avoided. 
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6.7.3.2 Types 
There are two basic types of yaw systems: active yaw and free yaw. Turbines with active 
yaw are normally upwind machines. They employ a motor to actively align the turbine. 
Turbines with free yaw are normally downwind machines. They rely on the aerodynamics 
of the rotor to align the turbine. 

6.7.3.3 Description 
Regardless of the type of yaw system all horizontal axis wind turbines have some type of 
yaw bearing. This bearing must carry the weight of the main part of the turbine, as well as 
transmit thrust loads to the tower. 

In a turbine with active yaw, the yaw bearing includes gear teeth around its 
circumference. A pinion gear on the yaw drive engages with those teeth, so that it can be 
driven in either direction. 

The yaw drive normally consists of an electric motor, speed reduction gears, and a 
pinion gear. The speed must be reduced so that the yaw rate is slow, and so that adequate 
torque can be supplied from a small motor. Historically, some yaw drives have used small 
wind rotors mounted at right angles to the main rotor. This has the advantage of not 
requiring a separate power source or controls. However, it lacks the flexibility of those with 
motors, and is not now commonly used. 

One problem encountered with active yaw has been rapid wear or breaking of the yaw 
drive due to continuous small yaw movements of the turbine. This is possible because of 
backlash between the yaw drive pinion and the bull gear. The motion results in many shock 
load cycles between those gears. In order to reduce these cycles, a yaw brake is frequently 
used now in active yaw systems. This brake is engaged whenever the turbine is not yawing. 
It is released just before yawing begins. A typical yaw drive with a brake is illustrated in 
Figure 6.37. 

Electric drive motor 

Pinion shaft hou 
Drive pinion gear Yaw bearing and bull gear 

Yaw brake caliper 

Nacelle access ladder Cable transfer mechanism 

Figure 6.37 Typical yaw drive with brake (Van Bibber and Kelly, 1985) 

The yaw motion in an active yaw system is controlled using yaw error as an input. Yaw 
error is monitored by means of a wind vane mounted on the turbine. When the yaw error is 
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outside the allowed range for some period of time, the drive system is activated, and the 
turbine is moved in the appropriate direction. 

In turbines with free yaw the yaw system is normally much simpler. Often there is 
nothing more than the yaw bearing. Some turbines, however, include a yaw damper. Yaw 
dampers are used to slow the yaw rate, helping to reduce gyroscopic loads. They are most 
useful for machines which have a relatively small polar moment of inertia about the yaw 
axis. 

6.7.4 Main frame and nacelle 

The nacelle is the housing for the principal components of the wind turbine (with the 
exception of the rotor). It includes the main frame and the nacelle cover. 

6.7.4.1 Main frame 

Function The main frame is the structural piece to which the gearbox, generator and 
brake are attached. It provides a rigid structure to maintain the proper alignment among 
those components. It also provides a point of attachment for the yaw bearing, which in turn 
is bolted to the top of the tower. 

Types There are basically two types of main frames. The main frame is either a separate 
component, or it is part of an integrated gearbox. 

Description When the main frame is a separate component, it is normally a rigid steel 
casting or weldment. Threaded holes or other attachment points are provided in appropriate 
locations for bolting on the other components. When the main frame is part of an integrated 
gearbox, the case is made thick enough that it can carry the requisite loads. As with the 
separate main frame, attachment points are provided for securing the other items. 

Main frame loads The main frame must transmit all the loads from the rotor and reaction 
loads from the generator and brake to the tower. It must also be rigid enough that it allows 
no relative movement between the rotor support bearings, gearbox, generator and brake. 

6.7.4.2 Nacelle cover 
The nacelle cover provides weather protection for the wind turbine components which are 
located in the nacelle. These include especially electrical and mechanical components that 
could be affected by sunlight, rain, ice or snow. 

Nacelle covers are normally made from a lightweight material, such as fiberglass. On 
larger machines the nacelle cover is of sufficient size that it can be entered by personnel for 
inspecting or maintaining the internal components. On small and medium-size turbines, a 
separate nacelle cover is normally attached to the main frame in such a way that it can be 
readily opened for access to items inside. An example of a nacelle cover is shown in Figure 
6.38. A component which some turbines have, and which is closely related to the nacelle 
cover, is the spinner or nose cone. This is the housing for the hub. 



308 Wind Energy Explained 

Figure 6.38 Typical nacelle cover. Reproduced by permission of Nordex AG 

6.7.5 Tower 

Towers are supports to raise the main part of the twbine up in the air. Some of the 
considerations in selecting a type of tower were discussed in Section 6.3. The height of a 
tower is normally at least as high as the diameter of the rotor. For smaller turbines the tower 
may be much higher than that. Generally, tower height should not be less than 24 m because 
the wind speed is lower and more turbulent so close to the ground. 

6.7.5.1 General tower issues 
There are three types of towers in common use for horizontal axis wind turbines: 

Free-standing lattice (truss) 
Cantilevered pipe (tubular tower) 

0 Guyed lattice or pole. 

Historically, free-standing lattice towers were used more commonly until the mid- 
1980s. For example, the Smith-Putnam. US Department of Energy MOD-0, and early US 
Windpower turbines all used towers of this type. Since that time tubular towers have been 
used more frequently. With a few notable exceptions (such as the Carter and Wind Eagle 
turbines) guyed towers have never been very common for machines of medium size or 
larger. Some tower options are illustrated in Figure 6.39. 
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Figme 6.39 Tower options 

Tubular towers have a number of advantages. Unlike lattice towers, they do not rely on 
many bolted connections which need to be torqued and checked periodically. They provide 
a protected area for climbing to access the machine. Aesthetically, they provide a shape 
which is considered by some to be visually more pleasing than an open truss. 

Materials Wind turbine towers are usually made of steel, although sometimes reinforced 
concrete is used. When the material is steel, it is normally galvanized or painted to protect it 
from corrosion. Sometimes Cor-Ten@ steel, which is inherently corrosion resistant, is used. 

Tower loads The tower can experience two major types of load (1) steady and (2) 
dynamic. Steady tower loads arise primarily from aerodynamically produced thrust and 
torque. These were discussed in detail in Chapter 4. The weight of the machine itself is also 
a significant load. The loading on the tower is evaluated for at least two conditions: (1) 
operating at rated power and (2 )  stationary at survival wind speed. In the latter case, IEC 
standards recommend that the 50-year extreme wind speed be used (Bakker, 1996). The 
effects of loading must be considered especially on bending and buckling. 

Dynamic effects can be a significant source of loads, especially on soft or soft-soft 
towers. Recall that a stiff tower is one whose fundamental natural frequency is above the 
blade passing frequency, a soft tower is one whose natural frequency is between the blade 
passing frequency and the rotor frequency, and a soft-soft tower is one whose natural 
frequency is below both the rotor frequency and blade passing frequency. For either a soft 
or soft-soft tower, the tower can be excited dusing start-up or shutdown of the turbine. 

Determination of the tower natural frequency may be done by methods discussed in 
Chapter 4. For the simple case, when the turbinehower can be approximated by a uniform 
cantilever with a point mass on the top, the following equation (Baumeister, 1978) may be 
used. 
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(6.7.2) 

where f, is the fundamental natural frequency (Hz), E is the modulus of elasticity, I is the 
moment of inertia of tower cross-section, myme, is the mass of tower, mTUrbme is the mass 
of turbine, and L is the height of tower. 

For non-uniform or guyed towers, the Rayleigh method may be quite useful. The 
method is described in general by Thomson (1981) and by Wnght et al. (1981) for wind 
turbines. Comprehensive analysis of towers, including natural frequency estimation, may be 
done with finite element methods. An example of this is given in El Chazly (1993). 

A tower should be designed so that its natural frequency does not coincide with the 
turbine’s excitation frequencies (the rotor frequency or the blade passing frequency). In 
addition, the excitation frequencies should generally not be within 5% of tower natural 
frequency during prolonged operation. When operation is intended in a region where the 
excitation frequencies are between 30% and 140% of tower natural frequency, a dynamic 
magnification factor, D, should be used to multiply the design loads in evaluating the 
structure. The magnification factor is determined by the damping properties of the tower 
and the relation between the excitation frequencies. It is equivalent to the non-dimensional 
amplitude which was developed in Chapter 4 (Equation 4.2.27): 

(6.7.3) 

where fe = excitation frequency, f ,  = natural frequency, (5: = damping ratio. 

relation: 
The damping ratio is found from the ‘logarithmic damping decrement’, d , by the 

(6.7.4) 

Damping of tower vibrations is due to both aerodynamic and structural factors. The 
damping decrement suggested by Germanischer Lloyd (1993) is 0.1 for reinforced concrete 
and between 0.05 - 0.15 for steel. 

A comparative assessment of wind turbine tower options is given in Babcock and 
Connover (1994). 

6.7.5.2 Tower climbing safety 
Nearly all wind turbines must be climbed occasionally for doing inspections or 
maintenance. Provision must be made in the tower design for safe climbing. This typically 
includes a ladder or climbing pegs and an anti-fall system. Figure 6.40 illustrates tower 
climbing safety equipment. 
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Figure 6.40 Tower climbing safety equipment. Reproduced by permission of Vestas Wind 
Systems AB) 

6.7.5.3 Tower top 
The tower top provides the interface for attaching the main frame of the wind turbine to the 
tower. The stationary part of the yaw bearing is attached to the tower top. The shape of the 
tower top depends strongly on the type of tower. It is usually made from cast steel. 

6.7.5.4 Tower foundation 
The foundation of a wind turbine must be sufficient to keep the turbine upright and stable 
under the most extreme design conditions. At most sites, the foundation is constructed as a 
reinforced concrete pad. The weight of the concrete is chosen to provide resistance to 
overturning under all conditions. Sometimes turbines are installed on rock. In this case the 
foundation may consist of rods grouted into holes drilled deep into the rock. A concrete pad 
may be used to provide a level surface, but any tensile loads are taken ultimately by the 
rods. Some of the possibilities that may be encountered in wind turbine foundations are 
illustrated in Figure 6.41. 

Tower 

t 
(a) Foundation in soil 

(b) Foundation in rock - 
. Rods 

Rock 

6.41 Wind turbine foundations (adapted from Hau, 1996). Reproduced by permission of Springer 
Verlag GmbH 
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6.7.5.5 Tower erection 
The intended method of tower erection will have a direct impact on the design of the tower. 
Larger turbines are most commonly erected with cranes. Small and medium-size turbines 
are often self-erecting. The most common method of self-erection is to use a gin pole or ‘A 
frame’ at a right angle to the tower. The A frame is connected to the top of the tower by a 
cable. A winch is then used, in conjunction with sheaves to raise the tower. With such a 
method of erection, the tower base must include hinges as well as a way to secure the tower 
in place once it is vertical. The turbine itself is connected to the tower before it is raised. 
Some of the inethods for erecting towers are shown in Figure 6.42. 

(a) Crane erection of tubular tower. Reproduced by permission of Vestas Wind Systems A / S  

(b) Tilt up with gin pole. Reproduced by permission of Vergnet SA 

Figure 6.42 Tower erection methods 

tower is the loads that it will experience during the installation. 
Regardless of the method of erection, an important consideration in the design of the 
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6.7.6 Interconnection and control 

There are a great number of electrical and control issues associated with the design of wind 
turbines. These are discussed in Chapters 5 (electrical), 7 (controls), and 8 (systems.) 

6. 

Once a detailed design for the wind turbine has been developed, its ability to meet basic 
design requirements, such as those discussed in Section 6.6, must be assessed. This design 
evaluation should use the appropriate analytical tools. Where possible, validated computer 
codes should be used. When necessary, models specific to the application may need to be 
developed. 

There are five steps that need to be taken in performing a detailed design evaluation: 

Prepare the wind input 
0 Model the turbine 

Perform a simulation to obtain loads 
Convert predicted loads to stresses 

* Assess damage 

Each of these steps is summarized below. An extensive discussion of detailed design 
evaluations for a number of turbine types is given in Laino ( 1  997). 

6.8.1 Wind input 

Wind input needs to be generated that will correspond to the design input conditions. For 
extreme winds and discrete gusts, specifying the wind input is relatively straightforward, 
given the guidelines summarized in Section 6.6. Converting that wind input to time series 
inputs can also be done fairly simply. Generating rotationally sampled synthetic turbulent 
wind, however, can be quite complicated. For this purpose, public domain computer codes 
such as SNLWind or SNLWind3D (Kelley, 1993) can be used. 

6.8.2 Model of turbine 

The next step is developing a detailed model of the wind turbine. This should include both 
aerodynamics and dynamics. This can be done from basics, using the methods discussed in 
Chapters 3 and 4, but, when possible, it is preferable to use models that are already 
available. Some of the presently available models that may be appropriate include UawDyn 
(Wanscn, 19961, FAST-AD (Wilson et al., 1996), and ADAMSNVT (Elliot and Wright, 
1994). There are also a number of commercially available codes that could be used. 

Once the model has been selected or developed, inputs describing the specific turbine 
need to be assembled. These generally include weight and stiffness distributions, 
dimensions, aerodynamic properties, etc. 
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6.8,3 Simulation 

The simulation is the actual w i n g  of the computer model to generate predictions. 
Multiple runs may have to be made to study the full range of design conditions. 

6.8.4 

Outputs from simulation codes are frequently in the form of time series loads, that is, 
forces, bending moments, and torques. In that case they must be converted to stresses. This 
can be done with the help of simple programs, which use the loads together with geometric 
properties of the components of interest. Laino (1997) describes one approach to this task. 

Converting simulation outputs to stresses 

6.8.5 Damage assessment 

AS discussed above, there are two basic aspects of design evaluation: (1) ultimate loads and 
(2) fatigue loads. If the maximum stresses are low enough during the extreme load design 
cases, then the turbine passes the ultimate loads test. 

The fatigue case is more complicated. For one thing, the total amount of damage that is 
generated over an extended period of time will depend on the damage arising as a result of 
particular wind conditions and the fraction of time that those various conditions occur. 
Thus, the distribution of the wind speed is an important factor which needs to be taken into 
account. In order to expedite fatigue damage estimates it is advantageous to use such codes 
as LIFE2 (Sutherland, 1989) to carry out the assessment. 

6.9 Power Curve Prediction 

Prediction of a wind turbine’s power curve is an important step of the design process. It 
involves consideration of the rotor, gearbox, generator and control system. 

The method used in predicting the power curve is to match the power output from the 
rotor as a function of wind speed and rotational speed to the power produced by the 
generator, also as a function of rotational speed. The effects of component efficiencies are 
also considered where appropriate. In this discussion it is assumed that all drive train 
efficiencies are accounted for by adjusting the rotor power. The process may be done either 
graphically or in a more automated fashion. The graphical method best illustrates the 
concept and will be described here. 

Rotor power as a function of rotational speed is predicted for a series of wind speeds by 
applying estimates for the power coefficient, c,. The power coefficient as a fkmction of tip 
speed ratio, and hence rpm, may be obtained as described in Chapter 3. The rotor power, 
Protor , is then: 

(6.9.1) 

where 5‘ = drive train efficiency , P = air density, R = rotor radius , and U = wind speed. 
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The rotor speed, nrotor , in rpm is found from the tip speed ratio, 2 : 

(6.9.2) 

A power vs. rpm relation is found for the generator, and referred to the low-speed side 
of the gearbox by dividing the generator speed by the gearbox speed-up ratio. This relation 
is superimposed on a series of plots (for a range of wind speeds) for rotor power vs. rotor 
rpm. Every point where a generator line crosses a rotor line defines a pair of power and 
wind speed points on the power curve. These points also define the operating speed of the 
rotor. 

As was explained in Chapter 5,  grid-connected generators are usually either of the 
synchronous or induction type. Synchronous generators turn at a fixed speed, determined by 
the number of magnetic poles and the grid frequency. Induction generators turn at a nearly 
fixed speed, determined primarily by the number of poles and grid frequency but also by the 
power level. For normal operation, power varies directly with ‘slip’, which was explained in 
Chapter 5 .  The relation may also be expressed as: 

(6.9.3) 

where PgeRera,, is the generator power, g is the gearbox ratio, prated is the rated generator 
power, nspc is the synchronous speed of the generator, andnrOted is the speed of the 
generator at rated power. 

The following example illustrates the process of estimating the power curve for a 
hypothetical wind turbine. The turbine has a rotor of 20 m diameter with a power 
coefficient vs. tip speed ratio relation illustrated in Figure 6.43. 

0 2 4 6 8 10 
Tip speed ratio 

Figure 6.43 Rotor power coefficient vs. tip speed ratio 



316 Wind Energy Explained 

The overall mechanical and electrical efficiency is assumed to be 0.9. Two possible 
pairs of gear ratios and generator ratings are considered. Six wind speeds are used, ranging 
from 6 i d s  to 16 d s .  It is assumed that power will be regulated at above rated wind speed 
(16 m/s>, so only the part of the power curve at or below 16 m/s is shown. Gearbox 1 has a 
speed-up ratio of 36: 1, whereas gearbox 2 has a speed-up ratio of 24: 1. The rated power of 
generator 1 is 150 kW and that of generator 2 i s  225 kW. Both generators are of the 
induction type. They have a synchronous speed of 1800 rpm and a speed of 1854 rpm at 
rated power. Figure 6.44 illustrates the power vs. rotational speed curves for the six wind 
speeds and two generatorfgearbox combinations. 
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Figure 6.44 Rotor and generator power vs. rotor speed 

The power curves that can be derived from Figure 6.44 are shown in Figure 6.45. For 
comparison an ideal variable speed power curve is shown for the same wind speed range. 
The ideal curve was obtained by assuming a constant power coefficient of 0.4 over all wind 
speeds. As can be seen from the figure, gearbodgenerator combination 1 would produce 
more power than combination 2 at winds less than about 8.5 mls, but less than combination 
2 at higher winds. 
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Figure 6.45 Power curves 
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Curves of the type developed above can be useful in selecting the generator size and 
y combining the power curves with characterizations of prospective wind 

regimes (as described in Chapter 2). the effect on annual energy production can be 
estimated. Generally speaking, as illuskated in this example, a smaller generator and slower 
rotor speed (larger gearbox ratio) will be beneficial when the wind speeds are lower. 
Conversely, a larger generator and faster rotor speed are more effective in higher winds. 
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.1 

The previous chapters have discussed the numerous components of wind turbines and their 
operation. To successfully generate power from these various components, wind turbines 
need a control system that ties the operation of all the subsystems together. For example, a 
control system might sequence wind speed measurements, check the health of system 
components, release the parking brake, implement blade pitch settings and close contactors 
to connect a wind turbine to the grid. Control systems may dynamically adjust blade pitch 
settings and generator torque to control power in high winds on variable speed wind 
turbines. Without some form of control system, a wind turbine cannot successfully and 
safely produce power. 

There are three levels of control system operation, the two most important being 
supervisory and dynamic control. Supervisory control manages and monitors turbine 
operation and sequences control actions (e.g. brake release and contactor closing). Dynamic 
control manages those aspects of machine operation in which the machine dynamjcs affect 
the outcome of control actions (e.g. changing blade pitch in response to turbulent winds). 
The operation and design of all these aspects of turbine control systems is reviewed in this 
chapter. 

This information here is intended to provide the reader with an overview of the 
important aspects of control systems that are specifically relevant to wind turbine control. 
Section 7.1 starts with a description of the levels of wind turbine control and examples of 
control systems in commercial wind turbines. The section includes information on the 
various subsystems, actuators, and measurement sensors that comprise the turbine control 
system, Tn Section 7.2 a basic wind turbine model is developed that is used to explain 
control system components in general and the specifics of control system components in 
wind turbines. This is followed. in Section 7.3, by the important aspects of common turbine 
operating strategies that are found in modern turbines, and then, in Section 7.4, by the 
details of the supervisory control systems that are used to implement these strategies. 
Finally, Section 7.5 presents an overview of dynamic control system design approaches and 
dynamic: control issues that are specifically important in wind turbines. 

Control system design and issues related to control system design for wind turbines are 
very large topic areas. The material presented here provides an overview of the more 
relevant issues. Introductory information on the implementation of control systems in wind 
turbines can be found in Grimble et al. (1990). Discussion of various aspects of wind turbine 
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control systems can also be found in Gasch (1996), Heier (1996), Hau (1996) and Freris 
(1 990). 

7.1.1 

The purpose of the control system of a wind turbine is to manage the safe, automatic 
operation of the turbine. This reduces operating costs, provides consistent dynamic response 
and improved product quality, and helps to ensure safety. This operation is usually designed 
to maximize annual energy capture from the wind while minimizing turbine loads. 

Wind turbine control systems are typically divided, functionally, if not physically, into 
three separate parts: (1) a controller that controls numerous wind turbines in a wind farm, 
(2) a supervisory controller for each individual turbine and, (3) if necessary, separate 
dynamic controllers for the various turbine subsystems in each turbine. These separate 
controllers operate hierarchically with interlocking control loops (see Figure 7.1). 

The wind farm controller, often called a supervisory control and data acquisition 
(SCADA) system, can initiate and shut down turbine operation and coordinate the operation 
of numerous wind turbines. These SCADA systems communicate with the supervismy 
controllers for each wind turbine. More information on SCADA systems is included in 
ChaDter 8. 

Types of control systems in wind turbines 

Wind farm c( 5- 
Start-up 

System check 
Acceleration control 
Speed control 
Synchronization 

# 

- 

Deceleration 

Continuous 
fault 

monitoring 

Supervisory controller 

Wind turbine 

Figure 7.1 Control system components 



Wind Turbine Control 323 

The functions delegated to the supervisory controllers in the individual turbines are 
characterized by reactions to medium- and long-term changes in environmental and 
operating conditions. Thus, there may be a relatively long time between supervisory 
controller actions. Typically, the supervisory controller switches between turbine operating 
states (power production, low wind shutdown, etc.), monitors the wind and fault conditions 
such as high loads and limit conditions, starts and stops the turbine in an orderly fashion, 
and provides control inputs to the turbine dynamic controllers, for example, the desired tip 
speed ratio or rpm. 

In contrast, dynamic controllers for the various turbine components make continuous 
high-speed adjustments to turbine actuators and components as they react to high-speed 
changes in operating conditions. Dynamic control is used for control systems in which the 
larger system dynamics affect the outcome of control actions. Typically, a dynamic 
controller will manage only one specific subsystem of the turbine, leaving control of other 
subsystems to other dynamic controllers and coordination of the various dynamic controllers 
and other operations to the supervisory control system. Dynamic control systems are used to 
adjust blade pitch to reduce drive train torques, to control the power flow in a power 
electronic converter, or to control the position of an actuator. Each of these controllers 
operates actuators or switches which affect some aspect of a turbine subsystem and thereby 
the overall operation of the wind turbine. The effect of controller actions is often measured 
and used as an input to the dynamic control system. 

7.1.2 

Wind turbine control systems vary significantly from turbine to turbine. The choice of 
control system components and configurations depends significantly on the specific wind 
turbine design. Before examining control systems in general, a few highlights of some 
aspects of wind turbine control systems illustrate the variety of possibilities. These examples 
include two turbines with mechanical pitch control, and three different microprocessor 
controlled turbines. 

Examples of wind turbine control systems 

kW Bergey Excel 
The Bergey Windpower Company’s 10 IcW Excel wind turbine has a 7 m diameter variable 
speed rotor with a direct drive permanent magnetic alternator providing variable frequency 
three-phase power (see Figure 7.2). Depending on the application, that power is used 
directly for water pumping, retified to regulated DC power for battery charging or 
converted, through an inverter, to 240 V AC power for grid connection. The turbine has 
three hardware control systems plus an electronic controller that controls the power for the 
required application. 

The three hardware control systems limit power in high winds, keep the turbine oriented 
into the wind and protect against rotor overspeed in extreme winds. The first controls 
aerodynamic torque with a unique system that is part of the blade design. The rotor has a 
rigid hub with three torsionally flexible blades with pitch weights located near the tips. 
Aerodynamic and centrifugal forces change the twist of the blades (and therefore the angle 
of attack) as the wind speed changes. The second control system orients the turbine into the 
wind with a tail vane. The downwind vane keeps the upwind rotor facing into the wind by 
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means of aerodynamic forces on the vane surface. Finally, the rotor is protected against 
overspeed in high winds by another hardware-based control system. Above wind speeds of 
about 15 m/s the rotor is turned partially out of the wind through the action of aerodynamic 
and gravitational forces, without the use of springs. 

An additional electronic controller manages the interface between the turbine generator 
and the intended application. For battery cliarging, a dedicated controller monitors battery 
voltage and controls current to ensure that the battery is not overcharged. Water pumping 
motors are usually driven directly by the alternator output, with the pump controller turning 
the pump on when sufficient voltage of enough frequency is being produced to power the 
pump without damage. For grid connection, a controller in the inverter manages the power 
flow to the grid and includes diagnostics to ensure safe operation of the inverter. 

Figure 7.2 Bergey Excel. Reproduced by permission of Bergey Windpower CO. 

0 has an 18 m diameter two-bladed, ~ ~ w ~ n d ,  v 
duced by an induction generator is fed tlarou 
. The turbine includes a unique system to control blade 

are hinged at the c ~ ~ ~ c t i o n  to the hub to aXbw thc blades to cone 
st increases in high winds. A linkage system in the hub 

converts this coning motion into pitching motion of the blades, controlling the rotor 
in high winds. The result i s  a system that limits power to 8Q kW between wind sp 
12.5 and 25 mis .  Additional controls on the converter control the generator speed and 
current to the grid. The converter controls allow the variable speed rotor t 
50 and 120 rpm. This allows the rotor to operate efficiently in low wind 
is a very low cut-in wind speed of 3 mls. 
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re 7.3 Lagerwey LW18f80. Reproduced by permission of Atlantic Wind Test Site Inc. 

two-bladed, stall-re ulated turbine (see Figure 7.4). The turbi 
~ ~ u r - p o ~ e  ~ n d u ~ ~ o ~  ~ene r~ to r ,  a 30:l p ~ ~ e ~ y  gear box and a t e e t ~ r e ~  rotor. The t e e ~ ~ ~ e ~  
rotor is free to teeter up to 4- 3 degrees. Beyond that, the teeter motion is damped, with 
hard stops at 4 1  7 degrees. The turbine is a free yaw design with a downwind rotor. As 
o r ~ g ~ ~ a ~ l y  n ~ a ~ ~ ~ a c t ~ ~ d  i rbine had a hardware relay logic control system. 

Power regulation is solely a function of the blade design. The higher the wind speed, the 
larger the angle of attack along the blade. As the angle of attack increases, the airflow over 
h e  blade is ~~creasingly stalled and the rotor power ( : ~ f f ~ c i ~ n t ,  C,, creases. Thus. as h e  
wind speed increases, the power increases to about 275 kW and then decreases in higher 
wind speeds. Overspeed control is handled by a pneumatically actuated disk brake and 

with ~ ~ ~ C ~ o ~ ~ ~ e E s .  T 
ts is cut off or when the centrifugal 

brakes exceed the holding force of the magnets, as a result of high rotational speeds. 

system. This monitored wind speed, turbine vibration, brake pressure and grid conditions. 
As originally ~ a n ~ f ~ ~ c ~ ~ e ~  in the 198 s, the turbine had a hardware relay logic c~~~~~ 
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Figure 7.4 ESI-80 turbine 

7.1.2.4 Vestas V47-6601200 kW 
The Vestas V47-660/200 kW turbine includes active pitch control, a small range of variable 
speed operation. and a control system with supervisory and dynamic control functions 
distributed between the top and bottom of the tower. It comes in a version with two 
generators €or low-wind sites (see Figure 7.5). 

In contrast to the ESI-80, the Vestas V47-660/200 changes the blade pitch in order to 
control the mean power output from the turbine in high winds. Fluctuations in power about 
the mean are reduced by allowing the rotor speed to vary a little. In high winds, the rated 
slip of the generator is changed by electronically changing the rotor resistance. This allows 
the rotor speed to vary by up to 10% as it absorbs the energy in gusts. The two-generator 
version operates at two distinct rotor speeds, depending on which generator is being used. 

On the Vestas V41-660/200, the computer control is separated into two majn processors, 
one on the tower top and one in the tower base. The tower top controller controls all aspects 
of the yaw motion and the generator and pitch systems, and monitors the turbine operation. 
The controller at the tower base controls the generator grid connection and the power factor 
correction capacitors, logs operating data, and communicates with remote operators. 
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Figure 7.5 Vestas V47-6601200 kW. Legend 1. Blade, 2. Blade hub, 3. Blade bearing, 
4. Main shaft, 5. Secondary generator, 6. Gearbox, 7. Disc brake, 8. Oil cooler, 9. Cardan shaft, 
10. Primary generator, 11. Service crane, 12. Pitch cylinder, 13. Machine foundation, 14. Tower, 
15. Yaw control, 16. Gear tie rod, 17. Yaw ring, 18. Yaw gears, 19. Control unit, 20. Hydraulic unit. 
Reproduced by permission of Vestas Wind Systems AIS 

7.1.2.5 Enron Wind 750i 
The 750 kW Enron Wind 75Oi turbine is a fully variable speed, variable pitch machine with 
a doubly fed induction generator (see Figure 7.6). In contrast to the fixed-speed ESI-80 and 
the Vestas V47 with its discrete speed ranges, the rotor speed of the Enron Wind 75Oi can 
be varied continuously up to its peak operating speed. Also, in contrast to the Lagerwey 
LW18/80, which is also variable speed, the blade pitch is also fully controllable. The blade 
pitch is held constant below the rated wind speed and the rotor speed is varied for maximum 
aerodynamic efficiency. Above rated wind speed, the pitch is slowly varied to control the 
average power input to the rotor. Rotor speed variations absorb the energy in gusts. At the 
same time, the converter/generator control system controls for constant output power. 

In this turbine, multiple distributed microcontrollers control the pitch and speed 
regulation, the high-speed shaft brake and yaw brake, the yaw motor and the hydraulic 
pump motor and monitor the turbine operation. The variable speed controller that controls 
the generator speed and blade pitch is located in the nacelle. It communicates with the 
master controller through a high-speed serial port over fiber optic lines to eliminate 
electrical noise and interference. The generator torque is controlled by the controller for the 
converter that is connected to the generator rotor. The controller is able to adjust the voltage 
and frequency of the generator current, thus controlling torque and generator efficiency. It is 
also able to set the power and power factor of the energy supplied to the grid. 
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Picture of Enron Wind 750i turbine. Reproduced by permission of Enron Wind Corp. 

7.2 ontrol Systems 

While the details of the control systems on different turbines vary, all the turbines 
considered here have a common purpose: the conversion of wind energy into electrical 
energy. This common purpose defines common elements that need to be considered in any 
control system design. This section starts with a simple turbine model that can be used to 
illustrate these turbine components and then reviews the basic functional elements common 
to all control systems and the forms those elements take in wind turbines. 

7.2.1 Basic turbine model 

A simplified horizontal axis wind turbine model is useful for understanding lJhe integration 
of control systems into a modern wind turbine. A typical wind turbine can be modeled as a 
drive shaft with a large rotor inertia at one end and the drive train (including the generator) 
inertia at the other end (see Figure 7.7). An aerodynamic torque acts on the rotor and an 
electrical torque acts on the generator. Somewhere on the shaft is a brake. 

The aerodynamic torque affects all turbine operations and provides the power that is 
delivered to the load. As discussed in Chapters 3 and 4, the aerodynmiic torque is the net 

om the wind, consisting of contributions related to the rotor tip speed ratio, blade 
wind speed, yaw error, and any added rotor drag. Each of these inputs to the 
ic torque, except wind speed, may be a e to be changed by a control system. 

Variable speed turbines can operate at different speeds (and different tip speed ratios); 
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pitch-regulated turbines can change the rotor or blade geometry; turbines with yaw drives or 
yaw orientation systems can control yaw error; and turbines with auxiliary drag devices can 
modify rotor drag. Below rated wind speed, control systems might attempt to maximize 
aerodynamic torque (or power), whereas above rated wind speed a control system would 
attempt to limit aerodynamic torque. 

Rotor 
inertia 

Drive train 
inertia 

Electrical 
+ torque I_) 

Aerodynamic 
torque 

torque 

Figure 7.7 Simple wind turbine model 

In a turbine designed to operate at nearly constant speed, the generator torque is a 
function of the fluctuating aerodynamic torque and drive train and generator dynamics. That 
is: 

Constant speed generator torque = f (aerodynamic torque, system dynamics) (7.2.1) 

The drive train and generator dynamics are determined by the design of the various 
components and are not controllable. Thus, the only method for controlling generator torque 
in a constant-speed wind turbine is by affecting the aerodynamic torque. 

In a variable speed turbine the generator torque can be varied independently of thc 
aerodynamic torque and other system variables. That is: 

Variable speed generator torque = f (generator torque control system) (7.2.2) 

In such a system the aerodynamic and generator torques could be independently controlled. 
The speed could be altered by changing either the aerodynamic or generator torque, 
resulting in either an acceleration or deceleration of the rotor. 

7.22 Control system components 

Control of mechanical and electrical processes requires five main functional ~ompon~nt  s 
(see Figure 7.8): 

1. A process that has a point or points that allow the process to be changed or influenced. 
2. Sensors or indicators to communicate the state of the process to the control system. 
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3. A controller, consisting of hardware or software logic, to determine what control actions 
should be taken. Controllers may consist of computers, electrical circuits, or mechanical 
systems. 

4. Power amplifiers to provide power for the control action. Typically, power amplifiers are 
controlled by a low-power input that is used to control power from an external 
high-power source. 

5. Actuators or components for intervening in the process to change the operation of the 
system. 

Examples of each of these functional components are provided in the following sections. 

Desired 
output Output 

Figure 7.8 Control system components 

7.2.2.1 
Controllable wind turbine processes include, but are not limited to: 

Controllable processes in wind turbines 

The development of aerodynamic torque (see Chapters 3 and 4). 
The development of generator torque (see Chapter 5). 
The conversion of electrical current and fluid flow into motion. Yaw drives and pitch 
mechanisms often use the control of electrical current or the flow of hydraulic fluid to 
control valves and the direction and speed of mechanical motion. 
Overall conversion of wind energy into electrical power. The successful conversion of 
the kinetic energy in the wind into useful electrical energy requires the monitoring and 
sequencing of a number of sub-processes. These larger aspects of turbine operation are 
also subject to control system actions. These might include connecting the generator to 
the grid, turning on compressors and pumps or opening valves. 

7.2.2.2 Wind turbine sensors 
On a large modern wind turbine many sensors are used to communicate important aspects of 
turbine operation to the control system. These measured variables might include: 

Speeds (generator speed, rotor speed, wind speed, yaw rate, direction of rotation) 
Temperatures (gearbox oil, hydraulic oil, gearbox bearing, generator bearing, generator 
winding, ambient air, electronics temperatures) 
Position (blade pitch, teeter angle, aileron position, blade azimuth, yaw position, yaw 
error, tilt angle, wind direction) 
Electrical characteristics (grid power, current, power factor, voltage, grid frequency, 
ground faults, converter operation) 
nuid flow parameters (hydraulic or pneumatic pressures, hydraulic oil level, hydraulic 
oil flow) 
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Motion, stresses, and strain (tower top acceleration, tower strain, shaft torque, gearbox 
vibration, blade root bending moment) 

0 Environmental conditions (turbine or sensor icing, humidity, lightning) 

Sensors may also be composed of machine elements that act as part of the control system. 
For example, in the Lagenvey LW18/80 turbine, blade coning motion is used to control the 
turbine, just as input from an anemometer could be used to control the turbine. 

rbines controllers 
Controllers provide the connection between the measurement of an aspect of turbine 
operation and actions to affect that turbine operation. Typical controllers in a wind turbine 
include: 

Mechanical mechanisms. Mechanical mechanisms, including tail rotors, linkages, 
springs, fly ball governors, etc., can be used to control blade pitch, yaw position and 
rotor speed. 

0 Electrical circuits. Electrical circuits may provide a direct link from the output of a 
sensor to the desired control action. For example, sensor inputs could energize coils in 
relays or switches. Electrical circuits can also be designed to include a dynamic response 
to input signals in order to shape the total system dynamic operation. 

e Computers. Computers are often used for controllers. Computers can be configured to 
handle digital and analog inputs and outputs, and can be programmed to perform 
complicated logic and to provide dynamic responses to inputs. The ease with which 
control code, and thus control operation, can be changed by reprogramming the computer 
i s  a major advantage of computer control systems. 

More detail on the different types of controllers is presented in Sections 7.4.4 and 7.5.4. 

7.2.2.4 
When the control signal from the controller does not have enough power to power the 
actuator, then an amplifier is needed between the controller and the actuator. Typical power 
amplifiers in a wind turbine include: 

Power amplifiers in wind turbines 

0 Switches. There is a variety of switches that can be controlled with a small amount of 
current or a small force but which act as amplifiers in that they can switch high currents 
or high forces. These include relays, contactors, power electroaic switches such as 
transistors and silicon-controlled rectifiers (SCRs) and hydraulic valves. 

ctrical amplifiers. Electrical amplifiers that directly amplify a control voltage or 
current to a level that can drive an actuator are often used as power amplifiers in a 
control system. 

* Hydraulic pumps. Hydraulic pumps provide high-pressure fluid that can be controlled 
with valves that require very little power. 

Note that power amplifiers are not always needed. In the Lagerwey LW18180, for example, 
the coning motion of the blades, diiven by a aerodynamic forces, develops enough power to 
change the blade pitch without amplification. 
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.5 Wind turbine actu 
Actuators in a wind turbine may include: 

Electromechanical devices. Electromechanical devices include DC motors, stepper 
motors, AC motors with solid-state controllers, linear actuators and magnets. 

* Hydraulic pistons. Hydraulic pistons are often used in positioning systems that need high 
power and speed. 

* Resistance heaters and fans. Resistance heaters and fans are used to control temperature. 

Actuator systems may include gears, linkages and other machine elements that modify the 
actuating force or direction. 

7.2.3 Control of turbine processes 

Wind turbine processes such as the development of aerodynamic and generator torque and 
the conversion of current into motion can be affected by controller action. The details of 

approaches to affecting ese processes in wind ~ ~ r b i n e s  are described in 
this section. 

As mentioned above, aerod e consists of contributions related to the rotor tip 
speed ratio and C, (determined by blade design, wind and rotor speed), rotor 
geometry (blade pitch and aileron settings), wind speed, yaw any added rotor drag. 
All of these, except wind speed, can be used to control aerodynamic torque. 

Tip speed ratio variations can be used to change the rotor efficiency and thereby the 
rotor torque. In sta~~-re~L~lated fixed-speed wind turbines, low tip speed ratios (and 
accompanyi~g low C,) are used to regulate the aerodynamic torque in high winds. In 
variable speed wind turbines, the rotor speed can be changed to either maintain a favorable 
tip s p d  ratio or to decrease the tip speed ratio and power coefficient as in a s t ~ ~ - r e ~ ~ ~ a t e d  
turbine. 

Changing the rotor geometry changes the lift and drag forces on the blade, affecting the 
ue. AerQ~ynami~ torque control though rotor geometry adjus~men~s can 

be accomplished with full span pitch control or by changing the geometry of only a part of 
the blade, as described below. 

control can be used to regulate aerodynamic torque by either pitching the blade to feather 
Fuli span pitch control requires rotating the bIa~e  about its long axis. IFu 

ttack) or toward stall (increasing the angle of attac 
atcd wind turbi s are ~ s u a ~ l y  designed for 

ision for gradually increasing stall as the wind increases. These 
d at the most efficient point with relatively high angles of attack. 

ade toward stall can often be a c c o ~ p i i s h ~ ~  faster than 
rotations to feather. Rotations to feather result in quieter operation and more exact control 
because each angle of attack is associated with one operating condition. In contrast, 
i i iduc~~g stall results in unsteady loads, greater thrust forces on the turbine, less accurate 
control due to the unsteady nature of stalled flow and more noise. 
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Ailerons can be used to affect rotor geometry by changing the blade geometry over part 
of the blade. They are used to reduce the lift coefficient and increase the drag coefficient 
over the length of the blade with the aileron. Ailerons do not require the use of as powerful 
an actuator as full span pitch control does, but at least some of the actuating mechanism 
must be installed in the blade. The necessity of separating the blade into articulated pieces 
and providing actuation inside the blade significantly affects the blade design. 

Auxiliary rotor devices such as tip brakes or spoilers can also be used to modify the 
rotor torque (see Figure 7.9). Tip flaps and pitchable tips add a negative torque to the rotor 
and spoilers disrupt the flow around the blade, decreasing lift and increasing drag. 

Increasing the yaw error (turning the rotor out of the wind) and tilting the rotor and/or 
drive train can also be used to decrease or regulate the aerodynamic torque. 

Tip brakes Pitchable tips Spoilers 

Figure '7.9 Aerodynamic drag devices (Gasch, 1996). Reproduced by permission of E. G. Teubner 
GmbH 

Generator torque control 
Generator torque may be regulated by the design characteristics of the grid-connected 
generator or independently controlled with the use of power electronic converters. 

Grid-connected generators operate over a very small or no speed range and provide 
whatever torque is required to maintain operation at or near synchronous speed (see Chapter 
5). Grid-connected synchronous generators have no speed variations and, thus, any imposed 
torque results in an almost instantaneous conipensating torque. This can result in high torque 
and power spikes under some conditions. Grid-connected induction generators change speed 
by as much as a few percent of the synchronous speed. This results in a softer response and 
lower torque spikes than with a synchronous generator. 

Alternately, the generator can be connected to the grid through a power electronic 
converter. This allows the generator torque to be very rapidly set to almost any desired 
value. The converter determines the frequency, phase, and voltage of the current flowing 
from the generator, thus controlling generator torque. 

7.2.3.3 Brake torque control 
Parking a wind turbine and stopping a stall-regulated wind turbine are often accomplished 
with a brake system on either the high-speed or the low-speed shaft (more on brakes can be 
found in Chapter 6). Brakes are typically pneumatically, hydraulically, or spring applied. 
Thus, control of brakes usually requires the activation of solenoid valves or, possibly, 
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controllable valves to actively control the braking torque. Additional braking methods 
include (1) braking the rotor using the generator torque on machines controlled by power 
converters and (2) dynamic brakes, which are auxiliary electrical components that provide a 
electrical braking torque to the generator. 

7.2.3.4 Yaw orientation control 
A number of different designs have been used for controlling wind turbines by changing the 
direction of the wind entering the rotor. This approach is typically used in small wind 
turbines and may involve either yawing the rotor out of the wind or rotating the nacelle 
upwards to limit power output. Gyroscopic loads need to be considered in the design of a 
yaw power regulation system. If gyroscopic loads are a concern, yaw rate can be limited, 
but limiting yaw rate may affect the ability to regulate power output. 

7.3 Typical Grid-connected Turbine Operation 

Each of the processes mentioned above (aerodynamic torque control, generator torque 
control, brake torque control, and yaw orientation control), as well as others, can be used in 
a variety of combinations to enable a wind turbine to successfully convert the kinetic energy 
in the wind into electrical energy. The overall operating strategy determines how the various 
components will be controlled. For example, as part of an overall control strategy, the 
control of rotor torque can be used to maximize energy production, minimize shaft or blade 
fatigue, or simply to limit peak power. Blade pitch changes can be used to start the rotor, 
control energy production, or to stop the rotor. 

In general, the goals of wind turbine control strategies are (1) maximizing energy 
production, (2) ensuring safe turbine operation and (3) minimizing operation and 
maintenance costs by reducing loads and increasing fatigue life. The control scheme used 
for operating a turbine depends on the turbine design. Within the limits of the design, the 
best overall strategy to meet these goals is chosen. Typical wind turbine operating strategies 
are explained in the Section 7.3.1, 

The exact approach to wind turbine control and the immediate goals for the control 
strategy depend on the operating regime of the turbine. Below rated wind speed, one 
generally attempts to maximize energy production. Above rated wind speed, power 
limitation is the goal. Typical wind turbine control strategies for pitch- and stall-regulated 
machines, illustrated in Figure 7.10, are a function of wind speed and the options for control 
input. Fixed-speed stall-regulated wind turbines have no options for control input. 
Fixed-speed pitch-regulated wind turbines typically use the pitch regulation for start-up and, 
after start-up, only to control power above rated wind speed. Variable speed wind turbines 
typically use pitch control, if it is available, only above rated wind speed, but use generator 
torque control over the whole operating range of the turbine. It should be remembered that 
there are other approaches to turbine control that are used or are possible, but that are less 
frequently found in commercial designs, including, for example, yaw control to limit output 
power. 
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Figure 7.10 Overview of typical control strategies; U , mean wind velocity; U,,-,, , U,t-our, 
Urared, cut-in, cut-out, and rated wind speed, respectively 

The details of typical turbine control operating strategies are summarized in the next 
section, with constant speed turbine and variable speed turbine descriptions described 
separately. 

Turbine start-up strategy is also a function of available control options. Fixed-speed 
pitch-regulated wind turbines usually adjust the blade pitch to accelerate the rotor to 
operating speed, at which point the generator is connected. Many fixed-speed stall-regulated 
wind turbines cannot count on aerodynamics to accelerate the rotor. These turbines start by 
connecting the generator to the grid and motoring to operating speed. Variable speed wind 
turbines can use the same start-up strategies as fixed-speed wind tilrbines, but with the 
generator connected to the grid through a power converter. 
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7.3.1 

The majority of grid-connected wind turbines operate at a nearly constant speed that is 
predetermined by the generator design and gearbox gear ratio (discussed in Chapters 5 and 
6). Among constant-speed wind turbines, a few different standard designs have emerged, 
each with their typical operating strategy. These are described below. The description also 
includes one two-speed design that operates at two distinct speeds. This design is included 
with the constant-speed designs because it is not a true variable speed design, but a turbine 
that operates as a constant speed machine at one of two selectable speeds. The descriptions 
of these typical turbine designs (and the variable speed designs) include the most frequently 
occurring designs and their control strategies. Again, it should be kept in mind that any 
given wind turbine design has its unique aspects and that other turbine designs and control 
strategies exist and are possible. 

7.3.1.1 Stall-regulated turbines 
Constant-speed stail-regulated wind turbines have blade designs that intrinsically regulate 
the power produced by the turbine. The fixed-pitch blades are designed to operate near the 
optimal tip speed ratio at low wind speeds. As the wind speed increases, so, too, does the 
angle of attack and an increasingly large part of the blade, starting at the blade root, enters 
the stall region. This reduces rotor efficiency and limits output power. The most common 
stall-regulated design is a rigid-hub, three-bladed, wind turbine with an induction generator. 
The rotors of these turbines tend to be heavy welded or cast structures designed to withstand 
the blade bending loads inherent in the stall-regulated design. There are also some lighter 
two-bladed stall-regulated wind turbines with teetering hubs. 

Typically, control of stall-regulated wind turbines requires only starting and stopping of 
the wind turbine based on wind and power criteria. Once the brake is disengaged, the 
turbine may be allowed to freewheel up to operating speed before the generator is connected 
to the grid or the turbine may be motored up to operating speed. Thus, this design only 
requires control for the generator or soft-start contactor (see Section 5.6) and brake 
operation. 

7.3.1.2 Two-spee stall-regulated turbines 
A variation of the stall-regulated concept involves operating the wind turbine at two distinct, 
constant operating speeds. In low winds, the slower operating speed is chosen to improve 
the rotor efficiency and reduce noise. The higher rotor speed is chosen for moderate and 
high winds. One way to do this is to use a generator with switchable poles and therefore a 
switchable synchronous operating speed. Another approach is the use of two generators of 
different sizes. The operating speeds are determined by choosing the number of generator 
poles and/or the gear ratio for connecting these generators to the rotor. The smaller 
generator is used in low winds and the larger in high winds. Both generators operate close to 
maximum efficiency. Two-speed wind turbines require more complicated equipment for 
transferring power between generators and for avoiding transient power and current spikes 
when switching generators or generator poles. 

7.3.1.3 Active pitch-regulated turbines 
Rotors with adjustable pitch are often used in constant-speed machines to provide better 
control of turbine power. Blade pitch can be changed to provide power smoothing in high 

Typical constant speed operating schemes 
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winds. Because pitchable blades are often designed for optimum power production, with no 
provision for stall regulation, the aerodynamic torque can be sensitive to gusts. One solution 
is to use fairly fast pitch mechanisms. The faster the pitch mechanism responds to gusts, the 
smoother the power in high winds will be. However, blade rotation velocities are limited by 
the strength of the pitching mechanism and blade inertia. In practice, power is only 
controlled in the average and some power fluctuations still exist. Below rated power the 
blade pitch is usually, though not always, held constant in these machines to limit pitch 
mechanism wear. This reduces energy capture but may improve the overall system 
economics and reliability. 

7.3.2 Typical variable speed operating schemes 

Variable speed grid-connected wind turbine operation has been made possible by 
improvements in power electronics. The cost of power electronics for grid connection tends 
to limit variable speed operation to larger wind turbines. However, small variable speed 
wind turbines with dedicated loads have successfully operated for generations. The 
descriptions below of typical variable speed turbine operation are limited to grid-connected 
machines. 

7.3.2.1 Stall-regulated turbines 
Variable speed operation of stall-regulated wind turbines is currently an active topic of 
research at a number of locations in Europe and the United States. Variable speed 
stall-regulated wind turbines are controlled by using power electronics to regulate the 
generator torque. By using the generator torque to regulate the rotor speed, the turbine can 
be operated at any desired tip speed ratio within the limits of the generator and rotor design 
constraints. By decreasing generator torque below the aerodynamic torque, the rotor is 
allowed to accelerate. The rotor decelerates when the generator torque is set higher than the 
aerodynamic torque. 

Variable speed stall-regulated wind turbines operate in one of three modes (see Figure 
7.1 1). At low wind speeds the turbine operates with variable speed to maintain optimum 
power coefficient. Once the maximum design rotor speed is reached the turbine is operated 
in a constant speed mode similar to normal stall-regulated operation. As the wind speed 
increases, the power will increase and the blade will be increasingly stalled. Above a 
predetermined power level the turbine is operated in a constant power mode in which the 
rotor speed is regulated to limit rotor power. This involves reducing the rotor speed in high 
winds to increase stall and reduce the rotor efficiency. 

Control of variable speed stall-regulated turbines includes the same connection and 
disconnection logic required for constant speed stall-regulated operation. Once it is 
grid-connected, the power from a constant speed grid-connected machine is regulated by the 
rotor aerodynamics and the generator design. In a variable speed machine, grid-connected 
power is managed by a dynamic controller that regulates the generator torque with the goal 
of eithcer constant tip speed ratio, constant speed, or constant power, depending on the wind 
speed. 
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Figure 7J.l Variable speed stall-regulated operation 

7.3.2.2 Active pitch-regulated turbines 
Variable speed pitch-regulated wind turbines have two methods for affecting turbine 
operation: speed changes and blade pitch changes. In part load operation these wind turbines 
operate at fixed pitch with a variable rotor speed to maintain an optimal tip speed ratio. 
Once rated power is reached, the generator torque is used to control the electrical power 
output, while the pitch control is used to maintain the rotor speed within acceptable limits. 
During gusts the generator power can be maintained at a constant level, while the rotor 
speed increases. The increased energy in the wind is stored in the kinetic energy of the rotor. 
If the wind speed drops, the reduced aerodynamic torque results in a deceleration of the 
rotor while the generator power is kept constant. If the wind speed remains high, the blade 
pitch can be changed to reduce the aerodynamic efficiency (and aerodynamic torque), once 
again reducing the rotor speed. In this manner the power can be very closely controlled and 
the pitch mechanism can be much slower than the pitch mechanism used in a constant-speed 
machine. 

7.3.2.3 Small-range variable speed turbines 
One approach to approximating some of the advantages of full variable speed without all of 
the costs is the use of a variable slip induction generator. For example, the Vestas V47 has a 
wound rotor induction generator with a control system to control the rated slip of the 
generator (see Section 5.4.4) by changing the rotor resistance. At part load the generator 
operates as a regular induction generator with 2% rated slip. Once full load is reached, the 
rotor resistance is changed to increase the slip to allow the rotor to absorb the energy in 
gusts. (Note that this approach also increases generator losses.) The pitch mechanism is 
used to modulate the power fluctuations. 
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7.3.2.4 Passive pitch-regulated turbines 
Numerous wind turbine designs, such as the Lagerwey LW301250, have been produced with 
one form or another of passive pitch regulation. In these designs the effects of changing 
rotor speed or wind speed are coupled through linkages to pitch mechanisms. Thus, the wind 
speed provides the actuator power to adjust the blade pitch to shape the power curve of the 
wind turbine. 

7. Supervisory Control verview and Implementation 

This section provides details of the operation of supervisory control systems for wind 
turbines. The supervisory control system manages the various operating states of the turbine 
(ready for operation, power production, shutdown, etc.), switching between operating states, 
and reporting to turbine operators. An overview of supervisory control functions and the 
details of typically used operating states are described in this section, as well as the various 
forms for implementing supervisory control systems. 

7.4.1 Supervisory control system overview 

The supervisory control system manages safe, automatic operation of the turbine, 
identifying problems and activating safety systems. Automatic turbine operation is typically 
managed by switching relays to change from one predefiied operating state, such as 
grid-connected power production, to another, perhaps freewheeling in low winds without 
grid connection. At the same time, operating conditions are continuously checked against 
preset limits. If any input exceeds a safe value, appropriate action is taken. These tasks may 
be managed by hardware relay logic, electrical circuits, or most often by an industrial 
computer. A separate part of a supervisory control system is the fail-safe backup systems 
needed to safely shut the turbine down if the main supervisory system should fail. 

The tasks performed by the supervisory control system may include: 

Monitoring for safe operation. This includes (1) monitoring sensors to insure that no 
turbine components have failed, (2) monitoring to make sure that operating conditions 
are within expected limits, (3) monitoring the grid condition, and (4) looking for 
troublesome environmental conditions 
Information gathering and reporting. This includes gathering information on operation, 
notification of the necessity for repairs and maintenance, and communication via phone, 
radio, or satellite, etc. with operators 
Monitoring for operation. This includes monitoring the wind speed and direction and 
grid condition to determine the appropriate operating condition 
Managing turbine operation. This involves choosing operating states and managing the 
transition between operating states, sequencing and timing of tasks within operating 
states, and providing limits and set points for dynamic control subsystems 
Actuating safety and emergency systems. This includes disconnecting the grid, and 
activating aerodynamic and regular braking systems in emergencies 
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7.4.2. Operating states 

Experience has shown that a number of distinct operating states are appropriate for the 
operation of most wind turbines (see Figure 7.12). These include the system check, ready 
for operation, start, grid connection, power production, grid disconnection, freewheeling, 
shutdown, and emergency shutdown operating states. Each of these i s  described below. 
Depending on the turbine design, some of these states may be absent, some may be 
subdivided into multiple separate states, or some may be combined onto one state. The 
turbine may remain in some operating states for long periods of rime, depending on the 
wind and operating conditions. These states are designated as stationary states. Other 
operating states may only be transition states that are entered during changes from one 
stationary operating state to another. The nature of the operating state (whether transitional 
or stationary) is indicated in Figure 7.12. 

7.4.2.1 
The system check state is entered when the control system is initialized for operation. This 
transitional state includes any initial tasks that need to be performed to make sure that the 
system is ready to operate or to get it ready to operate. When the system is first put into 
operation, faults may need to be cleared, the rotor and yaw position may need to be 
determined, variables need to be initialized, and sensor inputs need to be checked to make 
sure that the turbine systems are operating correctly. In this effort, actuators may be 
exercised and the results measured to determine that they are ready for operation. 

System check and initialization (transitional) 

Transitional Stationary 
states states 

check operation 

Power 
connection lduction 

Freewheeling 

I 1 Shutdown r 

Figure 7.12 Typical turbine operating states 
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.2 Ready for operation (stationary) 
The ready for operation state is characterized by a stationary rotor and engaged parking 
brake. Once put on-line, the supervisory controller must: (1) maintain the readiness of the 
turbine for operation by monitoring turbine and grid conditions for problems, maintaining 
pressures in hydraulic and pneumatic reservoirs, and correcting the yaw error, if necessary, 
and (2) identify appropriate conditions for operation by monitoring the wind speed and 
direction. When appropriate conditions are identified and system checks find no fault that 
would preclude operation the start state is entered. Owing to the fluctuating nature of the 
wind, averages and statistical measures must be used to determine if there is enough wind to 
start the turbine with the expectation that it will continue to run for a while and not be just 
shut down in the next lull. Typically, the supervisory controller will determine that the 
tubine is ready to start when the wind speed, averaged over some time period, is above a 
predetermined set point andor if the wind is over some limiting value for a certain time. 
This is a stationary state in which the turbine may remain for long periods of time. 

7.4.2.3 Start and rake release (transitional) 
Once conditions are appropriate, the start state is entered and the brake is released. Many 
turbines, especially pitch-regulated turbines, will accelerate up to operating speed without 
other intervention, but the pitch mechanism set point may need to be updated, in order to 
position the blades to accelerate the rotor. The starting procedure for variable speed turbines 
may require initiating the operation of dynamic controllers and providing speed set points. 
Meanwhile, system operation and the grid condition are monitored to identify problems that 
might require a shutdown. 

7.4.2.4 Grid connection (transitional) 
Some turbines, generally stall-regulated turbines, may need to be motored up to operating 
speed by connecting the generator to the grid subsequent to taking off the brake. For those 
turbines not requiring motoring, when the rotor speed approaches operating speed, the 
generator or converter contactor is closed. Power production commences with the 
completion of grid connection and the achievement of the correct operating speed. During 
grid connection, system and grid faults continue to be checked and the turbine continues to 
be oriented into the wind. 

7.4.2.5 Power production (stationary) 
During power production current flows into the electric grid. Controller tasks during power 
production will depend on the turbine design and whether the turbine is operating at part or 
full load. In constant-speed stall-regulated wind turbines power production may require only 
monitoring turbine operation and component health. In pitch-regulated turbines, blade pitch 
may be varied continuously at part load or only at full load. In variable speed turbines 
different control goals may be required for different load or wind speed ranges. The 
supervisory controller performs a number of tasks during power production including 
system fault detection, turbine yaw orientation, and continuous monitoring of power and 
rotor speed to identify operating problems and to determine set points for speed and power 
controllers. In high wind gusts, power production may be allowed to exceed the turbine’s 
rated power for short periods of time to limit the duty cycle of the pitch actuator and to 
allow short period gusts to pass without increasing start-stop cycles. 
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7.4.2.6 Grid disconnection (transitional) 
The tasks of this state may include disconnecting the generator-grid connection, 
disengaging various control systems, or providing new control goals and set points. This 
state may be a transition state to either a shutdown or freewheeling mode. 

7.4.2.7 Freewheeling (stationary) 
In low winds the rotor may be allowed to rotate freely, ‘freewheeling,’ until the winds drop 
even further or pick up and power production can occur. During freewheeling the generator 
is not connected to the grid and the controller monitors conditions for connecting to the grid 
or shutting down the turbine. System checks are performed. In a controlled-yaw turbine the 
rotor is oriented into the wind during freewheeling. In a free-yaw turbine the yaw error is 
monitored during freewheeling. Rotor speed is closely monitored and the blade pitch may 
be used, where applicable, to maintain the rotor speed within a specific range. 

7.4.2.8 Shutdown (transitional) 
This state is entered when winds or power are above specified upper levels, when winds 
drop below specified lower levels, or when system monitoring indicates that the turbine 
should not be operated. Stopping the turbine may require slowing the rotor with 
aerodynamic drag devices or by pitching the blades for shutdown, engaging the parking 
brake, and checking that the rotor has indeed ceased motion. Shutdown may also include 
parking the blades in a specific orientation and engaging the yaw brake. Upon completely 
shutting down, unless for a component problem, the turbine is ready for another operating 
cycle. 

7.4.2.9 Emergency shutdown (transitional) 
The emergency shutdown state is entered when critical operating or limit conditions are 
exceeded, when the normal shutdown procedure is deemed too slow to protect the turbine or 
when the normal shutdown procedure is deemed ineffective because of to a component 
failure. Typically, emergency shutdown results in a rapid deployment of all brakes, and a 
shutdown of numerous systems for safety or protection of equipment. Further operation of 
the turbine is not allowed without operator intervention. 

7.4.3 Fault diagnosis 

The continuous fault diagnosis capabilities of the supervisory controller must include 
monitoring for component failures, including sensor failures, operation beyond safe 
operating limits, grid failure or grid problems, and other undesirable operating conditions. 

Component failures may be detected directly or indirectly. For example, the failure of a 
coupling between the generator and the gearbox could be directly detected if the generator 
and rotor speeds are known and do not correspond to each other. Such a failure could also 
be detected by noting that the rotor speed was accelerating or was too high, or by the 
detection of the deployment of a tip drag device designed to release in an overspeed 
condition. Generally, monitoring safe operating limits insures that many component failures 
will be detected, but certain failure modes may need to be monitored specifically to insure 
that they are detected before operation is adversely affected. Thus, successful failure mode 
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detection requires a full analysis of possible failure modes and the consequences of those 
failure modes, and an evaluation of the necessary sensors to detect those consequences. 

While the most robust and accurate sensors that can be afforded should be chosen for a 
wind turbine, sensor failures can also occur. Sensor problems can be protected against if the 
system is designed such that any problem condition would trigger two different sensors. 
Sensors may need to be selected to withstand cold, wet, or dry weather, vibration, high 
electrical and magnetic fields, condensation, ice deposits, oil and dirt deposits, high wind, or 
salt spray. 

7.4.4 Supervisory control system implementation 

Supervisory controllers can be implemented using hardware logic, electronic circuits, or 
computers. The choice of which approach to take will typically depend on the size and 
complexity of the wind turbine. Smaller wind turbines may utilize hardware or electronic 
controllers, but ail large wind turbines are equipped with sophisticated computer controllers. 

7.4.4.1 Hardware logic control systems 
Hardware logic control systems are most easily implemented for simpler control strategies. 
These systems often use hardware logic called ‘ladder logic.’ Ladder logic systems may use 
a variety of components: 

Industrial relays that may have multiple relay outputs 
0 Sensors with relay outputs triggered by user-selectable set points 
0 Industrial timers with relay contacts that close only after a preset time period has elapsed 

A common power system for all actuators and relays 

Ladder logic uses a cascading series of relays to control turbine operation. A simple ladder 
logic design example is illustrated in Figure 7.13. In this example, a small stall-regulated 
wind turbine is assumed to have the following equipment: 

An induction generator that connects to the grid with a contactor 
0 A brake that is released by introducing pressurized air from a reservoir tank through a 

solenoid and a brake pressure switch that indicates if the pressure in the brake is above a 
preset level 
A compressor that supplies air to the reservoir tank for brake operation. The compressor 
is switched on when the low tank pressure switch indicates that the air pressure in the 
tank is low 
A vibration switch that opens and remains open if the turbine vibrates too much 

0 A wind speed sensor that closes relay contacts when the wind speed is between cut-in 
and cut-out 



344 Wind Energy Explained 

120 Vac Ground 

Figure 7.13 Ladder logic example; for a description of Parts 1-5, see Section 7.4.4.1 
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As shown in Figure 7.13, operator actuation of the start button energizes the coil of the 
start relay, a relay with multiple sets of contacts (Part 1). Once the start relay is energized, 
the compressor of the brake will be powered up if the low tank pressure relay on the 
reservoir tank is closed (Part 2). If there is adequate pressure in the tank the compressor 
remains off. If at any time the pressure drops, the compressor comes on. If the start relay 
has been energized and the vibration sensor indicates that no excess vibration has occurred 
and the wind speed is within operating range and the tank pressure is high enough, then the 
brake solenoid relay is energized (Part 3). Contacts on this relay open the solenoid to put air 
into the brake to release the brake (Part 4). Other contacts on this sanie relay allow the 
generator contactor to be energized if there is enough air in the brake piston (Part 5). At this 
point, the turbine accelerates to operating speed and generates power. If the wind drops, the 
brake solenoid will be closed, releasing air from the brake (P'arts 3 and 4). As a consequence 
of the solenoid closing, the generator contactor will be disconnected from the grid (Part 5) .  
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The brake will stop the wind turbine and the turbine will be ready for operation once the 
wind is within range and no vibration or low air pressure problems arise. 

Some aspects of hardware logic controls can also be used as a backup system to insure 
that the turbine shuts down, for example, in emergency situations if the main computer has 
failed. 

7.4.4.2 Electrical logic control circuits 
Supervisory controllers can also be partially or completely composed of electronic circuits. 
These might include: 

Switches such as transistors and silicon-controlled rectifiers (SCRs) for switching 
circuits with high current and power 
Logic chips such as AND and OR gates and ‘flip-flops’ to implement controller logic 
Circuits to limit currents during start-up (soft-start circuits) or circuits to detect 
coincident AC waveforms to control contactors when synchronizing a synchronous 
generator with the power supply 

Electronic circuits might range from electronic implementations of ladder logic circuits to 
much more complicated measuring and timing circuits. 

7.4.4.3 Computer control systems 
Most wind turbines use computer control systems for supervisory control. These controllers 
use industrial computers that are designed for dirty environments and with capabilities to 
interact with other industrial equipment through digital input and output (110) ports, analog- 
to-digital (AID) and digital-to-analog (D/A) converters, and communication ports. Industrial 
computers may be similar to desktop computers with slots for user-selected interface boards 
or they may be designed for dedicated logic control and may come equipped with digital T/O 
ports and relay contacts ready to switch industrial equipment. Computer control systems 
may use one central processing unit (CPU) to manage all of the logic and control functions 
of the controller or may have CPUs distributed around the turbine, with each CPU 
communicatjng with a master controller. 

7.4.5 Fail-safe backup systems 

Wind turbine control systems rely on: (1) power, (2) control logic and (3) sensors and 
actuators. The control system must include fail-safe backup systems in case any of these 
elements fail. These fail-safe systems must safely shut down the turbine in cases of grid 
loss, rotor overspeed, excessive vibration, and other emergency situations. 

Fail-safe backup systems should include the following components or functions: 

Orderly shut down on grid loss. If the power grid supplies the power for the actuators 
on the turbine, the loss of grid power removes the ability of the controller to shut the 
turbine down with these actuators. If contactors are designed to fail open and brakes are 
designed to fail closed when power is removed, then a grid loss results in a safe turbine 
shutdown. Power for shut down may come from springs, hydraulic accumulators or 
backup power supplies 
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Backup controller power. Should the grid fail, backup power for the controller would 
allow the supervisory controller to set relays in a safe position to ensure that the turbine 
will not restart when power is restored and to continue to monitor the turbine state and 
store data for later use 
Independent emergency shutdown. If sensors fail, the supervisory controller may not 
be aware of a problem situation. Simple fail-safe backup systems could shut down the 
turbine in case of rotor overspeed and excessive vibration 
Independent hardware shutdown for supervisory controller failure. A software hang-up 
could leave the turbine in an ambiguous operational state or operating with no 
supervision. Should the supervisory controller hardware or software fail or should the 
control computer lose power, the system needs to be designed so that the turbine stops 
safely 

7.5 Dynamic Control Theory and Implementation 

This section includes an overview of dynamic control systems, the dynamic control system 
design process and examples of dynamic control system design issues specific to wind 
turbine applications. Background information on dynamic control system design can be 
found in textbooks such as those by Kuo (1987) and Nise (1992). 

7.5.1 Purpose of dynamic control 

Dynamic control systems are used to control those aspects of machine operation in which 
machine dynamics have an effect on the outcome of the control action. Typically, control 
systems can be designed to improve the accuracy and dynamics of machine response, to 
improve the machine response to unwanted outside disturbances imposed on the system, and 
to reduce machine sensitivity to variations in machine components or machine operation 
under different circumstances. To achieve this, control systems use feedback a measure of 
the outcome of the control action that is included in the input to the control system. The 
control system uses this measure of the machine output in determining the next control 
action to help insure that the machine works properly. 

These effects can be illustrated with the example of a pitch control mechanism. A 
simple pitch-control mechanism might use an electric motor to rotate the blade about its 
pitch axis. To rotate the blade, a specific amount of current might be applied to the motor 
for a predetermined amount of time. Whether the blade pitch changes by the desired amount 
is a function of many factors: 

Changes in machine operation over time, such as changes in motor operation due to 
temperature, pitch axis bearing friction or wear of Components 

0 Variations in the components installed in different wind turbines (different winding 
resistance, bearing friction, blade mass and distribution) 

0 External disturbances such as pitching moments, due to aerodynamic and dynamic 
forces, or changes in blade inertia due to icing 
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Thus, it can be seen that such a control system would not always work as desired, As an 
alternative, a ‘closed-loop’ control system might be designed which uses a measure of the 
position of the blade root as an input to the control system. If for any reason the blade had 
not moved the desired amount, corrections could be made, making machine operation less 
sensitive to variations and disturbances. Closed-loop control can also be used to improve 
system dynamics. In the example above the blade would always move about the same 
distance in about the same amount of time. A properly designed control system might 
quickly increase the motor current in order to accelerate the blade and then decelerate the 
blade as it reached its goal, improving the response time of the system. 

Wind turbine operation imposes its own unique constraints on control system design. 
Some of these are related to the turbine dynamics such as the use of long cantilevered blades 
and tall towers that vibrate, and the use of metal shafts with little inherent damping. Other 
constraints come from the application itself. A variable speed turbine might attempt to 
maintain a constant tip speed ratio (constant maximum C,) over some range of wind 
speeds. The control system must then try to track variations in the wind speed, changing the 
generator torque in order to change the rotor speed. In this case the wind speed determines 
the goal of the Control system. Above the rated wind speed, the aim of the control system 
might be completely different. Above rated wind speed, the generator torque and blade pitch 
of a pitch-controlled variable speed machine are adjusted to reduce loads and to maintain 
constant rated power or torque. The purpose of the control system is, then, just the opposite 
of constant C, operation: the maintenance of constant power in the face of wind speed 
changes which are now disturbances to the system operation. 

The next section provides an overview of the dynamic control system design process. 
Section 7.5.3 discusses specific issues in the design of dynamic controllers for wind 
turbines. Examples illustrate both general dynamic control concepts (open- versus 
closed-loop control) and some specifics of wind turbine control problems. The final section 
in the chapter provides examples of the implementation of dynamic control systems. 

7.5.2 Dynamic control system design 

7.5.2.1 Classic control system design methodology 
The classic control system design process, as described in Grimble et al. (1990) and De 
LaSalle et al. (1990), includes the following steps (see Figure 7.14): 

Problem analysis. The problem analysis must include consideration of the desired 
machine operation, the available control effort, appropriate sensors and actuators, and 
any other design constraints. This analysis may indicate the need for an updated machine 
design with improved control characteristics 
Formulation of specifications. Preliminary design specifications include measures such 
as system response time, the overshoot in the response of the controlled system to a step 
input and controlled system stability. There may be hardware tradeoffs to consider. 
Faster system response requires greater actuator power, increases component loads and 
decreases component fatigue life 
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Figure 7.14 Control system design methodology (Grimble et al., 1990). Reproduced by permission 
of the Institution of Mechanical Engineers 

Model development. Control system design requires an understanding of system 
dynamics, usually through the use of mathematical models. Depending on the system, 
these may be linear or non-linear models. Each of the subsystem models needs to 
correctly reflect the system dynamics in the frequency range of interest 
Model linearization. For initial control system design, these models are often 
linearized. This allows the use of numerous straightforward approaches to linear system 
design 
Control design. During the design process, the engineer attempts to design the 
dynamics of the controller such that the overall controlled machine dynamics meet the 
design specifications. In the ‘classical’ design approach, the dynamic response of the 
controlled system is designed to conform to certain criteria over three different frequency 
ranges of‘ interest. Low-frequency system behavior is designed to track the desired 
control commands. At mid-frequency ranges, the system response is designed to ensure 
stability and adequate system response time. Higher frequency dynamics must ensure 
that unmodeled dynamics and sensor measurement noise do not affect system behavior. 
Other design approaches are described below 
Simulation development. In order to test the operation of a controller design, computer 
codes for non-linear simulations are developed, based on non-linear system models. If 
possible, the results of these simulations should be validated against real data 
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* Simulation studies. Once a tentative controller has been designed for the linearized 
system, the non-linear simulation model is used to investigate behavior of the more 
realistic non-linear system including the new controller desjgn 

Once an adequate design has been achieved, the controller is 
implemented on a wind turbine and tested in the field 

* Implementation. 

This process is highly iterative and at any point one might return to a previous step to 
redefine control objectives, refine models, or redesign the controller. 

control design approaches 
ign approaches that build on or deviate from classical linear system design 

include adaptive control, optimal control and search algorithms (see De La LaSalle et al., 
1990 and Di Steffano et al., 1967). Each of these approaches may have advantages over 
linear control design methods, especially in the control of non-linear systems. These time 
domain approaches can include full non-linear dynamic turbine models in computer 
simulations for the control system design. 

aptive control The dynamic behavior of a wind turbine is highly dependent on wind 
speed due to the non-linear relationship between wind speed, turbine torque and pitch angle. 
System parameter variations can be accommodated by designing a controller for minimum 
sensitivity to changes in these parameters. These adaptive control schemes are also useful in 
systems in which system parameters change, especially if they change rapidly or over a 
wide range. Adaptive control schemes continuously measure the value of system parameters 
and then change the control system dynamics in order to make sure that the desired 
performance criteria are always met. 

timal cQ~tro1 Optimal design is a time domain approach in which variances in the 
system output (for example, loads) are balanced against variances in the input signal (for 
example, pitch action). Optimal design approaches are inherently multivariable, making 
them suitable for variable speed wind turbine control design. Optimal control theory 
formulates the control problem in terms of a performance index. The performance index is 
often a function of the error between the commanded and actual system response. 
Sophisticated mathematical techniques are then used to determine values of design 
parameters to maximize or minimize the value of the perfomance index. Optimal control 
algorithms often need a measurement of the various system state variables or a state 
estimator based on a machine model. 

rithms Search algorithms can also be used to control wind turbines. These 
algorithms might constantly change the rotor speed in an attempt to maximize measured 
rotor power. If a speed reduction resulted in decreased power then the controller would 
slightly increase the speed. In this manner the rotor speed could be kept near the maximum 
power coefficient as the wind speed changed. The controller would not need to use a 
machine model and would. thus, be iminunc to changes in operation due to dirty blades, 
local air flow effects, or mispitched blades. 
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7.5.2.3 Wind turbine system models 
System models are often mathematical models based on the principles of physics. When 
such models cannot be developed, an experimental approach termed system identification 
can be used. 

Models based on physical principles Dynamic models are used to understand, analyze 
and characterize system dynamics for control system design. The models consist of one or 
more differential equations describing system operation. These differential equations are 
usually written in one of two forms: the transfer function representation or a state space 
representation. The transfer function representation involves the use of Laplace transforms 
and characterizes the system in the frequency domain, while the state space representation 
characterizes the system in the time domain. Each of these system representations is 
interchangeable and the choice of approach depends on the degree of complexity of the 
system and the analytical tools available to the system designer. 

It should be remembered that the results of control system design are only as good as the 
model used to describe the system. A control system based on a model that ignores critical 
dynamics of one part of the machine can result in catastrophic failure. However, an 
excessively detailed model adds complexity and cost to the analysis and may require 
machine input parameters that are unknown. Engineering judgment is required in 
developing the system model. Simple, yet appropriate, models often describe a system as a 
set of lumped masses or ideal machine elements, ignoring less important machine details. 
These models are useful if the masses or stiffness of the idealized elements are chosen so 
that the model truly represents system behavior. Often data from machine operation are 
used to determine these parameters. In this way the simple model is ‘fit’ so that it best 
represents true operation of the machine. As long as the chosen machine model represents 
the system dynamics of interest, then a successful control system can be developed. When a 
non-linear system has been linearized for control system design, simulations of system 
behavior over a wide range of non-linear operation should be used to check operation of the 
full controlled system. 

The important wind turbine subsystem3 that need to be modeled are: 

Wind structure 
0 Drive train dynamics 
0 Aerodynamics 
0 Generator dynamics 
0 Actuator dynamics 

Structural dynamics 
0 Measurement dynamics 
0 Controller dynamics 

The interactions of these subsystems in a constant-speed pitch-controlled wind turbine are 
illustrated in Figure 7.15. Some sample mathematical models of wind turbine subsystems 
can be found in Novak et al. (1995). 
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Figure 7.15 Wind hxbine dynamics (Grimble et al., 1990). Reproduced by permission of the 
Institution of Mechanical Engineers 

em identification In cases where models for disturbances or for complicated systems 
cannot easily be determined from physical principals, the experiniental approach of system 
identification can be used (see Ljung, 1999). The system identification approach involves 
four main steps: 

1. Planning the experiments 
2. Selecting a model structure 
3. Estimating model parameters 
4. Validating the model. 

System identification iiivolves measuring the system output, given a controlled input signal 
or measurements of the system inputs. Simpler approaches to system identification require 
sinusoidal or impulsive inputs. Other approaches can use any input, but may require 
increased computational capability to determine the system model. In order to correctly 
identify the dynamics of a system, the input signal should be designed to excite all the 
modes of the system sufficiently to provide measurable outputs. 

The data from experiments are used to fit the parameters for a model of the system. That 
system model may be based on a priori knowledge of the system and disturbances. If the 
system is known to behave in a linear manner over a particular operating range, then general 
representations of linear systems called 'black box models' inay be used. In these cases, the 
parameters as well as the order of the models are to be identified. It may be possible to 
reduce the number of unknown parameters by using models developed from physical 
principals. 

Parameter estimation is usually formulated as an optimization problem using some 
criteria for the best fit to the data. There are many different possible approaches to the 
system identification calculations and the optimization criteria. On-line methods provide 
parameter estimation as measurements are being obtained. These methods are useful for 
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time-varying systems or for use in adaptive controllers. Off-line methods usually have more 
reliability and precision. They most often use an optimization criterion in some variation of 
a least squares approach. 

Once the model parameters have been determined, it is important to test and validate the 
model. The model is often tested by checking the step and impulse responses, and 
determining model and prediction errors. A sensitivity analysis reveals the sensitivity of the 
model to parameter variations. Depending on the results of these steps, the process may be 
iterated in order to develop a more adequate model. This might require further development 
of the model and more experiments. 

7.5.3 Control issues in wind turbine design 

7.5.3.1 
Wind turbines present a number of unique challenges for a control system designer (see De 
LaSalle et al., 1990). Conventional power generation plants have an easily controllable 
source of energy and are subject to only small disturbances from the grid. In contrast, the 
energy source for a wind turbine is subject to large rapid fluctuations, resulting in large 
transient loads in the system. The consequences of these large fluctuations and other aspects 
of wind turbines introduce unique issues in control system design for wind turbines: 

Control issues specific to \rind turbines 

0 The penalty for a poorly regulated wind turbine is the requirement that the turbine 
structure and components (shafts, gearbox, etc.) withstand high loads. This results in 
heavier components, a heavier structure, and increased turbine costs 

0 A wind turbine system consists of numerous lightly damped structures (to avoid energy 
dissipation in the system) that are excited by forcing functions at the frequency of the 
rotor rotation and its harmonics. In addition, the component dynamics, including the 
wind-turbulence fluctuations, aerodynamics, rotor, drive train, tower, and control system 
dynamics, may all have significant responses in the frequency range of the rotor rotation. 
These potential resonances impose severe constraints on system operation. Resonances 
between the speed and torque control system, the pitch control system, and the many 
system natural frequencies (blades, drive train, tower) must be avoided. System natural 
frequencies at the frequency of the system forcing functions (harmonics of the blade 
rotation frequency and possibly frequencies of fluctuations in the wind field) must be 
avoided 

0 The aerodynamics are highly non-linear. This results in significantly different dynamic 
descriptions of turbine behavior at different operating conditions. These differences may 
require the use of non-linear controllers or different control laws for different wind 
regimes 

0 Transitions under dynamic operation from one control law or algorithm to another 
require careful design 

0 The control goal is not only the reduction of transient loads, but also of fatigue loads, 
caused by the load fluctuations about the mean load 

I measurement and actuator hardware cost and weig~t  must 
* Reliable torque measurements for feedback are often difficult to obtain 
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* Adequate system models are often difficult to determine. System models need to be 
compared with measurements to confirm that the model parameters represent the true 
machine operation. The control system designer attempts to make a system model that 
represents the dynamics of the system without being overly complex. Complexity 
increases design time and also results in models with numerous parameters that may be 
difficult to determine, Simple models may represent the system well, but not with the 
expected parameters. A drive train includes gearbox dynamics (backlash, flexing of gear 
teeth), shafts with low and difficult to quantify damping ratios, and a non-rigid rotor 
subject to non-linear aerodynamics. These can result in behavior that deviates from that 
of a simple model (see Novak et al., 1995) 
Extensive research has been required and is still ongoing into the exact loads that a wind 
turbine experiences 

Some examples of these issues are presented below. First, the advantages of closed-loop 
over open-loop control systems are illustrated using a simple pitch control system. The 
system response to outside disturbances is analyzed. Then, issues of natural frequencies and 
resonance are illustrated using the same closed-loop pitch control system. In the following 
two subsections, issues related to variable speed turbine operation are considered, including 
control for constant optimum tip speed ratio in low winds and issues related to transitioning 
to other operating modes at higher wind speeds. Finally, some of the details of modeling 
disturbances in a pitch control system are provided. 

7.5.3.2 
The basic differences between open- and closed-loop controI systems are illustrated in 
Figure 7.16. It can be seen rhat in an open-loop system, the controller actions are based on 
the desired system state, with no reference to the actual state of the process. In closed-loop 
feedback systems, the controller is designed to use the difference between the desired and 
the actual system output to determine its actions. 

Open-loop and closed-loop response to disturbances 

Dishlrbance 

Open-loop control system 

Disturbance 
I 

C 

Closed-loop control system 

re 7.16 Comparison of open-loop and closed-loop control systems 



354 Wind Energy Explained 

Some aspects of control systems can be illustrated with a simple pitch mechanism driven 
by an AC servo motor with a spring return and subject to external pitching moments 
(disturbances to the system). The blade and pitch mechanism model includes moments from 
the spring and viscous friction. The torque from an AC servo motor can be modeled as a 
linear combination of terms that are a function of motor speed and of applied voltage (see 
Kuo, 1987). In the model presented here, the motor torque and speed are referred to the 
blade side of the pitch mechanism. The differential equation for this system has the system 
dynamics terms on the left and the external torques from the motor and disturbance on the 
right: 

J6, + Bd, + KQ, = kv(t)+md, +Qp (7.5.1) 

where 8, is the angular position of the motor, J is total inertia of the blade and motor, B 
is the pitch system coefficient of viscous friction, K is the pitch system spring constant, k 
is the slope of the torque-voltage cmve for motor/pitch mechanism combination, v(t) is the 
voltage applied to the motor terminals, m is the slope of the torque-speed curve for 
motor/pitch mechanism combination and Q, is a pitching moment due to dynamic and 
aerodynamic forces that acts as a disturbance in the system. 

If the system is at steady state, then the derivatives of the pitch angle are zero and v(t), 
the voltage to the motor, is a constant value, v .  In this case the differential equation 
becomes 

(7.5.2) 

From this it can be seen that the steady state pitch angle will be a function of the voltage 
applied to the motor, the spring constant, and any pitching moment on the blade. The greater 
the pitclling moment (or the weaker the spring), the greater the error in the pitch angle will 
be. 

Assuming that the airfoil designer has tried to minimize any pitching moment, one could 
design a control system that applied a specific voltage to the motor for a desired ‘reference’ 
pitch angle, : 

In this case, the differential equation for the open-loop system is: 

~ 6 ,  + (B - m)jlp + ire, = Kep,ref + ep 

(7.5.3) 

(7.5.4) 

Here the pitch angle is the output and the system has two inputs, the voltage to the pitch 
motor and a disturbance torque from the aerodynamic and dynamic pitching moments on the 
blade. If one assumes that all derivatives and the pitching disturbance torque are zero, it can 
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be seen that the steady state response of the system to a desired pitch angle command is, 
indeed, that desired pitch angle. 

The relationships between the various dynamic elements in a controlled system are often 
illustrated with the use of block diagrams. A block diagram for this system is shown in 
Figure 7.17. 

pitching 
moment 

Desired 
pitch angle 

Voltage to I 
Elecmcal 
torque due 

motor 

to voltage 

Figure 7.17 Open-loop pitch control mechanism; for notation, see text 

The Laplace transform of the system response about steady state operation to an impulse 
input is referred to as the system transfer function. It is often used in control system design 
to characterize system dynamics (for more background information, see Kuo, 1987 or Nise, 
1992). It can also be used to solve the differential equation for the system. The system 
transfer function can be found by taking the Laplace transform of the open-loop differential 
equation, solving for the pitch angle and assuming that initial conditions are all zero. The 
transfer function of this system would be: 

Q, (s) + 
Js2 +(B-m)r+K Js2 +(B-m>+K 

K @pf e 1 
0, (s) = (7.5.5) 

where O,(s), Op,ref(s) and Q,(s) are the Laplace transforms of 8,(t), 8 (t) and 
Q, (t). The first term in Equation 7.5.5 is the transfer function from the voltage input to the 
pitch angle output. The second term is the transfer function from the disturbance (the 
pitching moment) to the pitch angle. 

The dynamic response of the open-loop system to a unit step disturbance can be found 
from the inverse Laplace transform of the transfer function that relates the disturbance to the 
final pitch angle: 

?, 

0, (s) = Q, (s) (75.6)  
Js2 +(B-m)s+K 

where Q, (s) would be I/s for a step input. If, for example, the motor and blade dynamics 
are: 
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@,(SI=+ s2 16 +(s/4)+1 (7.5.7) 

where J = 111 6 =1/14, (B - rn) = 1/4 and K , Qp , and k are all equal to 1 ,  the response to 
a step disturbance is shown in Figure 7.18. 

In Figure 7.18, the deviation from ideal operation should be zero, but the pitch 
disturbance results in a steady pitch angle error. From Equation 7.5.2, the steady state 
positioning enor due to the pitching moment is: 

Q* 6, =- 
K 

(7.5.8) 

In practice open-loop control systenis often have failings that significantly affect system 
operation. Manufacturing variability, wear, changes in operation with temperature and time 
and outside disturbances can affect open-loop system performance. In this example, changes 
in the wind speed, rotor speed, blade icing or anything else that might affect the pitching 
moment would change the pitch. If the effects of these changes in operation become a 
problem, closed-loop control systems could be used to improve system performance without 
significantly complicating the control system. 

In a closed-loop control system, a measurement of the pitch angle can be incorporated 
into the input to the pitch control system, and corrections can be made for errors in the 
position of the blade. Typically, the controller provides a control output that is a function of 
the ‘tracking error’, the difference between the desired system output and the measured 
output. The block diagram of such a closed-loop system i s  shown in Figure 7.19. The 
controller would include appropriate dynamics and a power amplifier to adjust the voltage 
to the motor. 
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Figure 7.18 Sample pitch system step response 
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Figure 7.19 Closed-loop pitch mechanism example; for notation, see text 

The controller can be designed with any dynamic properties that might help the system 
achieve the desired operation. There are, however, some standard approaches to control 
systems that are often implemented and are used as references in considering control system 
design. Some of these standard approaches include prupurtiunal, derivative. and integral 
control. Often these approaches are combined to yield a proportional-integral (PI) controller 
or a proportional-integral-derivative (PID) controller. 

The differential equation of a PID controller for the pitch system would be: 

where the constants of proportionality are K, ,  K , ,  and K,, and where 
e(f)= @,,rej (c)-@~ ( t )  is the error. the difference between the desired and the measured 
pitch angle. 

If the closed-loop controller were designed with just the proportional and integral term 
(a PI controller), then the differential equation for the complete system could be found by 
substituting the definition of the controller, Equation 7.5.9 without the derivative term, into 
Equation 73.1. One could use the definition of e(t) from above, differentiate the complete 
equation and rearrange, to get Equation 7.5.10. The resulting controlled system is now a 
third-order system with two controller constants, K and K : 

Once again, the d ~ n ~ m ~ c  res closed-loop system to a unit step disturbance 
can be found from using inverse Laplace transforms. For example, if it is assumed that the 
motor and blade dynamics remain the same, and that K ,  = K ,  = 2  then the closed-loop 
system transfer function is: 
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The first term on the right is the transfer function that relates the commanded position to the 
final pitch position, and the second term determines the effect of the disturbance on the final 
pitch position. The response to a step disturbance is shown in Figure 7.20. The figure 
includes the open-loop response for comparison. The disturbance clearly affects the 
closed-loop system less than the open-loop system. 

While further improvements might be made to improve dynamic response of the system, 
the PI controller would correctly position the blade under a variety of wind and operating 
conditions. Thus, without adding too much complexity, the blade can be positioned at any 
desired position in high or low winds, under icing conditions, and with a sticking bearing on 
the pitch mechanism. This is a significant improvement over the open-loop controller. 

1 . 4 4  I '  f' 
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Figure 7.20 Sample closed-loop and open-loop pitch system response to a step disturbance 

7.5.3.3 Resonances 
Wind turbines consist of long lightly damped members that vibrate and operate in an 
environment in which gusts, wind shear, tower shadow, and dynamic effects from other 
turbine components can excite vibrations. Control systems need to be designed to ensure 
that wind turbines avoid excitation at certain frequencies and must not excite the turbine at 
those frequencies as a result of i t s  own operation. The control system also needs to be 
designed to avoid being one of the turbine components that are excited by the numerous 
possible forcing functions. This can occur in otherwise acceptable control system designs. 

The pitch controller of the previous example provides reasonable disturbance rejection 
of a step input. This indicates that step changes and less severe changes in operating 
conditions can be compensated for by the pitch control system. Analysis of the differential 
equation for the closed-loop system (Equation 7.5.10) or of the system transfer function 
(Equation 7.5.11) shows that the closed-loop system has a natural frequency of 6.76 
radianshecond (1.08 Hz), and a damping ratio of 0.24 (see Section 4.2.2 for information on 
natural frequencies and damping ratios). If this pitch control system experienced a 
sinusoidal disturbance, as it might with wind shear, with a frequency near the natural 
frequency of the closed-loop system, then the system response might be significantly 
magnified over that due to other disturbances. For example, the response to a sinusoidal 
disturbance with a magnitude of 1 and a frequency of 1.04 Hz is shown in Figure 7.21. 
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Figure 7.21 Closed-loop pitch system response to unit sinusoidal and step disturbances 

The closed-loop system clearly does a much poorer job of managing disturbances near 
the system response frequency than it does managing step disturbances. The response 
magnitude depends on the frequency of the disturbance and the damping in the system. Not 
only could the pitch fluctuations induced by the disturbance wear out the pitch mechanism, 
but oscillating shaft torque from the aerodynamics caused by the oscillating blade pitch 
could introduce resonances in other feedback paths. This sample control system was 
designed specifically to illustrate these issues. A well-designed control system would avoid 
exciting system natural frequencies and might even be able to provide additional damping at 
those frequencies. 

7.5.3.4 
As previously discussed, wind turbines are sometimes operated at variable speed to reduce 
loads and to maximize energy capture in low speeds. Maximizing energy capture in low 
speeds requires operating the rotor at its most efficient tip speed ratio (see Section 3.3). To 
do this the rotor speed must vary with the wind speed. A number of issues axise with such 
optimum tip speed ratio operation: 

Optimum lip speed ratio control issues 

0 Design tradeoffs. Thc efficiency of the turbine over time depends on the controller’s 
success in changing rotor speed as the wind speed changes. For maximum efficiency, 
rotor changes should occur rapidly, but this has the disadvantage of increasing torque 
fluctuations in the drive train. The flatter the C, - /z curve, the less tight the tracking of 
the wind needs to be. 

0 Determining rotor tip speed ratio. Tip speed ratio is the ratio of the rotor tip speed to 
the wind speed. It is difficult to determine accurately. Turbulent winds vary in time and 
location over the rotor area. Wind speed measurements on the hub do not measure the 
undisturbed free stream wind speed and, in any case, they only measure the wind speed 
at one point on the rotor. Wind speed measurements on a measuring tower sample the 
wind only at one location in the wind field and at a distance from the turbine. Tip speed 
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can also be inferred from rotor speed, torque or power measurements, and machine 
models. Efforts to determine tip speed from rotor operation may be difficult because of 
noise on torque sensors and inaccurate rotor models. 
Rotor energy. Energy stored in the rotor rotation causes power spikes during rotor 
decelerations that can confuse measurements of rotor power or torque and that have the 
potential to cause an overpower situation if the rotor is decelerated too rapidly. The 
contribution to rotor shaft power, P, , that is due to changes in stored energy in the rotor 
is a function of rotor inertia, J ,  , and changes in rotor speed, a . The more rapid the 
rotor speed changes, the greater the power fluctuations: 

P, =-@.I d Q2)= J r &  
dt 

(7.5.12) 

Non-linear aerodynamics. The change in rotor aerodynamic torque or rotor 
aerodynamic power as a function of speed is highly non-linear, often requiring a non- 
linear controller for control in both low and high winds. 

Tracking the optimum tip speed ratio is usually accomplished with a rotor model, in 
spite of the possibility that the model may be a poor representation of rotor operation. 
Another approach that is sometimes considered is a search algorithm that seeks to find the 
rotor speed for maximum power at each moment. Such an approach, if successful, will 
maximke rotor energy capture in spite of poorly understood rotor performance, icing, 
mispitched blades, etc. 

One common approach (see Novak et al., 1995) which does not directly attempt to 
determine the tip speed uses a rotor model to specify the desired rotor torque, Qrcf ,  as a 
function of rotor speed: 

(7.5.13) 

where Q,,, is the desired rotor torque, p is the air density, R i s  the rotor radius and 
Cp,max is the rotor power coefficient at the rotor's optimum tip speed ratio, 

The rotor speed is measured and the generator torque is continually set to the rotor 
corresponds to the present rotor speed. If the rotor speed js low for the existing 
, the torque is set to a low value, allowing the rotor speed to increase. If the rotor 

speed is high for the wind speed, the rotor torque is set to a high value, slowing the rotor to 
make it more efficient. The torque command is filtered to avoid high-speed rotor changes. 

This approach works fairly well, but the filtering to avoid rapid power or torque 
fluctuations may need to change for different wind regimes. The change in rot 
changes in rotor speed varies significant~y over the operating range of a 
need to be considered to control power and torque fluctuations. This requ 

. 

iringer ( 1993) have proposed a method of de~ermi~ing the rotor tip sped  
ratio from a turbine model and measurements of turbine power. Once the operating tip 
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speed ratio is determined, the rate of change of power due to a change in rotor speed can be 
determined from a rotor model. The difficulty in using power or torque measurements to 
determine the tip speed ratio is that there are two tip speed ratios that correspond to any 
C, . Linders and Thiringer define a monotonic function from which the tip speed ratio can 
be determined unambiguously: 

(7.5.14) 

where Per is the electrical power, q is the drive train efficiency, p is the air density. A is 
the rotor area and G, is the rotor power coefficient at a tip speed ratio of 1 . 

The derivative of the power with respect to the generator speed is then: 

(7.5.15) 

where f i e l  is the generator speed, p i s  the number of generator poles and n is the gearbox 
gear ratio. 

The machine control can then be improved by modeling power flows in and out of the 
rotor as the rotor speed changes and by subtracting these from the measured power. 

Numerous other issues arise in of variable speed wind turbines. In general. 
variable speed wind turbines may have three different control goals, depending on the wind 
speed. In low to moderate wind speeds, the control goal is maintaining a constant optimum 
tip speed for maximum aerodynamic efficiency. This is achieved by varying the rotor speed 
as the wind speed changes. In moderate winds, if the rotor reaches its rated speed before the 
rated power is reached, the rotor speed must be limited while the power fluctuates. The 
control goal is then the maintenance of approximately constant rotor speed. In moderate to 
high winds the control goal is the maintenance of constant rated power output, This is 
required as the available power in the wind increases over the power conversion capahilities 
of the wind turbine. Transitions between these operating strategies must be managed 
smoothly by any successful control system design. 

These satne general control goals apply to both stall-regulated and p ~ t ~ h ~ ~ e ~ i ~ ~ t e d  
variable speed wind turbines. The advantage that pitch-regulated wind turbines have i s  
access to two control inputs, pitch angle and generator torque. to achieve these control 
goals. The hlade pitch is ~ ~ i c a ~ ~ y  held fixed during constant tip d ratio and constant 
speed operation, but during constant power operation the blade pit be used to control 
rotor speed while the ge r torque can be used to control output power. During constant 
speed operation, there large ~ u c ~ ~ a ~ o n ~  in generator torque and thus output power, 
as the wind speed an torque change. During constant power operation, generator 
power and torque fluctuations are nimized, because the control goal is the maintenance of 
rated power, The pitch controller es most of the work of maintaining average rated rotor 
speed. 
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The turbulence in the wind makes successfully designing a controller to transition 
between these control goals difficult. In low winds with constant tip speed operation, the 
change in output power, P , as a function of changes in rotor speed, R , dP/dlz , is 
relatively small. In moderate winds with approximately constant speed operation, dP/dO 
can be quite large. In high winds, dP/diR should be close to zero. With two control inputs 
in moderate and high winds (pitch angle and generator torque) and significantly different 
controller behavior in different wind speeds, fluctuating wind speeds can result in rapid 
actuator actions and large power excursions in a poorly designed control system. 

An example of such difficulties is presented below. The example uses a turbine with the 
common controller configuration illustrated in Figure 7.22. In this design, the desired, or 
‘reference,’ generator power is set to be a function of rotor speed, based on a desired power 
versus generator speed curve. 

Figure 7.22 Variable speed closed-loop control system 

This desired power vs. generator speed relationship for the sample wind turbine is 
shown in Figure 7.23 (see Hansen et al., 1999). The variable speed operation in the lower 
part of the curve is based on the aerodynamic performance of the rotor and is intended to 
maintain a constant tip speed ratio. Once the generator speed approaches the nominal rated 
speed, 1000 rpm, the slope of the desired power vs. speed curve is very steep. Finally, once 
the turbine power reaches 225 kW, the control goal is constant power with some small 
variation of the rotor speed. Only during constant power operation is the pitch control loop 
trying to control the rotor speed to be the near rated rotor speed. 

Difficulties have arisen with this control approach when fluctuating winds cause the 
generator speed to decrease from over to under nominal rated generator speed. Because of 
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the sharp change in slope (dP/dO ), even small changes in generator speed cause large 
changes in the commanded power from the generator. This has caused sudden, sharp 
reductions in power of as much as 150 kW. Improvements to the control strategy have been 
made by limiting the allowed rate of change of the desired generator power. This has the 
effect of significantly limiting power fluctuations near rated power, but it also increases 
rotor speed fluctuations. The net effects of decreasing generator torque fluctuations and 
allowing the rotor speed to vary over a wider range are lower power fluctuations that might 
affect the grid and decreased drive train loads. 

400 500 600 700 800 900 1000 1100 
Generator speed, rpm 

Figure 7.23 Example of grid power-generator speed control relationship (Hansen et al., 1999). 
Reproduced by permission of James & James (Science Publishers) Ltd. and A. D. Hansen, H. Bindner 
and A. Rebsdorf 

7.5.3.6 
The design of wind turbine controllers requires information on the magnitude and frequency 
characteristics of disturbances that affect the components being designed. This information 
affects both actuator design and the design of the control algorithm itself. 

For example, the design of pitch mechanisms and controllers for pitch mechanisms 
requires knowledge of the magnitude and kinds of loads and disturbances that the 
mechanisms will experience. Knowledge of which loads are or are not significant in control 
system design ensures an acceptable control system with as little complexity as possible. 

Wind turbine loads and disturbances 

The loads and disturbances on pitch systems include: 

0 Gravity loads. Gravity loads include the effect of gravity on the distributed mass of the 
blade that causes moments that act about the pitch axis 
Centrifugal loads. Centrifugal loads include the effect of inertial forces on the distributed 
mass of the blade that causes moments that act about the pitch axis 

0 Pitch bearing friction. Pitch bearing friction is a function of the axial loads and edge-wise 
and flap-wise moments on the pitch bcarhgs as well as the bearing design 

0 Actuator torque. Actuator torques must be transferred through linkages or gears from 
hydraulic or electric systems 

e Aerodynamic pitching moment. The aerodynamic pitching moment is a function of 
integrated effects of the aerodynamics over the length of the blade. It includes the effects 
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of blade design, blade vibration and bending, turbulence, wind shear, off-axis winds. 
turbulence and blade rotation 

* Loads due to other turbine motions. The effects of other turbine motions such as changes 
in rotor speed, yaw motions and tower vibrations can be transferred to the blades and can 
cause additional moments about the pitch axis 

In normal operation on a given turbine, some of these moments may be of little significance 
to control system design. Nevertheless, during emergency pitching events or under unusual 
operating conditions, the contribution of each of these moments needs to be considered to 
ensure that the control design works in all situations. 

The pitch system response to these loads depends on the compliance and backlash in the 
pitch actuator system (including any linkages), the stiffness of the blades, the compliance 
and backlash in the pitch bearing, the inertia of the actuator system and the moment oi  
inertia of the blade. 

Research has shown (see Bossanyi and Jameison, 1999) that pitch bearing friction and 
blade bending can significantIy affect overall pitching disturbance moments. Generally, 
roller bearing-type pitch bearings have a very low coefficient of friction, but net friction 
forces are also a function of the load on the bearing. The high preload required to minimize 
bearing wear and the large overturning moments on the bearing from fie blade can cause 
unexpectedly high pitching moment disturbances. Blade deflections can result in significant 
translations of the locus of the aerodynamic forces and of the center of gravity of blade 
sections from the pitch axis of the blade. Translations of the blade section center of mass 
can significantly affect the contribution of gravity to the pitching moment. Blade motions 
also affect the polar moment of inertia of the blade and the aerodynamics at each blade 
section. The combination of these effects has been shown to result in significantly higher 
pitching moment disturbances with the use of flexible blades than wo~ild be found with the 
stiffer blades. 

7.5.4 Dynamic control svstem i m ~ l e ~ ~ ~ ~ a ~ ~ o n  

Dynamic control can be implemented as mechanical systems, as analog electrical circuits, in 
digital electronic form, or in combinations of these. Mechanical control systems aTe 
commonly used only in relatively small wind turbines. ost wind turbines use some 
combination of analog and digital circuits or only digital circuits. Examples of some of these 
and related issues are presented below. 

mic control systems use linkages, springs. and weights to actuate system 
nse to some output. Two examples of ~ ~ ~ d w ~ ~  control systems are tail vanes 
turbines into the wind and pitch mechanisms that vary 

basis of aerodynamic forces or rotor speed. The pitch systems used on th 
the Lagenvey turbines mentioned at the ~ e ~ ~ n i i i ~ ~  of lhis chapter represent examples of 
mechanical control systems. 
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7.5.4.2 
Analog electrical circuits have also been used and are still used in control system 
implementation. They are often used as distributed controllers in a larger control network. 
Once a control algorithm has been developed and tested it can be hardwired into circuit 
boards that are robust and easy to manufacture. The controllers may operate independently 
of the supervisory controller, making the supervisory control scheme simpler. One 
disadvantage of using analog circuits is that changes in the control algorithm can only be 
made by ch‘mging the hardware. 

Electrical circuits with the appropriate power amplifiers and actuators can be used to 
control all controllable parts of a wind turbine. Linear dynamic controllers can be easily 
implemented with electronic components. For example, the operational amplifier circuit in 
Figure 7.24 is the hardware realization of a PID controller with a differential equation of 
(see Nise, 1992): 

Analog electrical circuit control systems 

g( t )  = - [K,e( t )+K,e( t )+K,Se(t)dt]  

where g(t)  is the controller output, and R and C are the resistances and capacitances of 
the respective circuit elements and e(t) is the error signal that is input to the controller. 

Figure 7.24 Example of proportional-integral-derivative (PJD) controller; C , capacitance; R , 
resistance, 1,2, circuit elements 

7.5.4.3 Digital control systems 
The systems described so far have been analog control systems. Analog control systems 
respond in a continuous manner to continuous inputs such as forces or voltages. Many 
modern dynamic control systems are implemented in digital controllers. Digital control 
systems respond periodically to data that are sampled periodically. They are implemented in 
digital computers. These digital control systems may include controllers that are distributed 
around the turbine and that communicate with the supervisory controller in a master-slave 
configuration or there may only be one central controller that handles many supervisory and 
dynamic control tasks. Digital control algorithms are relatively easy to upgrade and systems 
with centralized processing result in significantly less control hardware and cost than 
hardwired systems. Digital control systems also allow for easy implementation of non-linear 
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control approaches. This can result in improved system behavior compared with the same 
system with a linear controller. 

Digital control systems, as illustrated in Figure 7.25, must communicate with analog 
sensors, actuators and other digital systems (see Astrom and Wittenmark, 1984). Thus the 
central processing units (CPUs) may need analog-to-digital (Am) converters to convert 
analog sensor inputs into digital form or digital-to-analog (D/A) converters to convert 
digital control commands to analog voltages for amplification for actuators. Depending on 
the distances that any digital information is being transmitted and the noise immunity 
desired, different communication standards might be needed. 

Figure 7.25 Schematic of computer controlled system; A D ,  analog-tdigital converter; D/A, 
digital-to-analog converter 

Digital control systems are not continuous, but rather are sampled. Sampling and the 
dynamics of the A/D converters give rise to a number of issues specific to digital control 
systems. The sampling rate, controlled by the system clock, affects (1) the frequency 
content of processed information, (2) the design of control system components and (3) 
system stability. 

The effect that sampling has on the frequency content of the processed information can 
be illustrated by considering a sinusoidal signal, sin@ t )  where w is the frequency of the 
sinusoid and t is the time. If this signal is sampled at a frequency of w , then the ith sample 
is sampled at time 

21t t, =i-+to 
U 

(7.5.17) 

for some starting time to and for integer, i . The value of each sample, s, , is then 

(7.5.18) 2n 
s, = sin[u(i-+to)]=sin(2zi+uto) =sin(wto) 

w 

But S ~ ( W  t o )  is a constant. Thus, sampling the signal at the frequency of the signal yields 
no information at all about fluctuations at that frequency. In fact, in a system that samples 
information at a frequency U ,  there will be no useful information at frequencies above 
U ,  = w / 2 ,  referred to as the Nyquist frequency. Furthermore, unless the input signal is 
filtered with a cut-off frequency below a,, then the high-frequency information in the 
signal will distort the desired lower-frequency information. 
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Sampling rate also affects the design of the control system. Digital control system 
dynamics are a function of the sampling rate. Thus, the sampling rate affects the subsequent 
control system design and operation, including the determination of the values of constants 
in the controller and the final system damping ratio, system natural frequency, etc. Because 
of this, changes in sampling rate can also turn a stable system into an unstable one. Stability 
can be a complicated issue, but, in general, a closed-loop digital control system will become 
unstable if the sampling rate is slowed down too much. 

Digital control may be implemented in small stand-alone single board computers or in 
larger industrial computers. Single board computers include a central processing unit and 
often include analog and digital inputs and outputs. They are small enough to be easily 
housed with other hardware for distributed control systems or as controllers for smaller 
wind turbines. Larger industrial computers have power supplies and slots for numerous 
additional communication and processing boards, filters and fans to insure a clean 
environment, memory and data storage, and a housing to protect the electronics from 
environmental damage. 
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8.1 General Qverview 

Wind turbines operate as part of larger power producing and consuming systems such as 
large electrical networks, isolated diesel-powered grid systems or as stand-alone power for a 
specific load. The process of integrating wind power into such systems includes decisions 
about where to install the wind turbines, turbine installation and grid connection and turbine 
operation. Meanwhile, turbine design and operation needs to take into consideration the 
numerous kinds of interactions between turbines in a wind farm and between wind farms 
and the connected grid systems. This chapter reviews the issues that need to be considered 
for the completion of a successful project. 

Wind turbines may be installed as single units or in large arrays or ‘wind farms.’ The 
installation of individual wind turbines and wind farms requires a significant amount of 
planning, coordination and design work. Mistakes can be very costly. Before wind turbines 
can be installed and connected to an electrical system, the exact locations for the future 
turbines need to be determined. A primary consideration is maximizing energy capture, but 
numerous constraints may limit where turbines can be situated. The material in Section 8.2 
focuses on siting issues for wind turbines and wind farms that are to be connected to large 
electric grids. Once locations for the turbines are chosen, the installation and integration of 
wind turbines into large power grids requires obtaining permits, preparing the site, erecting 
the turbines, and getting them operational. These topics are covered in Section 8.3. 

Once installed, significant interactions can occur between individual wind turbines and 
between wind turbines and the systems to which they are connected. When multiple wind 
turbines are located together in close proximity, the fatigue life and operation of those 
wind turbines located downwind of other turbines may be affected. These issues are all 
considered in Section 8.4. 

Many turbines or wind farms are connected to a large electrical grid. Inadequate 
consideration of the characteristics of the grid at the point of connection can result in 
unwanted disturbances in the local power system. Some characteristics of electrical grids 
and possible turbine-grid interactions that can affect other users of the power grid are 
covered in Section 8.5. 
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Offshore wind farms have their own unique installation, oprational and environmental 
issues. The most significant differences between land-based and offshore wind farms are the 
foundation design issues and issues related to the long-distance power transmission. These 
are covered in section 8.6. 

Issues related to operation in severe climates are covered separately in Section 8.7. 
These include cold weather, high temperatures and lightning. 

Wind turbines may also be connected to smaller, isolated electrical grids. In these 
systems the wind power, other power sources, and any system loads may strongly influence 
each other. In such cases the power system as a whole needs to be designed and controlled 
with all of the system components in mind. The characteristics of the components in 
isolated grid systems and systems with conventional and renewable power sources need to 
be understood in order to design the complete system. These design issues are covered in 
Section 8.8. 

8.2 Wind Turbine Siting 

8.2.1 Overview of wind turbine siting issues 

Before wind turbines can be installed, a siting study needs to be undertaken to determine 
where to locate them. The major objective of a siting study is to locate a wind turbine (or 
turbines) such that cost of energy is maximized while minimizing such things as noise and 
visual ompacts. The scope of a siting study can have a very wide range, which could include 
everything from wind prospecting for suitable turbine sites over a wide geographical area to 
considering the placement of a single wind turbine on a site or of multiple wind turbines in a 
wind farm (this is generally called micrositing). 

The siting of a single turbine or a large-scale wind system for utility interconnection can 
be broken down into five major stages (after Hiester and Pennell, 1981, and Pennell, 1982): 

1. Identijication of geographic areas needing further study - Areas with high average wind 
speeds within the region of interest are identified using a wind resource atlas and any 
other available wind data. The characteristics of turbine types or designs under 
consideration are used to establish the minimum useful wind speed for each type. 

2. Selection of candidate sites - Potential windy sites within the region are identified where 
the installation of one or more wind turbines appears to be practical from engineering 
and public acceptance standpoints. If the nature of the terrain in the candidate region is 
such that there is significant variation within it, then a detailed analysis is required to 
identify the best areas. At this stage, topographical considerations, ecological 
observations, and computer modelling may be used to evaluate the wind resource. 
Geologic, social, and cultural issues are also considered. 

3. Preliminary evaluation of candidate sites - In this phase, each potential candidate site is 
ranked according to its economic potential, and the most viable sites are examined for 
any environmental impact, public acceptance, safety, and operational problems that 
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would adversely affect their suitability as a wind turbine site. Once the best candidate 
sites are selected, a preliminary measurement program may be required. 

4. Final site evaluation - For the best remaining candidate sites, a more comprehensive 
measurement may be required. At this point, the measurements should include wind 
shear and turbulence in addition to wind speed and prevailing wind directions. 

5. Micrositing - Once a site is chosen, or possibly as part of the final site evaluation, the 
exact location of the turbines and their energy production needs to be determined. This 
may be able to be done with computer programs that can model the wind field and the 
various aerodynamic interactions between turbines that affect energy capture (see wind 
farm technical issues below). The more complex the terrain, and the less the available 
data from nearby sites, the less accurate these models are. A site in complex terrain may 
require detailed measurements at numerous locations to determine the local wind field 
for micrositing decisions. 

The evaluation of problems that might adversely affect a site’s suitability should include: 

* Topographical issues such as road access and the slope of the terrain at potential turbine 
sites 
Legal issues such as ownership of the land, zoning issues and rights of adjacent land 
owners (for example, to the wind resource) 
Permitting issues such as the number of permits needed, previous rulings of permitting 
agencies, permitting restrictions and time frames for completion of permitting procedures 

* Geological issues related to the foundation design, ground resistance for lightning 
protection and the potential for erosion 
Environmental issues such as the presence of environmentally sensitive areas, bird 
flyways and the presence of endangered species 
Public acceptance issues such as visual and noise pollution, distance from residences, the 
presence of culturally, historically, or archaeologically important areas, competing land 
uses and interference with microwave links and other communication 
Safety issues related to proximity to populated areas or hiking trails 
Interconnection issues such as the proximity of power lines and the voltage and current 
handling capabilities of those power lines 

8.2.2 Estimating the wind resource 

There are a number of possible approaches to determining the long-term wind resource at 
candidate sites. Each of these has advantages and disadvantages and, thus, might be used at 
different stages of the siting process, depending on the information needed. These methods 
include (1) ecological methods, (2) the use of wind atlas data, (3) computer modelling, (4) 
statistical methods, and (5) long-term site-specific data collection. These methods build on 
the material presented in Chapter 2, which described the meteorological effects that create 
surface level winds and methods for estimating the exploitable wind resource in a region. 
Some of the methods presented here can also be used for more general estimates of wind 
resource. 
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8.2.2.1 Ecological methods 
Vegetation deformed by high average winds can be used both to estimate the average annual 
wind speed and to compare candidate sites, even when no wind data are available, These 
methods are most useful during initial site selection and in geographic areas with very little 
available wind data. This technique works best in three regions (Wegley et al., 1980): 
coastal regions, in river valleys and gorges exhibiting strong channeling of the wind and in 
mountainous terrain. 

Ecological indicators are especially useful in remote mountainous terrain not only 
because there is usually little wind data there, but also because the winds are highly variable 
over small areas and are difficult to characterize. Among the many effects of wind on plant 
growth, the effects of wind on trees are the most useful for the wind prospecting phases of 
siting (Hiester and Pennell, 1981). Trees have two advantages - height and a long lifetime 
in which to gather evidence. Research work has produced numerous potential indices 
relating tree deformation to long-term average wind speeds. Three of the more common 
ones are the Griggs-Putnam index for conifers, which is explained below, the Barsch index 
for hardwoods, and the Deformation Ratio, which applies to both hardwoods and conifiers 
(see Hiester and Pennell, 1981, for more information on these indexes). 

The Griggs-Putnam index, for example (Putnam, 1948 and Wade and Hewson, 1980), 
applies to conifers and defines eight classes of tree deformation (see Figure 8.1) ranging 
from no effect (class 0) to the predoniinance of lateral growth in which the tree takes the 
form of a shrub (class VII). Deformation ratios for different types of trees can be related to 
mean wind speed at the tree top, as shown in Table 8.1. 

Prevailing : 
wind 

V I  V11 
Extreme 
flagging 

re 8.1 The Griggs-Putnam index of wind deformation (Wegley et al., 1980) 
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Table 8.1 Quantification of the Griggs-Putnam index 

Deformation !ype Description Tree height Velocity at tree height 

(Griggs-Putnam index) m (ft) d s  (mph) 
Brushing (I) Balsam not flagged 12.2 (40) 6.9 (15.5) 

nagging (U) Hemlock and white pine show 12.2 (40) 4.7 (10.6) 

nagging (I11 Balsam minimally flagged 12.2 (40) 7.7 (17.3) 

Flagging (111) Balsam moderately flagged 9.1 (30) 8.0 (17.9) 

nagging (rv) Balsam strongly flagged 9.1 (30) 8.3 (18.6) 
Clipping (V) Balsam, spruce and fir held to 1.2 (4) 9.6 (21.5) 

Throwing (VI) Balsam thrown 7.6 (25) 8.6 (19.2) 
Carpeting (VIII) Balsam, spruce and fir held to 0.3 (1) 12.1 (27.0) 

minimal flagging 

1.3 m 

0.3 m 

8.2.2.2 Using wind atlas data 
As mentioned in Chapter 2, wind atlas data (or other archived data) from nearby sites may 
be able to be used to determine local long-term wind conditions. For example, the data in 
the European Wind Atlas (Troen and Petersen, 1989 and Petersen and Troen, 1986) has been 
prepared specifically for this purpose. The atlas includes data from 220 sites spread over 
Europe, including information on the terrain at each site, wind direction distributions and 
Weibull parameters for each wind direction. The effects of surface roughness, topography 
and nearby obstacles have been removed from the data in order to have data that represent 
the basic surface flow patterns. The atlas also includes a description of a procedure to use 
these data to estimate the long-term resource at a specific candidate site. The procedure 
starts with the selection of appropriate comparison sites and includes formulas for 
corrections to the Weibull parameters to account for surface roughness effects, upwind 
structures, and changes in elevation. The basic procedure involves determining the 
estimated Weibull parameters for the wind at the candidate site for each of 12 wind 
direction sectors. These parameters, in conjunction with the wind direction distribution 
information, can be used to determine the annual long-term wind speed and wind speed 
distribution. If a turbine has been selected, then these data can be used to estimate turbine 
power production. 

8.2.2.3 Computer modelling 
There are now computer modelling programs that can be used to estimate the local wind 
field and to optimize turbine layout in a wind farm. Programs to model the local long-term 
wind field at a site use topographical information and long-term upper-level meteorological 
data and/or nearby surface level wind data. The more nearby data that are available and the 
more smooth the terrain is, the more accurate these predictions are. Numerous such 
programs are commercially available. Only one example will be described here. 

In Europe, the database in the European Wind Atlas is often used in conjunction with the 
WASP computer program to determine the wind resource at a candidate site. WASP was 
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developed, as part of the international effort that produced the European Wind Atlas, to 
provide a tool to use the data in the atlas (see Petersen et al., 1988). WASP includes the 
effects of the atmospheric stability, surface roughness, obstacles and topography at the 
candidate site in the determination of the site-specific wind conditions. The modelling uses 
a simple fluid flow model that includes mass and momentum conservation to determine the 
flow field at the candidate site, based on the nearby reference sites. One advantage of WASP 
is that it determines local wind field using a polar coordinate grid centered on the candidate 
site. This provides a high resolution around the candidate site, allowing the wind field for a 
complete wind farm to be predicted. Another advantage is that it does not require on-site 
measurements. It also works at any height and location. Disadvantages are that the method 
may give inexact results in complex terrain and that it does not include thermally driven 
effects such as sea breezes. 

8.2.2.4 Statistical methods 
Statistical wind resource estimation methods use data from nearby sites to predict the wind 
resource at a candidate site. If long-term data are available for a nearby site and shorter 
duration, but concurrent data are available for the candidate site, then the long-term wind 
speed can be estimated for the proposed candidate site. The most common method used is 
the measure-correlate-predict method (MCP) described by Derrick (1993), Landberg and 
Mortensen (1993) and Joensen, et al. (1999). The MCP method can not only be used to 
determine an estimate of the long-term mean wind speed, but also an estimate of confidence 
intervals about that estimate. 

Typically, the MCP method uses hourly mean wind speeds that have been binned by 
velocity and direction. For each wind direction bin, linear correlations for the predicted 
wind speed, Uf , and predicted direction, @,*, at the candidate site are based on concurrent 
data of the mean hourly wind speed, U,,  and direction, 6,, at the reference site and the 
mean hourly wind speed, U ,  , and direction, 6 ,  , at the candidate site: 

Uf =aU,  + b  (8.2.1) 

sf -8, = c  (8.2.2) 

where a, b, and c are functions of 6, at the midpoint of each direction bin. The standard 
deviation of the estimate of U ,  can be determined from: 

The variance and covariance of a and b can be determined from data used to determine 
the linear fit. Each of these terms is a function of s2, the estimate of the error sum of squares. 
It is a function of the sum of the square of the differences of each observation of U ,  from 
the predicted values using the linear fit. If there are n pairs of concurrent wind speed 
observations at each site, then: 

(8.2.4) 
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The variance of the estimated slope, a, is a function of s' and the sum of the squares of the 
differences between each measured wind speed at the reference site and the mean wind 
speed (indicated with an overbar) of all of the n values at the reference site: 

(8.2.5) 

n 

The equation for the variance of the estimated constant, b, includes the sum of each of the 
measured wind speeds at the reference site: 

n 

Finally, the covariance term is: 

(8.2.6) 

(8.2.7) 

n 

The correlations based on the concurrent data are then used with the full set of data from 
the reference site to predict the mean annual wind speed at the candidate site. The method 
proceeds in three steps: 

1. Determine the probability distributions for winds from each wind direction 
2. Calculate the mean predicted wind speed for each wind direction 
3. Find the annual mean wind speed from the means for each wind direction 

The predicted long-term wind speed probability distribution at the candidate site, for any 
direction bin, p ( U z )  can be determined from Equation 8.2.1, using the long-term measured 
wind data from the reference site. The variance of that estimate can be determined from 
Equation 8.2.3. The wind direction distribution can be determined from Equation 8.2.2 
using the long-term reference data. This should be done for each wind direction bin. 

The predicted long-term mean wind speed for each sector, cc:, , where k is the sector 
index, is a function of the probability distribution of the predicted hourly wind speed, 
pl (U,* ) , where i is the index of the wind speed bin: 

(8.2.8) 

The standard deviation of the estimate of the predicted wind speed for each wind 
direction is: 
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The covariance term is required because the values of the predicted wind speed are all 
derived from the same fit to the data and are not independent: 

(8.2.10) 

The overall predicted long-term mean wind speed for each site, U,*, can now be 
calculated from the wind direction probability distribution, Pk : 

(8.2.11) 

The overall standard deviation of the predicted wind speed at the candidate site is then: 

(8.2.12) 

where O k  is the standard deviation of wind speed in each direction bin. The sector 
predicted means are all independent and thus there is no covariance term in the final 
equation. 

The accuracy of the MCP method depends on a variety of factors. First, it assumes that 
the long-term reference data and candidate data are accurate. Errors in these data sets will 
obviously result in erroneous predictions. Also, the longer the data set at the candidate site, 
the more accurate the results. In any case, the data collection at the candidate site should 
include representative data from all wind speeds and directions. The results also depend on 
the correlation coefficient between the time series at the two sites. A low correlation 
coefficient will result in predictions with a large standard deviation. Correlation coefficients 
can be affected by diurnal effects, time delays between weather patterns arriving at the two 
sites, unique weather patterns, the distance between the two sites and stability differences 
and topographic effects that create unique flow patterns at one site or the other. Finally, the 
results are only good for the height of the measurements and for the specific mast location at 
the candidate site. More detailed modelling may still be necessary to define the specific 
flow patterns at candidate sites if the terrain is such that the predictions cannot be applied to 
nearby proposed turbine locations. 

8.2.2.5 Site-specific data collection 
The best way to determine the long-term wind resource at a site is by measuring the winds 
at the exact locations of interest. These measurements should include wind speed and 
direction, wind shear, turbulence intensity, and temperature (for determining air density and 
the potential for icing). Long-term site-specific measurements are the ideal approach to 
determining the wind resource, but the most costly and time consuming. See Chapter 2 for 
more information on resource measurement. 

8.2.3 Micrositing 

Micrositing is the use of resource assessment tools to determine the exact position of one or 
more wind turbines on a parcel of land to maximize the power production. There are 
numerous computer codes available for micrositing of wind turbines. Wind farm design and 
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analysis codes used for micrositing use wind data for the potential site, turbine data, and 
information on the site constraints to determine an optimum layout for the wind turbines on 
the site. Site constraints include turbine exclusion areas (for example, due to geological or 
environmental concerns), noise limits at points adjacent to the wind farm, etc. Site 
information is usually provided using digital contour maps. The outputs of these programs 
include turbine locations, noise contours and contours of energy capture predictions, energy 
yield estimates for individual turbines and the overall site, and related economic 
calculations. Some wind farm optimization codes also determine the visibility of the wind 
farm from nearby locations and can optimize the wind farm layout to minimize visual 
impact in addition to maximizing energy capture and minimizing noise. 

8.3 Installation and Operation Issues 

The installation of a wind power project is a complex process involving a number of steps 
and legal and technical issues. The process starts with securing legal rights and permit 
approvals. Once permits are obtained, the site needs to be prepared and the turbine 
transported to the site and erected. Only after the turbine is connected to the grid and 
commissioned does regular operation commence. At this point the owner is responsible for 
oversight of the turbine, safe operation and maintenance. 

8.3.1 Predevelopment work and permitting 

The first steps in the development process include finding investors, securing legal rights to 
land and access to power lines, starting to line up power purchase agreements and obtaining 
permits. Most of these legal and financial aspects of the development process are beyond 
the scope of this text, but the permitting process involves significant engineering issues and 
is addressed here. 

Once a site is chosen and a contract is negotiated with the landowner(s), the next step is 
the successful navigation of the permitting process. The permitting process varies greatly 
from country to country, state to state, and even from town to town. It is intended to ensure 
that land is used appropriately, and that operation of the installed wind turbine or wind farm 
will be safe and environmentally benign. Generally, permits that must be obtained may 
include those related to: building construction, noise emission, land use, grid connection, 
environmental issues (birds, soil erosion, water quality, waste disposal, and wetland issues), 
public safety, occupational safety, and/or valuable cultural or archaeological sites. More 
information on environmental issues is included in Chapter 10. In the permit approval 
process the technical certification of the turbine may also be important. Wind power 
professionals in many countries have published information on issues to be considered in the 
permitting process. For example, more infomation on the permitting process in the United 
States can be found in Permitting of Wind Energy Facilities, A Handbook (NWCC, 1998). 
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8.3.2 Site preparation 

Once permits have been obtained, the site needs to be prepared for turbine installation and 
operation. Roads may need to be built; the site needs to be cleared for delivery, assembly 
and erection of turbines; power lines need to be installed and foundations need to be built. 
The extent and difficulty of the site preparation will depend on the site location, proximity 
to power lines, the turbine design and site terrain. Turbine foundation design (see Chapter 6) 
needs to be site and turbine specific. Expected turbine loading, tower design, and soil 
properties (sand, bedrock, etc.) will determine the type and size of Foundation needed. Road 
design will also depend heavily on the size and weight of the loads to be transported, the 
terrain, local weather conditions, soil properties, and any environmental restrictions. 
Obviously, lugged terrain can make all aspects of site preparation difficult and costly. 

8.3.3 Turbine transportation 

The next significant hurdle may be transportation of the wind turbines to the site. Smaller 
turbines can often be packed in containers for easy transport over roads. Larger turbines 
must be transported in sub-sections and assembled at the site. In remote locations difficult 
access may limit the feasible turbine size or design or may require expensive transportation 
methods such as helicopters. 

8.3.4 Turbine assembly and erection 

Once at the site, the turbine must be assembled and erected. Issues related to assembly and 
erection need to be considered during the design phase (see Chapter 6) to minimize 
installation costs. Ease of erection depends on the turbine size and weight, the availability of 
an appropriately sized crane, the turbine design and site access. Small to medium-sized 
turbines can usually be assembled on site with a crane. Some can even be assembled on the 
ground and the whole tower and turbine placed on the foundation with a crane. Where site 
access is difficult or cranes are not available, such as in developing countries, it may be 
advantageous to use a turbine with a tilt-up tower. The complete turbine and tower are 
assembled on the ground and hydraulic pistons or winches are used to raise the tower about 
a hinge. This erection method can make maintenance easy, as the turbine can be lowered to 
the ground for easy access. The erection of large wind turbines can present a significant 
technical challenge. The tower sections, blades, and the nacelle can each be very heavy and 
large. Very large cranes are often needed. Turbines have also been designed with 
telescoping towers for easier tower erection, or with lifting devices integral to the tower. 
The tower then acts not only as the support for the turbine, but also as the crane for 
placement of the tower top on the tower. 
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8.3.5 Grid connection 

The turbine-grid connection consists of electrical conductors, transformers, and switchgear 
to enable connection and disconnection. All of this equipment must be thermally rated to 
handle the expected current and the electrical conductors must be sized large enough to 
minimize voltage drops between the turbine and the point of connection (POC) to the 
electric grid (see Figure 8.2). The POC is a commonly used term to denote the grid 
connection at the wind turbine owner's property boundary. Another frequently used term is 
the point of common coupling, PCC. The PCC is the closest point in the grid system at 
which other users are connected to the grid. Details of the turbine-grid connection are 
presented below in Section 8.5. Once the turbine is installed and grid connected, it is ready 
for operation. 

Point of connection 

Other users 
(POC) 

I 

I 
I 

I 
8 

Other users 

Figure 8.2 Schematic of typical grid connection (with voltages used in Europe) 

8.3.6 Commissioning 

Wind turbines need to be 'commissioned' before the turbine owner takes control of the 
turbine operation. Commissioning consists of (1) appropriate tests to ensure correct turbine 
operation and (2) maintenance and operation training for the turbine owner or operator. The 
extent of the commissioning process depends on the technical complexity of the turbine and 
the degree to which the design has been proven in previous installations. For mature turbine 
designs commissioning consists of tests of the lubrication, electrical, and braking systems, 
operator training, confirmation of the power curve and tests of turbine operation and control 
in a variety of wind speeds. Commissioning of (one-of-a-kind) research or prototype 
turbines includes numerous tests of the various sub-systems while the turbine is standing 
still (lubrication and electrical systems, pitch mechanisms, yaw drives, brakes, etc.) before 
any tests with the operating turbine are performed. 



380 Wind Energy Explained 

8.3.7 Turbine operation 

Successful operation of a turbine or wind farm requires (1) information systems to monitor 
turbine performance, (2) with an understanding of factors that reduce turbine performance 
and (3) measures to maximize turbine productivity. 

Automatic turbine operation requires a system for oversight in order to provide 
operating information to the turbine owner and maintenance personnel. Many individual 
turbines and turbines in wind farms have the capability to communicate with remote 
oversight systems via phone connections. The remote oversight systems (as explained in 
Chapter 7) receive data from individual turbines and display it on computer screens for 
system operators. These data can be used to evaluate turbine energy capture and availability 
(the percent of time that a wind turbine is available for power production). 

The availability of wind turbines with mature designs is typically between 97% and 99% 
(Vachon et al., 1999). Reduced availability is caused by scheduled and unscheduled 
maintenance and repair periods, power system outages, and control system faults. For 
example, the inability of control systems to properly follow rapid changes in wind 
conditions, imbalance due to blade icing, or momentary high component temperatures can 
cause the controller to stop the turbine. The controller usually clears these fault conditions 
and operation is resumed. Repeated tripping usually causes the controller to take the turbine 
off line until a technician can detennine the cause of anomalous sensor readings. This 
results in decreased turbine availability. 

Wind turbine manufacturers provide power curves representing turbine power output as 
a function of wind speed (see Chapter I). A number of factors may reduce the energy 
capture of a turbine or wind farm from that expected, based on the published power curve 
and the wind resource at the site. These include (Baker, 1999) reduced availability, poor 
aerodynamic performance due to soiled blades and blade ice, lower power due to off-yaw 
operation, control actions in response to wind conditions, and interactions between turbines 
in wind farms (see Section 8.4). Soiled blades have been observed to degrade aerodynamic 
Performance by as much as 10-15%. Airfoils that are sensitive to dirt accumulation require 
either frequent cleaning or replacement with airfoils whose performance is less susceptible 
to degradation by the accumulation of dirt and insects. Blade ice accumulation can, 
similarly, degrade aerodynamic performance. Energy capture is also reduced when the wind 
direction changes. Controllers on some upwind turbine designs might wait until the 
magnitude of the average yaw error is above a predetermined value before adjusting the 
turbine orientation, resulting in periods of operation at high non-zero yaw errors. This 
results in lower energy capture. Turbulent winds can also cause a number of types of trips. 
For example, in turbulent winds, sudden high yaw errors might cause the system to shut 
down and restart, also reducing energy capture. In high winds, gusts can cause the turbine to 
shut down for protection when the mean wind speed is still well within the turbine operating 
range. These problems may reduce energy capture by as much as 15% from projected 
values. Operators should not only be prepared to minimize these problems, but should also 
anticipate them in their financing and planning evaluations. 
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8.3.8 Maintenance and repair 

Wind turbine components require regular maintenance and inspection to make sure that 
lubrication oil is clean, seals are functioning, and that components subject to normal wear 
processes are replaced. Problem conditions identified by oversight systems may require that 
the turbine be taken out of operation for repairs. 

8.3.9 Safety issues 

Finally, the installed wind turbine needs to provide a safe work environment for operating 
and maintenance personnel. The turbine also needs to be designed and operated in a manner 
that it is not a hazard for neighbors. Safety issues include such things as protection against 
contact with high voltage electricity, protection against lightning damage to personnel or the 
turbine, protection from the effects of ice buildup on the turbine or the shedding of ice, the 
provision of safe tower climbing equipment, and lights to warn local night time air traffic of 
the existence of the wind tmbine. Maintenance and repairs may be performed by on-site 
personnel or turbine maintenance contractors. 

.4 

Wind farms or wind parks, as they are sometimes called, are locally concentrated groups of 
wind turbines that are electrically and commercially tied together. There are many 
advantages to this electrical and commercial structure. Profitable wind resources are limited 
to distinct geographical areas. The introduction of multiple turbines into these areas 
increases the total wind energy produced. From an economic point of view, the 
concentration of repair and maintenance equipment and spare parts reduces costs. In wind 
farms of more than about 10 or 20 turbines, dedicated maintenance personnel can be hired, 
resulting in reduced labor costs per turbine and financial savings to wind turbine owners. 

Wind farms were developed first in the United States in the late 1970s and then in 
Europe. Recently wind farms have been developed in many other places around the world, 
most notably in India, but also in China, Japan, and South and Central America. 

The oldest existing concentration of wind farms in the United States is in California. The 
California wind farms, discussed in Chapter 1, originated as a result of a number of 
economic factors, including tax incentives and the high cost of new conventional generation. 
These factors spurred a significant boom in wind turbine installation activity in California, 
starting in about 1980, that levelled off after 1986 when economic forces changed. The 
result has been the development of three main areas of California: Altamont Pass, east of 
San Francisco, the Tehachapi mountaiiis and San Gorgonio Pass in southern California (see 
Figure 8.3). Numerous of these f is t  wind turbines suffered from reliability problems, but in 
recent years older turbines have been replaced with larger, more reliable, turbines in what is 
known as ‘repowering’ of the wind farms. In the 1990s wind farms were also developed in 
the Midwest and other regions of the United States. As of the end of 2000 the United States 
had about 2500 MW of installed wind power capacity, almost all of it in wind farms 
(AWEA. 2000). 
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Figure 8.3 A wind farm in San Gorgonio Pass, Palm Springs, California (Reproduced by permission 
of Henry Dupont) 

Wind farms in Europe started in the late 1980s in Denmark. In recent years the number 
of wind turbines installed in Europe has increased tremendously as individual wind turbines 
and wind farms have been developed, primarily in Denmark, Germany, Spain, the 
Netherlands and Great Britain. Many of these wind turbines are in coastal areas. As 
available land for wind power development has become more limited in Europe, smaller 
installations have been built on inland mountains. As of November 2000 Europe had about 
1 1,000 M W  of installed wind power capacity, most of it in wind farms (EWEA, 2000). 

8.4. I Windjarm infrastructure 

In addition to the individual wind turbines and their switchgear, wind farms have their own 
electric distribution system, roads, data collection systems, and support personnel. 

8.4.1.1 Electric distribution system 
The electrical distribution systems in wind farms typically operate at higher voltages than 
the turbine generator voltage in order to decrease resistive losses on the way to the 
substation at the grid connection. They also have switchgear for the whole wind farm at the 
connection to the grid. The voltage levels of the wind farm distribution system depend on 
the distances between turbines and transformer and cable costs. Many modern wind turbines 
come with a transformer installed in the tower base, but groups of lower voltage wind 
turbines in close proximity could share one transformer for cost reduction. Cost is also an 
issue when decisions are made as to whether the distribution lines should be overhead or 
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underground. Underground lines, used in Europe and, often, in the United States, are more 
expensive, especially in rough terrain. Overhead lines are often used in India. 

8.4.1.2 Roads 
Access roads between wind turbines and maintenance and connecting roads to main 
highways may represent a significant cost, especially in environmentally sensitive areas 
with rough terrain. Roads need to be constructed in a manner that disturbs the landscape as 
little as possible, and that does not result in erosion. Grades and curves should be gentle 
enough that heavy equipment can reach the turbine sites. The length of the blades or tower 
sections are important considerations in this regard. 

8.4.1.3 
Modern wind farms include systems for controlling individual turbines and displaying and 
reporting information on wind farm operation. These systems, as mentioned in Chapter 7, 
are called SCADA (supervisory control and data acquisition) systems. SCADA systems 
display operating information on computer screens. Information about the whole wind farm, 
sets of turbines, or one individual turbine can be displayed. The information typically 
includes turbine operating states, power level, total energy production, wind speed and 
direction, and maintenance and repair notes. SCADA systems also display power curves or 
graphs of other information and allow system operators to shut down and reset turbines. 
Newer SCADA systems connected to modern turbines may also display oil temperatures, 
rotor speed, pitch angle, etc. SCADA systems also provide reports on turbine and wind farm 
operation to system operators, including information on operation and revenue from each 
turbine based on turbine energy production and utility rate schedules. 

8.4.1.4 Support personnel 
Once a certain number of turbines are placed in a wind farm, it becomes economical to 
provide dedicated operating and maintenance staff, sometimes called ‘windsmiths.’ The 
staff need to be appropriately trained and provided with suitable facilities. 

Control, monitoring and data collection systems 

8.4.2 Wind farm technical issues 

Numerous technical issues arise with the close spacing of multiple wind turbines. The most 
important are related to the question of where to locate and how closely to space the wind 
turbines (common terms for referring to wind turbine array spacing are illustrated in Figure 
8.4). As mentioned in Section 8.2, the wind resource may vary across a wind farm as a 
result of terrain effects. In addition, the extraction of energy by those wind turbines that are 
upwind of other turbines results in lower wind speeds at the downwind turbines and 
increased turbulence. As described in this section, these wake effects can decrease energy 
production and increase wake-induced fatigue in turbines downwind of other machines. 
Wind turbine spacing also affects fluctuations in the output power of a wind farm. As 
described in Section 8.5, the fluctuating power from a wind farm may affect the local 
electrical grid to which it is attached. This section describes the relationship between wind 
farm output power fluctuations and the spacing of the turbines in wind farm. 
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Figure 8.4 Wind farm array schematic 

8.4.2.1 Array losses 
Wind energy comes from the extraction of kinetic energy from the wind. This results in 
lower wind speeds behind a wind turbine and less energy capture by the downstream 
turbines in an may. Thus a wind farm will not produce 100% of the energy that a similar 
number of isolated turbines would produce in the same prevailing wind. The energy loss is 
termed ‘array loss.’ Array losses are mainly a function of: 

0 Wind turbine spacing (both downwind and crosswind) 
Wind turbine operating characteristics 

0 The number of turbines and size of the wind farm 
Turbulence intensity 
Frequency distribution of the wind direction (the wind rose) 

The extraction of energy from the wind results in an energy and velocity deficit, 
compared with the prevailing wind, in the wake of a wind turbine. The energy loss in the 
turbine wake will be replenished over a certain distance by exchange of kinetic energy with 
the surrounding wind field. The extent of the wake in terms of its length as well as its width 
depends primarily on the rotor size and power production. 

Array losses ccan be reduced by optimising the geometry of the wind farrn. Different 
distributions of turbine sizes, the overall shape and size of the wind farm turbine 
distribution, and turbine spacing within the wind farm all affect the degree to which wake 
effects reduce energy capture. 

The momentum and energy exchange between the turbine wake and the prevailing wind 
is accelerated when there is higher turbulence in the wind field. This reduces the velocity 
deficits downstream, reducing array losses. Typical turbulence intensifies are between 10% 
and 15%, but may be a low as 5% over water or as high as 50% in rough terrain. Turbulence 
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intensity also increases through the wind farm due to the interaction of the wind with the 
turning rotors. 

Finally, array losses are also a function of the annual wind direction frequency 
distribution. The crosswind and downwind distances between wind turbines will vary 
depending on the geometry of the wind turbine locations and the direction of the wind. Thus 
array losses need to be calculated based on representative annual wind direction data in 
addtion to wind speed and turbulence data. 

Field geometry and ambient turbulence intensity have been shown to be the most 
important parameters affecting array losses. Studies have shown that, for turbines that are 
spaced 8 to 10 rotor diameters, D, apart in the prevailing downwind direction and 5 rotor 
diameters apart in the crosswind direction, array losses are typically less than 10% 
(Lissaman et al., 1982). Figure 8.5 illustrates array losses for a hypothetical 6-6 array of 
turbines with a downwind spacing of 10 rotor diameters. The graph presents array losses as 
a function of crosswind spacing and turbulence intensity for wind only from the prevailing 
wind direction (turbines directly in the wake of other turbines) and for wind that is evenly 
distributed from all directions. 

Array losses may also be expressed as array efficiencies where: 

Annual energy of whole array 
(Annual energy of one isolated turbine)(total no. of turbines) 

Array efficiency = (8.4.1) 

It can be seen that array efficiency is just 100% minus the array losses in percent. 
The design of a wind farm requires careful consideration of these effects in order to 

maximize energy capture. Closer spacing of wind turbines may allow more wind turbines on 
the site, but will reduce the average energy capture from each turbine in the wind farm. 
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calculation of array losses - wake models 
The calculation of array losses requires a knowledge of the location and characteristics of 
the turbines in the wind farm, a knowledge of the wind regime, and appropriate models of 
turbine wakes to determine the effect of upstream turbines on downstream ones. A number 
of turbine wake models have been proposed. These fall into the following categories: 

Surface roughness models 
Semi-empirical models 

* Eddy viscosity models 
Full Navier-Stokes solutions 

The sudace roughness models are based on data from wind tunnel tests. The first models 
to attempt to characterize array losses were of this type. An excellent review by Bossanyi et 
al. (1980) describes a number of these models and compares their results. These models 
assume a logarithmic wind velocity profile upstream of the wind farm. They characterize 
the effect of the wind farm as a change in surface roughness that results in a modified 
velocity profile within the wind farm. This modified velocity profile, when used to calculate 
turbine output, results in appropriately lower power output for the total wind farm. These 
models are usually based on regular arrays of turbines in flat terrain. 

The semi-empirical models provide descriptions of the energy loss in the wake of 
individual turbines. Examples include models by Lissaman (Lissaman and Bates, 1977), 
Vermeulen (Vermeulen, 1980) and KatiC (KatiC et al., 1986). These models are based on 
simplified assumptions about turbine wakes (based on observations) and on conservation of 
momentum. They may include empirical constants derived from either wind tunnel model 
data or from field tests of wind turbines. They are useful for describing the important 
aspects of the energy loss in turbine wakes, and, therefore, for modelling wind farm array 
losses. 

Eddy viscosity models are based on solutions to simplified Navier-Stokes equations. 
The Navier-Stokes equations are the defining equations for the conservation of momentum 
of a fluid with constant viscosity and density. They are a set of differential equations in 
three dimensions. The use of the Navier-Stokes equations to describe time-averaged 
turbulent flow results in terms that characterize the turbulent shear stresses. These stresses 
can be related to flow conditions using the concept of eddy viscosity. Eddy viscosity models 
use simplifying assumptions such as axial symmetry and analytical models to determine the 
appropriate eddy viscosity. These models provide fairly accurate descriptions of the velocity 
profiles in turbine wakes without a significant computational effort and are also used in 
array loss calculations, Examples include the model of Ainsle (1985 and 1986) and that of 
Smith and Taylor (1991). 

Figures 8.6 and 8.7 illustrate measured wind speed data behind wind turbines, The 
graphs also include the results of one of these eddy viscosity wake models. Figure 8.6 shows 
non-dimensionalized vertical velocity profiles at various distances (measured in rotor 
diameters) behind a wind turbine. The velocity deficit and its dissipation downwind of the 
turbine are clearly illustrated. Figure 8.7 illustrates the hub height velocity profiles as a 
function of distance from the rotor axis for the same conditions. The Gaussian shape of the 
hub height velocity deficit in the far wake can clearly be seen. 
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Vertical velocity profiles downwind of a wind turbine (Smith and Taylor, 1991): 2 , tip 
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Finally, a variety of approaches exist to solving the complete set of Navier-Stokes 
equations. These models require a significant computational effort and may use additional 
models to describe the transport and dissipation of turbulent kinetic energy (the k--E model) 
to converge to a solution. These models are best suited for research, for detailed descriptions 
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of wake behaviour and to guide the development of simpler models. Examples include 
models by Crespo et al. (Crespo et al., 1985, Crespo and Herandez, 1990, Crespo et al., 
1990, and Crespo and Herandez, 1993), Voutsinas et al. (1993) and Sprrensen and Shen 
(1999). 

A number of factors affect the accuracy of the results of applying these models to 
specific wind farms. When used to calculate wind farm power production, decisions must be 
made about how to handle the superposition of multiple wakes and the effects of complex 
terrain on both wake decay and ambient wind speed. A number of the models mentioned 
above address some of these issues. Typically, multiple wakes are combined based on the 
combination of the energy In the wakes, although some models assume linear superposition 
of velocities. The effects of complex terrain may be significant (see Smith and Taylor, 
199 1) but are more difficult to address and are often ignored. 

The use of these models can be illustrated by considering one of the semi-empirical 
models (KatiC et al., 1986) that is often used for micrositing and wind farm output 
predictions. The model attempts to characterize the energy content in the flow field and 
ignores the details of the exact nature of the flow field. As seen in Figure 8.8, the flow field 
is assumed to consist of an expanding wake with a uniform velocity deficit that decreases 
with distance downstream. The initial free stream velocity is U ,  and the turbine diameter is 
D .  The velocity in the wake at a distance X downstream of the rotor is U ,  with a 
diameter of D, . The wake decay constant, k ,  determines the rate at which the wake 
diameter increases in the downstream direction. 

In this and many other semi-empirical models, the initial non-dimensional velocity 
deficit (the axial induction factor), a, is assumed to be a function of the turbine thrust 
coefficient: 

a = L b  2 - J1-cT) 

r2- 
Turbine 

DX = D  

(8.4.2) 

+ 2 k x  

Figure 8.8 
velocity, D , turbine diameter, U ,  , velocity at a distance x , Dx , wake diameter at a distance x , 
k , wake decay constant 

where C, is the turbine thrust coefficient. Equation 8.4.2 can be derived from Equations 
3.2.16 and 3.2.17 for the ideal Betz model. Assuming conservation of momentum one can 
derive the following expression for the velocity deficit at a distance X downstream: 

Schematic view of wake description (after Katic et al., 1985); U,, initial free stream 
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(8.4.3) 

The model assumes that the kinetic energy deficit of interacting wakes is equal to the sum of 
the energy deficits of the individual wakes (indicated by subscripts 1 and 2). Thus, the 
velocity deficit at the intersection of two wakes is: 

(8.4.4) 

The only empirical constant in the model is the wake decay constant, k ,  which is a 
function of numerous factors, including the ambient turbulence intensity, turbine-induced 
turbulence and atmospheric stability. Kati6 notes that in a case in which one turbine was 
upstream of another, k = 0.075 adequately modelled the upstream turbine, but k = 0.11 
was needed for the downstream turbine, which was experiencing more turbulence. We notes 
also that the results For a complete wind farm with wind coming from multiple directions is 
relatively insensitive to minor changes in the value of k . A small constant gives a large 
power reduction in a narrow zone, while a large value gives a smaller reduction in a wider 
zone. The net effect of varying this parameter, when analyzing wind Farm performance at 
many wind speeds from a variety of directions, is small. 

The following steps are used to determine the output of a wind farm using the model: 

1. 
2. 

3. 

4. 

The wind turbine radius, hub heights, power and thrust characteristics are determined. 
The wind turbine locations are determined such that the coordinate system can be rotated 
for analysis of different wind directions. 
The site wind data are binned by wind direction with, for example, 45 degree wide bins. 
Weibull parameters are determined for each bin together with the frequency of the wind 
occurring from each sector. 
The annual average wind power is calculated by stepping through all wind speeds and 
directions. Thrust coefficients are determined from the operating conditions at each 
turbine. 

8.4.2.3 Wake taarbul 
The turbines in wind farms that are downwind of other machines experience increased 
turbulence due to power production upwind. Turbine wakes consist not only of regions of 
lower average velocity, but of swirling vortices caused by: (1) interaction of the wind over 
the rotor with the rotor surfaces and (2) differential flow patterns over the upper and lower 
blade surfaces at the rotor tips. In general, the turbulence intensities in the wake are 
increased over ambient levels. with an annular area in the far wake of higher relative 
turbulence (caused by the tip vortices) surrounding the turbulent core of the wake. Figure 
8.9 shows measured and predicted turbulence intensities at a variety of rotor distances 
downstream of a turbine rotor in a wind field with an ambient turbulent intensity of 0.08. 
The resulting turbulence increases material fatigue, reducing turbine life, in the turbines in a 
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wind farm that are downwind of other machines (for more details, see Hassan et al., 1988). 
The increased turbulence in the downwind areas of wind farms has also been observed to 
reduce the energy capture of the turbines in those locations. High turbulence means higher 
velocity gusts and more extreme wind speed changes over short periods. Control actions to 
limit loads in gusts cause turbines to shut down more frequently, decreasing overall energy 
capture (Baker, 1999). 

Comparison between the measured and predicted 
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Ttubulence intensity downwind of a wind turbine (Smith and Taylor, 1991); /z , tip 

8.4.2.4 Wind farm power curves 
The result of array losses and wake turbulence are a modification of the operation of the 
individual turbines with respect to the overall prevailing wind speed. As the wind 
approaching an array of wind turbines increases from zero, the first row of turbines will 
start to produce power. That power production will reduce the wind speed behind the first 
row and no other turbines will operate. As the wind increases, more 'and more rows of 
turbines will produce power until all of the turbines are producing power, with the front row 
producing the most power per turbine. Once the wind reaches rated wind speed only the first 
row of turbines will produce rated power. Each turbine will be producing rated power only 
after the winds are somewhat higher than rated for the turbines in the wind farm. Thus, not 
only is the total wind farm energy production lower than that of multiple isolated turbines, 
but the energy production as a function of wind speed has a different shape for the whole 
wind farm than for an individual turbine (see Figure 8.10). 
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Figure 8.10 Comparison of single turbine and wind farm power curves 

8.4.2.5 Power smoothing 
The total output power of a wind farm is the sum of the power produced by the individual 
turbines in a wind farm. Turbulent wind fluctuations result in fluctuating power from each 
of the wind turbines and, thus, from the wind farm. Turbulent wind conditions result in 
different winds at widely spaced turbines. This means that the power from one turbine may 
be rising as the power from another turbine is falling. This results in some reduction in wind 
farm power fluctuations compared with the power that would be expected from turbines all 
experiencing the same wind. 

For example, assume that one wind turbine produces an average power PI over some 
time interval with a standard deviation of o,.~. Then, if N wind turbines in the wind farm 
experienced the same wind, the total wind farm production would be PN = NP! and the 
standard deviation of the wind farm electrical power output would be o , , ~  =NO,,,  . 
Usually, however, the wind at an individual wind turbine is not well correlated with the 
wind at any other turbine and, thus, the wind turbines do not all experience the same wind. 
It can be shown that if N wind turbines experience wind with the same mean wind speed 
and uncorrelated turbulence with the same statistical description, then the mean power 
output of the N turbines is still PN = NPI , but the standard deviation of the of the resulting 
aggregated power is just: 

(8.4.5) 

Thus, the fluctuation of the total power from the wind farm is less than the fluctuation of the 
power from individual wind turbines. This effect is termed power smoothing. 

In reality, the wind at two different turbine sites in a wind farm is neither perfectly 
correlated nor perfectly uncorrelaled. The degree of correlation depends on the distance 
between the two locations and on the spatial and temporal character of the wind field, An 
expression for the variance in wind farm output power as a function of the turbulent length 
scale and the number and distance between machines is developed here. The analysis 
assumes that all of the turbines experience the same mean wind speed and that the power 
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The variance of the fluctuating wind speed is given by the integral of the power 
spectrum over all frequencies. Note that the total variance is the same value that may be 
found from time series data in the usual way: 

(8.4.9) 
0 

If the standard deviation of the power from each of the wind turbines at the mecan power 
level can be assumed to be k times the standard deviation in the wind speed (that is, if 
aP = k a , ) ,  then the variance of the fluctuating power from one wind turbine is given by: 

CO 

d , l  = k’JIY* (f Id! 
0 

The variance of the total fluctuating power is given by: 

and using the von Karman spectrum: 

(8.4.10) 

df (8.4.11) 

Thus the variability of the total power from a wind farm decreases as the distance 
between turbines increases. Also, the lack of correlation between the wind at higher 
frequencies contributes more to the decrease in total variability than do the relatively 
correlated winds at low frequencies. It is easy to verify, using Equations 8.4.7 and 8.4.11, 
that, if the wind at the turbines is completely correlated ( xIJ = 0 for all i, j ) ,  then turbines all 
act as one large turbine. Similarly, if the wind at N turbines is completely uncorrelated ( xIJ 
= 0 when i = j and is otherwise infinite) then Equation 8.4.5 applies. 

As an example, Figure 8.11 illustrates the effect of spacing for 2 and 10 wind turbines, 
assumed to be equally spaced along a line perpendicular to the wind direction. For this 
example L = 100 m and U = 10 d s .  The figure shows the fractional reduction in power 
variability as a function of crosswind spacing. 

As described above, the wind turbines in a wind farm often do not experience the same 
mean wind or turbulence of the same statistical description, but the power smoothing effect 
can nevertheless be seen in wind farm data. Thus, wind farms with a large number of wind 
turbines can reduce the voltage fluctuations and other problematic effects caused by the 
power fluctuations of individual wind turbines (see Section 8.5). 
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Figure 8.11 Fraction of wind farm power variability as a function of turbine Spacing 

.5 Turbines and Wind Farms in Electric Grids 

Wind turbines supply power through large electric grids, which are often characterized as 
"stiff," that is to say totally unaffected by connected loads or generation equipment. In 
reality grid characteristics can affect and are affected by wind turbines connected to them. 
To help understand these effects, a brief description of electric grids and grid connection 
equipment is provided. This is followed by a summary of the electrical beliavior of turbines 
in grids and the types of grid-turbine interactions that can affect wind turbine installations. 

8.5. I Electric grids 

Electric grids ccan be divided into four main parts: generation, transmission, distribution, and 
supply feeders (see Figure 8.12). The generation function has historically been provided by 
large synchronous generators powered by fossil or nuclear fuel or hydroelectric turbines. 
These generators respond to load variations, keep the system frequency stable a id  adjust the 
voltage and power factor at the generating station as needed. Generators in large, central 
power plants produce power at high voltage (up to 25,000 V). These generators feed current 
into the high-voltage transmission system (1 10 kV to 765 kV) used to distribute the power 
over large regions. The transmission systems use high voltage to reduce the losses in the 
power transmission lines. The local distribution system operates at a lower voltage (10 kV 
to 69 kV), distributing the power to local neighborhoods. Locally, the voltage is reduced 
again and the power is distributed through feeders to one or more consumers. Industrial 
users in the United States typically use 480 V power while commercial and residential users 
in the United States and much of the rest of the world use 120 or 240 V systems. In Europe 
industrial users generally use 690 V and residential loads use 230 V. 
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Figure 8.12 Electric grid system schematic 

The term electrical load is used to describe a sink for power or a specific device that 
absorbs power. The total electrical load on the transmission system is the sum of the many 
fluctuating end loads. Fluctuations in these end loads are mostly uncorrelated, resulting in a 
fairly steady load on transmission lines that varies according to the time of day and season. 
The distribution and supply systems are closer to consumer loads, far from the Iarge 
generators, and, thus, increasingly affected by these changing loads. 

The locations of usable wind resources do not usually allow wind turbines to be easily 
tied into the high-voltage transmission system. Wind turbines are most often connected to 
the distribution system or, in the case of smaller wind turbines, into the feeder system. 

The majority of generators in electrical networks are synchronous generators (see 
Chapter 5 )  that are usually driven by prime movers such as steam, hydroelectric, or gas 
turbines or diesel engines. System operators attempt to control the grid frequency and 
voltage to be within a narrow range about the nominal system values. Frequency in large 
electric grids in industrialized countries is maintained at less than +/- 0.1% of the desired 
value. Depending on the country, voltages at distribution points are allowed to fluctuate 
from +/-5% to up to +/- 7% of the nominal value, but allowable customer-induced voltage 
variations are often less (Patel, 1999). 

The grid frequency is controlled by the power flows in the system. The torque on the 
rotor of any given generator consists of the torque of the prime mover, QpM , the electrical 
torques due to loads in the system, QL , and other generators in the system, Qo . The 
equation of motion for the generator, with rotating inertia, J , and speed a , can be written: 

dw 
J ~ = Q P M  +QL +Qo (8.5.1) 

Each of the generators in the system is synchronized with the other generators in the system. 
Thus, this same equation of motion can represent the behavior of the system as a whole if 
each term represents the sum of all of the system inertias or loads. 

Recognizing that power is just the product of torque and speed, one can derive the 
following equation: 
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(8.5.2) 

where PpM is the prime mover power, PL is the power from electrical loads and PO is the 
power from other generators. 

Here changes in the rotational frequency of the generators (which is proportional to grid 
frequency) is expressed as a function of the input power from the prime movers, the system 
load, and any power flows from other connected equipment. If the system load changes, 
then the power from the prime movers is adjusted to compensate and keep the system 
frequency stable. 

The system voltage is controlled by controllers on the field excitation circuits of each of 
the generators. Changing the field excitation changes both the terminal voltage and the 
power factor of the power delivered to the load. When the fields are controlled to stabilize 
system voltage, the power factor is determined by the connected loads. Voltage is 
controlled, in this manner, at each generating station. 

Electrical grids, like other electrical circuits, provide an impedance to current flow that 
causes voltage changes between the generating station and other connected equipment. This 
can be illustrated by considering a wind turbine generator connected to a grid system (see 
Figure 8.13) with a line-to-neutral voltage, yy, that is assumed to be the same as the voltage 
at the generating station. The voltage at the wind turbine, VG , is not necessarily the same as 
V,. The difference in voltage is caused by the distribution system impedance, which 
consists of the distribution system resistance, R , that causes voltage changes primarily 
because of the real power flowing in the system and distribution system reactance, X , that 
causes voltage changes because of the reactive power flowing in the system (see Chapter 5 
for a definition of electrical terns). The magnitudes of R and X , which are functions of the 
distribution system, and the rnagnitudes of the real generated power, P , and reactive power 
requirements, Q , of the wind turbine or wind farm will determine the distribution system 
voltage at the wind turbine. 

The voltage at the generator can be determined from (Bossanyi et al., 2998): 

In lightly loaded distribution circuits. the voltage change can be approximated as: 

PR - QX 
AV=V,-V,= 

v, 

Transmission 

system 

(8.5.3) 

(8.5.4) 

Figure 8.13 Distribution system schematic; R , resistance, X reactance, 4. and VG,  grid and 
wind turbine voltage respectively. 
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It can be seen that the voltage increases due to the real power production ( PR ) in the 
system. However, the voltage decreases ( QX ) when reactive power is consumed by 
equipment on the system. 

These voltage changes can be significant. Transformers equipped for automatic voltage 
control (AVR) are used to provide reasonably steady voltages to end-users. These 
transformers have multiple taps on the high-voltage side of the transformer. Current flow is 
switched automatically from one tap to another as needed. The different taps provide 
different turn ratios and therefore different voltages (for more information, see Rogers and 
Welch, 1993). 

The same cable resistance that causes voltage fluctuations also dissipates energy. The 
electrical losses in the distribution system, PLO, can be expressed as: 

(P’ + Q’)R 
PLO = 

VS2 
(8.5.5) 

Grid ‘strength’ or stiffness is characterized by the fault level, M, of the distribution 
system. The fault level at any location in the grid is the product of the system voltage and 
the current that would flow if there were a short circuit at that location. Using the example 
above, if there were a short circuit at the wind turbine, the fault current, I ,  , would be: 

(8.5.6) 

and the fault level, M, would be: 

M = IFVS  (8.5.7) 

This fault level is an indication of the strength of the network, with higher fault levels 
indicating stronger networks. 

8.5.2 Grid connection equipmenl 

The turbine-grid connection consists of equipment to connect and disconnect the turbine or 
wind farm from the larger grid, equipment to sense problems on the grid or the turbine side 
of the connection and transformers to transfer power between different voltage levels. This 
equipment is in addition to the electrical equipment associated with each wind turbine that is 
described in Chapter 5. 

Switchgear - Switchgear to connect and disconnect wind power plants from the grid 
usually consists of large contactors controlled by electromagnets. Switchgear should be 
designed for fast automatic operation in case of a turbine problem or grid failure. 
Protection equipment - Protection equipment at the point of connection needs to be 
included to ensure that turbine problems do not affect the grid and visa versa. This 
equipment must include provision for rapid disconnection in case of a short circuit or 
overvoltage situation in the wind farm. The wind farm should also be disconnected from 
the grid in case of a deviation of the grid frequency from the rated frequency due to a 
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grid failure or a partial or full loss of one of the phases in a three-phase grid (see Chapter 
5). The protection equipment consists of sensors to detect problem conditions. Outputs 
from these sensors control contactor magnets or additional solid state switches such as 
silicon-controlled rectifiers (SCRs). The ratings and operation of protection equipment 
should be coordinated with that of other local equipment to ensure that no problems 
occur. For example, in case of a momentary grid failure, the disconnect at the wind farm 
should react fast enough to prevent currents from flowing into the grid fault and should 
remain off long enough to ensure that reconnection only occurs after the other grid faults 
have been cleared (Rogers and Welch, 1993). 

* Electrical conductors - Electrical conductors for connecting wind farrns to the grid are 
usually made of aluminium or copper. The electrical conductors used for transformers 
and grid connections dissipate power because of their electrical resistance. These losses 
reduce system efficiency and can cause damage if wires and cables get too hot. Cable 
resistance increases linearly with distance and decreases linearly with the cross-sectional 
area of the conductor. Economic considerations tend to dictate the resistive losses 
allowable, given the increased cost of larger cables. . Transformers - Transformers at the substation are used to connect electrical circuits at 
different voltage levels. The details of transformer operation are covered in Chapter 5. 
Usually, these transformers have automatic voltage control to help maintain the system 
voltage. 

@ Grounding - Turbines, wind fanns, and substations need grounding systems to protect 
equipment from lightning damage and short circuits to ground. Providing a conductive 
path for high currents to the earth can be a significant problem in locations with exposed 
bedrock and other non-conductive soils. Lightning strikes or faults can result in 
significant differences in ground potential at different locations. These differences can 
disrupt grid protection equipment and pose a danger to personnel. 

8.5.3 The behavior of wind turbines connected to electric grids 

Wind turbine operation results in fluctuating real and reactive power levels and may result 
in voltage and current transients or voltage and current harmonics. These may contribute to 
turbine-grid interactions, as explained in the Section 8.5.4. This section builds on the 
material in Chapter 5 and addresses those aspects of turbine operation that may be 
sigruficant for turbine-grid interactions. 

Wind turbines, especially fixed-speed turbines connected to electrical grids, generally 
use induction generators. Induction generators provide real power (P) to the system and 
absorb reactive power (Q) from the system. The relationship of real to reactive power is a 
function of the generator design and the power being produced. Both real and reactive 
power are constantly fluctuating during wind turbine operation. Low-frequency real power 
fluctuations occur as the average wind speed changes. Reactive power needs are 
approximately constant or increase slowly over the operating range of induction generators. 
Thus, low-frequency reactive power fluctuations are usually smaller than low frequency real 
power fluctuations. Higher frequency fluctuations of both real and reactive power occur as a 
result of turbulence in the wind, tower shadow, and dynamic effects from drive train, tower 
and blade vibrations. 
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Wind turbines with synchronous generators operate in a different manner than those 
with induction generators. When connected to a large electrical network with a constant 
voltage, the field excitation of the synchronous generators on wind turbines can be used to 
change the line power factor and to control reactive power, if desired. 

Variable speed turbines usually have a power electronic converter between the generator 
and the grid. These systems can control both the power factor and voltage of the delivered 
power. Power electronic converters connected to induction generators also need to supply 
reactive power to the turbine generator. This is done, in effect, by circulating reactive 
current through the generator coils to support the magnetic field in the generator. The 
converter components connected to the grid can usually provide current to the grid at any 
desired power factor. This capability may be used to improve grid operation, if desired. 

When generators are connected or disconnected from a power source, voltage 
fluctuations and transient currents can occur. As explained in Chapter 5 ,  connecting an 
induction generator to the grid results in a momentary ‘in-rush’ current as the magnetic field 
is energized. Also, if the generator is used to speed up the rotor from speeds far from 
synchronous speed (high slip operation), significant currents can occur. These high currents 
can be limited, but not eliminated, with the use of a ‘soft-start’ circuit, which limits the 
generator current. When induction generators are disconnected from the grid, voltage spikes 
can occur as the magnetic field decays. Synchronous generators, in contrast, generally have 
no starting current requirements. Normally they must be accelerated up to operating speed 
by the turbine rotor before grid connection can occur. Nevertheless, voltage transients may 
still occur on connection and disconnection as the stator field is energized and de-energized. 

8.5.4 Turbine-grid interactions 

On the one hand, the introduction of wind turbines into a distribution grid can, at times, lead 
to problems that limit the magnitude of the wind power that can be connected to the grid. 
On the other hand, depending on the grid and the turbines, the introduction of turbines may 
help support and stabilize a local grid. Turbine-grid interactions depend on the electrical 
behavior of (1) the turbines under consideration and (2) the electric grids to which the 
turbines are connected. Important aspects of these have been explained above. 
Interconnection issues include problems with steady state voltage levels, flicker, harmonics 
and islanding. This section focuses mainly on interactions that affect the local system 
voltages and currents on medium- to short-term time scales. Larger questions related to 
overall system control are discussed at the end of the section. 

8.5.4.1 Steady state voltages 
Changes in the mean power production and reactive power needs of a turbine or a wind 
farm can cause quasi-steady state voltage changes in the connected grid system. These 
changes occur over numerous seconds or more and are explained above. The X / R  ratio of 
the distribution system and the generator operating characteristics (amount of real and 
reactive power at typical operating levels) determine the magnitude of the voltage 
fluctuations. It has been found that an W R  ratio of about 2 results in the lowest voltage 
fluctuations with typical fixed-speed turbines with induction generators. The W R  ratio is 
typically in the range of 0.5 to 10 (Jenkins, 1995). 
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The weaker the grid, the greater the voltage fluctuations. ‘Weak’ grids that can cause 
problematic turbine-grid interactions are those grid systems in which the wind turbine or 
wind farm rated power is a significant fraction of the system fault level. Studies suggest that 
problems with voltage fluctuations are unlikely with turbine ratings of 4% of the system 
fault level (Walker and Jenkins, 1997). Germany limits renewable power generator ratings 
to 2% ofthe fwlt level at the POC and Spain limits them to 5% (Patel, 1999). 

Often power factor correction capacitors are installed at the grid connection to reduce 
the reactive power needs of the turbine and system voltage fluctuations. Power factor 
correction capacitors need to be chosen carefully to avoid self-excitation of the generator. 
This occurs when the capacitors are capable of supplying all of the reactive power needs of 
the generator and the generator becomes disconnected from the grid. In this case the 
capacitor-inductor circuit, consisting of the power factor correction capacitors and the 
generator coils, can resonate, providing reactive power to the generator and resulting in 
possibly very high voltages. 

8.5.4.2 Flicker 
Flicker i s  defined as disturbances to the network voltage that occur faster than steady state 
voltage changes and which are fast enough and of a large enough magnitude that lights 
noticeably change brightness. These disturbances can be caused by the connection and 
disconnection of turbines, the changing of generators on two-generator turbines, and by 
torque fluctuations in fixed-speed turbines as a result of turbulence, wind shear, tower 
shadow, and pitch changes. The human eye is most sensitive to brightness variations around 
frequencies of 10 Hz. The blade passing frequency in large wind turbines is usually closer to 
1-2 Hz or less, but even at these frequencies the eye will detect voltage variations of +/- 
0.5% (Walker and Jenkins, 3997). The magnitude of the flicker due to wind turbulence 
depends on the slope of the real vs. reactive power characteristics of the generator, the slope 
of the power vs. wind speed characteristics of the turbine, and the wind speed and 
turbulence intensity. Flicker is, in general, much less of a problem for fixed-pitch stall- 
regulated machines than pitch-regulated machines (Gardner et al., 1995). Variable speed 
system power electronics usually do not impose rapid voltage fluctuations on the network, 
but still may cause flicker when turbines are connected or disconnected. Flicker does not 
damage equipment connected to the grid, but in weak grids where the voltage fluctuations 
are greater it may become an annoyance to other consumers. Numerous countries have 
standards for quantifying flicker and limits for allowable flicker and step changes in voltage 
(see, for example, CEWLEC, 1993). 

8.5.4.3 Harmonics 
Power electronics in variable speed wind turbines introduce sinusoidal voltages and currents 
into the distribution system at frequencies that are multiples of the grid frequency (see 
Chapter 5). Because of the problems associated with harmonics, utilities have strict limits 
on the harmonics that can be introduced into the system by power producers such as wind 
turbines. 

The usual measure of the degree of waveform distortion at any point in a system is total 
harmonic distortion (THD). THD is a function of the magnitude of the fundamental 
frequency and of the harmonics in the voltage waveform. The instantaneous voltage, v, can 
be expressed as the sum of the fundamental voltage, vF (a sinusoidal voltage at the 
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fundamental frequency), and a superimposed harmonic voltage, vH . The harmonic voltage 
is the sum of the numerous harmonics, v, , of order n, (n > 1): 

(8.5.8) 
n=2 

The individual harmonic voltages, v, , consist of the cosine and sine harmonic components 
defined in Chapter 5: 

v, = a, cos - f h, sin - (7) (7') (8.5.9) 

where n is the harmonic number, t is time, L is half the period of the fundamental frequency 
and a, and h, are constants. These harmonics can be expressed as sine functions with an 
amplitude, c, , and phase, cp,* : 

v, = c, sin -+ qn (7 ] 
where: 

c, =J.n2.bnz 
and where the phase is defined by: 

h, cosq, =- a, 
c, c, 

sinrp, =- 

(8.5.10) 

(8.5.11) 

(8.5.12) 

The harmonic distortion caused by the nth harmonic of the fundamental frequency, 
HD, , is defined as the ratio of the rms value of the harmonic voltage of order n over some 
time T (an integral number of periods of the fundamental) divided by the rms value of the 
fundamental voltage, vF , over the same time T: 

+;dt 
HD, = d y  1 (8.5.1 3) 

J$ji 
The THD can be expressed as (see also Stemmler, 1997, and Phipps, et al., 1994): 
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THD = (8.5.14) 

In both the United States and Europe many power companies use the IEEE 519 Standard 
(ANSVIEEE, 1992) to determine allowable THD at the point of common connection (PCC). 
Minimizing problems at this point minimizes problems for other electrical customers. The 
allowable THD of the voltage wave form according to IEEE 519 are detailed in Table 8.2. 
Similar restrictions on current harmonics, which depend on the ratio of maximum demand 
load current to maximum short circuit current at the PCC, can be found in IEEE 5 19. 

Table 8.2 Maximum allowable total harmonic distortion (THD) of voltage at the point of common 
coupling (PCC) 

PCC Voltage Individual Harmonic, % THD, % 
2.3-69 kV 3 $0 5.0 
69-138 kV 1.5 2.5 
>I38 kV 1 .0 1.5 

8.5.4.4 Islanding 
Islanding refers to the isolation of a self-supporting section of an electric grid, subsequent to 
the action of grid protection equipment in a fault condition. Grid protection equipment at the 
turbine or wind farm point of connection (POC) should shut down generators in conditions 
of overload, over- or under-voltage, or over- or under-frequency . Nevertheless, if the 
connected load and generation are reasonably matched and a source of excitation is 
available, the islanding may persist for some period of time, undetected by the usual grid 
protection equipment. Independent excitation of the generators and motors in the islanded 
system can occur as a result of self-excitation by power factor correction capacitors or by 
resonances with other equipment in the islanded system. While the risk of islanding is 
normally low, it can cause current to flow into a grid fault from a disconnected section of 
the grid, endangering repair personnel and causing synchronization problems upon 
reconnection of the islanded grid to the main grid. Sensors at the POC need be able to detect 
the transients that occur in the transition to an islanded condition and shut the generators 
down (Rogers and Welch, 1993). 

8.5.4.5 Grid penetration issues 
The inclusion of fluctuating power sources distributed throughout a larger electric grid has 
large effects on the control of the grid and the delivery of stable power. Utilities need to 
deliver power, at the nominal system voltage, to all of the system loads. A number of large 
prime movers are used to provide power, including steam, gas and hydroelectric turbines. 
Generators attempt to closely follow the fluctuating load in order to minimize voltage and 
frequency fluctuations. As the load changes during the day, generators are brought on line, 
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but large prime movers may take a while to prepare for generation. Thus, a certain amount 
of unused generation capacity, called ‘spinning reserve,’ is kept on line ready to respond to 
rapid load fluctuations. The greater the anticipated load fluctuations, the greater the required 
spinning reserve. The long lead times for bringing equipment on line also necessitates load 
forecasts that can be used to schedule the generators. The introduction of large amounts of 
wind power into the grid increases the short-term variability of the load as seen by the 
generators, thus increasing the need for spinning reserve. It also changes the long-term 
mean load as winds change, disrupting the planning for bringing generation on line. 

Wind power grid penetration can be defined as the ratio of the installed wind power to 
the maximum grid connected load (approximately equal to the total connected generation). 
The grid penetration of wind is highest in Denmark where over 10% of the total electric 
generation is from wind. Denmark plans to generate 50% of its electrical needs from wind 
by 2030. While concern has been raised by utilities about ceilings on the grid penetration of 
wind power, experience with hybrid power systems (see Section 8.8) suggests that 50% grid 
penetration is feasible, especially with the inclusion of some additional technology. 

The additional technology might include generation capacity that can be brought on line 
rapidly, energy storage, and new control schemes that take advantage of the capabilities of 
the available generation equipment. For example, gas turbines can, typically, be brought on 
line faster than steam generators. The addition of more gas turbines could be used to 
respond to large-scale load changes without increasing the spinning reserve. Hydropower 
can be very responsive to load fluctuations and can be brought on line quickly. Pumped 
storage hydropower is now used by utilities to respond to large and rapid load changes. 
Pumped storage could also be used to store wind-generated power for use at peak load 
periods and to smooth out the load fluctuations seen by conventional generators. Control 
options include the integration of grid control and wind turbine control to enable pitch- 
regulated turbines to be controlled to pitch their blades to shed power or even to consume 
power, if need be. Finally, improved 24 and 48 hour wind forecasts are already being used 
by utilities with high grid penetration to schedule their generation. 

8.6 Offshore Wind Farms 

Off the coast of many countries lies a significant wind resource. A number of wind turbines 
have already been installed in offshore European locations in order to gain experience with 
the problems and potential of offshore wind power. In addition, significant future offshore 
wind developments are being planned in Europe. Offshore wind farms were frrst proposed 
in the 1970s (Heronemus, 1972). The first offshore wind turbine was installed in Sweden in 
1991. The frst offshore wind farm was installed in 1992 in shallow (2-5 m) water off the 
coast of Denmark near the town of Vindeby. The Vindeby wind farm consists of eleven 450 
kW machines that are at most 3 km fiom the shore. Since then offshore wind farms have 
been installed in the Netherlands, Denmark, the United Kingdom and Sweden (see Table 
8.3). As of the end of 2001 there were over 80 MW of installed offshore wind capacity. 
Denmark now has plans to develop 4000 MW of offshore capacity by 2030. This should 
enable Denmark to provide one half of its electrical needs fiom wind (Danish Wind Turbine 
Manufacturers Association, 1999). Other European countries are also exploring expanding 
the use of offshore wind power. These developments are being driven by reduced visual and 
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noise concerns with offshore turbines and the lack of available land for new turbines in 
many high wind areas of Europe. These developments have also been made possible by 
recent reductions in offshore foundation and power transmission costs, the increasing size of 
available turbines and higher turbine productivity than on land. 

Table 8.3 Summary of offshore wind farm experience up to 2001 

Location First MW Status Remarks 
operated 

Nogersud. Baltic (S) 1991 1 x 0.22 = 0.22 Abandone Tnpod on solid rock 

Vindeby (DK) 1991 11 x 0.45 = 4.95 Operating Box caisson on sandy soil 
Medemblik (NL) 1994 4 x 0.5 = 2.0 Operating Steel tower dnven in sandy soil 
Tun0 Knob (DK) 1995 10 x 0.5 = 5.0 Operating Box caisson on sandy soil 
Dronten (I%) 1996 28 x 0.6 = 16.8 Operating Turbines near dike in fresh 

Gotland (S) 1997 5 x 0.5 = 2.5 Operating Pile, seabed drilled and grouted 
Blytbe Offshore 2000 2 x 1.9 = 3.8 Operahng Only site in open seas 
(UK) 
Utgrunden (S) 2001 7 x 1.5 = 10.5 Operating Monopile foundation 
Middlegrunden (S) 2001 20 x 2.0 = 40 Operating Gravity foundation 

d 

water 

8.6.1 

The relatively smooth surface of the oceans results in low surface roughness and therefore 
low turbulence intensity and wind shear. This translates into higher low-level winds 
(allowing greater energy capture and, perhaps, lower tower heights) and lower turbulence 
intensities, resulting in lower fatigue damage and longer turbine life. These effects increase 
with distance from land in the downwind direction. 

The estimation of vertical wind profiles is very important at offshore sites, as data are 
often not taken at high elevations and rarely at hub height. The logarithmic wind shear 
model (described in Chapter 2) that is most often used for offshore winds assumes 
homogeneous terrain with neutral stability. The mean wind speed, U(z) ,  at a height z is 
described by: 

Unique aspects of the oflshore wind resource 

(8.6.1) 

where U,  is the friction velocity (introduced in Chapter 2), K is the von Karman constant 
( K = 0.4) and z is the roughness length. If the wind speed at a reference height, z , ,  is 
known, then the wind speed at height z can he modelled as: 

(8.6.2) 
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Data from the Vindeby offshore wind farm has been used to show that stable conditions do 
indeed last much of the year and that a value of zo = 0.0002 m (0.2 mm) can often be 
assumed for offshore sites. Using zo = 0.0002 m, the wind speed at a height of 48 m could 
be predicted from data at a height of 7 m to within +/- 5% (Barthelmie et al., 1996). 

Data from the Baltic Sea shows that the effective sea surface roughness length is 
actually a function of wind speed and fetch (distance Erom shore). Lange and Hojstrup show 
that sea surface roughness length increases with wind speed over the range of wind speeds 
typically used for power production (Lange and Hojstrup, 1999). The Charnock model is 
often used for modeling the sea surface roughness length as a function of wind speed: 

U ,  
g 

zo = A ,  - (8.6.3) 

where g is the gravitational constant and A,  is the Charnock constant, often assumed to be 
to be 0.018 for coastal waters. Another model, the Johnson model (Lange and Hojsmp, 
1999), assumes an implicit equation for zo as a function of friction velocity and fetch: 

(8.6.4) 

where x is the fetch in meters. Comparisons of each of these models with data from 
locations in the Baltic sea shows that the Johnson model does a better job of modeling zo 
than the Chamock equation for fetches from 10-20 km. At longer distances (>30 m) the 
Charnock model appears to be better (Lange and Hojstrup, 1999). The friction velocity in 
these equations can be approximated by: 

(8.6.5) 

where C,,,, is the effective surface drag coefficient based on the wind velocity, U,, , 
measured at an elevation of 10 m. Measurements of CD,,, indicate that it may vary between 
0.001 in low winds and 0.003 in high winds (Garratt, 1994). 

The result of the low surface roughness over the ocean is the increase in low-level wind 
speeds at offshore sites. Data from Vindeby shows that the annual mean wind speed at a 38 
m height is about 4% greater at the wind farm, 1400 to 1600 meters from shore, than at the 
nearby shoreline (Barthelmie et al., 1996). 

Offshore turbulence intensity is lower than on land because of the lower surface 
roughness and lower vertical temperature gradients. Sunlight penetrates several meters into 
water, whereas on land it only hits the uppermost layer of soil, heating it more. Offshore 
turbulence intensity also decreases with height. Average turbulence intensity at locations 
around Denmark with long sea fetches has been measured to be 0.10, 0.09, and 0.08 at 10, 
30, and 50 rn heights respectively. As wind speed increases, the turbulence intensity at 50 m 
decreases to about 0.05 and then increases a little with speed. This increase at higher wind 
speeds reflects a transition from predominantly thermally generated turbulence at lower 
speeds to predominantly mechanically driven turbulence at higher wind speeds. As 
mentioned above, lower turbulence intensities require greater spacing between turbines to 
allow the turbine wakes to be reenergized. 
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8.6.2 Turbine and foundation design for oficshore 

The offshore environment provides a number of opportunities but imposes a number of 
constraints on wind turbine designs. Because of the unique environment, a number of 
turbine manufacturers are designing wind turbines specifically for offshore use. The costs of 
maintenance, foundations and cable connections and reduced noise and visual concerns 
provide a different set of design constraints than those found on land, Bad weather and long 
distances to shore increase maintenance costs and can decrease availability when 
unexpected repairs are needed. Thus, offshore turbines need to have a proven track record 
with high reliability and low maintenance requirements. Compared to onshore applications, 
offshore wind farms may consist of larger arrays of larger machines which are optimized for 
a more difficult environment, easier and less frequent maintenance and less space for 
additional equipment. The use of larger turbines lowers per kW infrastructure costs. Less 
concern about noise would allow higher tip speed ratio machines. Higher tip speed ratios 
reduce component sizes and costs and improve turbine efficiencies. These considerations 
may favor two-bladed turbines for offshore applications. It is difficult to increase the tip 
speed of three-bladed machines above about 75 d s .  The blades become too slender and the 
stresses too high. With present blade manufacturing technologies, two-bladed rotors are able 
to withstand tip speeds of up to 90 d s  without incurring dangerously high stresses 
(Armstrong, 1998). Some cost reductions may also be achieved by reducing tower heights 
due to the low wind shear far from shore. 

A number of different foundation designs have been investigated for offshore 
installations (see Danish Wind turbine Manufacturers Association, 1999). Some of these 
designs are illustrated in Figure 8.14. Concrete gravity foundations were used at Vindeby 
and Tun0 Knob. The top of the foundations are conical to break up pack ice and have 
boulders around the circumference for erosion protection. Concrete foundation costs are 
approximately proportional to the water depth squared and tend to be prohibitively heavy 
and expensive at more than 10 m depth. Steel gravity foundations have been considered for 
depths of 4-10 m. They are made of an upright cylindrical steel tube placed on a flat steel 
box on the seabed. They have a low transportation weight because they are only filled with 
the dense olivine ballast on site. There is only a small cost increase per depth as the cost is 
mostly driven by ice and wave forces. Monopile foundations are steel piles 2.5-4.5 m in 
diameter driven 10-20 m into the seabed. No seabed preparation is needed, but heavy-duty 
piling equipment is required and the method will not work in a seabed with large boulders. 
Costs depend on wave size and pack ice forces. Tripods foundations are anchored to three 
steel piles driven 10-20 m into seabed. Tripod foundations need minimal site preparation 
and are suitable for larger water depths with seabed without large boulders. Minimum water 
depths of 6-7 m are required to allow vessels to approach near the towers. 

For deeper seas, floating wind turbines have been proposed using spar buoys to support 
one or more individual turbines (Heronemus, 1972) or using more complex floating 
pontoons that support multiple wind turbines (see Halfpenny et al., 1995). Fixed foundations 
must resist wave action, while floating foundations must be designed to minimize 
interactions between the periodic excitation by the waves and turbine dynamics. Finally, the 
turbine tower needs to be high enough to provide clearance between the blades and the 
highest expected sea, including waves and high tides. 
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Figure 8.14 Offshore foundation possibilities 

8.6.3 Power transmission 

Long-distance underwater power transmission requires careful attention to numerous 
technical and economic issues including: 

0 Transmission voltage 
0 Power losses 

Cable electrical characteristics and cost 
Cable burial technologies and costs 

Long-distance power transmission can incur significant energy losses. Without efficient 
long-distance undersea power transfer, the costs of offshore installations can be prohibitive. 
For short distances, medium-voltage AC connections are suitable. Efficient long-distance 
power transmission requires large expensive conductors and higher voltages. For especially 
long distances, high-voltage direct-current (WDC) transmission has been proposed. Studies 
have shown that a three-phase AC power transmission system might have losses of 30% 
over transmission distances of 50 km. The transmission losses for a comparable HVDC 
transmission system would be only 13% over the same distance (Westinghouse Electric 
Corp., 1979). 

The power system designer needs to consider the cost of switchgear, transformers and 
cable for different transmission voltages, the most cost-effective type of cable insulation and 
cable capacitance. Offshore transmission voltages may be limited to 33 kV within the wind 
farm by switch gear and transformer size and cost, which increase rapidly above that size 
(Gardner et al., 1998). Cable voltages to shore may be as high as 150 kV, if there is a 
separate transformer platform. Some possible cable insulation technologies include: 
cross-linked polyethylene (XLPE), ethylene propylene rubber (EPR) and self-contained 
fluid-filled (SCFF) insulation. XLPE is in widespread use on land (and is thus cheaper) but 
needs a moisture barrier under water. EPR does not require a metal shestth and can be 
designed for underwater use (Grainger and Jenkins, 1998). High-voltage SCFF cable has a 
copper conductor surrounded by an oil duct and wood pulp paper insulation layer that is 
surrounded by wire and rubber sheaths for protection (Fermo et al., 1993). Finally, the 
capacitance of power lines may be significant enough to provide some reactive power or to 
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cause the self-excitation of turbine generators. For example, 33 kV XLPE cables would 
generate about 100-1 50 kVAR/km. This would provide only low reactive power generation. 
In contrast, 132 kV XLPE cables would provide about 1 MVAFUkm which would have a 
more significant impact on wind farm design (Cirainger and Jenkins, 1998). 

Carekl planning for the installation of power cables is very important to minimize the 
lifetime cost of the cables. Cable laying ships and equipment are very expensive and cables 
are subject to damage. The greatest hazards are from anchors and fishing. The vast majority 
of anchors go no more than about 1 m into seabed. All fishing methods that involve 
dragging equipment along the seabed are hazardous to cables. The most invasive of these 
methods only engages seabed to a depth of about 30 cm. The most cost-effective solution to 
these problems may be finding a cable route that avoids fishing and anchoring areas. 
Another danger, mobile sand waves, can uncover buried cable in a couple of weeks, Cables 
may need to be buried 2-3 m deep to avoid wave action. Where abrasion on rock is a 
problem, armored cable or buried cable or a combination may be needed. Cable burial is the 
most common solution to these problems (Mair, 1999). 

A good cable design must balance expensive cable installation and burial costs with the 
cost of down time and repair. Burial methods include ploughing, air-lifting, water jetting, 
excavating, and rock-sawing. There are many types of burial machines: towed, free- 
swimming and tracked remotely operated vehicles (ROVs). There is no ideal method. One 
may need different methods in different areas. Generally, ploughs are used on long flat 
routes with clay-based sediments. Jetting tools work best on sands and are cheaper for short 
runs. Some machines can change tools for changing seabed conditions. Cables may be laid 
directly on the seabed (not buried), laid and buried simultaneously, or laid and buried later 
(post-lay burial). The choice of cable laying and burial method will depend on the length of 
the run, water depth, soil characteristics and equipment available. Cable laying vessels will 
need a shallow draft, a good mooring and control system, a deck area for cable and 
equipment and accommodations for personnel. One project may need different vessels for 
different technologies and areas. A developer may even need to build a vessel for the 
project. A good design will require an assessment and survey of the route, and contingency 
plans for bad weather. Finally, the system and routes will need to be designed to allow for 
economical repairs. Cables must be laid so that damaged section can be identified and 
located easily and can be jointed in a marine environment. A repair philosophy should be 
developed during the design phase. 

8.6.4 Other offshore design issues 

Offshore wind farm siting requires the consideration of a variety of issues including 
permitting requirements, shipping lanes, fishing areas, fish, mammal and bird breeding and 
feeding habits, existing underwater communication and power cables, visual concerns (for 
near-shore wind farms), storm tides and seas, seabed properties, underwater currents, 
underwater archaeological sites, designated marine sanctuaries, competing uses (recreation, 
defense), the available infrastructure and staging areas for construction (cable laying 
vessels, facilities for foundation fabrication, barges for installation) and transportation for 
maintenance. 
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8.6.5 Economics of o#shore systems 

Offshore wind energy costs depend on the wind resource, &stance from shore, and water 
depth. Studies have found that the major cost differences between onshore and offshore 
wind farms is the cost of foundations and the grid connection (Morthorst and Schleisner, 
1997, and Fuglsang and Thomsen, 1998). For example, foundation costs were 23% and grid 
connection costs were 17% of the total installation costs for Tuno Knob (Morthorst and 
Schleisner, 1997). 

The effect of these greater installation costs may be increased energy costs over the life 
of the project, in spite of the increased production from the higher resource at sea. For 
example, one study estimated that the energy costs of the Vindeby wind farm were 56% 
greater than the average onshore energy costs at the time (EWEA, 1994). Morthorst and 
ScNeisner (1997) estimated costs for a 7.5 MW wind farm and a 200 MW wind farm at two 
distances offshore. The 7.5 MW wind farm, using 1.5 MW turbines, was expected to 
generate electricity at about 4.9 US$/kWh 5 km from the coast. At 30 km from coast, 
energy costs of the 7.5 MW wind farm rise to 6.9 US$/kWh. Electricity from a 200 MW 
wind farm, however, only increases from 4.1 to 4.4 US$kWh when moved from 5 km to 30 
km offshore. For comparison, energy costs for a typical onshore 600 kW turbine at a 6.9 m/s 
site were estimated to be about 4.5 US$/kWh. 

Offshore wind energy costs can be reduced by optimising wind turbines for offshore use. 
The Opti-OWECS project (Kiihn et al., 1998) defined a design methodology for the 
structural and economic optimization of offshore wind turbines. The design methodology 
considers the correlation between the wind and wave loads to determine design strengths. 
Fuglsang and Thomsen (1998) studied the possibility of reducing energy costs for offshore 
wind farms by optimizing the wind turbine design. They concluded that, by optimizing the 
turbine tower height, diameter, power rating, rotor speed and turbine spacing, the energy 
costs for an offshore wind farm would only be about 10% greater than those of a 
comparable onshore stand-alone turbine. The installation costs were higher than those for 
onshore turbines, but the modeling showed that the offshore wind turbines would produce 
28% more energy as a result of the better wind resource. 

8.7 Operation in Severe Climates 

Operation in severe climate imposes special design considerations on wind turbines. Severe 
climates may include those with unusually high extreme winds, high moisture and humidity, 
very high or low temperatures and lightning. 

High temperatures and moisture in warm climates cause a number of problems. High 
temperatures can thin lubricants, degrade the operation of electronics, and may cause excess 
motion in mechanical systems that expand with the heat. Moisture and humidity can corrode 
metal and degrade the operation of electronics. Moisture problems may require the use of 
desiccants, dehumidifiers, and improved sealing systems. All of these problems can be 
solved with site-specific design details, but these should be anticipated before the system is 
installed in the field. 

Operation in cold temperatures also raises unique design considerations. A number of 
wind turbines have been installed in cold weather regions of the globe, including Finland, 
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northern Quebec, Alaska, and other cold regions of Europe and North America and in 
Antarctica. Experience has shown that cold weather locations can impose significant design 
and operating requirements on wind turbines because of sensor and turbine icing, material 
properties at low temperatures, and permafrost and snow. 

Turbine icing is a significant problem in cold climates. Ice comes in two main forms, 
glaze ice and rime ice. Glaze ice is the result of rain freezing on cold surfaces and occurs 
close to 0°C (32°F). Glaze ice is usually transparent and forms sheets of ice over large 
surfaces. Rime ice results when supercooled moisture droplets in the air contact a cold 
surface. Rime ice accumulation occurs in temperatures colder than 0°C. Ice accumulation on 
aerodynamic surfaces degrades turbine performance and, on anemometers and wind vanes, 
results in either no information from these sensors or misleading information. Ice can also 
result in rotor imbalance, malfunctioning aerodynamic brakes, downed power lines, and a 
danger to personnel from falling ice. Attempts to deal with some of these problems have 
included special blade coatings (Teflon', black paint) to reduce ice buildup, heating 
systems, and electrical or pneumatic devices to dislodge accumulated ice. 

Cold weather also affects material properties. Cold weather reduces the flexibility of 
rubber seals, causing leaks, reduces clearances, reduces fracture strength and increases 
lubricating oil viscosity. Each of these can cause mechanical malfunctions or problems in 
everything from solenoids to gearboxes. Most turbines designed for cold weather operation 
include heaters on a number of critical parts to ensure correct operation. Materials also 
become more brittle in cold climates. Component strengths may need to be de-rated for cold 
climate operation or special materials may be required for the correct operation of 
components in cold weather or to insure adequate fatigue life. 

Wind turbine installation and operation may be affected by cold weather climate 
conditions. Wind turbine access may be severely limited by deep snows. This may result in 
longer down times for turbine problems, or delayed and expensive maintenance. In 
installation in permafrost, the turbine installation season may be limited to the winter when 
the permafrost is fully frozen and transportation is easier. 

Finally, many regions have frequent thunderstorms. Lightning can damage blades and 
mechanical and electrical components as it travels to ground. Designing for lightning 
protection includes providing very low impedance electrical paths to ground that bypass 
important turbine components, protecting circuitry with voltage surge protectors and 
designing a low impedance grounding system (IEC, 1999). 

8. Hybrid Electrical Systems 

Many wind turbines are connected not to large electric grids, but to small, independent, 
diesel powered grids, in which wind generators may be a large fraction of the total 
generating capacity. Such systems are referred to as winudiesel power systems (Hunter and 
Elliot, 1994). Sometimes other renewable generators are added to complement the power 
from the wind. Power systems that include conventional generation and one or more 
renewable energy sources are more generally called hybrid power systems. The integration 
of wind turbines into these hybrid power systems presents unique system design issues. This 
section provides an overview of relevant design issues. 
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Numerous communities in isolated locations, islands, and developing countries are 
connected to small independent electric grids powered by diesel generators. They may range 
in size from relatively large island grids of many megawatts down to systems with a 
capacity of a few kilowatts. Isolated and island grids vary significantly. Some isolated grids 
powered by diesel generators only provide power for a part of the day to conserve fuel. 
Some have large voltage swings due to the effects of one or two significant loads on the 
system, such as a saw mill or a fish-processing plant. Large isolated grids provide power at 
stable voltages and constant frequency. In general, isolated grids are weak grids in which 
voltage and frequency are susceptible to disruption by interconnected loads and generation. 

Wind turbines and other renewable power sources (including wind, solar, biomass or 
hydropower) can be integrated into these small electric grids. As in larger stable grids, the 
terms ‘wind penetration’ or ‘renewables penetration’ are used to characterize the magnitude 
of the wind or renewable power in the system compared to the rated load. In typical grid- 
connected wind turbine application, turbine-grid interactions are limited to part of a 
distribution system. In contrast, wind turbines in isolated grids may significantly affect the 
operation of the whole grid. In high wind penetration hybrid systems, the wind turbines 
might, at times, produce more power than the instantaneous system load. This would require 
the conventional generator to be shut off completely or cause additional loads to be turned 
on to absorb the extra power. Because of the significant effects of introducing renewable 
power into such a grid, these hybrid systems must be designed and analyzed as a complete 
interacting system. 

In this section a number of issues related to hybrid power systems will be considered. 
The section includes: 

0 A review of issues of diesel-powered grids 
0 An overview of hybrid system design issues 

A description of the components of a complete hybrid power system 
0 Information on computer models for hybrid systems 

8.8.1 Independent diesel-powered grids 

Independent diesel-powered electric grids include the diesel generators, a power distribution 
system, electric loads and some form of system supervision. 

8.8.1.1 Diesel generators 
Generators in independent power systems are normally diesel engines directly coupled to 
synchronous electrical machines. The frequency of the AC power is maintained by a 
governor on the engine or on one of the engines in a multi-diesel application. The real and 
reactive power in a conventional AC system is supplied by the synchronous generator. This 
is done in conjunction with the voltage regulator on the generator. DC grids typically use a 
diesel powered AC generator with a dedicated rectifier (see Chapter 5). 

Figure 8.15 illustrates fuel consumption (including a linear fit to the data) for a typical 
small diesel generator set that might be in an existing hybrid grid. It can be seen that the no- 
load fuel consumption may be a fairly high fraction of the full-load fuel consumption, Large 
modern diesels have somewhat lower relative no-load fuel consumption than in this 
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example, but still consume a significant amount of fuel at low loads. Obviously substantial 
fuel savings could be achieved if a lightly loaded diesel generator could be shut down. 

Diesel fuel at remote locations is often expensive. These diesels often operate at low 
load and with poor fuel efficiency. Reducing the load or shutting off diesels reduces fuel 
costs. This may be the goal of the introduction of renewable power, but it also has negative 
consequences. Reducing the load on a diesel engine can increase engine maintenance 
requirements, increase engine wear, and, consequently, decrease engine life. Frequent starts 
and stops significantly increase engine wear. To improve total system economics, a 
minimum diesel load is often required while the diesel is running and a minimum diesel run 
time may be specified. Each of these measures increases fuel consumption compared to 
operation with frequent starts and stops and operation at no load, but these measures are 
designed to improve overall system economics by reducing diesel overhaul and replacement 
intervals. 
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Figure 8.15 Sample diesel engine fuel consumption with linear fit 

8.8.1.2 Loads 
Electrical loads in independent AC systems are primarily of two types: resistive and 
inductive. Resistive loads include incandescent light bulbs, space and water heaters, etc. 
Devices with electric motors are both resistive and inductive. They are a major cause of the 
need for a source of reactive power in AC systems. DC sources can only supply resistive 
loads. DC loads may have an inductive component, but this only causes transient voltage 
and current fluctuations during changes in system operation. 

8.8.1.3 System supervision 
System supervision in conventional diesel-power systems may be automated, but usually 
consists of a system operator turning diesel generators on and off as the anticipated load 
changes, synchronizing them with the other operating diesels and performing engine 
maintenance when needed. 
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8.8.2 Overview of hybrid system design issues 

The design of hybrid power systems depends on the specifics of the existing power system 
and on the match of the load and the available renewable resource. Given these constraints, 
there are numerous options including the wind turbine design, the amount of wind 
penetration, the inclusion of other renewable power systems, the amount of any energy 
storage, and the nature of any load management. A review of the issues related to hybrid 
power system design follows. 

8.8.2.1 
The determining factor in hybrid power system design is the interdependence of the system 
load and the power produced by the hybrid system. Over short time frames the load needs to 
equal the power produced by the system to ensure system stability. To provide a consistent 
energy supply over long time periods, a hybrid system may need either longer term energy 
storage or backup conventional generation. 

To maintain system stability power flows need to be balanced over short time frames. 
As mentioned in Section 8.5, the frequency of an electrical system i s  a function of the 
rotating inertia in the system, the fluctuating load and the responsiveness of the prime mover 
and the control system of the prime mover. The faster the prime mover can respond to 
changing power flows, the better the frequency regulation. In high-penetration systems, the 
prime mover may not have the range to respond to the changing power flows. In that case, 
additional controllable sources or sinks for power need to be used to control the system 
frequency. These could be loads that can be switched on to balance power flows, systems 
for the short-term storage and production of power (systems with a few minutes to an hour 
of storage), or additional generators that can be brought on line. In high-penetration 
systems, the conventional generators may be turned off when the renewable power can 
supply all of the load. In that case, the system has fairly low inertia and, without another 
rapidly controllable power source to control frequency, the system frequency can drift 
significantly. 

Power or energy flows also need to be balanced over longer time frames. If the load 
peaks in the daytime and the wind blows only at night, then the wind can be used neither to 
supply energy to the daytime load nor to save expensive fuel. In such a case, the addition of 
long-term energy storage (systems with a few hours to a day of storage) would allow the 
wind energy to be stored to be used to supply energy to the daytime load and to save fuel. 
Long periods of lack of renewable power would deplete any energy storage and require the 
use of conventional generation, which would need to be capable of supplying the whole 
load. 

Based on the considerations above, it is apparent that a hybrid system might benefit from 
the addition of energy storage andlor controllable loads. Energy storage could provide 
power for periods when the wind power is less than the load. When the wind power is 
greater than the load, energy storage and controllable loads could provide sinks for excess 
power. With multiple sources and sinks for power, a hybrid power system would also need a 
system supervisory controller (SSC) to manage power flows to and from system 
components. 

Match of load and resource 
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8.8.2.2 System design constraints 
A number of factors affect the specifics of the design of a hybrid system, including the 
nature of the load, the characteristics of the diesel generators and electric distribution 
system, the renewable resource, fuel costs, availability of maintenance personnel, and 
environmental factors. 

0 The load - The magnitude and temporal profile of the local load affect the rated system 
capacity, energy storage needs, and control system algorithm. 

0 Diesel generation and electric distribution system - In existing power systems, the fuel 
consumption and electrical characteristics of any existing power generation system affect 
the economics of the hybrid system, equipment selection and the control system design. 
Fuel costs are one important factor in determining system operating cost. In new systems 
the generation and distribution systems can be designed in conjunction with the design of 
the hybrid components. 
The renewable resource - The magnitude, variability, and temporal profile of the 
renewable resource, whether it is wind, solar, hydropower, and/or biomass affects the 
choice of renewable power system, the control strategy, and storage requirements. 

0 Maintenance infrastructure - The availability of trained operating and maintenance 
personnel affects the long-term operability of the system, operating costs and installation 
costs. 

0 Site conditions - Site constraints such as the nature of the terrain, local severe weather 
conditions and the remoteness of the site affect the ability to get equipment to the site, 
equipment design requirements, and operating system requirements. 

In projects with an existing generation and distribution system, the system design 
objective is usually the minimization of the cost of energy by reducing fuel consumption 
(often a costly item in remote locations) and the increase of overall system capacity to 
enable continued local economic development. New systems are often implemented as a 
cost-effective alternative to other options such as grid extension. 

8.8.2.3 
There are many factors affecting the design of a high-penetration hybrid power system and 
many choices of components that need to be considered to optimize system cost and 
efficiency. Design choices include the type, size, and number of wind turbines, solar panels, 
etc., the instantaneous and long-term energy storage capacity, the size of dump loads, 
possibilities for other load management strategies, and the control logic needed to decide 
when and how to use all of the system components. Thus, the problem becomes one of 
designing a complicated power system with multiple controllable power sources and sinks. 
The possibilities for controllable loads will depend on the €2 of any given load inanagement 
approach with the daily needs of the local community. Evaluating all of the parameters is 
most easily done with a computer model intended for hybrid system design (see Section 
8.8.4). 

Typically, hybrid power systems have been developed by introducing renewable power 
into existing isolated grids in order to reduce high fuel costs and to provide increased 
energy. In trying to prcdict the performance of a hybrid power system, it is worth 
considering the limiting possibilities. In an ideal diesel grid the diesel fuel consumption 

Hybrid power system design rules 
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would be exactly proportional to the power generated. Thus, the fuel use would be 
proportional to the load. When renewables are added, the effect is to reduce the load that 
must be served by the diesel generators. If there were a perfect match between the load and 
renewable power, the diesel load could be reduced to zero. All the renewable power 
produced (up to the amount of the load) would be used, but any power produced in excess of 
that would have to be dumped or otherwise dissipated. If there were a temporal mismatch 
between the load and the available renewable power, even less of the latter would be used. 
This gives rise to the following rules: 

Rule 1: The maximum renewable energy that can be used is limited by the load. 
Rule 2: The use of renewable energy will be further limited by temporal mismatch 

between the load and the renewables. 

The introduction of energy storage increases the use of the renewable resource when 
there is a temporal mismatch between the load and the renewable resource. Based on Rules 
1 and 2, the maximum possible improvement in the use of renewable energy afforded by use 
of storage is limited by the mismatch between its availability and the load. 

In practice the fuel use of diesel generators never varies in exact proportion to the load. 
Diesel generator efficiency virtually always decreases with decreasing load. However, a 
diesel generator system which included storage could be optimised to improve its 
performance. This gives rise to two more rules: 

Rule 3: The maximum possible benefit with improved controls or operating strategies is a 
system approaching the fuel use of the ideal diesel generator - fuel use proportional 
to the diesel-served load. 

Rule 4: The maximum fuel savings arising from the use of renewables in an optimised 
system is never greater than the fuel savings of an ideal generator supplying the 
proportional reduction in load resulting from use of renewables. 

8.8.3 Hybrid power system components 

A hybrid system includes diesel generators, renewable generators, a system supervisory 
controller and possibly controllable loads and energy storage. Note that storage is actually 
both a source and a load. To make all of the subsystems work together, it may also include 
power converters or a coupled diesel system, explained below. A schematic of the 
possibilities for a hybrid system is illustrated in Figure 8.16. The operation of each of these 
components and the interactions between components is described below. 

Larger systems, usually above 100 kW, typically consist of AC-connected diesel 
generators, renewable sources, and loads, and occasionally include energy storage. Below 
100 kW, combinations of both AC- and DC-connected components are common as is the 
use of energy storage. 

The components in DC systems could include diesel generators, renewable sources, and 
storage. Small hybrid systems serving only DC loads, typically less than 5 kW, have been 
used commercially for many years at remote sites for telecommunications repeater stations 
and other low-power applications. 
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The operation of each of these components and the interactions between components is 
described below. 

Clutch 

Diesel engine iy 
1 1  

AC Generators 
Wind turbine 
PV array with inverter 

AC Loads 
Primary 
Defemble n Optional 

AC 
bus 

i 
Figure 8.16 Hybrid power system configuration; PV, photovoltaic 

8.8.3.1 
In a conventional AC power system, there must always be at least one diesel generator 
connected to the network in order to set the grid frequency and to supply reactive power. It 
is possible to modify the system so that the diesel generator is not always required, but in 
that case other components must be added. These other components could include an 
inverter, a rotary converter, a synchronous condenser, or another power producer such as a 
wind turbine with a synchronous generator. As described in Chapter 5, an inverter is a 
device (typically a solid state electronic device) that provides AC power from a DC source. 
A rotary converter is essentially an electromechanical inverter. It requires a separate 
controller to set the Erequency. A synchronous condenser is a synchronous electrical 
machine connected to the network and allowed to spin at a speed determined by the grid 
frequency. Operating in conjunction with a voltage regulator, it supplies reactive power to 
the network, but does not control grid frequency. Reactive power production may also be 
achieved with a synchronous generator connected to a wind turbine. 

Diesel generators in hybrid systems 

turbines in hybrid systems 
Wind turbines used in larger isolated AC electrical systems typically have a capacity of 
10 kW to 500 kW. Most of the wind turbines in this size range are fixed-speed turbines that 
use induction generators and so require an external source of reactive power. Thus, in 
hybrid power systems they can operate only when at least one diesel generator is operating 
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or in systems that have separate sources for reactive power. The starting current of turbines 
with induction generators also needs to be supplied by the system. Some wind turbines use 
synchronous generators. If they have pitch control, they may be able to be used to control 
grid frequency and to provide reactive power. In such cases, these turbines could operate 
without any diesel generators being on line. Other turbines use power electronic converters. 
Such machines may also be able to run without the presence of a diesel generator. 

There are a number of wind turbines that supply DC power as their principal output. 
These machines are typically in the smaller size range (10 kW or less). With suitable 
controls or converters they may operate in conjunction with AC or DC loads. 

As components in a hybrid power system, control of the wind turbines would need to be 
integrated into the system supervisory controller. 

8.8.3.3 
Photovoltaic (PV) panels may provide a useful complement to wind turbines in some hybrid 
power systems. Photovoltaic panels provide electric power directly from incident solar 
radiation. Photovoltaic pcanels are inherently a DC power source. As such, they usually 
operate in conjunction with storage and a separate DC bus. In larger systems they may be 
coupled with a dedicated inverter and thus act as a de fact0 AC power source. 

Photovoltaic panels provide fluctuating power. Variations of the solar resource on 
annual and diurnal scales, as well as on the time scales of front-driven weather patterns and 
the passage of clouds, complicate the design of hybrid systems. 

The power generated by photovoltaic panels is determined by the solar radiation level on 
the panel, the panel characteristics and the voltage of the load to which it is connected. 
Figure 8.17 shows the current-voltage characteristics of a typical PV panel at a given 
temperature and solar insolation level. It can be seen that the range of voltages over which a 
given panel performs effectively is fairly limited. To increase the output voltage multiple 
panels are connected in series. To increase the current (and power at a given voltage) 
multiple panels are connected in parallel. The power produced from a photovoltaic panel 
depends strongly on the load to which it is connected. In particular, the terminal voltage and 
current of the panel must equal those of the load. In general, photovoltaic panels and loads 
have different current-voltage relations. At any given operating condition, there is normally 
only one operating point where both the panel and load have the same voltage and current. 
This occurs where the panel and load current-voltage curves cross, as illustrated in Figure 
8.17. 

The power from the panel is equal to the product of the current times the voltage. The 
maximum power point, where the power is the greatest, occurs at a voltage somewhat less 
than the open circuit voltage. For the photovoltaic panels to be most effective when used 
with batteries, the nominal battery voltage should be close to the maximum power point 
voltage. It is sometimes useful to use power conditioning equipment (maximum power point 
trackers or MMPT) to match the load with the characteristics of the PV cell. These power 
electronic converters would adjust the PV array voltage for maximum PV power and 
convert that resulting PV power so that its voltage is that required by the DC load or the AC 
grid. The purpose of such a converter is to maximize the power conversion in the electrical 
parts of the system, whatever the radiation. 

Photovoltaic panels in hybrid systems 
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Figure 8.17 Load matching for a photovoltaic PV panel with a given insolation level 

8.8.3.4 Controllable loads 
One component which may be required in hybrid power systems, but which is uncommon in 
conventional isolated systems, is a dump load. A dump load is used to protect against an 
excess of power in the network. Such an excess could arise during times of high renewable 
contribution and low load. Excess energy could lead to grid instability. The dump load may 
be based on power electronics or switchable resistors. In some cases dissipation of excess 
power may be accomplished without the use of a dump load. An example is the dissipation 
of excess wind power using blade pitch control. 

Load management can also be used in hybrid power systems to augment or take the 
place of storage or to supplant dump loads. For example, optional loads are those that 
provide a use for surplus power that would otherwise go to waste. An example would be 
excess energy that was directed toward space heating that would reduce the need for other 
fuels. Deferrable loads are those which must be supplied at some time, but for which the 
exact time is flexible. For example, water pumping, for a water storage tank that needs to be 
refilled at least once a day, is a load that needs to be met, but for which the exact timing of 
the pumping may not matter. In this case, excess energy could be used for water pumping. If 
there were no excess energy in a day then energy from battery storage or the diesel 
generators would need to be used to make sure that the water tank were full at the end of the 
day, 

8.8.3.5 Battery ene 
Batteries have proven to be the most useful energy storage medium, based primarily on their 
convenience, and cost. Battery storage systems are modular and multiple batteries can store 
large amounts of energy. Energy storage is not typically used with larger isolated AC 
networks, although it certainly can be. Storage is very common with smaller hybrid power 
systems. Energy storage is most commonly lead acid batteries, although nickel-cadmium 
batteries are also occasionally used. Batteries are inherently DC devices. Thus, battery 
energy storage in AC systems requires a power converter. 
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Typical battery voltage during a discharge-charge cycle is illustrated in Figure 8.18. It 
can be seen that the terminal voltage drops as the battery is discharged. When charging is 
initiated, the terminal voltage jumps to a value above the nominal cell voltage. As the cell 
becomes fully charged, the terminal voltage increases even more before gassing occurs (the 
production of hydrogen gas in the cells) and the terminal voltage levels off. 

A number of aspects of battery behavior affect their use in hybrid power systems (see 
Manwell and McGowan, 1994): 

Battery capacity - Effective battery capacity is a function of current level. Thus, the 
amount of storage in a hybrid system is a function of the rate at which the storage is 
used. 
Terminal voltage - Terminal voltage is a function of state of charge and current level. 
This affects the operation of the power transfer circuit between the battery storage and 
the rest of the system. 
Efficiency - Batteries are not 100% efficient. Battery losses can be minimized by 
intelligent controller operation, but most of the losses are due to differences in voltage 
during discharging and charging and are inherent to battery operation. 
Battery life - Battery life is a function of the number and depth of charge-discharge 
cycles, and a function of the battery design. 
Temperature effects - Battery capacity and life are also functions of temperature, Usable 
battery capacity decreases as the temperature decreases. Typically, battery capacity at 
0°C is only half that at room temperature. At temperatures above room temperature, 
battery capacity increases slightly, but battery life decreases dramatically (Blohm, 1985). 

1.4 
Time 

.18 Typical battery voltage and capacity curve. Reproduced by permission of McGraw-Hill 
Companies from Standard Handbook for Electrical Engineers, Fink and Beaty, 1978 



420 Wind Energy Explained 

Diesel 
engine 

8.8.3.6 Power converters 
There are two types of power conversion functions of particular significance for hybrid 
power systems: rectifying and inverting (see Chapter 5). Rectifiers are commonly used to 
charge batteries from an AC source. Inverters are used to supply AC loads from a DC 
source. 

As mentioned in Chapter 5, most electronic inverters are of one of two types: line 
commutated or self-commutated. Line-commutated inverters require the presence of an 
external AC line. Thus they cannot set the grid frequency if, for example, all of the diesel 
generators in a hybrid power system are turned off. Self-commutated inverters control the 
frequency of the output power based on internal electronics. They do not normally operate 
together with another device that also sets the grid frequency. There are inverters that can 
both operate either in a line-commutated or a self-commutated mode. These are the most 
versatile, but presently they are also the most expensive. 

A rotary converter is essentially an electromechanical rectifier or inverter. It consists of 
an AC synchronous machine directly coupled to a DC machine. Both electrical machines 
can act as either a motor or a generator. When one machine is a motor, the other is a 
generator and vice versa. The advantages of a rotary converter include that it is a well 
developed piece of equipment and is normally quite rugged. The main disadvantages are 
that the efficiency is less and the cost is greater than a solid state power converter. 

8.8.3.7 Coupled 
A variant on the diesel generator in a typical hybrid power system is known as the "coupled 
diesel" system. In this system there are both AC and DC generators and buses. The AC and 
DC networks are connected together via the AC and DC generators that constitute a rotary 
converter. A single diesel engine i s  coupled via a clutch LO the rotary converter (See Figure 
8.19). The advantage of this concept is that it provides a more eCficient means of 
incorporating a rotary converter than would be the case if the diesel engine were associated 
only with its own generator. It also offers a convenient way to shut down the diesel when it 
is not needed, while still providing a means of supplying reactive power to the AC bus. 

AC DC 1 
- I  

I 

h Clutch 

I H machine n machine 

DC bus 

Figure 8.19 Coupled diesel 
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8.8.3.8 System supervisory control 
Most hybrid power systems incorporate numerous forms of control. Some control functions 
are carried out by dedicated controllers that are integral to the system components. Typical 
examples include the governor on a diesel, the voltage regulator on a synchronous 
generator, the supervisory controller on a wind turbine, or the charge controller in a battery 
bank. Overall system control is accomplished by a separate controller, known as the system 
supervisory control. The system supervisory control might control some or all of the 
components indicated in Figure 8.20. This control is usually thought of as automatic, but in 
reality some of the functions may be carried out by an operator. Specific functions of the 
system supervisory controller may include turning diesel generators on and off, adjusting 
their power set points, charging batteries, and allocating power to a controllable loads. 

Renewable 
generators Diesel generators 

Coupled diesel 
clutch 

Ophonal load 

Deferrable load Dump load Inverter 

Figure 8.20 Functions of system supervisory control 

8.8+4 Hybrid system modeling 

Many simulation models have been developed for hybrid power system design. For 
example, European researchers have developed numerous analytical models of varying 
sophistication and general use for wind-diesel systems (Infield et al., 1990). Similarly, work 
at the University of Massachusetts (Manwell et al., 1997) has produced a number of system 
models for wind-diesel-hybrid power systems. Generally, one can classify these models 
into two broad categories: logistical and dynamic models. 

Logistical models (Infield et al., 1990) are used primarily for long-term performance 
predictions, component sizing, and for providing input to economic analyses. Generally, 
they can be divided into the following three categories: 

Time series (or quasi-steady state): this type of model requires the long-term time series 
input of variables such as wind speed, solar insolation, and load 
Prohahilistic: models of this type generally require a characterization of long-term load 
and resource data (e.g. monthly or seasonal) as inputs. The analytical model is based on 
the use of statistical modeling techniques 
Time series U+ probabilistic: as the name implies, models in this category are based on 
the use of a combined time series and statistical approach 
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Dynamic models are used primarily for component design, assessment of system 
stability, and determination of power quality. They are generally used for hybrid power 
systems with no storage capability, or systems with minimal storage, such as a flywheel. 
Depending on the time step size and the number of modeled components they can be 
divided into the following three categories: 

Dynamic mechanical model: this type of model is based on the mechanical equations of 
motion and power balances. It can be used to get a first approximation of the dynamic 
behavior of a system and to find such long-term effects as the start-stop behavior of the 
diesel engine component 
Dynamic mechanical, steady state electrical model: this class of model is based on the 
mechanical equations of motion and the steady state equations of the electrical 
components of the system. It can give a first approximation of the electrical behavior of 
the system 
Dynamic mechanical and electrical model: models of this type are based on the dynamic 
equations of motion of the mechanical and electrical components of the system. They are 
intended to investigate the electrical stability of the system (millisecond scale) and 
mechanical vibrations 
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In the previous chapters, the main emphasis has been on the technical and performance 
aspects of wind turbines and their associated systems. As noted in Chapter 4. in order for a 
wind turbine to be a viable contender for producing energy, it must: (1) produce energy, (2) 
survive, and (3) be cost-effective. 

Assuming that one has designed a wind energy system that can reliably produce energy, 
one should be able to predict its annual energy production. With this result and the 
determination of the manufacturing, installation, operation and maintenance, and financing 
costs, the cost-effectiveness can be addressed. As shown in Figure 9.1, in discussing the 
economic aspects of wind energy, it is also important to treat the costs of generating wind 
energy and the market value of the energy produced (its monetary worth) as separate 
subjects. The economic viability of wind energy depends on the match of these two 
variables: i.e., the market value must exceed the cost before the purchase of a wind energy 
system can be economically justified. 

Economics of wind energy 

Figure 9.1 Components of wind system economics 
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The economic aspects of wind energy vary, depending on the application. Grid- 
connected wind turbines will probably make a larger contribution to the world energy 
supply than turbines on isolated networks (WEC, 1993). Thus, the primary emphasis in this 
chapter will be on wind systems supplying electricity to consumers on the main grid. Much 
of the material here, however, can be used for small to medium sized wind energy 
installations that are isolated from an electrical grid. 

This chapter concentrates on the economics of larger wind energy systems, first 
introducing the subjects shown in Figure 9.1. Next, details of the capital. operation, and 
maintenance cost of wind energy systems are summarized in Sections 9.3 and 9.4. Sections 
9.5 and 9.6 discuss the value of wind energy and the variety of economic analysis methods 
that can be applied to determine the economic viability of wind energy systems. These 
methods range from simplified procedures to detailed life-cycle costing models. The chapter 
concludes with a section reviewing wind energy system market considerations. 

9.2 Qverview of Economic Assessment of Wind Energy Systems 

This section discusses the overall economics of wind energy systems, covering the topics 
shown in Figure 9.1. 

9.2.1 

The total generating costs for an electricity-producing wind turbine system are determined 
by the following factors: 

Generating costs of grid connected wind turbines: overview 

Wind regime 
0 Energy capture efficiency of the wind machine(s) 

Availability of the system 
Lifetime of the system 

9 Capital costs 
0 Financing costs 

Operation and maintenance costs 

The first two factors have been addressed in detail in previous chapters. The remaining 
factors are summarized below. 

9.2.1.1 Availability 
The availability is the fraction of the time in a year that the wind turbine is able to generate 
electricity. The times when a wind turbine is not available include downtime for periodic 
maintenance or unscheduled repairs. Reliable numbers for availability can be determined 
only if data for a large number of turbines over an operation period of many years are 
available. By the mid 1990s, only the United States and Denmark had enough data to 
provide this information. For example, as shown in Figure 9.2, at the end of the 1980s, the 
best wind turbines in the United States reached availability levels of 95% after 5 years of 
operation (We, 1993). Recent data, as discussed in Chapter 8, indicate that availability is 
now on the order of 98%. 
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Figure 9.2 Availability of the best wind turbines in California (WEC, 1993). Reproduced by 
permission of World Energy Council, London 

9.2.1.2 Lifetime of the system 
It is common practice to equate the design lifetime with the economic lifetime of a wind 
energy system. In Europe, an economic lifetime of 20 years is often used for the economic 
assessment of wind energy systems (WEC, 1993). This follows the recommendations of the 
Danish Wind Turbine Manufacturers Association (1998), that state that a 20-year design 
lifetime is a useful economic compromise that is used to guide engineers who develop 
components for wind turbines. 

Following recent improvements in wind turbine design, an operating life of 30 years has 
been used for recent U.S. economic studies (DOEBPRI, 1997). This assumption requires 
that adequate annual maintenance be performed on the wind turbines and that 10-year major 
maintenance overhauls be performed to replace key parts. 

9.2.1.3 Capital costs 
Details on the determination of the capital cost of wind energy systems are given in Section 
9.3. The determination of the capital (or total investment) costs generally involves the cost 
of the wind turbine(s), and the cost of the remaining installation. Wind turbine costs can 
vary significantly. For example, Figure 9.3 gives the cost range (not including installation) 
of production Danish wind machines (Danish Wind Turbine Manufacturers Association, 
1998). As shown, costs vary significantly for each rated generator size. This may be due to 
differing tower height andor rotor diameter. 

In generalized economic studies, wind turbine installed costs are often normalized to 
cost per unit of rotor area or cost per rated kW. Examples of both these types of normalized 
wind turbine costs are shown in Figures 9.4 and 9.5. Figure 9.4 gives the specific cost per 
unit of rotor area for commercial and early experimental utility scale machines in the United 
States and Europe (Harrison et al., 2000). It should be noted that all of the prototype units 
have manufacturing costs that are significantly higher than those of commercial or mass- 
produced units. 
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Figure 9.3 Cost (1997) of Danish wind turbines as a function of size: the ‘price banana’ (Danish 
Wind Turbine Manufacturers Association, 1998). Reproduced by permission of Danish Wind Turbine 
Manufacturers Association 

Figure 9.4 Large wind turbine costs per unit rotor area (Harrison et al., 2000) Reproduced with 
permission of John Wiley & Sons Ltd 

The normalization of wind turbine costs to installed cost per unit of rated power (e.g., 
$kW) output follows conventional large-scale electrical generation practice and is often 
used. For commercial turbines used in wind farms there has been a steady decrease in cost 
per unit power over the last 25 years. This point is illustrated in Figure 9.5, where installed 
wind farm costs ($kW) are given for the years 1980-95. In this figure, data have been 
summarized for the California wind farms (CEC PRS), a Danish utility (ELSAM) and Great 
Britain. 
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Figure 9.5 Wind farm installed costs (Gipe, 1995) Reproduced with permission of John Wiley & 
Sons Ltd 

Other investigators have projected capital cost data for large-scale wind farms from 
1997 to 2030. For example, the U.S. Department of Energy (DOE) and the Electric Power 
Research Institute (EPRI) projected costs in 1997 dollars (DOEEPRI, 1997) to decrease 
from $lOOO/kW in 1997 to $635/kW in 2030. 

As is discussed in Section 9.3.4, the costs of a wind farm installation include costs 
beyond those of the wind turbines themselves. For example, in developed countries of the 
world, the wind turbine represents only approximately 65% to 75% of the total investment 
costs. Wind farm costs also include costs for infrastructure and installation, as well as 
electrical grid connection costs. It should also be noted that the costs per kW of single wind 
turbine installations are generally much higher, which is the reason for wind farm 
development in the first place. 

9.2.1.4 Financing costs 
Wind energy projects are capital intensive, and the majority of the costs must be borne at 
the beginning. For that reason, the purchase and installation costs are largely financed. The 
purchaser or developer will pay a limited down payment (perhaps 10% to 20%), and finance 
(borrow) the rest. The source of capital may be a bank or investors. In either case, the 
lenders will expect a return on the loan. The return in the case of a bank is referred to as the 
interest. Over the life of the project, the cumulative interest can add up to a significant 
amount of the total costs. Other methods of financing are also used, but they are beyond the 
scope of this text. 

9.2.1.5 Operation an maintenance costs 
The Danish Wind Turbine Manufacturers Association (1998) states that annual operation 
and maintenance (O&M) costs for wind turbines generally range from 1.5% to 3% of the 
original turbine cost. They also point out that regular service to the turbine constitutes most 
of the maintenance cost. 

Some authors prefer to use a set cost per kWh of output for their operation and 
maintenance cost estimates. Figure 9.6 gives results from a recent U.S. study (Chapman et 
al., 1998) where unscheduled and preventive maintenance (U&PM) costs are given as a 
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function of time. Note that these costs are predicted to decline from 0.55 to 0.31 cents per 
kWh in the 1997 to 2006 time frame. Section 9.4 gives more details on the range of values 
for O&M costs. 

Year 

Figure 9.6 Predicted operation and maintenance costs (Chapman et al., 1998); U&PM, unscheduled 
and preventive maintenance 

9.2.2 Value of grid-generuted wind energy: overview 

The value of wind energy depends on the application and on the costs of alternatives to 
produce the same output. To determine value, one may try to figure ‘what the market will 
bear’. For example, a manufacturer asks a price and adjusts it until he or she finds a buyer 
(negotiated price). Alternatively, a buyer, such as a distribution utility, may ask for 
competitive bids to supply power and select those with the lowest prices that look qualified. 

For a utility, the value of wind energy is a function primarily of the cost of the fuel that 
would not be needed or the amount of new system generating capacity that could be 
deferred. For society as whole, however, the environmental benefits can be quite significant. 
When these benefits are monetarized, they can contribute significantly to the market value 
of the electricity. More details on the determination of wind energy’s value (including 
monetarized environmental benefits) are given in Section 9.5. 

9.2.3 Economic analysis methods: overview 

A wind energy system can be considered to be an investment that produces revenue. The 
purpose of an economic analysis is to evaluate the profitability of a wind energy project and 
to compare it with alternative investments. The alternative investments might include other 
renewable electricity producing power systems (photovoltaic power, for example) or 
conventional fossil fueled systems. Estimates of the capital costs and O&M costs of a wind 
energy system, together with other parameters which are discussed below, are used in such 
analyses. 
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In Section 9.6, the following three different types of overall economic analysis methods 
are described: 

0 Simplified models 
0 Detailed life-cycle cost models 
0 Electric utility economic models 

Each of these economic analysis techniques requires its own definitions of key economic 
parameters and each has its particular advantages and disadvantages. 

9.2.4 Market considerations: overview 

At the present time, the market for utility-scale wind energy systems is rapidly expanding. 
The world market demand has grown from about 200 MW/year in 1990 to a value of 1300 
MW/year in 1995, and, more recently, to over 4000 MW/year in 2000. In Section 9.7, the 
market considerations for wind systems are discussed including the following issues: 

The potential market for wind systems 
0 Barriers to expansion of markets 
0 Incentives for market development 

9.3 

9.3. I General considerations 

Capital Costs of Wind Energy Systems 

The determination of the capital costs of a wind energy system remains one of the more 
challenging subjects in wind engineering. The problem is complicated because wind turbine 
manufacturers are not particularly anxious to share their own cost figures with the world, or 
with their competitors. Cost comparisons in the framework of wind turbine research and 
development projects are particularly difficult. That is, the development costs cannot be 
compared consistently. 

In determining the cost of the wind turbine itself, one must distinguish between the 
following types of capital cost estimates: 

0 Cost of wind turbine(s) today. For this type of cost estimate, a developer or engineer can 
contact the manufacturer of the machine of interest and obtain a formal price quote 

0 Cost of wind turbine(s) in the future. For this type of cost estimate (assuming present 
wind turbine state of the art), one has a number of tools that can be applied, namely: (1) 
historical trends, (2) learning curves (see next section), and (3) detailed examination of 
present designs (including the total machine and components) to determine where costs 
may be lowered 

0 Cost of a new (previously unbuilt) wind turbine design. This type of capital cost estimate 
is much more complex since it must first include a preliminary design of the new 
machine. Price estimates and quotes for the various components must be obtained. The 
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total capital cost estimate must also include other costs such as design, fabrication, 
testing, etc . Future cost of a large number of wind turbines of a new design. This type of cost 
estimate will involve a mixture of the second and third types of cost estimates 

It is assumed that one can readily obtain the first type of capital cost estimate. Accordingly, 
the following discussion concentrates on information that can be used for the last three types 
of cost estimates. 

Recent worldwide experience with wind turbine fabrication, installation, and operation 
has yielded some data and analytical tools that can be used for capital cost estimates both of 
wind turbines andor of the supporting components that are required for a wind farm 
installation. For excmple, there have been numerous capital cost estimates for wind turbines 
based on various simplified scaling techniques. These usually feature a combination of 
actual cost data for a given machine and empirical equations for the cost of the key 
components based on a characteristic dimension (such as rotor diameter) of the wind 
turbine. The same type of generalized scaling analysis has been used to predict wind farm 
costs. 

After a brief discussion of the use of learning curves to predict capital costs of wind 
turbines, a summary is presented showing how estimates can be made for the capital costs 
of wind turbines alone and wind turbines in combination with the other components that 
constitute a wind farm system. 

9.3.2 

One unknown in capital cost estimates is the potential reduction in costs of a component or 
system when it is produced in large quantities. One can use the concept of learning (or 
experience) curves to predict the cost of components when they are produced in large 
quantities. The learning curve concept is based on over 40 years of studies of manufacturing 
cost reductions in major industries (Johnson, 1985; Cody and Tiedje, 1996). 

The learning curve gives an empirical relationship between the cost of an object C(V) as 
a function of the cumulative volume, V, of the object produced. Functionally, this is 
expressed as: 

Use of learning curves to predict capital costs 

(9.3.1) 

where the exponent b, the learning parameter, is negative and C( Vo) and Vo correspond to 
the cost and cumulative volume at an arbitrary initial time. From Equation 9.3.1, an increase 
in the cumulative production by a factor of 2 leads to a reduction in the object’s cost by a 
progress ratio, s, where s = 2’. The progress ratio, s, when expressed in percent, is a 
measure of the technological progress that drives the cost reduction. 

A graphical example of this relationship is presented in Figure 9.7, which gives a plot of 
normalized cost C( Vo ) = 1 for progress ratios ranging from 70% to 95%. As shown, given 
the initial cost ancl an estimate of the progress ratio, one can estimate the cost of the tenth, 
hundredth, or whatever unit of production of the object. 



Wind Energy System Economics 435 

0.001 'I 
1 10 100 1000 10000 IOOOM 

Cumulative volume 

Figure 9.7 Normalized cost vs. cumulative volume for varying progress ratios 

Experience has shown that s can range from 70% to 95%. For example, Johnson (1985) 
gives values of s of 95% for electric power generation, 80% for aircraft assembly, and 74% 
for hand-held calculators. Various parts of a wind turbine would be expected to have 
different progress ratios. That is, components such as blades and hub that are essentially 
unique to wind turbines would have smaller values of s. Electrical generators, however, 
could represent a mature technology, with higher progress ratio values. For wind turbines, 
Neij (1999) gives a summary of progress ratios for various utility scale machines. 

9.3.3 Wind turbine machine costs 

9.3.3.1 General overview 
One way to estimate the capital costs of a wind turbine is to use cost data for smaller 
existing machines normalized to a machine size parameter. Here, the usual parameters that 
are used are unit cost per kW of rated power or unit cost per area of rotor diameter. 
Although this methodology can be used for energy generation system or planning studies, it 
yields little information as to the details of a particular design and potential cost reduction 
for new designs of wind turbines. 

A more fundamental way to determine the capital cost of a wind turbine is to divide the 
machine into its various components and to determine the cost of each component. This 
method represents a major engineering task, however, and there are relatively few such 
studies documented in the open literature. Historically interesting examples here include 
U.S. work on a conceptual 200 kW machine (NASA Lewis Research Center, 1979) and 
work on the MOD2 (Boeing, 1979) and MOD5A (General Electric Company, 1984) 
machines. 

The results of such a detailed study depend strongly on the turbine, design assumptions, 
and method of economic amlysis. As summarized in Table 9.1, some interesting historical 
comparisons between large wind turbine designs can be made if the component costs are 
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expressed as percentages. Note that all these studies were based on horizontal axis wind 
machines over the time period of the 1950s through the 1980s. 

Table 9.1 Projected construction costs for large turbines (Johnson, 1985) 

Specification or Cost British Smith- P.T. Thomas NASA 

Specification 
design Putnam MOD-X 

Rotor diameter (m) 
Rated power (kW) 
Rated wind speed ( d s )  
Production quantity 

68.6 53.3 61 38.1 
3670 1500 7500 200 
15.6 13.4 15.2 9.4 
40 20 10 100 

Component Cost (%) 

Blades 7.4 11.2 3.9 19.6 
Hub, bearings, main shaft, nacelle 19.5 41.5 5.9 15.2 
Gearbox 16.7 9.5 2.3 16.5 
Electric generator and installation 12.5 3.5 33.6 7.6 
Controls 4.4 6.5 8.3 4.4 
Tower 8.1 7.7 11.2 20.6 
Foundation and site work 31.4 16.6 20.3 16.1 
Engineering 3.6 14.5 

The fourth numerical column summarizes the result of a 1980 NASA study of a 200 kW 
horizontal axis wind turbine (MOD-X) based on their experience with the MOD-0 and 
MOD-OA machines. This conceptual design featured two pitch-controlled rotor blades, a 
teetered hub and a passive yaw system. The rotor was connected to the low-speed shaft of a 
three-stage parallel shaft gearbox, and a synchronous generator rated at 200 kW with a 
speed of 1800 rpm was used. A significant difference between the three earlier studies and 
the 1979 NASA study occurred in the area of improved technology in component hardware 
and analysis techniques. 

To further illustrate the differences in component cost fractions for more recent wind 
turbine designs, one can refer to the text of Hau et al. (1993). Based on this work, Figure 9.8 
gives a capital cost breakdown for the main components of three large-scale European wind 
turbines. A wide variation in component cost fractions can be seen. 
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Figure 9.8 Manufacturing cost breakdown of 1990s European wind turbines (Hau et al., 1993). 
Reproduced by permission of Springer-Verlag GmbH and Co. 

9.3.3.2 Detailed capital cost model 
In an effort to quantify the capital costs for horizontal axis wind turbines, a detailed cost 
model for horizontal axis wind turbines has been developed at the University of Sunderland 
(Hau et al., 1995; Harrison and Jenkins, 1993; and Harrison et al., 2000). Starting with an 
outline specification of a proposed (two- or three-bladed) wind turbine, and using some 
basic design options, the computer code can provide a capital cost estimate of a specific 
wind turbine design. An overview of the key features of the (weight-based) model's 
operation is shown in Figure 9.9. 

Based on the input data, the model uses first principles to develop estimates of the most 
important influences on cost of the proposed machine. As shown in Figure 9.9, these are 
called 'design drivers' and include such variables as the blade loadings, the horizontal thrust 
on the machine, gearbox requirements, and generator specifications. Next, the model 
estimates the loads on the major subsystems of the wind turbine, allowing the approximate 
sizes for the major components to be determined. For example, analytical expressions are 
used to estimate the low-speed shaft diameter such that the shaft will be able to carry both 
the torsional and axial loading exerted on it by the rotor. For more complex components, 
where analytical expressions are not sufficient, look-up tables relating component size to 
loadings are used. In certain cases, components are assigned a complexity rating in order to 
reflect how much work is involved in their manufacture. 

Using the calculated size of each component, the weights of the components (assuming a 
known material density) are then determined. It should be noted that some of the weights 
are used to calculate loadings on other components, but their primary purpose is to allow the 
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estimation of the wind turbine cost. The cost of each subsystem is then determined via the 
following expression: 

Cost=( Calibration )x (Weight)x per )x (“““‘““I (9.3.2) 
coefficient unit weight factor 

The calibration coefficient is a constant for each subsystem. It is determined by a 
statistical analysis of existing wind turbine cost and weight data. The complexity factor Is 
the value assigned during the component sizing phase to reflect the amount of work required 
for the subsystem’s construction. 

............................................. ............................................................................................. 
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Figure 9.9 Flowchaxt of Sunderland cost model; Cp, power coefficient; 2, tip speed ratio 
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The total capital cost of the wind turbine is calculated from a sum of the cost estimates 
for each subsystem. To validate the model's cost prediction, the code has been used to 
predict the weight and capital cost of a wide range of actual wind turbines ( H d s o n  et al., 
2000). Figure 9.10 gives a comparison between the model predictions of the relationship 
between blade weight and rotor diameter for three types of blade material (solid or dotted 
lines) and data from a number of operating wind turbines. Figure 9.11 presents a 
comparison of total capital cost predictions (for three-bladed machines) and actual factory 
costs of early small machines and current large machines. Both graphs show good 
agreement between the model and actual weight and cost data. 

r 1 
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WEGA-I wood 
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Model GRP "_ / 
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90 

Figure 9.10 Validation of Sunderland cost model weight predictions (Harrison et al., 2000) 
Reproduced with permission of John Wiley & Sons Ltd 
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Figure 9.11 Validation of Sunderland wind turbine cost predictions (Harrison et al., 2OOO) 
Reproduced with pennisslon of John Wiley & Sons Ltd 
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9.3.4 Wind farm costs 

The determination of total system capital costs, or installed capital cost, involves more than 
just the cost for the turbines themselves. For example, the installed capital cost of a wind 
farm could include the following (National Wind Coordinating Committee, 1997): 

0 Wind resource assessment and analysis 
0 Permitting, surveying, and financing 
0 Construction of service roads 
0 Construction of foundations for wind turbines, pad mount transformers and substation 
0 Wind turbine and tower delivery to the site and installation 
0 Construction and installation of wind speed and direction sensors 
0 Construction of power collection system including the power wiring from each wind 

turbine to the pad mount transformer and from the pad mount transformer to the 
substation 

0 Construction of operations and maintenance facilities 
0 Construction and installation of a wind farm communication system supporting control 

commands and data flow from each wind turbine to a central operations facility 
0 Provision of power measurement and wind turbine computer control, display and data 

archiving facilities 
(I Integration and checkout of all systems for correct operation 
0 Commissioning and shakedown 
0 Final turnover to owner or operating agency 

A detailed discussion of the determination of each of these cost Components is beyond 
the scope of this text. A few examples are presented below, however, that give an idea of 
how these costs are distributed for modern wind farms. A typical breakdown of costs (for a 
5 Mw wind farm in the U.K.) is given in Table 9.2 (British Wind Energy Association, 
1997). In addition to the wind turbine, the major costs include civil works (tower and 
foundation installation and roads) and the cost associated with the connection to the main 
electrical grid. 

Another example (DOERPRI, 1997) is based on larger sized wind farms (on the order 
of 50 machines). The results for a 1997 base case design, normalized to $/kW and as a 
percent of total cost, are given in Table 9.3. 

The breakdown of costs for the various components of a wind farm can vary among 
countries. For example, Table 9.4 gives a cost breakdown for wind farms in the U.S. and the 
Netherlands (WC, 1993). As shown, in addition to the wind turbines themselves, the costs 
are divided into those for infrastructure, installation, and engineering. 

From these examples of wind farm costs, and other data on the subject, it is reasonable 
to assume that the cost of wind turbines represents about 65% to 75% of the total capital 
costs for wind farms in the industrialized countries of the world. In developing countries 
such as India, however, the relative cost breakdown is slightly different. That is, according 
to recent data, about 30% to 50% of the total capital costs are for infrastructure, installation, 
and grid connection (WEC, 1993). 
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Table 9.2 Wind farm capital cost breakdown (British Wind Energy Association, 1997) 
-~ 

Component Percent of total cost 

Wind turbines 64 
Civil works 13 
Electrical infrastructure 8 

Grid connection 6 
Project management 
Installation 
Insurance 
LegaVdevelopment costs 
Bank fees 
Interest during construction 2 

Table 9.3 50-turbine wind farm capital cost breakdown (DOEEPRI, 1997) 

Component Cost ($/kW) Percent of Total 

Rotor assembly 185 18.5 
Tower 145 14.5 
Generator 50 5.0 
Electrical items, electronics, controls and instrumentation 155 15.5 
Transmission, drive train and nacelle 215 21.5 
Balance of station 250 25.0 
Total installed cost 1000 100.0 

Table 9.4 Comparison of wind farm costs (percentage of total cost) in United States and the 
Netherlands (WEC, 1993) 

COrrBonent Unitedstates Netherlands 

Engineering and installlation 6.7 3.4 
Tom and foundation 11.1 6.6 
Oridaxmection 6.9 11.8 
R o s d S  0.9 1.4 

Wind t u r b  74.4 76.8 

9. Operation and maintenance costs 

With the installation of operational wind turbines at a given site, it is important to know 
(and reduce, if possible) the annual operation and maintenance (O&M) costs. It is especially 
important to project O&M costs if the owner of a wind farm seeks to refinance or sell the 
project. The operation costs can include a cost for insurance on the wind turbine, taxes, and 
land rental costs, while the maintenance costs can include the following typical components: 

0 Routine checks 
* Periodic maintenance 
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Periodic testing 
0 Blade cleaning 
0 Electrical equipment maintenance 
0 Unscheduled maintenance costs 

Until recently, the prediction of the operation and maintenance costs of installed wind 
turbines was regarded as somewhat speculative (Freris, 1990). Based on experience from 
the wind farms of California (Lynnette, 1986), and information from the Danish Wind 
Turbine Manufacturer’s Association (1998) and from recent U.S. studies (DOEEPRI, 
1997), this is less so today. However, as will be discussed here, the current data indicate that 
there still exists a wide range of O&M costs for wind turbines. This difference may depend 
on the size of the installed wind farm. 

Operation and maintenance costs can be divided into 2 categories: fixed and variable. 
Fixed O&M costs are yearly charges unrelated to the level of plant operation. They must be 
paid regardless of how much energy is generated (generally expressed in terms of $/kW 
installed or percentage of turbine capital cost). Variable O&M costs are yearly costs directly 
related to the amount of plant operation (generally expressed in $/kWh). Probably the best 
estimates of O&M costs are a combination of these two categories. 

One example of data on O&M costs is contained in a 1987 EPRI (Spera, 1994) study of 
California wind farm costs, This study estimated variable O&M costs, ranging from 0.008 
to 0.012 $kWh (in 1987 dollars). At the time of this study it was found that the variable 
O&M costs for small-scale machines (up to 50 kW) were higher than medium-scale 
machines (up to 200 kW). The work also concluded that the O&M expenditures were 
approximately distributed as shown in Table 9.5. 

Table 9.5 Breakdown of O&M Costs (Sperd, 1994) 

Cost component Cost percentage 

Labor 44 
Parts 35 
Operations 12 
Ekpiprnent 5 
Facilities 4 

The Danish Wind Turbine Manufacturers Association (1998) compiled data on over 
4,400 Danish machines installed in Denmark. They found that the newer generation of wind 
turbines have relatively lower repair and maintenance costs than those of the older 
generation of wind turbines. Specifically, the older wind turbines (sized from 25 to 150 kW) 
have annual maintenance costs averaging about 3% of the original capital cost of the 
turbine(s). For the newer machines, the estimated range of annual O&M costs range from 
1.5% to 2% of the original capital cost, or approximately $O.OlkWh. Germanischer Lloyd 
(Nath, 1998) reports the same trend with machine age in O&M costs. Their variation of 
O&M costs, however, is much larger, ranging from 2% to 16% of the price of the wind 
turbine. Other European investigators have stated that, for large turbines, maintenance costs 
of less than $0.006/kWh are possible (Klein et al., 1994). 
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150 kW 
300 kW 
600 kW 

Methods have been developed for the prediction of the increase of wind turbine 
maintenance costs with time (Vachon, 1996). Vachon used a statistical approach for 
modeling component failures (and maintenance costs) as a function of time. Based on actual 
field data, Table 9.6 gives results from a Danish Energy Association study (Lemming et al., 
1999) that show that wind energy systems O&M costs (expressed as a percent of total wind 
farm installation cost) vary with turbine size and age. It is important to note the predicted 
rise in costs with turbine age. 

1.2 2.8 3.3 6.1 7.0 
1 .o 2.2 2.6 4.0 6.0 
1 .o 1.9 2.2 3.5 4.5 

Table 9.6 Comparison of total O&M costs as a function of size and age of turbine 
(Lemming et al., 1999) 

Turbine size I Years from installation 
I 1-2 3-5 6-10 11-15 16-20 

9.5 Value of Wind 

9.5.1 Overview 

The traditional way to assess the value of wind energy is to equate it to the direct savings 
that would result due the use of the wind rather than the most likely alternative. These 
savings are often referred to as ‘avoided costs’. Avoided costs result primarily from the 
reduction of fuel that would be consumed by a conventional generating plant. They may 
also result from a decrease in total conventional generating capacity that a utility requires. 
This topic is discussed in more detail in Section 9.5.3. 

Given the cost reductions in wind turbines themselves over the last several decades, 
there are already some locations where wind could be the most economic option for new 
generation. Basing wind energy’s value exclusively on the avoided costs, however, would 
result in many potential applications being uneconomic. 

Equating wind energy’s value exclusively to the avoided costs also misses the 
substantial environmental benefit that results from its use. The environmental benefits are 
those which arise because wind generation does not result in any significant mount of air 
emissions, particularly oxides of nitrogen and sulfur and carbon dioxide. Reduction of 
emissions translates into a variety of health benefits. It also decreases the concentration of 
atmospheric chemicals that cause acid rain and global warming. 

Converting wind energy’s environmental benefits into monetary form can be difficult. 
Nonetheless, the results of doing so can be quite significant, because when that is done, 
many more projects can be economic. 

The incorporation of environmental benefits into the market for wind energy is done 
through two steps: (1) quantifying the benefits and (2) ‘monetarization’ of some of those 
benefits. Quantifying the benefits involves identifying the net positive effects to society as a 
result of wind’s use. Monetarization involves assigning a financial value to the benefits. It 



444 Wind Energy Explained 

allows a financial return to be captured by the prospective owner or developer of the project. 
Monetarization is usually accomplished by government regulation. The process frequently 
considers the cost of alternative measures to reduce emissions (such as scrubbers on coal 
plants) to assign a monetary value to the avoided emissions. Section 9.5.3 provides more 
detail on the environmental benefits of wind energy, and the result of monetarizing some of 
those benefits. 

The effect of this method of incorporating environmental benefits is to create two 
categories of potential revenue for a wind project: (1) revenue based on avoided costs and 
(2) revenue based on the of monetarized environmental benefits. Figure 9.12 illustrates what 
the relative magnitude of these two revenue sources can be. In the cases shown there, the 
effect of including the monetarized environmental benefits (‘avoided emissions’) is to 
increase the total value by approximately 50% above that based on avoided fuel and 
capacity alone. 

Figure 9.12 Avoided costs of wind energy for the Netherlands for 1995-2010 (WEC, 1993) 
Reproduced by permission of World Energy Council, London 

Because of the very real environmental benefits of wind energy, and because of 
enormous impact that including these benefits into economic assessments could have, many 
countries have developed laws and regulations to facifitate the process. These are discussed 
in Section 9.7.4. 

How revenues based on avoided costs and monetarized environmental benefits may 
factor into an economic assessment of a particular project depends on what may be referred 
to as the ‘market application’ and the relation of the project or developer to that market 
application. Sections 9.5.4.1 and 9.5.4.2 describe various market applications and common 
types of owners or developers. Section 9.5.4.3 summarizes the most common sources of 
revenue that may be available to a wind energy project. After that some hypothetical 
examples are presented to illustrate the difference in value of that may result. 
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9.5.2 Avoided cost based value of wind energy 

As stated above, the traditional way of assigning value to wind energy, particularly to a 
utility, has been to base the value on calculations of avoided fuel and capacity costs. These 
are discussed in more detail below. 

9.5.2.1 Fuel savings 
The inclusion of wind turbines in an electricity producing system can reduce the demand for 
other generating plants that require a fossil fuel input. It might appear that the calculation of 
fuel saving would be quite straightforward, but this is not generally the case. The type and 
amount of fuel savings depends on such factors as the mix of different fossil fuel and 
nuclear plants in the electrical generating system, requirements for ‘spinning reserves’, and 
operating characteristics of the fossil fuel components (such as efficiency or heat rate as a 
function of component load). Also, the fuel savings can depend on the total fraction of wind 
energy delivered to the system. 

The electrical system as a whole must be modeled in order to estimate the avoided 
consumption of fuel. For example, Figure 9.13 summarizes the results of a study for the 
Netherlands through the year 2010 (WEC, 1993). Here, the specific amount of avoided 
fossil fuel is expected to decrease because of an assumed increase in wind generating 
capacity and because of the higher generation efficiency of new fossil-fired power plants. 

Year - 
Coal Gas 

Figure 9.13 Specific avoided fuel consumption for the Netherlands (WEC, 1993) Repmduced by 
permission of World Energy Council, London 

9.5.2.2 Capacity value 
The capacity value of a wind system is simply defined as: ‘the amount of conventional 
capacity which must be installed to maintain the ability of the power system to meet the 
consumers’ demand if the wind power installation is deleted’ (Taiide and Hansen, 1991). 

At one extreme, if the utility were absolutely certain that a wind energy plant would 
produce its full rated power during peak demand hours. its capacity value would equal its 
rated power. At the othes extreme, if the utility were certain that the wind energy plant 
would never be in the operating range during peak hours then its capacity value would be 
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zero. For a utility, the higher the capacity value of wind power plants, the less new 
generation capacity is required. In practice, the capacity value of a wind generating plant is 
somewhere between zero and its rated capacity, depending on the match of the wind energy 
source to the utility’s demand cycles. There are two main methods for the calculation of 
capacity value (Walker and Jerkins, 1997): 

1. The contribution of the wind system during peak demand on a utility is assessed over a 
period of years and the average power at these times is defined as the capacity value. 

2. The loss of load probability (LOLP) or loss of load expectation (LOLE) is calculated, 
initially with no wind generators in the system (Billinton and Allan, 1984). It is then 
recalculated with wind generation on the system and then conventional plant capacity is 
subtracted until the initial level of LOLP is obtained. The capacity of the subtracted 
power is the capacity value of the wind. 

Both methods give similar results. Also, for small penetration of wind systems, the capacity 
value is generally close to the average output of the wind system. 

Most often, capacity value is calculated by the second method (generally using statistical 
techniques). For example, as shown in Figure 9.14, the capacity value of wind energy in the 
Netherlands has been determined by two separate studies (WEC, 1993), and can be found as 
a function of the total size of the wind contribution to the total power grid. For a 1000 M W  
rated wind capacity, the relative capacity credit is predicted to vary between 16% to 18% 
(or, equivalent to about 160 to 180 MW of conventional capacity). 

Some studies have produced capacity values ranging from a few percent to values 
approaching 80%. In the middle are other researchers, who propose that renewables with 
somewhat predictable schedules deserve partial capacity payments (Perez et al., 1997). 

0 
0 250 500 750 1000 1250 1500 1750 2000 

Wind power penetration, MW - 
Figure 9.14 Capacity value (%) for the Netherlands vs. wind penetration W C ,  1993) Reproduced 
by permission of World Energy Council, London 
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9.5.3 Environmental value of wind energy 

The primary environmentd value of electricity generated from wind energy systems is that 
the wind offsets emissions that would be generated by conventional fossil fueled power 
plants. These emissions include sulfur dioxide (SO2), oxides of nitrogen (NOx), carbon 
dioxide (CO,), particulates, slag and ash. The amount of emissions saved via the use of wind 
energy depends on the types of power plant that are replaced by the wind system, and the 
particular emissions control systems currently installed on the various fossil-fired plants. 

A number of studies have been carried out to determine the emissions savings value of 
wind power systems. For example, Table 9.7 gives a comparison of results for three 
European countries (European Commission, 1998). Note that there are major differences in 
the amount of emissions that can be saved per unit of electricity generated. This depends 
mainly on the mix of conventional generating units and the emissions control status of the 
individual units. 

At the present time, there is no standard method for computing the emissions savings 
value of wind energy systems. Most methods, as noted above in Section 9.5.1, make some 
reference to the costs of alternative measures that could be applied to reduce emissions by 
the same amount. 

Table 9.7 Emissions from fossil-fueled generating plants (gkWh) (European Commission. 1998) 

Potlutant Netherlands U.K. Denmark 

CO2 872 936-1079 850 

SO2 0.38 14.0-164 2.9 

NO, 0.89 2.5-5.3 2.6 
Slag and ash not available not available 55 
Dust not available not available 0.1 

There are also benefits associated with wind energy production other than the direct 
environmental ones. These include such indirect benefits as improved public health and 
benefits that would accrue by reducing oil imports. All the benefits (and the corresponding 
costs) from all sources of energy production are often considered under the general topic of 
the ‘social costs of energy production’. Some studies in this area are discussed by Gipe 
(1995), W C  (1993) and Hohmeyer (1990). In general, the results show higher social or 
‘external’ costs for conventional electrical power generation plants. As with the value of 
direct emissions reduction, there is as yet no agreement as how to quantify the exact 
monetary value. In some countries, however, estimates of the external costs are considered 
in developing incentives for wind energy, such as renewable portfolio standards, tax credits, 
or guaranteed prices. These are discussed briefly in Section 9.7.4. The monetary results of 
those incentives are discussed below. 

9.5.4 Market value of wind energy 

The market value of wind energy is the total amount of revenue one will receive by selling 
wind energy, or will avoid paying through its generation and use. The value that can be 
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‘captured’ depends strongly on three considerations: (1) the ‘market application’, (2) the 
project owner or developer, and (3) the types of revenues available. 

The market application affects the type of project that might be built and the magnitude 
of the avoided costs. The relation of the owner to the market application will determine 
whether the avoided costs will be accounted for directly or indirectly in the sale of the 
electricity. The types of revenues are basically in two categories. The first, which includes 
the sale of electricity and reduced purchases, relate to market value of the energy itself. The 
second category includes those revenues which are based on monetarized environmental 
benefits and derive from governmental policies. All of these topics are discussed briefly 
below. 

9.5.4.1 Market applications 
The market application refers to the system in which the wind project is located. The most 
common market applications include: (1) traditional utilities, (2)  restructured utilities, (3) 
customer-owned generation, (4) remote power systems and (5) grid independent 
applications. The relation between the market application and the person or entity that may 
own or develop tbe project has the important effect of determining whether the revenues 
appear in the form of savings in the costs of production or as sales of energy. 

Traditional utilities Traditional electric utilities are entities that generate, transmit, 
distribute, and sell electricity. They may be privately or publicly owned. When privately 
owned, they are considered a ‘natural monopoly’ and are normally regulated by a state or 
national government. Although most utilities generate at least some of the electricity they 
sell, many also purchase electricity from other utilities. Two publicly owned types of 
utilities are (1) municipal electric companies ‘and (2) rural electric co-operatives. These 
utilities are owned and operated by cities or towns or by their customers (in the case of the 
co-ops). Frequently they buy most or all of their power from large publicly owned 
generating entities, such as the Tennessee Valley Authority in the southern United States. 

Restructured utilities In recent years, many electric utilities have been ‘restructured’ or 
‘deregulated’. They have typically been broken into three parts: (1) a generating company, 
(2) a ‘wires’ company, and (3) a marketing company. The wires company only owns and 
maintains the transmission and distribution wires in a given service area. It does not own 
generation (at least for that service area). Generation is owned independently. The marketer 
of energy, not necessarily the utility itself, will purchase energy from a generator, ‘rent’ the 
wires for moving the electricity, and will sell the electricity to its customers. Customers are 
in principal free to choose their supplier (marketer). The marketer sometimes offers 
electricity ‘products’ with particular attributes that may be of interest to the customer. 
These might have to do with reliability, intermptability, or fuel source. The proper 
functioning of the system is maintained by an ‘independent system operator’ (ISO), which 
oversees the process of energy purchase and sale. The wires companies are normally still 
regulated. 

Customer-owned generation Customers of utilities, whether traditional or restructured, 
may wish to generate some of their own electricity. In this case the customer could 
purchase a wind turbine and connect it to the local distribution lines, normally on his or her 
side of the meter. For that reason customer-owned generation is also known as ‘behind-the- 
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meter’ generation. To what extent this is possible or economically worthwhile depends 
greatly on the specific laws and regulations that may be in place. In projects of this type, 
most of the energy is used to reduce purchases of electricity, but in some cases any excess 
generation may be sold into the electric grid. 

Remote power systems Remote power systems are similar in many ways to larger 
utilities. The main differences are: (1) the type of generators that they use (normally diesel) 
and (2) their inability to exchange power with any other utilities. 

Grid-independent systems Grid-independent wind energy systems are normally 
relatively small and self-contained, as described in Chapter 8. They may be installed as an 
alternative to interconnecting to a utility or in lieu of a diesel or gasoline generator. 

9.5.4.2 
The nature of the owner or developer, and his or her relation to the market application will 
have a significant impact on the type of revenues available. Types of owners or developers 
may include: (1) traditional utilities themselves, (2) independent power producers, (3) 
electricity consumers wishing to reduce their purchasers, (4) entities responsible for isolated 
power systems, or (5) individuals needing energy in a grid-independent application. 

Wind project owners or developers 

Traditional utility A traditional utility could develop and own its own wind generation 
capacity. The wind generation would save some fuel or reduce purchases of electricity from 
other utilities. The wind project might also provide some capacity value as described in 
Section 9.5.2.2. 

Independent power producers Independent power producers (IPPs) own and operate 
their own generating facilities and sell the electricity to a utility. They may operate in either 
traditional or restructured utilities. Wind project IPPs are similar to other generators, except 
that they may suffer because wind generation is not dispatchable (that is, it can not be turned 
on and off at will). However, they may benefit by being able to take advantage of incentives 
not offered to generators that use fossil fuels. They normally require a multi-year contract 
(‘power purchase agreement’ or PPA) to secure financing. The details of the PPA are often 
very important in determining whether or not a project is economically viable. 

Customer-generators The customer is normally (but not always) the owner and 
developer in a behind-the-meter wind energy project. Typical examples include residential 
customers, farmers, and small businesses. 

9.5.4.3 Types of revenue 
As described above there are basically two types of revenues that may available, those 
based on avoided costs and those based on monetarized environmental benefits. The first 
category includes: (1) reduction in purchases of electricity, fuel, capital equipment or other 
expenses (avoided costs themselves), (2) sale of electricity (whose price will reflect the 
avoided costs). The second category includes: (1) sale of renewable energy certificates, (2) 
tax benefits, (3) guaranteed, above market rates, and (4) net metering. 

ses When the owner of the turbine is the same as the traditional 
generator, the revenue from the wind project is actually a savings. In the case of a 
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traditional utility or the manager of remote power system, the revenue would appear as 
reduced fuel or electricity purchases, reduced operation and maintenance costs on the other 
generators, and possibly reduced costs for replacements or upgrades to the other generators. 
The value of the savings (the ‘avoided costs) would typically range from about $O.O3/kWh 
to $.04/kWh, depending on the fuel source and type of conventional generators used. For a 
remote power system, the avoided cost would be in the vicinity of $O.lO/kWh. For the 
owner of a ‘behind-the-meter’ project, the value of the reduced purchases would be the 
retail price of electricity. This i s  much higher than the wholesale price (in the vicinity of 
$O.lO/kvvh in a conventional utility to $0.30/kWh or more in a remote power system). 

Electricity sale An independent power producer would normally derive revenue by 
selling electricity into the grid. Ideally the rate would be set by a long-term contract, This 
rate is close to the expected ‘avoided cost’ of energy, discussed in Section 9.5.2, for the 
utility into which the electricity would be sold. The contract price is generally highest for 
generators which are dispatchable. A wind project operator may also gain a better price if 
production can be forecast to some extent. Electricity can also be sold on a day-to-day basis 
(the ‘spot market’), but this generally brings the lowest price. In some cases an IPP might be 
able to sell the energy as ‘green power’ to a customer willing to pay more to ensure that the 
electricity comes from an environmentally preferred source. 

Renewable energy certificates Over the last few years, new incentives have been 
developed to facilitate the introduction of more renewable energy into restructured utilities. 
One of these incentives is the renewable energy or ‘green’ certificate. In the system on 
which this incentive is based, the desired attribute of ‘greenness’ is assumed to be separated 
from the energy itself and is used to assign value to a certificate. The certificates then have 
value, typically in the range of a few cents US per kWh. Such certificates may be used to 
ensure compliance, for example, with mandates known as ‘renewable portfolio standards’ 
(WS). The wind project will receive a quantity of certificates in proportion to the energy 
generated. The certificates can then be sold, and the proceeds will augment the revenue 
from the sale of the electricity itself. More details can be found in Section 9.7.4. 

Tax benefits Over the years a number of types of tax credits have been used to foster the 
development of wind energy. At one time, the investment tax credit was widely used. This 
provides a source of revenue to the project developer based on the cost of the project, rather 
than its production. A more common incentive nowadays is the production tax credit. It is 
based on the actual energy produced, and typically amounts to approximately $O.Ol/kWh. 

ranteed, above market rates Some countries, such as Germany and Spain, provide 
for guaranteed, above market rates for generators of wind energy. This arrangement 
functions similarly to the energy sale method described above. The difference is that the 
price is set by the government at a value higher than one could expect to receive by 
conventional sales into the electricity market. The rate for energy in these situations has 
typically been close to the retail price. 

Net metering The situation faced by a small behind-the-meter generator is actually a little 
more complicated than it first appears. Due to the variability of the wind and the load, it 
may frequently be the case that the instantaneous generation from the turbine is more than 
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the load, even if the average generation is well below the average load. Depending on the 
utility rules and type of metering it is possible for an operator to receive little or no revenue 
from the energy that is produced in excess of the load. T h i s  could seriously affect the 
effective average value for the generation. 

In an effort to address this situation, and to provide additional incentives to the small 
generators, a number of states in the US have developed ‘net metering’ rules. Under these 
rules, the key consideration is the net energy that is produced, in comparison to the 
consumption, over some extended period of time (typically months or more). As long as the 
net generation is less than the consumption, all the generation will be valued at retail. Any 
generation in excess of the consumption would be subject to the same rules as would apply 
to an independent power producer. Net metering rules normally apply to relatively small 
generators (SO kW or less), although California presently has a much larger limit of 1 MW 
(see http://www.energy.ca.gov/greengrid/net_metering.html). 

9.5.4.4 Examples 
It should be apparent that there may a wide range of revenue or value that might apply to a 
unit of wind generated electricity, depending on the details of the application. The 
following are some hypothetical examples of this: 

A private utility using coal-fired generators has a fuel cost of $O.O2kWh and needs no 
new capacity. There are no monetarized environmental benefits in the state in which it 
operates. The value of wind energy would thus be the avoided fuel costs, or $0.02kWh. 
A wind energy project developer in a state with restructured utility can sell his energy 
into the grid for $O.O2kWh. The state provides for renewable energy certificates, which 
he can sell for $O.OlS/kWh. He can also take advantage of a federal production tax 
credit, valued at $O.Ol/kWh. The total value of his wind-generated electricity would be 
$O.O45kWh. 
A municipal electric utility buys all its electricity at a fixed rate of $O.OSkWh. The value 
of wind energy would thus be the avoided energy purchase costs, or $O.OSkWh. 
A farmer is considering whether to install a 50 kW wind turbine to supply part of the 
farm’s electricity. She presently pays $O.llkWh. She can take advantage of net metering 
and a production tax of credit of $O.OlkWh.  The value of her wind-generated electricity 
would be $0.12kWh. 

9. e Analysis Methods 

As stated previously, a wind energy system can be considered to be an investment that 
produces revenue. An economic analysis is used to evaluate the profitability of a wind 
energy project and to compare it with alternative investments. Economic analysis methods 
can be applied for wind energy systems, assuming that one has a reliable estimate for the 
capital costs and O&M costs. The general purpose of such methods is not only to determine 
the economic performance of a given design of wind energy system, but also to compare it 
with conventional and other renewable energy based systems. Thee different types of 
overall economic analysis methods will be described in this section. They include: 
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Simplified models 
0 Life-cycle cost models 
0 Electric utility economic models 

Each of these economic analysis techniques has its own definitions of key economic 
parameters and each has its particular advantages and disadvantages. 

It is important to clarify who the owner or developer is, and what the market value can 
be expected for the energy, as discussed in Section 9.5.4. Depending on the application, one 
or more economic evaluation methods discussed below may be appropriate. 

9.6. I 

For a preliminary estimate of a wind energy system’s feasibility, it is desirable to have a 
method for a quick determination of its relative economic benefits. Such a method should be 
easy to understand, be free of detailed economic variables, and be easy to calculate. Two 
methods that are often used are: (1) simple payback, and (2) cost of energy. 

9.6.1.1 Simple payback period analysis 
A payback calculation compares revenue with costs and determines the length of time 
required to recoup an initial investment. The payback period (in years) is equal to the total 
capital cost of the wind system divided by the average annual return from the produced 
power. In it simplest form (simple payback period), it is expressed in equation form as: 

Simplified economic analysis methods 

SP = CJAAR (9.61) 

where SP is the simple payback period, C, is the installed capital cost, and AAR is the 
average annual return. The latter can be expressed by: 

AAR =Ea% (9.6.2) 

where Ea is the annual energy production (kWyear), and P, is the price obtained for 
electricity ($MA%). Thus, the simple payback period is given by: 

SP = CJ($P,) (9.6.3) 

Consider the following example: C, = $50,000, E, = 100,000 kWNyr, Pp = $0.10 $/kWh. 
Then SP = 50,0OO/( 100,000 x 0.10) = 5 years, 

It should be pointed out that the calculation of simple payback period omits many 
factors that may have a significant effect on the system’s economic cost effectiveness. 
These include escalating fuel (in a hybrid power system) and loan costs, depreciation on 
capital costs, O&M, and variations in the value of delivered electricity. Some authors 
attempt to include some of these variables in their calculations for a simple payback period. 
For example, one author (Riggs, 1982) divides the capital costs by the net annual savings to 
obtain simple payback. 
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9.6.1.2 Cost of energy analysis 
The cost of energy, COE, is defined as the unit cost to produce energy (in $ikWh) from the 
wind energy system. That is: 

Cost of energy = (Operating costs)/(Energy produced) 

Based on the previous nomenclature, the simplest calculation of COE is given by: 

(9.6.4) 

COE = [(C, x FCR) + C,,J/Ea (9.6.5) 

where CO,, is the average annual operation and maintenance cost and FCR is the fixed 
charge rate. The fixed charge rate will generally reflect the interest one pays or the value of 
interest received if money were displaced from savings. For utilities, FCR is an average 
annual charge used to account for debt, equity costs, taxes, etc. (see Section 9.6.3). 

Using the values from the previous numerical example, and assuming that FCR = 10% 
and CO,,= 2% x C,= 9jlOOOlyr: 

COE = [(50,000 x 0.10) + 10001 / 100,000 = $0.06/ kwh 

This simplified calculation is based on a number of key assumptions, most of which 
neglect the time value of capital. They will be addressed in the next section. 

9.6.2 Life-cycle costing methods 

Life-cycle costing (LCC) is a commonly used method for the economic evaluation of 
energy producing systems based on the principles of the ‘time value’ of money. The LCC 
method summarizes expenditures and revenues occurring over time into a single parameter 
(or number) so that an economically based choice can be made. 

In analyzing future cash flows one needs to consider the time value of money. An 
amount of money can increase in quantity by earning interest from some investment. Also, 
money can have a reduced value over time as inflation forces prices upward. making each 
unit of currency have lower purchasing power. As long as the rate of inflation is equal to the 
return on investment for a fixed sum of money, purchasing power is not diminished. As is 
usually the case, however, if these two values are not equal then the sum of money can 
increase in value (if investment return is greater than inflation) or decrease in value (if the 
inflation rate is greater than investment return). 

The concept of LCC analysis is based on accounting principles used by organizations to 
analyze investment opportunities. The organization seeks to maximize its return on 
investment (ROI) by making an informed judgment on the costs and benefits to be gained by 
the use of its capital resources. One way to accomplish this is via a LCC based calculation 
of the ROI of the various investment opportunities available to the organization. 

To determine the value of an investment in a wind power system, the principles of LCC 
costing can be applied to its costs and benefits, that is to say, its expected cash flows. The 
costs include the expenses associated with the purchase, installation, and operation of the 
wind system (see Sections 9.3 and 9.4). The economic benefits of a wind system include the 
use or sale of the generated electricity as we11 as tax savings or other financial incentives 
(see Section 9.5). Both costs and benefits may also vary over time. The principles of life- 
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cycle costing can take into account time-varying cash flows and refer them to a common 
point in time. The result will be that the wind system can be compared to other energy 
producing systems in an internally consistent manner. 

LCC methodology, as described in this section, takes the parameters of inflation and 
interest applied to money and uses a model based on the ‘time value of money’ to project a 
‘present value’ for an investment at any time in the future. The important variables and 
definitions used in life-cycle costing analysis follow. 

9.6.2.1 
In LCC analysis, some key concepts and parameters include: 

Overview and definition of life cycle costing concepts and parameters 

6 The time value of money and present worth factor 
0 Levelizing 
0 Capital recovery factor 

Net present value 

A summary description of each follows. 

Time value of money and present worth factor A unit of currency that is be to paid (or 
spent) in the future will not have the same value as one available today. This is true even if 
there is no inflation, since a unit of currency can be invested and bear interest. Thus its 
value is increased by the interest. For example, suppose an amount with a present value PV 
(sometinies called present worth) is invested at an interest (or discount) rate I (expressed as 
a fraction) with annual compounding of interest. (Note that in economic analysis the 
discount rate is defined as the opportunity cost of money. This is the next best rate of return 
which one could expect to obtain.) At the end of the first year the value has increased to 
PV(l+r) ,  after the second year to PV(l+ r ) 2 ,  etc. Thus, the future value, FV, after N 
years is: 

FV = PV(1+ Yyv (9.6.6) 

The ratio PVIFV is defined as the present worth factor PWF, and it is given by: 

PWF = PV / FV = (1 + r)-” (9.6.7) 

For illustration purposes, numerical values of PWF are given in Table 9.8. 

Levelizing Levelizing is a method for expressing costs or revenues that occur once or in 
irregular intervals as equivalent equal payments at regular intervals. A good way to illustrate 
this variable is by the following example (Rabl, 1985). Suppose one wants loan payments to 
be arranged as a series of equal monthly or yeariy installments. That is, a loan of present 
value PV is to be repaid in equal annual payments A over N years. TO determine the 
equation for A, first consider a loan of value PV, that is to be repaid with a single payment 
F, at the end of N years. With N years of interest on the amount PV,, the payment is: 
FN = P V N ( l + r ~ ,  In other words, the loan amount PV, equals the present value of the 
future payment F~ ; PV, = F~ (I + I>-” 
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Table 9.8 Present worth factor for discount rate rand number of years N 

- __ 
Discount rate. r Number of years. N 

5 10 15 20 25 30 
0.01 0.9515 0.9053 0.8613 0.8195 0.7798 0.741 9 
0.02 0.9057 0.8203 0.7430 0.6730 0.6095 0.5521 
0.03 0.8626 0.7441 0.6419 0.5537 0.4776 0.4120 
0.04 0.8219 0.6756 0.5553 0.4564 0.3751 0.3083 
0.05 0.7835 0.6139 0.4810 0.3769 0.2953 0.2314 
0.06 0.7473 0.5584 0.4173 0.3118 0.2330 0.1741 
0.07 0.7130 0.5083 0.3624 0.2584 0.1842 0.1314 
0.08 0.6806 0.4632 0.3152 0.2145 0.1460 0.0994 
0.09 0.6499 0.4224 0.2745 0.1784 0.S160 0.0754 
0.10 0.6209 0.3855 0.2394 0.1486 0.0923 0.0573 
0.11 0.5935 0.3522 0.2090 0.1240 0.0736 0.0437 
0.12 0.5674 0.3220 0.1827 0.1037 0.0588 0.0334 
0.13 0.5428 0.2946 0.1599 0.0868 0.0471 0.0256 
0.14 0.5194 0.2697 0.1401 0.0728 0.0378 0.0196 
0.15 0.4972 0.2472 0.1229 0.0611 0.0304 0.0151 
0.16 0.4761 0.2267 0.1079 0.0514 0.0245 0.0116 
0.17 0.4561 0.2080 0.0949 0.0433 0.0197 0.0090 
0.18 0.4371 0.1911 0.0835 0.0365 0.0160 0.0070 
0.19 0.4190 0.1756 0.0736 0.0308 0.0129 0.0054 
0.20 0.4019 0.1615 0.0649 0.0261 0.0105 0.0042 

A loan that is to be repaid in N equal installments can be considered as the sum of N 
loans, one for each year, the jth loan being repaid in a single installment A at the end of the 
jth year. Thus, the value, PV, of the loan equals the sum of the present values of all loan 
payments: 

Or, using an equation for a geometric series: 

(9.6.8) 

(9.6.9) 

It should be noted that this equation is perfectly general and relates any single present 
value, PV, to a series of equal annual payments A, given the interest or discount rate, r, and 
the number of payments (or years), N .  Also note that when r = 0, PV = ARV. 

Capital recoveryfactor The capital recovery factor, CRF, is used to determine the amount 
of each future payment required to accumulate a given present value when the discount rate 
and the number of payments are known. The capital recovery factor is defined as the ratio of 
A to PV and, using Equation 9.6.9, is given by: 

(9.6.10) 
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The inverse of the capital recovery factor is sometimes defined as the series present 
worth factor, SPW. 

Net present value The net present value (NPV) is defined as the sum of all relevant 
present values. From Equation 9.6.6, the present value of a future cost, C, evaluated at yearj 
is: 

PV = c /(1+ r)’ (9.6.1 1) 

Thus, the NPV of a cost C to be paid each year for N years is: 

(9.6.12) 

If the cost C is inflated at an annual rate i ,  the cost Cj in yea  j becomes: 

c, = c(1+ iy (9.6.13) 

Thus, the net present value, NPV, becomes: 

(9.6.14) 

As will be discussed in the next section, NPV can be used as a measure of economic 
value when comparing investment options. 

9.6.2.2 
In the beginning of this chapter, two economic parameters, simple payback and cost of 
energy, were introduced. These can be used for a preliminary economic analysis of a wind 
energy system. With LCC analysis, one can apply a number of other economic figures of 
merit or parameters to evaluate the feasibility of a wind energy system. Among others, these 
include net present value of cost or savings and the levelized cost of energy. 

Net present value of cost or savings The net present value of a particular parameter is 
generally used as a measure of economic value when comparing different investment 
options in a life-cycle cost analysis. Note that it is important to specifically define the NPV 
clearly since numerous previous investigators have used the term ‘net present value’ to 
define a wide variety of life-cycle cost analysis parameters. First, one can define the savings 
version of net present value, NPV,, as follows: 

Life-cycle costing analysis evaluation criteria 

(9.6.15) 

where S and C represent the yearly gross savings and costs during a project’s lifetime. 
In evaluating various systems using this criterion, one would look for the systems with 

the largest value of NPV,.. In practice, a spreadsheet format can be used to evaluate the 
yearly savings (9 and cost (C), and to calculate the sum of the annual levelized values. As 
will be shown next, however, it is also possible to use closed form analytical expressions for 
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the direct calculation of net present value. These expressions are valuable tools for use in 
generalized parametric studies of wind energy systems. 

If only cost factors are considered, then a cost version of net present value, NPVc, may 
be used. It is the sum of the levelized costs of the energy system. For this version of this 
parameter, when comparing a number of different systems, the design with the lowest 
NPV, is desired. 

As an example of costs for wind energy systems, the net present value of costs can be 
found by calculating the total costs of a system for each year of lifetime. The annual costs 
should then be levelized to the initial year, and then summed up. If one assumes that both 
the general and energy inflation rates are constant over the system life, and that the system 
loan is repaid in equal installments, NPVc may be found from the following equation: 

(9.6.16) 

where: 

Pd = Down payment on system costs 
Pa = Annual payment on system costs = (C, - Pd)CRF 
CRF = Capital recovery factor, based on the loan interest rate, b, rather than r 
b = Loan interest rate 
r = Discount rate 
i = General inflation rate 
N = Period of loan 
L = Lifetime of system 
C, = Capital cost of system 
foM = Annual operation and maintenance cost fraction (of system capital cost) 

The variable Y ( k , t )  is a function used to obtain the present value of a series of 
payments. It is determined from: 

(9.6.17) 

Levelized cost of energy In its most basic form, the levelized cost of energy, COE, is 
given by the sum of annual levelized costs for a wind energy system divided by the annual 
energy production. Thus: 

(Levelized annual costs) 
Annual energy production 

COE, = (9.6.18) 

This type of definition is generally used in a utility-based calculation for cost of energy. 
Sometimes, the levelized cost of energy is defined as the value of energy (units of $kW) 
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that, if held constant over the lifetime of the system, would result in a cost based net present 
value (such as the value calculated via Equation 9.6.16). Using this basis, the COE,< is given 
by: 

(NP Vc ) (CRF) 
COE - 

- Annual energy production 
(9.6.19) 

Note that the capital recovery factor, CRF, is here based on the lifetime of the system, t, 
and the discount rate, r. On this basis, the levelized cost of energy times the annual power 
production would equal the annual loan payment needed to amortize the net present value of 
the cost of the energy system. 

er life-cycle analysis economic parameters There are a number of other economic 
performance factors that can be use for evaluating the life-cycle based performance of an 
energy system. Two of the more common parameters are internal rate of return (ZRR) and 
the benefit-cost ratio (WO. They are defined by: 

IRR = Value of discount rate for NPV, to equal zero (9.6.20) 

Present value of all benefits (income) 
Present value of all costs 

B/C= (9.6.21) 

The ZRR is often used by utilities or businesses in assessing investments and is a measure 
of profitability. The higher the IRR, the better the economic performance of the wind energy 
system in question. Two common forms of ZRR exist (see Hunter and Elliot, 1994): (1) the 
financial internal rate of return, FIRR, and (2) the economic internal rate of return. 

Generally systems with a benefit-cost ratio greater than one are acceptable, and higher 
values of the B/C value are desired. 

9.6.3 Electric utility based economic analysis.for wind.farms 

From a power generating business or utility perspective, the previous definition of cost of 
energy can be used for a first estimate of utility generation costs for a wind farm system. In 
this application, COE can be calculated from: 

COE = “ c c  XFCN + CO,, I 
Annual energy production 

(9.6.22) 

where Cc is the capital cost of the system, FCR is the fixed charge rate (a present value 
factor that includes utility debt and equity costs, state and federal taxes, insurance, and 
property taxes), and CO,, is the annual operation and maintenance cost. 

In the United States, electric utilities and the wind industry commonly use either of two 
methods to estimate the COE from a utility-sized wind energy system (Karas, 1992): (1) the 

search Institute, Technical Analysis Group (EPRI TAG) method (EPRI, 
1979, 1989) or, (2) a cash flow method (CFM). Summary details of each follow. 
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9.6.3.1 EPRI TAG Method 
This method produces a levelized cost of energy (COE), and in its simplest form for wind 
energy systems, COE ($/kWh) is calculated from: 

(9.6.23) 

where: 

cc = Total cost of constructing the facility normalized by rated power ($/kW) 
CF = Capacity factor 
CO,, = Cost of operation and maintenance normalized per unit of energy ($/kWh) 
- 

Since this method produces a levelized energy cost it can be applied to a number of 
technologies, including conventional power plants (with the addition of fuel costs) for a 
useful comparison index. Some limitations of the EPRI TAG method include: 

0 It assumes a debt term life equal to the life of the power plant 
0 It does not readily allow for variable equity return, variable debt repayment, or variable 

costs. 

The second limitation generally excludes the use of this method for independent power 
producers (IPPs), under which many wind farm projects fall. 

9.6.3.2 Cash flow method 
The cash flow method is based on the use of an accounting type spreadsheet that requires an 
annual input of estimated income and expenses over the lifetime of the project. The cost of 
energy is calculated via the following operations: 

0 Each cost component of the plant and operation is identified (e.g., plant construction, 
O&M, insurance, taxes, land, power transmission, administrative costs, etc.) 

* A cost projection of each of the above components for each year of the plant’s service 
life 

0 An annual estimate of depreciation, debt services, equity returns, and taxes 
* Discounting of the resulting cash flows to present values using the utility’s cost of capital 

(as established by appropriate regulatory agency) 
0 Levelizing the cost by determination of the equal payment stream (annuity) that has a 

present value equal to the results of the previous calculations 

The cash flow method allows for the real variations that can be expected in cost, 
operational, and economic data, such as price increases, inflation, and changing interest 
rates. 

Karas (1992) notes that the COE estimates can be determined in a wide variety of ways. 
His examples show that wind energy system COEs are extremely sensitive to actual plant 
cost and operating assumptions. especially capacity factor and plant installation costs. 
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Regardless of the method used to calculate a levelized or other type of COE, it should be 
emphasized that one plant can have a number of equally valid COEs depending on the 
assumptions used. Thus, it is important that in the determination of any cost of energy for a 
wind system, the terminology, methods of parameter determination, and assumptions be 
made explicit. 

9.6.4 Economic perj4ornzance sensitivity analysis 

The previous sections have described a number of methods for the determination of 
economic performance parameters (such as cost of energy) that can be used to evaluate 
various wind systems, or to compare their performance with other types of power system. In 
practice, however, one soon realizes that a large number of machine performance and 
economic input variables exist that can influence the desired parameter’s value. In addition, 
the potential variation or range of uncertainty of many input parameters may be large. 

A complete economic study of a wind energy system should include a series of 
sensitivity studies for calculation of the output variable of interest. Specifically, each 
parameter of interest is varied around some central or ‘best estimate’. The desired figure of 
merit (such as cost of energy) is the calculated. The calculations are repeated for a range of 
assumptions. For example, the following economic and performance variables could be 
varied: 

Plant capacity factor (or average wind speed at the site) 
.a Machine availability 

Operation and maintenance costs 
Capital or installed cost 

Length of loan repayment 
Interest or discount rate 

Lifetime of system and components 

With calculations of this type, the results are often summarized graphically. This can be 
accomplished via the use of a ‘spider’ or ‘star’ diagram, illustrated in Figure 9.15. It is 
intended to show how a percentage change in a given parameter changes the cost of energy, 
expressed in percentage. This type of diagram readily shows the more inzportant variables 
by lines with the steeper slopes, Note, however, that it may not be reasonable to vary all 
parameters by the same percentage amount, since some may be known quite accurately 
(Walker, 1993). 
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Parameter variation fYd 

Figure 9.15 Sensitivity of cost of electricity to various parameters (Freris, 1990). Reproduced by 
permission of Pearson Education Limited 

9.7 Wind Energy Market Considerations 

9.7.1 Overview 

There exists a large potential world wide market for wind energy systems. In this section a 
review of market considerations for wind energy systems is presented. There are three 
major issues to consider: 

1. Potential market for wind systems 
2. Barriers to expansion of markets 
3. Incentives for market development 

There are numerous technical publications on these subjects in the open literature. This is 
especially true for utility scale or wind farm applications (e.g., OECDDEA, 1997, 
DOEIIEA, 1997, European Commission, 1998). The potential market for small or dispersed 
wind hybrid systems has also been addressed in recent studies (e.g., see WEC, 1993). A 
summary of some recent work on the major marketing issues (for utility scale systems) 
follows. 

9.7.2 The market for utility scale wind systems 

An overview of utility scale market projections from an international and US perspective is 
presented in this section. 
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9.7.2.1 International wind energy market 
The World Energy Council carried out a market study for wind energy (WEC, 1993). In 
their work, a range of future wind energy markets and potential development was 
established via two scenarios: (1)  ‘current policies’ scenario, and (2) ‘ecologically driven’ 
scenario. The assumptions for these scenarios are summarized in Table 9.9. 

Table 9.9 Different assumptions in World Energy Council market scenarios (WEC, f 993) 

kssnmptions Carrent potides Ecologically driven 
Growth rate of world elemcity 
consumption 

2.8% per year 2.0% per year 

Oil pnce 

Carbon tax 

20-25 U.S. $ per barrel in 20M3 
30-35 U.S. $ per barrel in 2020 

20-25 U.S. $ per barrel m 2000 
3%35 U.S. $ per barrel in 2020 

No Yes, starts in 2000 up to $10 US 
per barrel in 2005 and themfter 

Fossil fuel plants increase in 
efficiency 

Wind power generation costs 

15% in the period 1990-2020 15% in the period 1990-2020 

15% reduction in 1990-2010 30% reductton in 1990-2010 
10% rednction in 2020-2030 

15% reductton in 1990-2010 
5% reduction in 2020-2030 

Wind power investment costs 7.5% reduction in 1990-2010 

Finanaal constrmnt Total annual investment per 
country or regon not 
more than 1% of GNP 

Total annual investment per 
country or regon not 
more than 3% of GNP 

Wind energy penetration into 
the gnd electricity consumption eledncity consumption 

Growth ixte of nlanufactunng 
capaaty world wide 

Growth rate of inmilled wmd 
turbine capaaty 

Up to 2020 not more than 10% of Up to 2020 not more than 10% of 

Less than or equal to 15% per year Less than or equal to 30% per year 

Less than or equal to 15% per year Less than or equal to 30% per year 

As an example of this work, Table 9.10 presents the ‘ecologically driven’ scenario 
results for electricity consumption and wind energy capacity for the eight International 
World Energy Council regions for 1987 and projected to 2020. 

In this study, for each WEC region, the amount of wind turbine capacity and production 
was estimated using the previously shown assumptions and constraints for the two economic 
growth scenarios. For the ‘ecologically driven’ scenario, the total amount of wind capacity 
in operation projected for the year 2020 was projected to be about 470 GWe, which was 
assumed to produce about 970 TWh/yr. This represents about 5% of the world’s estimated 
production of electrical energy in the year 2020. It should be noted that all these projections 
are speculative and subject to large potential errors. For example, at the time of writing of 
this text, the WEC’s projections of installed wind turbine capacity for Western Europe have 
already been significantly exceeded. 
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Table 9.10 
driven’ scenario (WEC, 1993) 

Electricity consumption and wind energy production by region in the ‘ecologically 

WEC region Electricity Annual Electricity Potential Projected wind capacity 2020 
use 1987 growth use 2020 wind capacity 
( T W  (%M) (T\Nb1 (GWe) GWe) 1TWh) 

North Amenca 2,990 1.5 4,887 2360 212 423 

Latin Amenca and Caribbean 525 3 I .530 1.005 11 21 

Westein Europe 2.101 1.5 3,435 635 78 165 

Eastern Europe and CIS 2,046 2 3.932 2,295 54 120 

Middle East and North Africa 27 1 4.8 1,302 930 12 25 

Sub-Saharan Afnca 210 2 404 2,170 9 19 

Pacific 1972 2.2 4.067 975 80 160 

Central and South Asia 27 1 3 718 80 18 34 

Note: CIS, Commomwealth of Independent States: WEC, World Energy Council 

9.7.2.2 
Typical projections of market growth, along with past market history, are presented in the 
Annual Renewable Energy Reports published by the Energy Information Office of the U.S. 
Department of Energy (for example, DOEIIEA, 1997). 

An example of a regionalized prediction of the wind energy market in the United States 
is given in the work of Schweizer et al. (1990). In this work a methodology and a computer 
model that projects the growth of the U.S. electric utility market for wind turbines on a 
regional basis are described. Their model is also based on the consideration of numerous 
barriers to wind energy deployment, an issue that will be discussed next. A summary of 
their market projection through the year 2030 is shown in Figure 9.16. As shown, they 
estimated the total U.S. wind turbine market to the year 2030 at approximately 21,500 MW. 
Table 9.1 1 summarizes their market penetration predictions on a regional basis. 

United States wind energy market 
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Figure 9.16 Predicted U.S. wind turbine inarket capture to 2030 (Schweizer et al., 1990); market 
growth only, current installed capacity not included 
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Table 9.11 Summary of regional market predictions through 2030 (Schweizer et al., 1990) 

Cumulative new nrarktt psl”ration Pcrcmsge of Y W  Year m which 
Wted MW d wind turbi~w) tots1 regional constmed pen&ationconstraid 

b s a w  h y l W  01 bZ5% davsllsblo 
Rqgon rapadty in 2030 hmloed Esmuce 

IWO 2wo 2010 2020 2030 7.3 ntls 6.4mh 59mls 

New FmglRod 0 15 210 970 2330 1.4 

Middle Atlmtk o 3 210 780 a1.w 2.9 ZMX) UYLO 

South Atlantic 0 15 300 WO 2910 1.8 ZMO mo 
East Nath Central 0 0 I20 11w 3420 2.6 2Mo 2030 2030 

West NaUt  Central 0 0 5 SO 570 0.9 2010 

East South Central 0 o 55 im 350 0.4 2020 2020 2030 

west south Central 0 4w 1500 2500 3m 3.4 2010 2020 

Mountain 0 0 3S 430 22% 3.3 

Paafic Conuguous 0 W MIO 1760 3610 42* 

PacificNon-c~ntiguous 0 10 55 130 1% 8.8; 2020 

U.S. Taal 0 525 M)90 8970 21530 

Note: Indudes m n t  mstlllahans, 5.8% for Pedfic Cantiguous mgon and 10.0% for Pacific Non-c~ntinuous regon 

On a US national basis, there have been numerous predictions of future market 
penetration for utility-scale wind energy systems. For example, market predictions for US 
wind energy have been presented by Hoffman and Garges (1996). They project the wind 
energy market to about 2050 and conclude that, as shown in Figure 9.17, wind energy may 
eventually contribute from 3% to 6% of the total electrical generation in the United States. 
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b 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5’  
Decades hen% 

Figure 9.17 
permission of Institution of Electrical and Electronic Engineers 

Predicted U.S. wind turbine market share (Hoffman and Garges, 1996). Reproduced by 
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9.7.3 

In spite of the potential for wind energy development, there is nonetheless a number of 
barriers that will slow the process. The barriers to the deployment of utility-scale wind 
energy can be divided into the following areas: 

Barriers to wind energy deployment 

Direct costs. A general disadvantage of wind turbines is that their total cost is highly 
concentrated at the point of initial construction as a result of high capital costs 
System integration. The integration of wind power into electric power systems is readily 
accomplished with existing engineering tools, but there may be major costs involved 
Regulatory and administrative processes. The responsibilities for approving the siting 
and other aspects of wind project implementation are usually assigned to existing bodies 
(i.e., local zoning boards) that have had little experience with wind power - with 
corresponding regulatory and administrative bottlenecks 
Environmental impacts. All wind energy projects have effects on the environment (as 
will be discussed in Chapter 10) and resulting barriers that must be overcome 
Electricity system planning. One barrier to the introduction of large-scale wind 
generation into some utility systems is their very novelty. Those utilities in particular 
may lack appropriate planning experience. Other utilities may already have wind 
generation in their service area, but have not yet addressed the issue of how much more 
wind generation they can absorb before they need to consider additional measures, such 
as forecasting or short-term energy storage 

More details on these potential barriers to wind energy development can be found in an 
OECD/IEA (1997) publication. The author of this study conclude that barriers in the way of 
deployment of wind energy are comparatively low relative to market barriers facing some 
other renewable energy technologies. They also note that the key issue here remains the cost 
of wind energy relative to other energy sources. 

9.7.4 

The largest amount of wind energy generation has been installed in countries that have 
offered various incentives to its market deployment. These have either been in the form of 
financial incentives (e.g., capital tax credits, production tax credits, or premium energy 
prices) or regulatory options (e.g., renewable portfolio standards and net metering). These 
are mechanisms that monetarize the environmental benefits of wind energy, as discussed in 
Section 9.5. Countries where such incentives have made the largest impact have included 
some in Europe (Denmark, Germany, Spain, the Netherlands, and the United Kingdom) and 
the United States. A detailed discussion of the various incentives for the first three countries 
is included in an OECDAEA (1 997) publication. 

A number of national support programs have been implemented in Europe. Many 
different incentives have been used and the level of economic support has differed 
considerably from country to country and with time. Some of the most common incentives 
for market stimulation follow (European Commission, 1998): 

Incentives to wind energy development 
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0 Public funds for R&D programs 
0 Public funds for demonstration projects 
0 Direct support of investment cost (96 of total cost or based on kW installed) 

Support through the use of premium price of electricity from wind systems . Financial incentives - special loans, favorable interest rates, etc. 
0 Tax incentives (e.g., favorable depreciation) 
0 The use of renewable energy or ‘green’ certificates 

Regulatory and institutional measures carried out recently in Germany are of particular note. 
The German system has provided a framework which has resulted in a rapid increase in the 
amount of installed wind generation. Among other things, the German system mandates a 
guaranteed, above market rate for wind-generated electricity. See Gutermuth (2000) for 
more details on these measures. 

In the US, most wind energy development occurred in the California wind farms in 
response to federal and state legislation that provided a market and favorable tax incentives 
that attracted private capital. Incentives for wind farms were accomplished via three 
separate, yet coincidental federal government actions and one act passed by the state of 
California. They were the Public Utilities Regulatory Policies Act (PURPA) of 1978, the 
Crude Oil Windfall Profits Act of 1980, the Economic Recovery Tax Act of 1981, and 
California state tax credits. These incentives were either in the form of investment or 
production tax credits. 

At the present time, the major incentives for wind energy development in the United 
States are the production tax credits under the National Energy Policy Act and the planned 
implementation of renewable portfolio standards (RPSs). An RPS is a policy mechanism to 
insure a minimum level of renewable energy generation in the portfolios of power suppliers 
in an implementing jurisdiction (e.g., a state or nation). Rules for the implementation of 
renewable portfolio standards have been adopted by a number of states in the United States, 
several European countries and Australia (see Berry and Jaccard, 2001). One feature which 
is emerging as a way to track and account for renewable electrical generation is the 
renewable energy or ‘green’ certificate. These will be issued to generators in an amount 
proportional to production and are expected to be tradable on a commodities exchange. One 
state that has adopted a certificate based RPS is Massachusetts. Details can be found at 
http://www . state .ma.us/doer/rps/. 
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10.1 Introduction 

This chapter will review the environmental aspects associated with the deployment of a 
single wind turbine or a wind farm. Wind energy development has both positive and 
negative environmental impacts. On the positive side, wind energy is generally regarded as 
environmentally friendly, especially when the environmental effects of emissions from 
large-scale conventional electrical generation power plants are considered. For example, 
estimates of the stack emissions (sulfur and nitrogen oxides, particulates, and carbon 
dioxide) of conventional coal and gas-fired power plants as compared to those of wind 
systems (zero in all cases) are shown in Table 10.1. 

Table 10.1 Stack emissions of coal, gas, and wind power plants (kg/MWh) 
~ ~~ 

Pollutant Conventional coal w/ Conventional gas wl Wind 
controls controls 

Sulfur oxides 1.2 

Nitrogen oxides 2.3 

Particdates 0.8 

Carbon dioxide 865 

0.004 0 

0.002 0 

0.0 0 

650 0 

The stack (or direct) emissions of wind systems are essentially zero, although there are 
indirect emissions associated with the actual production of wind turbines and the erection 
and construction of wind turbine systems and wind farms. Estimates of indirect emissions 
from wind systems (in Germany) are presented in the review paper of Ackerman and Soder 
(2000), where the emissions values are shown to be generally small (one or two orders of 
magnitude less than those of conventional power plants). 
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The determination of the overall cost to society of the various emission pollutants is 
difficult to measure and open to much debate. In general, the environmental benefits of 
wind power are calculated by the avoided emissions from other sources. These benefits 
generally come from the displacement of generation (MWh) as opposed to capacity (MW). 
The displacement of capacity does have its benefits, however, especially if extension of the 
fuel and water supply infrastructure can be avoided (Connors, 1996). 

As more wind turbines and wind farm systems have been planned or installed in the 
United States and Europe, the importance of their environmental effects has increased. This 
is well documented in many publications on the positive environmental aspects of wind 
power. However, some negative environmental aspects have been shown to be especially 
important in populated or scenic areas. Here, a number of potential wind energy projects 
have been delayed or denied permits because of strong environmental opposition based on 
some potential negative environmental effects of these systems. 

Keeping the positive aspects in mind, this chapter will review the potential negative 
environmental aspects associated with the deployment of a single wind turbine or wind 
farm. It should be noted that it ought to be one of the objectives of wind energy system 
engineers to maximize the positive impacts while, at the same time, to minimize the 
negative aspects. In addition to their importance in the siting process for wind systems, the 
potentially adverse environmental effects of wind turbines tie in directly with much of the 
wind turbine design material discussed in previous chapters. With appropriate design of the 
wind turbine and the wind energy system, these adverse environmental factors can be 
minimized. 

The potential negative impacts of wind energy can be divided into the following 
categories: 

Avian interaction with wind turbines 
* Visual impact of wind turbines 
0 Wind turbine noise 
0 Electromagnetic interference effects of wind turbines 
* Land-use impact of wind power systems 
0 Other impact considerations 

At the present time, the first three topics include most of the major environmental issues 
affecting wind system deployment, but the other topics are also important and should be 
addressed. In the next sections, these potential impacts will be reviewed, including the 
following general topic areas of each environmental impact: 

Problem definition 
* Source of the problem 
0 Quantification or measurement of the problem 
* Environmental assessment examples 
0 Reference resources or tools that address the problem 

Many of these problems have to be addressed in the permitting phases of a wind project. 
Furthermore, depending on the particular site’s environmental assessment regulations, one 
or more of these areas may require detailed investigation andor an environmental impact 
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statement. The scope of this chapter does not permit a full summary of the various 
regulations and laws on this subject, but, where possible, the reader will be referred to the 
appropriate literature on the subject. 

10.2 Avian Interaction with Wind Turbines 

10.2.1 Overview of the problem 

The environmental problems associated with avian interaction and wind systems surfaced in 
the United States in the late 1980s. For example, it was found that birds, especially federally 
protected golden eagles and red-tailed hawks, were being killed by wind turbines and high 
voltage transmission lines in wind farms in California’s Altamont pass. This information 
caused opposition to the Altamont Pass project among many environmental activists and 
aroused the concern of the US Fish and Wildlife Service, which is responsible for enforcing 
federal species protection laws. 

There are two primary concerns related to this environmental issue: (1) effects on bird 
populations from the deaths caused by wind turbines, and (2) violations of the Migratory 
Bird Treaty Act, andlor the Endangered Species Act. These concerns, however, are not 
confined to the United States alone. Bird kill problems have surfaced at other locations in 
the world. For example, in Europe, major bird kills have been reported in Tarifa, Spain (a 
major point for bird migration across the Meditenanean Sea), and at some wind plants in 
Northern Europe. Wind energy development can adversely affect birds in the following 
adverse manners (Colson, 1995): 

0 Bird electrocution and collision mortality 
0 Change to bird foraging habits 
0 Alteration of migration habits 
0 Reduction of available habitat 

Disturbance of breeding, nesting, and foraging 

It should also be pointed out that the same author states that wind energy development 
has the following beneficial effects on birds: 

0 Protection of I<md from more dramatic habitat loss 
0 Provision of perch sites for roosting and hunting 
0 Provision and protection of nest sites on towers and ancillary facilities 
0 Protection or expansion of prey base 
0 Protection of birds from indiscriminate harassment 

At the present time, the long-term implications of the bird issue on the wind industry are 
not clear. Problems may arise in areas where large numbers of birds congregate or migrate, 
as in Tarifa, or where endangered species are affected, as in Altamont Pass (NWCC, 1998). 
This could include a large number of locations, however, since some of the traits that 
characterize a good wind site also happen to be attractive to birds. For example, mountain 
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passes are frequently windy because they provide a wind channel through a mountain range. 
For the same reason, many times they are the preferred routes for migratory birds. 

The key factors of this important environmental impact area will be reviewed next. This 
includes the characterization of the problem, mitigation concepts, and available resources 
that can be used to assess the problem. 

10.2.2 Characterization of the problem 

There is a close correlation between a locality and its bird fauna. Many bird species are very 
habitat-specific and often particularly sensitive to habitat changes. Furthermore, there is a 
correspondingly close correlation between the site and the location of the wind turbines, 
which is especially dependent on the wind conditions. In European (Clausager and Nohr, 
1996) and US studies (Orloff and Rannery, 1992) the impact on birds is generally divided 
into the following two categories: (1) direct impacts, including risk of collision, and (2) 
indirect impacts, including other disturbances from wind turbines (e.g., noise). Such effects 
may result in a total or partial displacement of the birds from their habitats and deterioration 
or destruction of the habitats. 

The risk of collision is the most obvious direct effect, and numerous studies have 
focused on it. These studies include the estimation of bird numbers that collide with the 
rotor or associated structures, and they have concentrated on the development of methods 
for the analysis of the extent of the collisions. Indirect effects include: 

0 Disturbance of breeding birds 
0 Disturbance of staging and foraging birds 
0 Disturbing impact on migrating and flying birds 

10.2.3 Current mitigation concepts and case studies 

10.2.3,1 Mitigation concepts 
A number of recent studies have specifically addressed the subject of measures for the 
minimization of the impact of wind turbine systems on birds. The most detailed work has 
taken place in California and has been supported by the California Energy Commission and 
the American Wind Energy Association. Typical mitigation measures from some of these 
studies (Colson, 1995; and Wolf, 1995) include the following: 

0 Avoid migration corridors. Major bird migration corridors and areas of high bird 
concentrations should generally be avoided when siting wind facilities unless there is 
evidence that because of local flight patterns, low bird usage of the specific area, or other 
factors, the risk of bird mortality is low 
Fewer, larger turbines. For a desired energy capacity, fewer large turbines may be 
preferred over many smaller turbines to reduce the number of structures in the wind farm 

0 Avoid micro habitats. Microhabitats or fly zones should be avoided when siting 
individual wind turbines. 

e Alternate tower designs. Where feasible, tower designs that offer few or no perch sites 
should be employed in preference to lattice towers with horizontal members that are 
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suitable for perching. Unguyed meteorological and electrical distribution poles should be 
used over guyed structures. Also, existing lattice towers should be modified to reduce 
perching opportunities 

0 Remove nests. With agency approvals, raptor nests found on structures should be moved 
to suitable habitat away from wind energy facilities 
Prey base management. Where appropriate, prey base management should be 
investigated as an option. A humane program, such as live trappings should be 
established to remove unwanted prey from existing wind farms 

* Bury electrical lines. Electrical utility lines should be underground when feasible. New 
overhead electrical distribution systems should be designed to prevent bird 
electrocutions. Existing facilities should employ techniques that significantly reduce bird 
electrocutions 

0 Site specific mitigation studies. The cause and effect of bird interactions with wind 
energy facilities should be examined to determine the manner in which collisions occur 
and appropriate mitigation identified and employed 

0 Conservation of alternative habitats. Habitat conditions that will benefit affected species 
should be maintained to protect them from other more damaging land-uses 

10.2.3.2 Case studies 
Numerous technical reports and papers exist that have focused on the potential or actual 
environmental effects of wind turbine systems on birds at a specific site. Although it is 
beyond the scope of this text to review them in detail, a few of the more appropriate ones 
(and their particular applications) are listed below: 

0 California wind farm studies. A review of this subject, as applied to the wind farms in 
Altamont Pass and Solano County, is contained in a technical report by the California 
Energy Commission (Orloff and Hannery, 1992). 

0 Recent US studies. Sinclair (1999) and Sinclair and Morrison (197) give an overview of 
the recent US avian research program through 1999. Also, Goodman (1997) presents a 
summary of the avian studies (and other environmental issues) carried out for a 6 M W  
wind farm in Vermont. 

0 European studies. Gipe (1995) presents an overview of bird-related environmental 
impact studies in Europe up to 1995. In addition, representative examples of European 
environment impact studies of birds (especially for Denmark and the U.K.) are given in 
the technical papers of Clausager and Nohr (1996) and Still et al. (1996). 

10.2.4 

A review of the previously referenced case studies regarding the environmental impacts of 
wind systems on birds reveals that such studies can require specialized expertise, be very 
detailed, and can add to the cost and deployment time of a potential wind site. As mentioned 
previously, a representative example of this process is given in the technical report of the 
California Energy Commission (Orloff and Flannery, 1992). In general, this type of work 
can be divided into two parts: (1) a complete definition of the study area, and (2) an 
assessment of bird risk. 

Resources for environmental assessment studies of avian impacts 



474 Wind Energy Explained 

The first part primarily consists of a detailed definition of the site topography and 
machine siting layout of the wind farm. In addition, when different types of wind turbines 
and towers are used, it is important to group turbines into different categories. For example, 
Figure 10.1 illustrates the eight categories of wind turbines that were installed at the 
Altamont Pass in California in the 1980s. Another part of this phase of the work involves 
the selection of sample sites where detailed bird - wind turbine interaction data are to be 
collected. 

The second, and much more detailed part of this type of study, the assessment of bird 
risk, generally involves a comprehensive methodology for accomplishing this task. In the 
United States, a number of sponsors including the National Renewable Energy Laboratory 
(NREL) and the National Wind Coordinating Committee (NWCC) Avian subcommittee 
have recently worked to develop this type of methodology. This work has focused on the 
development of a standardized method for determination of the factors responsible for avian 
deaths from wind turbine facilities, and scientific methods that can be used to reduce 
fatalities. The following summary presents some of the important methods, measurements, 
and relationships (metrics) that have been used for this type of work (Anderson et al., 1997; 
NWCC, 1999): 

Bird utilization counts. Under this part of a study, an observer notes the location, 
behavior, and number of birds using an area. This is done in repeatable ways, using standard 
methods, so that results can be compared with bird utilization counts from other studies. 
Bird behaviors to be noted include: flying, perching, soaring, hunting, foraging, and actions 
close (50 meters or less) to wind farm structures. 

Bird utilization rate. The bird utilization rate is defined as the number of birds using the 
area during a given time. It is based on bird utilization count. Thus: 

or 

No. of birds observed 
Time 

Bird utilization rate = 

No. of birds observed 
Time x area 

Bird utilization rate= 

(10.2.la) 

(10.2. lb) 

Bird mortality. The bird mortality is defined as the number of observed deaths, per unit 
area (again, this is based on the bird utilization count). Therefore: 

(10.2.2) No. of dead birds 
Defined search area 

Bird mortality= 

Bird risk. Bird risk is a measure of the likelihood that a bird using the area in question 
will be killed. Tt is defined as follows: 

(10.2.3) 

Bird Risk can be used to compare risk differences for many different variables: i.e., 
distances from wind facilities; species, type, and all birds observed; seasons; and turbine 
structure types. It can be used to compare risks between wind resource areas and with other 
types of facilities such as highways, power lines, and TV and radio transmission towers. 

Bird mortality 
Bird utilization rate 

- - No. of dead birdddefined area 
No. of birds observedhime 

Bird risk = 
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Figure 10.1 Eight categories of wind turbines in the Altamont pass (Orloff and Flannery, 1992) 
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Rotor swept area rnetrics. Under this category two measurements that consider the 
effects of different wind turbine sizes and designs have been defined. The first, rotor swept 
hours is defined as: 

Rotor swept hours= [Rotor swept area (m2)] x (Hours ofoperation) (10.2.4) 

This parameter combines the size of the area of the rotor with the time it operates. The 
second parameter, rotor swept hour risk (RSHR) allows for a comparison of risks associated 
with different rotor swept areas, or turbine sizes, in relation to the time they operate, It is 
defined by: 

x Bird risk (10.2.5) 
1 

Rotor swept hours 

A detailed discussion of the example use of these metrics is beyond the scope of this 
work. It is expected that many of them will be used in future research studies aimed at 
developing methods to measure the risk to birds not only from wind systems, but also from 
other human created hazards such as buildings and highways (NWCC, 1998). 

In summary, it should be pointed out that even if the initial research indicates that a 
wind energy project is unlikely to seriously affect bird populations, further studies might be 
needed to verify this conclusion. These could include monitoring baseline bird populations 
and behavior before the project begins, then simultaneously observing both a control area 
and the wind site during construction and initial operation. In certain cases, operational 
monitoring might have to continue for years. 

Rotor swept hour risk = 

10.3 

10.3.1 Overview 

Visual Impact of Wind Turbines 

One of wind power’s perceived adverse environmental impact factors, and a major concern 
of the public, is its visibility (Gipe, 1995). Compared to the other environmental impacts 
associated with wind power, the visual impact is the least quantifiable. For example, the 
public’s perceptions may change with knowledge of the technology, location of wind 
turbines, and many other factors. Although the assessment of a landscape is somewhat 
subjective, professionals working in this area are trained to make judgments on visual 
impact based on their knowledge of the properties of visual composition and by identifying 
elements such as visual clarity, harmony, balance, focus, order, and hierarchy (Stanton, 
1995). 

Wind turbines need to be sited in well exposed sites in order to be cost effective. It is 
also important for a wind engineer to realize that the visual appearance of a wind turbine or 
a wind farm must be considered in the design process at an early stage. For example, the 
degree of visual impact is influenced by such factors as the type of landscape, the number 
and design of turbines, the pattern of their arrangement, their color, and the number of 
blades. 
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10.3.2 Characterization of the problem 

Visual or aesthetic resources refer to the natural and cultural features of an environmental 
setting that are of visual interest to the public. An assessment of a wind project’s visual 
compatibility with the character of the project setting can be based on a comparison of the 
setting and surrounding features with simulated views of the proposed project. in this light, 
the following parameters and questions can be considered (NWCC, 1998): 

0 Viewshed alteration: will the project substantially alter the existing project setting 
(generally referred to as the ‘viewshed’), including any changes in the natural terrain or 
landscape? 

0 Viewshed consistency: will the project deviate substantially from the form, line, color, 
and texture of existing elements of the viewshed that contribute to its visual quality? 

0 Viewshed degradation: will the project substantially degrade the visual quality of the 
viewshed, affect the use or visual experience of the area, or intrude upon or block views 
of valuable visual resources? 
Conflict with public preference: will the project be in conflict with directly identified 
public preferences regarding visual and environmental resources? 

0 Guideline compatibility: will the project comply with local goals, policies, designations, 
or guidelines related to visual quality? 

The scope of a visual impact assessment depends on whether a single or a number of 
wind turbines are to be sited in a particular location. Visual impact is not directly 
proportional to the number of turbines in a wind farm development. It will, however, vary a 
great deal between a single turbine and a wind farm. That is, a single wind turbine has only 
a visual relationship between itself and the landscape, but a wind farm has a visual 
relationship between each turbine as well as with the landscape (Stanton, 1995). 

An important task here is the characterization of the location where the proposed wind 
system is to be sited. As one example of this process, the work of Stanton (1994) as applied 
to wind farms in the U.K uses the design principles shown in Figure 10.2. It should be noted 
that although this visual impact study is based on widely known and accepted principles 
(such as those summarized in Figure 10.2), the judgements made are subjective in nature. 

10.3.3 

In the United States and Europe, there are numerous publications that suggest potential 
designs for wind systems that minimize visual impact (e.g., see Ratto and Solari, 1998). In 
many cases, the subjective nature of this topic appears and there are major differences of 
opinion between researchers. An example of this problem includes the choice of turbine 
colors (Aubrey, 2000). Two examples of previous design strategies (one from the United 
States and the other European) for the reduction of the visual impact of wind energy 
systems follow. 

Design of wind systems to minimize visual impact 
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Fimre 10.2 
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Summary of fundamental design principles significant to wind farm development 
(&anton, 1994). Reproduced by permission of Mech&cal Engineering Publications Ltd. 

10.3.3.1 Visual impact mitigation design strategies for US sites 
From work carried out in the US (NWCC, 1998), a number of design strategies for reducing 
the environmental impact of wind systems have been proposed. They include the following: 
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Using the local land form to minimize visibility of access and service roads, and to 
protect land from erosion 
Use of low profile and unobtrusive building designs to minimize the urbanized 
appearance or industrial character of projects located in rural or remote regions 
Use of uniform color, structure types, and surface finishes to minimize project visibility 
in sensitive areas with high open spaces. Note, however, that the use of non-obtrusive 
designs and colors may conflict with efforts to reduce avian collisions and may be in 
direct conflict with aircraft safety requirements for distinctive markings 
Selecting the route and type of support structures for above-ground electrical facilities as 
well as the method, mode, and type of installation (below- vs. above-ground). Where 
multiple generation units are to be sited close together, consolidation of electrical lines 
and roads into a single right of way, trench, or corridor will cause fewer impacts than 
providing separate access to each unit 
Controlling the placement and limiting the size, color, and number of label markings 
placed on individual turbines or advertising signs on fences and facilities 
Prohibiting lighting, except where required for aircraft safety, prevents light pollution in 
otherwise dark settings. This may incidentally minimize collision by nocturnal feeders 
which prey on insects attracted to lights 
Controlling the relative location of different turbine types, densities, and layout geometry 
to minimize visual impacts and conflicts. Different turbine types and those with opposing 
rotation can be segregated by buffer zones. Mixing of types should be avoided or 
minimized 

10.3.3.2 European wind farm visual impact design characteristics 
The assessment of the visual impact of a proposed wind farm development is an important 
design step in recent European work. One example of this type of work is summarized by 
the following list of wind farm design characteristics quoted from Stanton’s (1994, 1995) 
U.K. studies: 

Wind turbine form 
0 Blade number 
0 Turbine nacelle and tower 

Turbine size 
Wind farm size 
Spacing and layout of wind turbines 
Color 

Note that this work complements Stanton’s previously described landscape character 
types. Again, the subjective nature of this example should be emphasized. 

10.3.4 

In both the US and Europe there are numerous references and handbooks where one can 
find design guidelines for minimizing the visual environmental impact of wind turbines and 

Resources for visual impact studies 
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wind farms (e.g., see Ratto and Solari, 1998). A summary of some of the most 
representative examples follows. 

10.3.4.1 US visual impact resources 
A good resource on the subject is contained in a handbook for the permitting of wind energy 
facilities (NWCC, 1998). Some of the guidelines developed in this handbook have been 
previously discussed. In addition, this reference contains much additional information of 
potential use in this and many other phases of environmental impact assessment. For 
example, the authors point out that a valuable process tool for the assessment of potential 
project impacts to sensitive visual resources is the preparation and use of visual simulations. 

Goodman (1997) gives another good source of information on visual resources. This 
paper documents the environmental impacts of a wind farm installation in rural Vermont, 
and summarizes the methods used to minimize the environmental impact of a 6 MW wind 
farm. 

10.3.4.2 European visual impact resources 
As discussed in numerous publications on the subject, the visual impact of wind turbines 
and wind farms have been under significant skdy in many European countries. A great deal 
of this work has been carried out in the U.K. For example, the visual impact assessment 
work of Stanton (1994,1995) has already been mentioned. 

In Europe, a number of investigators have developed some very sophisticated and useft11 
techniques that can be used to illustrate the visual intrusion of a potential wind farm 
installation. Furthermore, many of these have been successfully used in actual wind farm 
development projects (see Ratto and Solari, 1998). For example, one uses digital computer 
techniques based on topographicd information and wind turbine design characteristics. 
With this type of technique it is possible to plot ‘zones of visual impact’ on a map to 
illustrate the locations where the development might be seen. One disadvantage to this 
technique is that it takes no account of local screening, e.g., by buildings or trees, so it is a 
worst case scenario. An example of the use of this type of technique, using geographical 
information systems (GIS), is given by Kidner (1996). 

Another method (see Taylor and Durie, 1995) is based on the use of photomontages. 
Here, use is made of panoramic photographs taken from certain key locations of varying 
distances fi-om the proposed site, and superimposing suitably scaled wind turbines in the 
photographs. A limitation to this technique is that the visibility of a wind system will change 
with time of day, season, and with certain weather conditions - especially when the turbine 
blades are rotating. A third method attempts to overcome some of these disadvantages by 
creating a video montage of a proposed site and then super-imposing rotating wind turbines 
on the scene (Robotham, 1992). While this creates a most effective visual presentation, its 
major disadvantage is its high cost compared to the other two methods. Today, a number of 
commercial software packages now include all or some of these capabilities. 
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10.4 Wind Turbine Noise 

10.4.1 Ovewiew of problem 

The problems associated with wind turbine noise have certainly been one of the more 
studied environmental impact areas in wind energy engineering. Noise levels can be 
measured, but, as with other environmental concerns, the public’s perception of the noise 
impact of wind turbines is a partly subjective determination. 

Noise is defined as any unwanted sound, Concerns about noise depend on the level of 
intensity, frequency, frequency distribution and patterns of the noise source; background 
noise levels; terrain between emitter and receptor; and the nature of the noise receptor. The 
effects of noise on people is classified into three general categories (WNCC, 1998): 

0 Subjective effects including annoyance, nuisance, dissatisfaction 
0 Interference with activities such as speech, sleep, and learning 
0 Physiological effects such as anxiety, tinnitus (ringing in ear), or hearing loss 

In almost all cases, the sound levels associated with environmental noise produce effects 
only in the first two categories. Workers in industxial plants and those who work around 
aircraft can experience noise effects in the third category. Whether a noise is objectionable 
will depend on the type of noise (see the next section) and the circumstances and sensitivity 
of the person (or receptor) who hears it. Mainly because of the wide variation in the levels 
of individual tolerance for noise, there is no completely satisfactory way to measure the 
subjective effects of noise, or of the corresponding reactions of annoyance and 
dissatisfaction. 

Operating noise produced from wind turbines is considerably different in level and 
nature than most large-scale power plants, which can be classified as industrial sources. 
Wind turbines are often sited in rural or remote areas that have a corresponding ambient 
noise character. Furthermore, while noise may be a concern to the public living near wind 
turbines, much of the noise emitted from the turbines is masked by ambient or the 
background noise of the wind itself. 

The noise produced by wind turbines has diminished as the technology has improved. 
For example, with improvements in blade airfoils and turbine operating strategy, more of 
the wind energy is converted into rotational energy, and less into acoustic noise. Even a well 
designed turbine, however, can generate some noise from the gearbox, brake, hydraulic 
components or even electronic devices. 

The significant factors relevant to the potential environmental impact of wind turbine 
noise are shown in Figure 10.3 (Hubbard and Shepherd, 1990). Note that this technology is 
based on the following primary elements: noise sources, propagation paths, and receivers. In 
the following sections, after a short summary of the basic principles of sound and its 
measurement, a review of noise generation from wind turbines, its prediction, and 
propagation, as well as noise reduction methods are given. 
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10.4.2 Noise and sound fundamentals 

10.4.2.1 Characteristics of sound and noise 
Sound is generated by numerous mechanisms and is always associated with rapid small- 
scale pressure fluctuations (which produce sensations in the human ear). Sound waves are 
characterized in terms of their wavelength, A, frequency, f ,  and velocity U, where U is found 
from: 

=fa  (10.4.1) 

The velocity of sound is a function of the medium through which it travels, and it 
generally travels faster in denser media. The velocity of sound is about 340 m/s in 
atmospheric air. Sound frequency determines the ‘note’ or pitch that one hears, which, in 
many cases, corresponds to notes on the musical scale (Middle C is 262 Hz). 

Noise sources Propagation path_ Receivcrs 
Aerodynamic Distance Ambient noise 
Mechanicai Wind gradients Indoorloutdoor exposure 

Absorption Building vibrations 
Terrain 

Figure 10.3 Wind turbine noise assessment factors (Hubbard and Shepherd, 1990) 

An octave denotes the frequency range between sound with one frequency and one with 
twice that frequency. The human hearing frequency range is quite wide, generally ranging 
from about 20 Hz to 20 M z .  Sounds experienced in daily life are usually not a single 
frequency, but are formed from a mixture of numerous frequencies from numerous sources. 

Sound turns into noise when it is unwanted. Whether sound is perceived as a noise 
depends on the response to subjective factors such as the level and duration of the sound. 
There are numerous physical quantities that have been defined which enables sounds to be 
compared and classified, and which also give indications for the human perception of sound. 
They are discussed in numerous texts on the subject (e.g., €or wind turbine noise see 
Wagner et al., 1996) and are reviewed in the following sections. 

.2.2 Sound power and pressure measurement scales 
It is important to distinguish between sound power level and sound pressure Ievel. Sound 
power level is a property of the source of the sound and it gives the total acoustic power 
emitted by the source. Sound pressure level is a property of sound at a given observer 
location and can be measured there by a single microphone. In practice, the magnitude of an 
acoustical quantity is given in logarithmic form, expressed as a level in decibels (dB) above 



Wind Energy Systems: Environmental Aspects and Impacts 483 

or below a zero reference level. For example, using conventional notation, a 0 dB sound 
power level will yield a 0 dB sound pressure level at a distance of I m. 

Because of the wide range of sound pressures to which the ear responds (a ratio of SO5 or 
more for a normal person), sound pressure is an inconvenient quantity to use in graphs and 
tables. In addition, the human ear does not respond linearly to the amplitude of sound 
pressure, and, to approximate it, the scale used to characterize the sound power or pressure 
amplitude of sound is logarithmic (see Beranek and Ver, 1992). 

The sound power level of a source, L,, in units of decibels (dB), is given by: 

L,  =10 log,*(W/W,) (10.4.2) 

where W is the source sound power and WO is a reference sound power (usually SO-’’ W). 
The sound pressure level of a noise. Lp , in units of decibels (dB), is given by: 

(10.4.3) 

where p is the instantaneous sound pressure and po a reference sound pressure (usually 20 x 

Figure 10.4 gives some examples for various sound pressure levels on the decibel scale. 
The threshold of pain for the human ear is about 200 Pa, which corresponds to a sound 
pressure level of 140 dB. 

10.~ P ~ ) .  

rement of sound or noise 
Sound pressure levels are measured via the use of sound level meters. These devices make 
use of a microphone, which converts pressure variations to a voltage signal, which i s  then 
recorded on a meter (calibrated in decibels). The decibel scale is logarithmic and has the 
following characteristics (NWCC, 1998): 

Except under laboratory conditions, a change in sound level of 1 dB cannot be perceived 
0 Outside of the laboratory, a 3 dB change in sound level is considered a barely discernible 

difference 
Q A change in sound level of 5 dB will typically result in a noticeable communily response. 

A 10 dB increase is subjectively heard as an approximate doubling in loudness, and 
almost always causes an adverse community response 

A sound level measurement that combines all frequencies into a single weighted reading 
is defined as a broadband sound level (see Section 10.4.3). For the determination of the 
human ear’s response to changes in noise, sound level meters are generally equipped with 
filters that give less weight to the lower frequencies. As shown in Figure 10.5, there are a 
number of filters (referenced to A, B, and C )  that accomplish this. The most common scale 
used for environmental noise assessment is the A scale. Measurements made using this filter 
are expressed in units of dB(A). Beranek and Ver (1992) discuss details of these scales. 
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Figure 10.4 Sound pressure level (SPL) examples. Reproduced by peiinission of Bruel and Kjaer 
Instruments 
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Figure 10.5 Definition of A, B, and C frequency weighting scales (Beranek and Ver, 1992) 

Once the A weighted sound pressure is measured over a period of time, it is possible to 
determine a number of statistical descriptions of time-varying sound and to account for the 
greater sensitivity to nighttime noise levels. Common descriptors include: 

L,,, L,,, Lw. The A-weighted noise levels that are exceeded 10%, 50%, and 90% of the 
time, respectively. During the measurement period L, i s  generally taken as the 
background noise level. 
L, (equivalent noise level). The average A-weighted sound pressure level which gives 
the same total energy as the varying sound level during the measurement period of time. 
L, (day-night noise level). The average A-weighted noise level during a 24 hour day, 
obtained after addition of 10 dB to levels measured in the night between 10 p.m. and 7 
a.m. 

10.4.3 Noise mechanisms of wind turbines 

There are four types of noise that can be generated by wind turbine operation: tonal, 
broadband, low-frequency, and impulsive. They are described below: 

Tonal. Tonal noise is defined as noise at discrete frequencies. It is caused by wind 
turbine components such as meshing gears, non-linear boundary layer instabilities 
interacting with a rotor blade surface, by vortex shedding from a blunt trailing edge, or 
unstable flows over holes or slits 
Broadband. T h i s  is noise characterized by a continuous distribution of sound pressure 
with frequencies greater than 100 Hz. It is often caused by the interaction of wind turbine 
blades with atmospheric turbulence, and is also described as a characteristic ‘swishing’ 
or ‘whooshing’ sound 
Lowlfrequency. This describes noise with frequencies in the range of 20 to 100 Hz 
mostly associated with downwind turbines. It is caused when the turbine blade 
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encounters localized flow deficiencies due to the flow around a tower, wakes shed from 
other blades, etc 

4 Impulsive. Short acoustic impulses or thumping sounds that vary in amplitude with time 
characterize this noise. They may be caused by the interaction of wind turbine blades 
with disturbed air flow around the tower of a downwind machine, illidlor the sudden 
deployment of tip breaks or actuators 

The cause(s) of noise emitted from operating wind turbines can be divided into two 
categories: (1) aerodynamic and (2) mechanical. Aerodynamic noise is produced by the 
flow of air over the blades. The primary sources of mechanical noise are the gearbox and 
the generator. Mechanical noise is transmitted along the structure of the turbine and is 
radiated from its surfaces. A summary of each of these noise mechanisms follows. A more 
detailed review is included in the text of Wagner et al. (1996). 

10.4.3.1 Aerodynamic noise 
Aerodynamic noise originates from the flow of air around the blades. As shown in Figure 
10.6 (Wagner et al., 1996), a large number of complex flow phenomena generate this type 
of noise. This type of noise generally increases with tip speed or tip speed ratio. It is 
broadband in character and is typically the largest source of wind turbine noise. When the 
wind is turbulent, the blades can emit low-frequency noise as they are buffeted by changing 
winds. If the wind is disturbed by flow around or through a tower before hitting the blades 
(on a downwind turbine design), the blade will create an impulsive noise every time it 
passes through the ‘wind shadow’ of the tower. 

re 10.6 Schematic of flow around a rotor blade. (Wagner et al., 1996); U, wind speed. 
Reprodiiced by permission of Springer-Verlag GmbH and Co. 

The various aerodynamic noise mechanisms are shown in Table 10.2 (Wagner et al., 
1996). They are divided into three groups: (1) low-frequency noise, (2) inflow turbulence 
noise, and (3) airfoil self noise. A detailed discussion of the aerodynamic noise generation 
characteristics of a wind turbine is beyond the scope of this work. 
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Table 10.2 Wind turbine aerodynamic noise mechanisms (Wagner et al., 1996). Reproduced by 
permission of Springer-Verlag GmbH and Co. 

Type or indication Mechanism Main characteristics and importance 

Low-frequency noise 

Steady thickness 
noise; steady 
loading noise 

Unsteady loading 
noise 

Inflow turbulence 
noise 

Airfoil self-noise 
Trailing-edge noise 

Tip noise 

Stall, separation 
noise 

Laminar boundary 
layer noise 

Blunt trailing edge 
noise 

Noise from flow over 
holes. slits and 

Rotation of blades or rotation of 
lifting surfaces 

Passage of blades through tower 
velocity deficit or wakes 

Interaction of blades with 
atmospheric turbulence 

Interaction of boundary layer 
turbulence with blade 
trailing edge 

Interaction of tip turbulence with 
blade tip surface 

Interaction of turbulence 
with blade surface 

Non-linear boundary layer 
instabilities interacting with the 
blade surface 

edge 

slits, vortex shedding from 

Vortex shedding at blunt trailing 

Unstable shear flows over holes and 

Frequency is related to blade 
passing frequency, not important 
at current rotational speeds 

Frequency is related to blade 
passing frequency, small in 
cases of upwind turbines/ 
possibly contributing in case 
of wind farms 

Contributing to broadband 
noise; not yet fully quantified 

Broadband; main source of 
High-frequency noise 
(770 Hz < f c 2 kHz) 

Broadband; not fully 

Broadband 
understood 

Tonal, can be avoided 

Tonal. can be avoided 

Tonal, can be avoided 
- 

intrusions intrusions 

Mechanical noise originates from the relative motion of mechanical components and the 
dynamic response among them. The main sources of such noise include: 

8 Gearbox 
0 Generator 
0 Yaw drives 

0 Auxiliary equipment (e.g., hydraulics) 
Cooling fans 
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Since the emitted noise is associated with the rotation of mechanical and electrical 
equipment, it tends to be tonal (of a common frequency) in character, although it may have 
a broadband component. For example, pure tones can be emitted from the rotational 
frequencies of shafts and generators, and the meshing frequencies of the gears. 

In addition, the hub, rotor, and tower may act as loudspeakers, transmitting the 
mechanical noise and radiating it. The transmission path of the noise can be air-borne (ah) 
or structure-borne ( s h ) .  Air-borne means that the noise is directly propagated from the 
component surface or interior into the air. Structure-borne noise is transmitted along other 
structural components before it is radiated into the air. For example, Figure 10.7 shows the 
type of transmission path and the sound power levels for the individual components 
determined at a downwind position (1 15 m) for a 2 MW wind turbine (Wagner et al., 1996). 
Note that the main source of mechanical noise was the gearbox that radiated noise from the 
nacelle surfaces and the machinery enclosure. 

Total 
LWA = 102.2 dB(A) 

Tower sib 
Lgv~ = 7 1.2 dB(A) 

Figure 10.7 Components and total sound power level for wind turbine (Wagner et al., 1996); L,, 
predicted sound power level; ah, airborne; s l b ,  structure borne. Reproduced by permission of 
Springer-Verlag GmbH and Co. 

10.4.4 Noise prediction from wind turbines 

10.4.4.1 Single wind turbines 
The prediction of noise from a single wind turbine under expected operating conditions is an 
important part of an environmental noise assessment. Considering the complexity of the 
problem, this is not a simple task, and depending on the resources and time available can be 
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quite involved. To complicate matters, wind turbine technology and design has steadily 
improved through the years, so prediction techniques based on experimental field data from 
operating turbines may not reflect state-of-the-art machines. 

Despite these problems, researchers have developed analytical models and 
computational codes for the noise prediction of single wind turbines. In general, these 
models can be divided into the following three classes (Wagner et al., 1996): 

a Class 1. Th is  class of models gives a simple estimate of the overall sound power level as 
a function of basic wind turbine parameters (e.g., rotor diameter, power and wind speed). 
They represent rules of thumb and are simple and easy to use 

0 Class 2. These consider the three types of noise mechanisms previously described, and 
represent current turbine state-of-the-art 

0 Class 3. These models use refined models describing the noise generation mechanisms 
and relate them to a detailed description of the rotor geometry and aerodynamics 

For the Class 1 models, there are empirical equations that have been used to estimate the 
sound power level. For example, based on turbine technology up to about 1990, Bass (1993) 
states that a useful rule of thumb is that wind turbines radiate 107 of their rated power as 
sound power. Examples of three other Class 1 models for the prediction of sound power 
level are summarized in Equations 10.4.4 to 10.4.6. 

(10.4.5) 

=5O( lOgl~V;,,,)+1O (lOgloL))-4 (10.4.6) 

where L,, is the overall A-weighted sound power level, VT,p is the tip speed at the rotor 
blade ( d s ) ,  D is the rotor diameter (m), and Pwis the rated power of the wind turbine 
(W. 

The first two equations represent the simplest (and least accurate today, since they were 
developed for older machines) methods to predict the noise level of a given turbine based on 
either its rated power or rotor diameter. The last equation illustrates a rule of thumb that 
aerodynamic noise is dependent on the fifth power or the tip speed. 

The complexity of the Class 2 and 3 models is illustrated in Table 10.3, where the input 
details required for both models are summarized. A detailed discussion of all these models 
is beyond the scope of this section and is given in the text of Wagner et al. ( 1996). 

10.4.4.2 Multiple wind turbines 
Intuitively, one would expect that doubling the number of wind turbines at a given location 
would double the sound energy output, Since the decibel scale is logarithmic, the relation to 
use for the addition of two sound pressure levels (L, and L,) is given as: 

L,, =I0 log,, (Io”~”lo+loL~l‘lo ) (10.4.7) 
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Table 10.3 Typical inputs for Class 2 and 3 noise prediction models CjVagner et al., 1996). 
Reproduced by permission of Springer-Verlag GmbH and Co. 

Group Parameter Class 2 Clas 3 

Turbine configuration Hub height 
Type of tower (upwind or downwnd) 

Blades and rotor Number of blades 
Chord distribution 
Thickness of trailing edge 
Radius 
Profile shape 
Shape of blade tip 
Twist distribuhon 

Atmosphere Turbulence intensity 
Ground surface roughness 
Turbulence intensity spectrum 
Atmosphenc stabitity conditions 

X X 
X 

X X 
X X 

X 
X 

Turbine operation Rotational speed X X 
Wind speed, alternatively: rated power, rated X X 

wind speed, cut-in wind speed 

Wind direcoon X 

This equation has two important implications: 

0 Adding sound pressure levels of equal value increases the noise level by 3 dB 
0 If the absolute value of L, - L, is greater than 15 dB, the addition of the lower level has 

negligible effects 

This relation can be generalized for N noise sources: 

r=l 

10.4.5 Noise propagation from wind turbines 

(10.4.8) 

In order to predict the sound pressure level at a distance from a source with a known power 
level, one must consider how the sound waves propagate. Details of sound propagation in 
general are discussed in Beranek and Ver (1992). For the case of a stand-alone wind turbine, 
one might calculate the sound pressure level by assuming spherical spreading, which means 



Wind Energy Systems: Environmental Aspects and Impacts 491 

that the sound pressure level is reduced by 6 dB per doubling of distance. If the source is on 
a perfectly flat and reflecting surface, however, then hemispherical spreading has to be 
assumed, which leads to a 3 dB reduction per doubling of distance. 

Furthermore, the effects of atmospheric absorption and the ground effect, both 
dependent on frequency and the distance between the source and observer, have to be 
considered. The ground effect is a function of the reflection coefficient of the ground and 
the height of the emission point. 

Wind turbine noise also exhibits some special features (Wagner et al., 1996). First, the 
height of the source is generally higher than conventional noise sources by an order of 
magnitude, which leads to less importance of noise screening. In addition, the wind speed 
has a strong influence on the generated noise. The prevailing wind directions can also cause 
considerable differences in sound pressure levels between upwind and downwind positions. 

The development of an accurate noise propagation model generally must include the 
following factors: 

0 Source characteristics (e.g., directivity, height, etc.) 
e Distance of the source to the observer 
0 Air absorption 

Ground effect (i.e., reflection of sound on the ground, dependent on terrain cover, ground 
properties, etc.) 

0 Propagation in complex terrain 
Weather effects (i.e., change of wind speed or temperature with height) 

A discussion of complex propogation models that include all these factors is beyond the 
scope of this work. A discussion of work in this area is given by Wagner et al. (1996). For 
estimation purposes, a simple model based on hemispherical noise propagation over a 
reflective surface, including air absorption, is given as: 

L ,  =L,-lO log,,(2xR2)-aR (10.4.9) 

where L, is the sound pressure level (dB) a distance R from a noise source radiating at a 
power level L, (dB) and ais the frequency-dependent sound absorption coefficient. 

This equation can be used with either broadband sound power levels and a broadband 
estimate of the sound absorption coefficient [a = 0.005 dB(A) m-'1 or more preferably in 
octave bands using octave band power and sound absorption data. 

10.4.6 Noise reduction methods.for wind turbines 

Turbines can be designed or retrofitted to minimize mechanical noise. This can include 
special finishing of gear teeth. using low-speed cooling fans, mounting components in the 
nacelle instead of at ground level, adding baffles and acoustic insulation to the nacelle, using 
vibration isolators and soft mounts for major components, and designing the turbine to 
prevent noises from being transmitted into the overall structure. Furthermore, if low- 
frequency noise is a problem in an area, the permitting agency may prohibit the installation 
of downwind machines (NWCC, 1998). 
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If a wind turbine has been designed using appropriate design procedures (as described in 
Chapter 6). it is likely that new noise reducing airfoils will have been used, and mechanical 
noise emissions will not be a problem. In general, designers trying to reduce wind turbine 
noise even more must concentrate on the further reduction of aerodynamic noise. It has been 
previously noted that the following three mechanisms of aerodynamic noise generation are 
important for wind turbines (assuming that tonal contributions due to slits, holes, trailing 
edge bluntness, control surfaces, etc., can be avoided by proper blade design): 

0 Trailing edge noise 
Tip noise 

e Inflow turbulence noise 

A review of work in these three areas is beyond the scope of this text and here the reader 
is referred to the text of Wagner et al. (1996). It should be noted that noise has been reduced 
in modern turbine designs via the use of lower tip speed ratios, lower blade angle of attack, 
upwind designs, and, most recently, by using specially modified blade trailing edges. 

10.4.7 Noise standards or regulations 

An appropriate noise assessment study should contain the following three major parts of 
information: 

A survey of the existing ambient background noise levels 
* Prediction (or measurement) of noise levels from the turbine(s) at and near the site 
* An assessment of the acceptability of the turbinek) noise level 

At the present time, there are no common international noise standards or regulations, 
especially ones that pertain to all of the above information. In most countries, however, 
noise regulations define upper bounds for the noise to which people may be exposed. These 
limits depend on the country and are different for daytime and nighttime. In Europe, as 
shown in Table 10.4, fixed noise limits are the standard (Gipe, 1995). 

In the United States, although no formal federal noise regulations exist, the US 
Environmental Protection Agency (EPA) has established noise guidelines. Many states do 
have noise regulations, and many local governments have enacted noise ordinances. 
Examples of such ordinances for wind turbines are given in the latest edition of Permitting 
of Wind Energy Facilities: A Handbook (NWCC, 1998). 

It should also be pointed out that imposing a fixed noise level standard might not prevent 
noise complaints. This is due to the question of relative level of broadband background 
turbine noise compared to changes in background noise levels (NWCC, 1998). That is, if 
tonal noises are present, higher levels of broadband background noise axe needed to 
effectively mask the tone(s). Accordingly, it is common for community noise standards to 
incorporate a penalty for pure tones, typically 5 dB(A). Therefore, if a wind turbine meets a 
sound power level standard of 45 dB(A), but produces a strong whistling, 5 dB(A) are 
subtracted from the standard. This forces the wind turbine to meet a real standard of 40 
dB(A). 
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Table 10.4 Noise limits of equivalent sound pressure levels, L, [dB(A)]: European countries (Gipe, 
1995) 

Country Commercial Mixed Residential Rural 
Denmark 40 45 
Germany 

day 65 60 55 50 
night 50 45 40 35 

Netherlands 
day 50 45 40 
night 40 35 30 

A discussion of noise measurement techniques that are specific to wind turbine 
standards or regulations is beyond the scope of this text. A review of such techniques is 
given in Hubbard and Shepherd (1990), Germanisher Lloyd (1994), and Wagner et al. 
(1996). 

10.5 Electromagnetic Interference Effects 

10.5.1 Overview of problem 

Wind turbines can present an obstacle for incident electromagnetic waves, which may be 
reflected, scattered, or diffracted by the wind turbine. As shown schematically in Figure 
10.8 (Wagner et al., 1996), when a wind turbine is placed between a radio, television, or 
microwave transmitter and receiver, it can sometimes reflect portions of the electromagnetic 
radiation in such a way that the reflected wave interferes with the original signal arriving at 
the receiver. This can cause the received signal to be significantly distorted. 

Some key parameters that influence the extent of electromagnetic interference (EMI) 
caused by wind turbines include: 

Type of wind turbine (i.e., horizontal axis wind turbine ( H A W )  or vertical axis wind 
turbine (VAWT)) 
Wind turbine dimensions 
Turbine rotational speed 
Blade construction material 
Blade angle and geometry 
Tower geometry 

In practice, the blade construction material and rotational speed are key parameters. For 
example, older HAWS with rotating metal blades have caused television interference in 
areas near the turbine. Today EM1 from wind turbines is less likely because most blades are 
now made from composite materials. Most modern machines, however, have lightning 
protection on the blade surfaces, which can increase electromagnetic interference. 
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Figure 10.8 Scattering of electromagnetic signals by a wind turbine (Wagner et al., 1996). 
Reproduced by permission of Springer-Verlag GmbH and Co. 

10.5.2 Characterization of electromagnetic interference from wind turbines 

10.5.2.1 Mechanism of electromagnetic interference 
Electromagnetic interference from wind turbines is generated from multiple path effects. 
That is, as shown in Figure 10.8, in the vicinity of a wind installation, two transmission 
paths occur linking the radio transmitter to the receiver. Multiple paths occur on many radio 
transmissions (caused by large buildings or other structures). The feature unique to wind 
turbines, however, is blade rotation which causes changes, over short time intervals, in the 
length of the secondary or scattered path. Thus, the receiver may acquire two signals 
simultaneously, with the secondary signal causing EM1 because delay or distortion of the 
signal varies with time. 

Effects of the signal variation change depend on the modulation scheme, that is, the 
manner in which the received information is coded. For example, for amplitude modulated 
(AM) signals, the variation in signal level can be highly undesirable. Interference may also 
be produced in frequency modulated (FM) signal. Furthermore, the doppler shift caused by 
rotation of the blades may interfere with radar, and for digital systems, the signal variation 
can increase the bit error rate (Chignell, 1986). 
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10.5.2.2 Wind turbine parameters 
A wind turbine may provide a number of different electromagnetic scattering mechanisms. 
The turbine blades in particular can play a significant role in generating electromagnetic 
interference. They may scatter a signal directly as they rotate and they may also scatter 
signals reflected from the tower. The degree of EM1 caused by wind turbines is influenced 
by numerous factors, including: 

The wide frequency range of radio signals 
The variety of modulation schemes 

0 The wide variation in wind turbine parameters 

There are a multitude of possible ways whereby a wind turbine can modulate the radio 
signal and cause interference. Situations have either been reported or postulated where 
almost every design parameter of the wind turbine system may be critical to a specific radio 
service. The following general comments on the most important design variables can be 
made (Chignell, 1986): 

Type of machine Different waveforms have been observed in the interference generated 
by horizontal and vertical axis machines. Most work in this area has concentrated on 
television interference (TVI) effects. 

Machine dimensions The overall dimensions, particularly the diameter of the rotor, are 
important for establishing the radio frequency bands where interference may occur. 
Specifically, the larger the machine, the lower the frequency above which radio services 
may be affected. That is, a large machine will affect HF, VHF, UHF, and microwave bands, 
while a small machine may degrade only UHF and microwave transmissions. 

Rotational speed The rotational speed of the wind turbine and the number of blades 
determine the modulation frequencies in the interfering radio or telecommunications signal. 
If one of these coincides with a critical parameter in the radio or telecommunications 
receiver, the interference is increased. 

Blade Construction The blade cross-section and material can be significant here. For 
example, the following general observations have been made: 

The geometry of the blade should be simple; ideally a combination of simple curves 
which avoid sharp corners and edges 
In general, scattering from fiberglass or wooden blades is less than from a comparable 
metal structure. Fiberglass is partially transparent to radio waves whereas wood absorbs 
them, not allowing energy to be scattered 

0 The addition of any metallic structure such as a lightning conductor or a metal blade root 
to a fiberglass blade may negate the material advantages, with the composite structure 
scattering more effectively than an all-metal blade. To avoid this problem, the metallic 
components should avoid sharp edges and corners 

Geometry In larger machines, and with microwave signals, the angles 
defining the area where interference occurs become so narrow that small changes in the 



496 Wind Energy Explained 

yaw, twist, and pitch of the blades become important along with the tilt, cone, and teeter 
angles. 

Tower The tower may also scatter radio waves and as the wind machine rotates, the 
blades can ‘chop’ this signal. The geometry of the tower should be kept simple, but if a 
complicated lattice is essential, a careful choice of angles may reduce the problem. Note, 
however, that Sengupta and Senior (1994) have not found the tower to be a significant 
source of EMI. 

10.5.2.3 Potential electromagnetic interference effects of wind turbines 
For electromagnetic interference generated by a wind turbine to disturb a radio signal, the 
following conditions must be satisfied: 

A radio transmission must be present 
The wind system must modify the radio signal 
A radio receiver must be present in the volume affected by the wind system 

0 The radio receiver must be susceptible to the modified signal 

Based on EM1 experiments, field experience, and analytical modeling in the United 
States (Sengupta and Senior, 1994) and Europe (Chignell, 1986), a summary of the effects 
of wind turbine EM1 on various radio transmissions is as follows: 

Television interjerence Most reports of electromagnetic interference from wind 
turbines concern television service. Television interference from wind turbines is 
characterized by video distortion that generally occurs in the form of a jittering of the 
picture that is synchronized with the blade passage frequency (rotor speed times number 
of blades). A significant amount of work on this subject has been carried out in the 
United States and Europe to quantify this effect 
FM radio integerence Effects on FM broadcast reception have only been observed in 
laboratory simulations. They appear in the form of a background ‘hiss’ superimposed on 
the FM sound. This work concluded that the effects of wind turbine EM1 to FM reception 
was negligible except possibly within a few tens of meters from the wind turbine 

0 Integerence to aircrajl navigation and landing systems The effects on VOR (VHF 
omnidirectional ranging) and LORAN (a long range version of VOR) systems have been 
studied via analytical models. Results from the VOR studies indicate that a stopped wind 
turbine may produce errors in the navigational information produced by the VOR. When 
the wind turbine is operating, however, the potential interference effects are significantly 
reduced. Note that existing Federal Aviation Authority (FAA) rules prevent a structure 
the size of many wind turbines being erecred within 1 km of a VOR station. For LORAN 
systems, which operate at very low frequencies, no degradation in communication 
performance is likely to occur. This assumes that a wind turbine is not in close proximity 
to the transmitter or receiver 

0 Interjerence to microwave links Analytical work has indicated that electromagnetic 
interference effects tend to smear out the modulation used in typical microwave 
transmission systems. In Europe, experimental work has produced reports of major 
interference problems on microwave links 
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Interference with cellular telephones. Since cellular radio is designed to operate in a 
mobile environment, it should be comparatively insensitive to EM1 effects from wind 
turbines 
Interference with satellite services. Satellite services using a geostationary orbit are not 
likely to be affected because of the elevation angle in most latitudes and the antenna gain 

10.5.3 Prediction of electromagnetic inter$erence effects from wind turbines: 
analytical models 

10.5.3.1 General overview 
A summary of the most detailed and general models for the analysis of radio signals with 
electromagnetic interference from wind turbines is given by Sengupta and Senior (1994). In 
this report the authors summcarize over 20 years of work directed toward this subject 
focusing on large-scale wind turbine systems. Specifically, they have developed a general 
analytical model for the mechanism by which a wind turbine can produce electromagnetic 
interference. Their model is based on the schematic system shown in Figure 10.9, which 
illustrates the field conditions under which a wind turbine can cause EMI. As shown, a 
transmitter, T, sends a direct signal to two receivers, R, and a wind turbine, WT. The 
rotating blades of the wind turbine both scatter and transmit a scattered signal. Therefore, 
the receivers may acquire two signals simultaneously, with the scattered signal causing the 
EM1 because it is delayed in time or distorted. Signals reflected in a manner analogous to 
mirror reflection are defined as back-scattered (about 80% of the region around the wind 
turbine). Signal scattering that is analogous to shadowing is called forward-scattering and 
represents about 20% of the region around a turbine. 

For more details of this analysis the reader is referred to Sengupta and Senior (1994), 
where analytical expressions are developed for the signal power interference (expressed in 
terms of a modulation index), and the signal scatter ratio, important EMI parameters. This 
work also summarizes their analytical scattering models for various wind turbine rotors. 
Their approach here was to develop simplified, idealized models of HAWT and VAWT 
rotors and to compare the model predictions of signal scattering with measured scattering. 
This approach is used to illustrate the basic principles of EM1 from wind turbines and to 
provide useful equations for estimating the magnitude of potential interference in practical 
situations. An example of this is contained in their reports designed to assess TV 
interference from large and small wind turbines (Senior and Sengupta, 1983; Sengupta et 
al., 1983). 
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Figure 10.9 Model configuration for electromagnetic interference due to a wind turbine (Sengupta 
and Senior, 1994). Reproduced by permission of American Society of Mechanical Engineers 

10.5.3.2 Simplified analysis 
At the present time, the general, and even specialized, models developed by US researchers 
that have been previously described are not readily usable for wind system designers. 
Simplified models, however, can be used to predict potential EM1 problems from a wind 
turbine. For example, Van Kats and Van Rees (1989) developed a simple EM1 interference 
model for wind turbines that could be used to predict their impact on TV broadcast 
reception. As summarized below, results from this model produce a calculated value for the 
signal-to-interference ratio (C/Z) for UHF TV broadcast reception in the area around the 
wind system that can used to evaluate TV picture quality. 

The general geometry and definition of terms for the model is given below in Figure 
10.10. This model is based on the assumption that the wind turbine behaves as an obstacle 
for incident electromagnetic waves, serving as a secondary source for radiation. 
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L I  + A I  : Path loss transmitter-receiver (C-signal) 
L2 + A2 : Path loss transmitter-obstacle 
L, + A ,  : Path loss obstacle-receiver (I-signal) 
C/I 
z 
Gb 
AG 

: Signal to Interference ratio at receiver 
: Time delay at receiver 
: Bistatic rddar cross-section of obstacle 
: Signal discrimination of receiving aerial 

Distant TV 
transmitter 

Receiver 

Figure 10.10 Geometry for interference of the electromagnetic path by an obstacle (Van Kats and 
Van Rees, 1989). Reproduced by permission of Institution of Electrical Engineers 

by the following factors: 
In this model, the spreading of this secondary field over its environment is determined 

0 Size and shape of the obstacle with respect to signal wavelength, il 
0 Dielectric and conductive properties of components of the wind turbine 

Position of the blades and the structure of the wind turbine with respect to the 
polarization of the incident wave 

Because the wind turbine blades are in continuous motion, the impact of the reflected 
and scattered fields is complex. Thus, the calculation of these fields requires empirical 
correlation. To approximate the behavior of the system the model is based on radar 
technology, where an obstacle is characterized by its (bistatic) radar cross-section, o b .  
(This variable is defined as the imaginary surface of an isotropric radiator from which the 
received power corresponds to the actual power received from the obstacle.) In general, 
ob is a function of the dielectric properties and geometry of the obstacle and the signal 
wavelength. 

When the impact of a wind turbine on radio waves is modeled using oh , an expression 
for the signal-to-interference ratio, C/I, can be found in the area around the wind turbine. It 
should be noted that for each specific radio service (e.g., TV, mobile radio, microwave 
links, etc.) a different C/I ratio will be required for reliable operation. Using the assumed 
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geometry and nomenclature shown in Figure 10.10, the C/Z ratio at a distance r from the 
turbine can be calculated by separately calculating the strength (in dBW) of the desired 
signal, C, and the strength of the interference signal, I. The desired signal is given by: 

C = pt + (I., + AI)  + G, (10.5.1) 

where pl is the transmitter power, 4 is free space path loss between transmitter and the 
receiver, AI is the additional path loss between transmitter and the receiver, and G, = 
receiver gain. In a manner similar to acoustic measurements, signal strength (in dBW) is 
expressed in decibels (here, dBW or dB above 1 W). The undesired signal, I ,  is given by: 

I = pl - (L, + A,)+ 10 log(4m,, /A2 )-- (L, + A,)+ GL (10.5.2) 

where L, is free space path loss between the transmitter and the obstacle, A, is the 
additional path loss between the transmitter and the obstacle, L, is free space path loss 
between the obstacle and the receiver, A, is the additional path loss between the obstacle 
and the receiver, and G) is the receiver gain (obstacle path). Next, assume that 4 = L 
when the distance of the wind turbine and the receiver to the TV transmitter is large. In this 
equation, the free space loss, L, (in dB), can be calculated from: 

L, = 20 log(4n)+ 20 log@)- 20 log@) (10.5.3) 

If one defines the antenna discrimination factor, G, as: 

AG = G, -G; (10.5.4) 

Then, the CA ratio (in dB) becomes: 

CIZ = 10log(4~)+ 20log(r)- 10log(ob)+ A2 -A1 + A, + A G  

From this equation, it follows that C/I can be improved by: 

(10.5.5) 

Decreasing oh (reducing the effect of the wind turbine) 
0 Increasing AG (better directivity of the antenna) 
4 Increasing the additional loss A, + A, on the interference path 

Decreasing the additional loss A, in the direct path 

The control of these parameters depends strongly on the location of the receiver to the 
wind system. In general, two alternative situations can be distinguished 

1. A significant delay time, t, between the desired signal (C)  and the undesired signal (I>. 
The receiver is located in an area between the wind turbine and the transmitter. In this 
area the undesired signal is dominated by reflection and scatter from the wind turbine 
(back-scatter region). 

2. No delay time between the desired signal (C)  and the undesired signal (0. This 
phenomenon occurs in places where the receiver is behind the wind turbine, as seen from 
the transmitter. In this area the undesired signal can only be the result of scatter or 
refraction at the wind turbine (forward-scatter region). 
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In Equation 10.5.5, the distance r from the wind turbine to the receiver can be 
considered as a variable. When the factors A,, A,, and Ar are assumed constant, AG = 0, and 
csb of the wind turbine is known, then r = f(C/I) can be calculated. 

When C/I is defined as that signal-to-interference ratio required for a specific radio 
service, a curve with radius r around a wind turbine can be drawn. This will define an area 
within which the required C/I will not be satisfied. Thus, using this method, criteria for the 
siting of a particular design of wind turbine with respect to its electromagnetic interference 
on TV reception can be produced, provided that: 

* 

The C/I required for TV reception is known (experimentally determined examples of 
this ratio are presented in the original reference) 
The bistatic cross-section, oh , of the wind turbine is known (again, experimentally 
determined examples of this parameter for both the forward- and back-scattering regions 
are presented in the original reference) 

10.5.4 Resources for estimation 

As can be seen from the previous discussion and as noted by Chignell (1986), at present, it 
is impossible to provide a wind system designer with complete technical guidance on the 
subject of EMI. Thus, problems have to be addressed on a site-by-site basis. In Europe, the 
International Energy Agency (IEA) Expert Group has recommended an interim assessment 
procedure for identifying when electromagnetic interference may arise at a particular site. 
Th is  procedure can be regarded as a means of warning when a problem may arise, but, at 
present, it does not make a recommendation for dealing with such situations. 

For an initial step, one must establish what radio services are present in the volume 
occupied by the wind system - this means identifying the radio transmitters. Ideally, in each 
location there would be a central register of all transmitters that the wind system designer 
could access, but this is not usually the case. The IEA recommends that this should include 
approaches to radio regulatory agencies, visual observations at the site and on appropriate 
maps, and a site survey to monitor the radio transmissions that are actually present. Also, 
the survey should be long enough to include services that are only present on a part-time 
basis and should note the requirements of mobile users including emergency services, 
aircraft, shipping, and public utilities. 

Once the radio services present have been identified and the transmitters have been 
marked on a map, the interference zones should be determined. This may be the most 
complex part of the process, as only the detailed analytical or experimental measurement 
techniques described by Sengupta and Senior (1994) are presently available. The next part 
of the procedure is to determine if any receivers for that service will be present in the 
interference zone. For television broadcasting, this essentially means establishing if there 
are any dwellings in the zones. If receivers exist, further advice should be sought. Note that 
the presence of such a receiver does not necessarily mean that EM1 problem will arise - it 
also depends on whether the radio service is robust to major changes in its signal level. 
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10.6 Land-use environmental impacts 

10.6. I Overview 

There are a number of land-use issues to be considered when siting wind turbines, Some of 
them involve government regulations and permitting (such as zoning, building permits, and 
approval of aviation authorities). Others may not be subject to regulation, but do have an 
impact on public acceptance. The following are some of the major land-use issues: 

8 Actual land required per energy output or capacity per unit of land area 
8 Amount of land potentially disturbed by a wind farm 
* Non-exclusive land-use and compatibility 
* Rural preservation 
8 Turbine density 
0 Access roads and erosion andlor dust emissions 

It is beyond the scope of this text to go into the extensive details of these factors. Gipe 
(1995) present,, an overview of them (and other land-use considerations). The next sections 
presents a summary of the most general land-use considerations for wind energy systems, 
and potential strategies that can be used to minimize the environmental problems associated 
with wind turbine land-use. 

10.6.2 Land-use considerations 

Compared to other power plants, wind generation systems are sometimes considered to be 
land intrusive rather thm land intensive. The major intrusive effects, via visual impacts, 
were addressed in Section 10.3. On the extent of land required per unit of power capacity, 
wind farms require more land than most energy technologies. However, while wind energy 
system facilities may extend over a large geographic area, the physical ‘footprint’ of the 
actual wind turbine and supporting equipment only covers a small portion of the land. 

In the United States, for example, wind farm system facilities may occupy only three to 
five percent of the total acreage, leaving the rest available for other uses. In Europe, it has 
been found that the percentage of land-use by actual facilities is less than the US wind farms 
in California. For example, U.K. wind farm developers have found that typically only 1 % of 
the land covered by a wind farm is occupied by the turbines, substations, and access roads. 
Also, in numerous European projects, farm land is cultivated up to the base of the tower. 
When access is needed for heavy equipment, temporary roads are placed over tilled soil. 
Thus, European wind farms only occupy from one to three percent of the available land. 

When one determines the actual amount of land used by wind farm systems, it is also 
important to note the influence of the wind turbine spacing and placement. Wind farms can 
occupy Erom 4 to 32 hectares (10 to 80 acres) per megawatt of installed capacity. The dense 
arrays of the California wind farms have occupied from about 6 to 7 hectares (15 to 18 
acres) per megawatt of installed capacity. Typical European wind farms have the wind 
turbines spread out more and generally occupy 13 to 20 hectares (30 to 50 acres) per 
megawatt of installed capacity (Gipe, 1995). 
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Since wind generation is limited to areas where weather patterns provide consistent wind 
resources over a long season, the development of wind power in the US has occurred 
primarily in r u d  and relatively open areas. These lands are often used for agriculture, 
grazing, recreation, open space, scenic areas, wildlife habitat, and forest management. Wind 
development is generally compatible with the agricultural or grazing use of a site. Although 
activities in these areas may be disrupted during construction, only intensive agricultural 
uses may be reduced or modified during the project’s operation (NWCC, 1998). In Europe, 
owing to higher population densities, there are many competing demands for land, and wind 
farms have tended to be of a smaller total size. 

The development of a wind farm may affect other uses on or adjacent to a site. For 
example, some parks and recreational uses that emphasize wilderness values and reserves 
dedicated to the protection of wildlife (e.g., birds) may not be compatible with wind farm 
development. Other uses, such as open space preservation, growth management, or non- 
wilderness recreational facilities may be compatible depending on set-back requirements, 
the nature of on-site development, and the effect on resources of regional importance 
(NWCC, 1998). 

In general, the variables that may deternine land-use impacts include: 

Site topography 
Size, number, output, and spacing of wind turbines 

0 Location and design of roads 
0 Location of supporting facilities (consolidated or dispersed) 
* Location of electric lines (overhead, or underground) 

10.4.3 Mitigation of land-use problems 

A wide range of actions is available to ensure that wind energy projects are consistent and 
compatible with most existing and planned land uses. Many of these involve the layout and 
design of the wind farm. For example, where wind energy development is located in or near 
recreational or scenic open space uses, some permitting agencies have established 
requirements intended to ‘soften’ the industrial nature of the project. As summarized by the 
National Wind Coordinating Committee (NWCC, 1998), these include the following (again, 
note that many are a result of visual impact considerations): 

0 Selecting equipment with minimal structural supports, such as guy wires 
Requiring electrical collection lines to be placed underground 
Requiring maintenance facilities to be off-site 

0 Consolidating equipment on the turbine tower or foundation pad 
Consolidating structures within a wind farm area 
Requiring the use of more efficient or larger turbines to minimize the number of turbines 
required to achieve a specific level of electrical output 
Selecting turbine spacing and types to reduce the density of machines and avoid the 
appearance of ‘wind walls’ 

6 Use of roadless construction and maintenance techniques to reduce temporary and 
permanent land loss 
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Restricting most vehicle travel to existing access roads 

minimizing cut and fill 

topography to minimize cut and fill 

e Limiting the number of new access roads, width of new roads, and avoiding or 

0 Limiting placement of turbines and transmission towers in areas with steep, open 

From a land-use viewpoint, this complete list is really a goal for a ‘perfect’ wind site, and 
permitting agencies should consider the following points when determining which of these 
should be applied to a particular site: 

0 Cost associated with a particular strategy 
* Type and level of impact 
e Land-use objectives of the community 
* Significance of any potential land-use inconsistency or incompatibility 
* Available alternatives 

Many of the previous requirements have been used in wind energy projects in Europe. Here, 
such projects are often located in rural or agricultural areas, and have tended to consist of 
single dispersed units or small clusters of wind turbines. In several European countries, 
wind turbines have been placed on dikes or levees along coastal beaches and jetties, or just 
off shore. Wind turbines sited in farming areas have also been located to minimize 
disturbances to planting patterns, and the permanent subsystems have been consolidated 
within a single right of way on field edges, in hedgerows, or along farm roads. Often, no 
access roads have been constructed and erection or periodic maintenance is carried out with 
moveable cushioned mats or grating. 

In the United States, other land-use strategies associated with wind farm sites include the 
use of buffer zones and setback5 to separate the project from other potentially sensitive or 
incompatible land uses. The extent of this separation varies, depending on the area’s land- 
use objectives and other concerns such as visual aspects, noise, and public safety. Also, on 
some wind farm projects, the resource managers for adjacent prqerties have established 
lease or permit conditions such that wind farm development on one site does not block the 
use of the wind resource on adjacent sites. 

10.7 Other Environmental Considerations 

This section will summarize some areas that should be considered when assessing the 
environmental impact of a wind energy system. These include safety, general impacts on 
flora and fauna, and shadow flicker. 

10.7.1 Safety 

10.7.1.1 The problem 
Safety considerations include both public safety and occupational safety. Here, the 
discussion will be centered on the public safety aspects (although some occupational safety 
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issues will be included as well). A review of occupational safety in the wind industry is 
contained in the work of Gipe (1995). 

In the public safety area, the primary considerations associated with wind energy 
systems are related to the movement of the rotor and the presence of industrial equipment in 
areas that are potentially accessible to the public. Also, depending on the site location, wind 
energy system facilities may also represent an increased fire hazard. The following aspects 
of public safety are important (NWCC, 1998): 

0 Blade throw. One of the major safety risks from a wind turbine is that a blade or blade 
fragment can be thrown from a rotating machine. Wind turbines that have guy wires or 
other supports can also be damaged. Turbine nacelle covers and rotor nose cones can also 
blow off machines. In actuality, these events are rare and usually occur in extreme wind 
conditions, when other structures are susceptible. The distance a blade, or turbine part, 
may be thrown depends on many variables (e.g., turbine size, height, size of broken part, 
wind conditions, topography, etc.) and rarely has exceeded 500 m, with most pieces 
found within 100 to 200 m of the tower. A detailed example of a blade throw calculation 
is given by Turner (1989) 
Falling ice or thrown ice. Safety problems can occur when low temperatures and 
precipitation cause a build-up of ice on turbine blades. As the blades warm, the ice melts 
and either falls to the ground, or can be thrown from the rotating blade. Falling ice from 
nacelles or towers can also be dangerous to people directly under the wind turbine. A 
detailed technical review of the safety aspects of this problem is summarized by 
Bossanyi and Morgan (1996) 

0 Towerfailure. The complete failure of wind turbine towers or guy wires usually brings 
the entire wind turbine to the ground if the rotor is turning, or if the problem is not 
detected immediately. High ice loads, poor tower or foundation design, corrosion, and 
high winds can increase this potential safety risk 
Attractive nuisance. Despite their usual rural location, many wind energy system sites are 
visible from public highways, and are relatively accessible to the public. Because the 
technology and the equipment associated with a wind turbine site are new and unusual, it 
can be an attraction to curious individuals. Members of the public who attempt to climb 
towers or open access doors or electrical panels could be subject to injuries from moving 
equipment during operation, electrical equipment during operation, or numerous other 
hazardous situations 

* Fire hazard. In arid locations, site conditions that are preferable for development of wind 
sites such as high average wind speeds, low vegetation, few trees, etc., may also pose a 
high fire hazard potential during the dry months of the year. Particularly vulnerable sites 
are those located in rural areas where dry land grain farming occurs or the natural 
vegetation grows uncontrolled and is available for fuel. In these types of locations fiies 
have started from sparks or flames as a result of numerous causes, including: substandard 
machine maintenance, poor welding practices, electrical shorts, equipment striking 
power lines, and lightning 
Worker hazard. For any industrial activity, there is the potential for injury or the loss of 
life to individuals. At the present time there are no statistics that can be used to compare 
wind facility work with work at othes energy-producing facilities. There have, however, 
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been several fatalities associated with wind turbine installation and maintenance (see 
Gipe, 1995) 

0 Electromagnetic fields. Electrical and magnetic fields are caused by the flow of electric 
current through a conductor, such as a transmission line. The magnetic field is created in 
the space around the conductor, and its field intensity decreases rapidly with distance. In 
recent years, some members of the public have been concerned regarding the potential 
for health effects associated with electromagnetic fields 

10.7.1.2 Mitigation of public health safety risks 
The following summarizes how the public health safety risks previously mentioned can be 
mitigated: 

Blade throw. The most appropriate method for reducing the blade throw potential is the 
application of sound engineering design combined with a high degree of quality control. 
Today, it is expected that blade throw should be rare. For example, braking systems, 
pitch controls, and other speed controls on wind turbines should prevent design limits 
from being exceeded. Because of safety concerns with blade throw and structural failure, 
many permitting agencies have separated wind turbines from residences, public travel 
routes, and other land uses by a safety buffer zone or setback. Examples of typical 
regulations for the United States are contained in the permitting handbook of the 
National Wind Coordinating Committee (NWCC, 1998) 

0 Falling ice or thrown ice. To reduce the potential for injury to workers, discussion of 
blade throw and ice throw hazards should be included in worker training and safety 
programs. Also, project operators should not allow work crews near the wind turbines 
during very whdy and icing conditions 

0 Tower failure. Complete failure of the structure should be unlikely for turbines designed 
according to modern safety standards (see Section 6.6.2). Additional security may be 
obtained by locating the turbine at least the height of the tower away from inhabited 
structures 

0 Attractive nuisance. Many jurisdictions have required fencing and posting at wind project 
boundaries to prevent unauthorized access to the site. However, other jurisdictions prefer 
that the land remains unfenced, particularly if located away from well-traveled public 
roads, so that the area appears to remain open and retains a relatively natural character. 
Many jurisdictions require the developer to post signs with a 24-hour toll-free emergency 
phone number at specified intervals around the perimeter, if the area is fenced, and 
throughout the wind site, if it is unfenced. Also, liability concerns dictate that access to 
towers and electrical equipment be locked, and that warning signs be placed on towers, 
electrical panels, and at the project entrance 
Fire hazard. The single most effective fire hazard avoidance measure is to place all 
wiring underground between the wind turbines and the project substation. In fire-prone 
areas, most agencies establish permit conditions for the project which address the 
potential for fire hazard, and a fire control plan may be required. In addition, most 
agencies require fire prevention plans and training programs to further reduce the 
potential for fires to escape the project and spread into surrounding areas 
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0 Worker hazard. To minimize this hazard, the wind energy project should follow well- 
established worker protection requirements for the construction and operation of wind 
energy sites 

0 Electromagneticfields. Given the rural nature of most wind farm sites, and the relatively 
low power levels transmitted in a typical site, this safety problem may not represent a 
major public safety hazard. In the United States, a few states have sought to limit field 
exposure levels to the levels from existing transmission lines by specifying limits on field 
strengths, either within or at the edge of the rights-of-way for new lines 

10.7.2 Impact on flora and fauna 

10.7.2.1 The problem 
Since wind turbine sites are typically located in rural areas that are either undeveloped or 
used for grazing or farming, they have the potential to directly and indirectly affect 
biological resources (the effects on birds were discussed in Section 10.2). For example, 
since the construction of wind farms often involves the building of access roads and the use 
of heavy equipment it is most probable that there will be some disturbance of the flora and 
fauna during this phase of the project. 

It should also be noted that the biological resources of concern include a broad variety of 
plants and animals that live, use, or pass through an area. They also include the habitat that 
supports the living resources, including physical features such as soil and water, and the 
biological components that sustain living communities. These range from bacteria and fungi 
through the predators on top of the food chain. 

The effects on, or conflicts with, flora and fauna, if any, will depend on the plants and 
animals present, and the design and layout of the wind energy facility. In some cases, 
permitting agencies have discouraged or prevented development because of likely adverse 
consequences on these resources. In cases where sensitive resources are not present, or 
where adverse effects could be avoided or mitigated, development has been permitted to 
proceed. 

10.7.2.2 Mitigation measures 
An important consideration regarding the flora and fauna that are found at a site is the 
potential loss of habitat. Many species are protected state or national laws. It may therefore 
be useful to consult with ecological or biological specialists early in the planning stages of a 
project, in order to make sure that sensitive areas are not disturbed, and so that suitable 
mitigation measures are taken. Any survey work should be carried out at the appropriate 
time of the year in order to take account of the seasonal nature of some of the potential 
biological effects. 

The wind system developer needs to meet with the local zoning or planning authority, 
and relevant ecologicalhiological consultants, in order to discuss the timing of construction 
and the placement of wind turbines and access roads to avoid at-risk species or habitats. In 
addition, there may be requirements for on-going monitoring or an overall ecological 
management plan during the construction period and during the lifetime of the wind system. 
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10.7.3 Shadow flicker andpashing 

10.7.3.1 The problem 
Shadow flicker occurs when the moving blades of the wind turbine rotor cast moving 
shadows that cause a flickering effect, which could annoy people living close to the turbine. 
In a similar manner, it is possible for sunlight to be reflected from gloss-surfaced turbine 
blades and cause a ‘flashing’ effect. This effect has not surfaced as a real environmental 
problem in the United States. It has been more of a problem in Northern Europe, because of 
the latitude and the low angle of the sun in the winter sky, and because of the close 
proximity between inhabited buildings and wind turbines. 

For example, Figure 10.11 shows the results of calculations to determine the annual 
duration of the shadow flicker effect for a location in Denmark (European Commission, 
1998). In this figure there are two houses marked as A and B that are respectively 6 and 7 
hub heights from the turbine in the center of the diagram. This figure shows that house A 
will have a shadow from the turbine for 5 hours per year. House B will have a shadow for 
about 12 hours per year. Note that the results €or this type of calculation vary for different 
geographical regions due to different allowances for cloud cover and latitude. 

I North 

I 

Figure 10.11 Diagram of shadow flicker calculation (European Commission, 1998); A, B howes 

10.7.3.2 Mitigation measures 
In the worst cases, flickering will only occur for a short duration (on the order of 30 minutes 
a day for 10-14 weeks of the winter season). In Europe, one proposed solution is to not run 
the turbines during these short time periods, while another is to site machines carefully, 
taking account of the shadow path on nearby residences. Flashing can be prevented by the 
use of non-reflective, non-gloss blades, and also by careful siting. 
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A common guideline used in Denmark is to have a minimum distance of 6 to 8 rotor 
diameters between the wind turbine and the closest neighbor. Houses located at a distance of 
6 rotor diameters (about 250 meters for a 600 kW machine) from a wind turbine in any of 
the sectors shown in Figure 10.11 will be affected for two periods each of 5 weeks duration 
per year (European Commission, 1998). 
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A.1 Note on Nomenclature and Units 

This text includes material horn many different engineering disciplines (e.g. aerodynamics, 
dynamics, controls, electromagnetism, acoustics). Within each of these disciplines 
commonly accepted variables are often used for important concepts. Thus, for acoustics 
engineers, a denotes the sound absorption coefficient, in aerodynamics it denotes the angle 
of attack, and in one common model for wind shear it is the power law exponent. In this 
text, an effort has been made to ensure that concepts that are found in multiple chapters all 
have the same designation, while maintaining common designations for generally accepted 
concepts. Finally, in an effort to avoid confusion over multiple definitions of one symbol, 
the nomenclature used in the text is listed by chapter. 

Throughout this text units are in general not stated explicitly. It is assumed, however, 
that a consistent set of units is used. In SI units, then, for example, length is in m, speed is in 
d s ,  mass is in kg, density is in kg/m3, weight and force are in N, stress is in N/m2, torque is 
in Nm, and power is in W. When other forms are in common usage, such as power in kW, 
those units are stated. Energy is also expressed in Wh or kWh, rather than in J or kJ. Angles 
are assumed to be in radians except where explicitly stated otherwise. There are two 
possible sources of confusion: rotational speed and fkequency. In this text, when referring to 
rotational speed n is always in revolutions per minute (rpm) and D is in radianshecond. 
With regards to frequency f is always in cycles per second (Hz) while U is always in 
radianshecond. Finally, in other cases where the units are specific to a variable, they are 
indicated below. 

A. 

A.2.I English variables 

A Area 
Specific heat at constant pressure 
Capacity factor 
Power coefficient 

CP 
Cf 
C P  cc Capture coefficient 
C Weibull scale factor 
D Rotor diameter 
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Wind machine energy (Wh) 
Coriolis parameter 
Pressure force 
Cumulative distribution function 
Frequency (Hz) 
Number of occurrences in each bin 
Coriolis force 
Gravitational acceleration 
Enthalpy 
index or sample number 
Energy pattern factor 
Weibull shape factor 
von Karman constant 
Integral length scale 
Mixing length 
(i) Mass 
(ii) Direction normal to lines of constant pressure 
Midpoint of bins 
Number of long-term data points 
Number of samples in short-term averaging time 
Number of bins 
Power 
Average wind power density 
Wind turbine power 
Average wind turbine power 
Pressure 
Probability density function 
Heat transfer 
Radius of curvature 
Radius of wind turbine rotor 

Power spectral density function 
Temperature 
Time 
Turbulence intensity 
Mean wind speed (mean of short term data) 
Long-term mean wind speed (mean of short-term averages) 
Friction velocity 
Characteristic wind velocity 
Wind speed average over period i 
Geostrophic wind speed 
Gradient wind speed 
Internal energy 
Instantaneous longitudinal wind speed 
Fluctuating wind velocity about short-term mean 
Sampled wind speed 

Lag 
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Specific volume 
Instantaneous lateral wind speed 
Instantaneous vertical wind speed 
Width of bins 
Dimensionless wind speed 
Elevation 
Inversion height 
Surface roughness 
Reference height 

Greek variables 

Power law exponent 
Lapse rate 
Gamma function 
Duration o f  short-term averaging time 
Sampling period 
Drive train efficiency 
Tip speed ratio 
Air density 
Standard deviation of short-term data (turbulence) 
Standard deviation of long-term data 
Shear stress 
Surface value of shear stress 
Shear stress in the direction of x whose normal coincides with z 
Latitude 
Angular speed of earth 
Angular velocity of rotor 

Chapter 3 

English variables 

Projected airfoil area (chord x span ), surface area, rotor swept area 
Axial interference or induction factor 
Angular induction factor 
Number of blades 
Two-dimensional drag coefficient 
Three-dimensional drag coefficient 
Constant drag term 
Linear drag term 
Quadratic drag term 
Two-dimensional lift coefficient 
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Three-dimensional lift coefficient 
Slope of lift Coefficient curve 
Lift coefficient at zero angle of attack 
Pitching moment coefficient 
Power coefficient 
Pressure coefficient 
Thrust coefficient 
Local thrust coefficient 
Airfoil chord length 
Variable for determining angle of attack with simplified method 
Variable for determining angle of attack with simplified method 
Incremental drag force 
Incremental lift force 
Incremental force normal to plane of rotation (thrust) 
Incremental force tangential to circle swept by blade section 
Torque on an annular control volume 
Thickness 
Tip loss correction factor 
Drag force 
Normal force 
Index of blade element closest to hub. 
Characteristic length, lift force 
Length or span of airfoil 
Pitching moment 
Mass 
Number of blade elements 
Power 
Pressure 
Torque 
Variable for determining angle of attack with simplified method 
Variable for determining angle of attack with simplified method 
Variable for determining angle of attack with simplified method 
Outer blade radius 
Reynolds number 
Radius 
Rotor radius at the hub 
Radius at the midpoint of a blade section 
Thrust 
Time 
Characteristic velocity, velocity of undisturbed airflow 
Dummy variable 
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A. 3.2 

a 
& 

%ech 
%at 

@A0 
6 ,  
@* 

4 

;1 

jEh 

P 

P 

O? 

(0 

D 

A.4 

V 

0 

w 

A. 4.1 

A 
A 
A 
A3 
Q 

Q 

a 
B 
B 
C 
C h  
Cl 
CP 
CQ 
CT 
c 
C 

Greek variables 

Angle of attack 
Surface roughness height 
Mechanical efficiency 
Overall output efficiency 
Blade pitch angle at the tip 
Blade twist angle, 
Section pitch angle 
Tip speed ratio 
Local speed ratio at the hub 
Local speed ratio 
Coeficient of viscosity 
Kinematic viscosity 
Air density 
Rotor solidity 
Local rotor solidity 
Angle of relative wind. 
The angular velocity of the wind 
Angular velocity of the wind turbine rotor 

Chapter 4 

English variables 

(i) Area 
(ii) Constant in Euler beam equation 
(iii) hisymmetric flow term, = (A/3)- (OP/4) 
Axisymmetric flow term, = (A / 2)- (2 6 ,  / 3) 
i) Acceleration 
ii) Axial induction factor 
iii) Offset of center of mass of gyroscope 
(i) Number of blades 
(ii) Gravity term, = G/2Q 
Constant 
Slope of angle of attack line 
Angle of attack 
Power coefficient 
Torque coefficient 
Thrust coefficient 
(i) Maximum distance from neutral axis 
(ii) Chord 
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(iii) Damping coefficient 
(iv) Amplitude of sinusoid 
Critical damping coefficient 
(i) Determinant 
(ii) Damage 
Normalized yaw moment arm = d,,,/R 
Yaw moment arm 
(i) Modulus of elasticity 
(ii) Energy 
Non-dimensional hinge offset 
External force 
Centrifbgal force 
Gravitational force 
Normal force per unit length 
Tangential force per unit length 
Gravity term, = g MBrg / I ,  
Gravitational constant 
Angular momentum 
Operating hours/yr 
Height 
Area moment of inertia 
Area or mass moment of inertia of single blade 
Polar area or mass moment of inertia 
(i) Rotational spring constant 
(ii) Flapping inertial natural frequency, K = I -I- E + K p  / IbQ2 
Spring constant in ff apping direction 
Vertical wind shear constant 
(i) Spring constant 
(ii) Number of cyclic events per revolution 
Rotational stiffness 
Length 
Lift force per unit length 
Moment applied to ith lumped mass 
Moment 
Moment, vector 
Flapping moment due to centrifugal force 
Flapping moment due to flapping acceleration inertial force 
Flapping moment due to gravity 
Maximum moment 
Flapping moment due to spring 
Flapping yaw moment 
Yawing moments on tower 
Backwards pitching moments on tower 
Rolling moment on nacelle 
Flapping moment 
Lead-lag moment 
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m 
mB 
m, 
N 
N 
n 
n 
nrotor 
P 
Q 
4 
4 
R 
R 
r 
rg 
S 

SP 
SY 

- 

T 
t 
U 
U 
_. 

UP 
U ,  

VO - 
VO - 
V 
W 
W 

X 
Y 
Y ,  z 

A. 4.2 

ff 
(x 

ff 

Mass 
Mass of blade 
Mass of ith section of beam 
(i) Nunber of teeth on a gear 
(ii) Cycles to failure 
(i) Gear train speed up ratio 
(ii) Number of cycles 
Rotational speed of rotor (rpm) 
Power 
Torque 
Yaw rate (radls) 
Normalized yaw rate, = 4 / a  
(i) Radius of rotor 
(ii) Stress ratio 
Radial distance from axis of  rotation 
Radial distance to center of mass 
Shear force 
Flapwise shear force 
Edgewise shear force 
Thrust 
Time 
Free stream wind velocity 
Normalized wind velocity, = U / a  R = l/A 
Wind velocity at height h 
Perpendicular component of wind velocity 
Relative wind velocity 
Tangential component of wind velocity 
Cross-wind velocity 
Non-dimensional cross flow, uo =_Uo /a R 
Non-dimensional total cross flow, V = (Vo + qd,,,v)/(-cLR) 
Total load or weight 
Loading per unit length 
Distance (linear) 
Years of operation 
Deflection of beam 
Non-dimensional difference between squares of rotating and non-rotating 
blade natural frequency 

Greek vuriables 

(i) Angular acceleration of rotor, = fi 
(ii) AngIe of attack (radians) 
(iii) Power law exponent 
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(i) Term used in vibrating beam solution, p= 4 - 

(ii) Flapping angle (radians) 
Flapping velocity (radiansh) 
Second time derivative of flapping angle (radiansls') 
Collective flapping coefficient (radians) 
Cosine flapping coefficient (radians) 
Sine flapping coeMicient (radians) 
Azimuthal derivative of flap angle, = B f Q2 (radians-') 
Azimuthal second derivative of flap angle, = p/Q 
Lock number, = pcCL,R4 / I ,  
Perpendicular velocity perturbation due to yaw error 
Perpendicular velocity perturbation due to yaw rate 
Perpendicular velocity perturbation due to wind shear 
Tangential velocity perturbation due to yaw error 
Tangential velocity perturbation due to yaw rate 
Tangential velocity perturbation due to wind shear 
Offset term, = 3e/[2(l- e)] 
Ratio, rlR 
Arbitrary angle (radians) 
Pitch angle (positive towards feathering) (radians) 
Steady state yaw error (radians) 
Tip speed ratio 
Length between sections of beam 
Non-dimensional inflow, = U(1- a)/G R 
(i) Damping ratio 
(ii) Aerodynamic damping ratio, = $2/16wp 
Density of air 
Density per unit length 
Stress 
Stress amplitude 
Stress endurance limit 
Mean Stress 
Maximum stress 
Minimum stress 
Ultimate Stress 
Maximum flapwise stress 
(i) Angle of relative wind (aerodynamics) (radians) 
(ii) Phase angle (vibrations) (radians) 
Azimuth angle, 0 = down (radians) 
(i) Frequency of oscillation (radiads) 
(ii) Frequency of oscillation (radimsh) of ith mode 
(iii) Rate of precession of gyroscope (radiansh) 
Rate of precession (vector) 
Natural frequency for damped oscillation (radiansh) 

JZ' 
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U" 

WNR 
WR 
@P n 
a 

A. 4.3 

ahg 
cr 

Yr 
132 
max 
min 

vs 

A. 

A. 5.1 

A 
4 
A m  
4 
A 
a 
a 
an 
B 
B 
b 

C 
c 
hn 

c 
cln 
E 
E 
E 
i 
E m  
E1 

Natural frequency (radiands) 
Natural flapping frequency of non-rotating blade (radiansh) 
Natural flapping frequency of rotating blade (radiands) 
Flapping frequency 
Angular velocity ( = 3 ) (radiansk) 
Angular velocity vector 

Subscripts 

Axial flow, hinge spring, and gravity (blade weight) 
Cross wind 
Vertical wind shear 
Yaw rate 
Different heights or ends of a gear train 
Maximum 
Minimum 

English variables 

Area 
Cross-sectional area of coil 
Magnitude of arbitrary phasor 
Cross-sectional area of gap 
Arbitrary phasor 
(i) Real component in complex number notation 
(ii) Turns ratio of the transformer 
Coefficient of cosine terms in Fourier series 
Magnetic flux density (vector) 
Magnitude of magnetic flux density (scalar) 
Imaginary component in complex number notation 
Coe%cient of sine terms in Fourier series 
(i) Capacitance 0;) 
(ii) Constant 
Arbitrary phasor 
Magnitude of arbitrary phasor 

(ii) Induced electromotive forcc EMF (V) 
(iii) Synchronous generator field induced voltage 
EMF phasor 
Stored energy in magnetic fields 
Primary voltage in transformer 

(0 Energy (J) 



520 Wind Energy Explained 

Secondary voltage in transformer 
Stored magnetic field energy per unit volume 
Force (vector) 
Frequency of AC electrical supply (Hz) 
Air gap width 
Magnetic field intensity (vector) (A-t/m) 
Field intensity inside the core (A-t/m) 
Mean current 
Current, phasor 
Synchronous machine's armature current 
Field current (a.k.a. excitation) 
Line current in three-phase system 
Magnetizing current 
Maximum value of current (AC) 
Phase current in three-phase system 
Root mean square (rms) current 
Rotor current 
Induction machine stator phasor current 
Instantaneous current 
Inertia of generator rotor 

Constant of proportionality in synchronous machine (%/A) 
Constant of proportionality (V/Wb-rpm) 
i) Inductance (H) 
(ii) Length of coil 
(iii) Half the period of the fundamental frequency 
Length of face of pole peices 
Path length (vector) 
Length of the core at its midpoint 
Number of turns in a coil 
Magnetomotive force (MMF) (A-t) 
Flux linkages (Wb) 
Number of coils on primary winding 
Number of coils on secondary winding 
(i) Actual rotational speed (rpm) 
(ii) Harmonic number 
Synchronous speed (rpm) 
(i) Real power 
(ii) Number of poles 
Air gap power in induction machine 
Mechanical input power input to induction generator 
Power lost in induction machine's stator 
Mechanical power converted in induction machine 
Mechanical losses 
Electrical power delivered from induction generator 
Power in one phase of three-phase system, 

J-i 
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Power factor 
(i) Reactive power @A) 
(ii) Torque 
Electrical torque 
Mechanical torque 
Applied torque to generator rotor 
(i) Equivalent induction machine resistance 
(ii) Reluctance of magnetic circuit ( A - m )  
(iii) Resistance 
Core reluctance (A-t/Wb) 
Real part of complex number 
Resistance in parallel with mutual inductance 
Synchronous generator resistance 
Stator resistance 
Rotor resistance (referred to stator) 
(i) Radial distance from center of toroid 
(ii) Radius 
Inner radius of coil 
Outer radius of coil 
Apparent power (VA) 
Slip 
Time 
(i) Voltage in general 
(ii) Electrical machine terminal voltage 
Voltage, phasor 
Line-to-line voltage in three-phase system 
Line-to-neutral voltage in three-phase system 
Root mean square (m) voltage 
Maximum voltage 
(i) AC voltage filter input voltage 
(ii) Terminal voltage in primary winding 
(i) AC voltage filter output voltage 
(ii) Terminal voltage in secondary winding 
lnstantaneous voltage 
Instantaneous voltage at time t 
Equivalent induction machine reactance 
Capacitive reactance 
lnductive reactance 
Stator leakage inductive reactance 
Rotor leakage inductive reactance (referred to stator) 
Magnetizing reactance 
Synchronous generator synchronous reactance 
‘ Wye’ connected three-phase system 
Admittance in resonant filter 
(i) Impedance in general 
(ii) Induction machine equivalent impedance 
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Capacitive impedance 
Impedance with index i 
Inductive reactance 
Parallel impedance 
Resistive impedance 
(i) Series impedance 
(ii) Synchronous impedance 
Impedance of Y connected circuit 
Series impedance in resonant filter 
Parallel impedance in resonant filter 
Impedance of A connected circuit 

Greek variables 

Delta connected three-phase system 
Synchronous machine power angle (rad) 
Overall efficiency (in the generator mode) 
(i) Power factor angle (rsld) 
(ii) Rotation angle (rad) 
Flux linkage, = N @  
Permeability, p = p,p0 (Wb/A-m) 
Permeability of free space, 4 ? ‘ C X ~ O ” ~  (Wb/A-m) 
Relative permeability 
(i) Phase angle (rad) 
(ii) Power factor angle (rad) 
Phase angle of arbitrary phasor A (rad) 
Phase angle of arbitrary phasor 
Magnetic flux (Wb) 
Speed of generator rotor (rads) 

Symbols 

Angle between phasor and real axis 
MicroFarad (1 0-6 Farad) 
ohms 

English variables 

Cross sectional area of wire rope 
Turbulence parameter 
Constant in composites S-N model 
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Width of gear tooth face 
Rotor power coefficient 
Chord length 
Dynamic magnification factor 
Diameter of ring gear 
Diameter of sun gear 
Pitch diameter 
Modulus of elasticity 
Bending load applied to gear tooth 
Centrifugal force 
Design values for loads 
Tangential force on gear tooth 
Expected values of the loads 
Design values for materials 
Excitation frequency, Hz 
Characteristic values of the materials 
Natural frequency, Hz 
(i) Gravitational constant 
(ii) Gearbox ratio 
Height of gear tooth 
Moment of inertia 
Turbulence intensity at 15 d s  
Effective spring constant of two meshing gear teeth 
(i) Distance to the weakest point on gear tooth 
(ii) Height of tower 
Moment 
Moment due to gravity 
Mass of tower 
Mass of turbine 
(i) Number of gear teeth 
(ii) Number of cycles 
Rotational speed (rpm) 
Rotational speed of high-speed shaR (rpm) 
Rotational speed of low-speed shaft (rpm) 
Rotational speed of generator at rated power (rpm) 
Rotor rotational speed (rpm) 
Synchronous rotational speed of generator (rpm) 
Generator power 
Rated generator power 
Rotor power 
Circular pitch of gear 
Power 
Torque 
(i) Reversing stress ratio 
(ii) Radius 
Resistance hc t ion ,  normally design stress 
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Distance to center of gravity 
Expected ‘load function’ for ultimate loading, normally expected stress 
(i) Force in wire rope 
(ii) Thrust 
Thickness 
Wind speed 
Wind speed at height z above the ground 
Annual average wind speed 
1 -year extreme wind speed 
50-year extreme wind speed 
50-year return period gust 
Hub-height wind speed 
Reference wind speed 
Gear pitch circle velocity 
Blade weight 
Form factor (or Lewis factor) 
Height above ground 

Greek variables 

Constants in vibrating beam 
Safety factor 
Partial safety factor for loads 
Partial safety factor for materials 
Consequence of failure safety factor 
Logarithmic damping decrement 
Delta-3 angle 
Overall efficiency of the drive train 
Tip speed ratio 
Damping ratio 
Density of air 
Mass density of blade 
Mass density per unit length 
Cyclic stress amplitude 
Aerodynamically induced stress 
Allowed bending stress in gear tooth 
Breaking stress 
Tensile stress due to centrifugal force 
Stress due to gravity 
Tensile stress in wire rope 
Ultimate strength. 
Standard deviation of turbulence in the direction of the mean wind 
Natural frequency (radh) 
Rotor rotational speed (radk) 
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Szabscripts 

Aerodynamic 
Air 
Bending 
Breaking point 
Cross section 
Center of gravity 
Design 
Loads 
Gravity 
Characteristic 
Material 
Consequence of failure 
(i) Tension 
(ii) Tangential 
Ultimate 
In direction of the wind 

Chapter 7 

English variables 

Rotor swept area 
Viscous friction coefficient 
Capacitance 
Rotor power coefficient 
Maximum rotor power coefficient 
Error 
Controller output 
Index 
Total inertia of blade and motor 
Rotor inertia 
Spring constant 
Differential controller constant 
Integral controller constant 
Proportional controller constant 
Slope of the torque voltage curve of a motor 
Slope of the torque speed curve for a motor/pitch mechanism 
Gearbox gear ratio 
Rotor power 
Electrical power 
Number of generator poles 
Pitching moment 
Laplace transform of pitching moment 



526 Wind Energy Explained 

Desired rotor torque 
(i) Rotor radius 
(ii) Resistance, Ohms 
Complex frequency in Laplace transforms 
Sample at time i 
Time 
Time of the ith sample 
Starting time 
Cut-in wind speed 
Cut-out wind speed 
Rated wind speed 
Voltage applied to pitch motor terminals 

Greek variables 

Drive train efficiency 
Blade position (pitch angle) 
Reference pitch angle. 
Laplace transform of blade position. 
Tip speed ratio 
Optimum tip speed ratio 
Air density 
Frequency 
Rotor speed 
Generator speed 

Chapter 8 

English Variables 

Charnock constant 
(i) Non-dimensional velocity deficit (axial induction factor) 
(ii) Slope of least-squares linear fit 
(iii) Coherence decay constant 
Coefficient of cosine term in Fourier series 
Offset of least-squares linear fit 
Coefficient of sine term in Fourier series 
Effective surface drag coefficient based on wind measured at 10 m. 
Turbine thrust coefficient 
Wind direction difference 
Magnitude of harmonic voltage of order n 
Covariance 
Turbine diameter 
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Wake diameter at a distance X downstream of the rotor 
The frequency in Hertz 
Gravitational constant 
Harmonic distortion caused by the nth harmonic 
Fault current 
Rotating inertia 
(i) Ratio of the standard deviations of the turbine power and the wind 
(ii) Wake decay constant 
(ii) Wind direction sector index 
(i) Half the period of the fundamental frequency 
(ii) The integral length scale of the turbulence in meters 
Fault level 
Number of wind turbines 
(i) Harmonic number 
(ii) Number of concurrent pairs of  wind measurements in measure- 

Real power 
Average power o f  one wind turbine over a specific time interval 
Power from electrical loads 
Power dissipated by electrical losses 
Power production from N wind turbines 
Power from other generators 
Prime mover power 
Probability distribution of the predicted hourly wind speed where i is the 

index of the wind speed bin 
Wind direction probability distribution 
Reactive power 
Torques from electrical loads 
Torques from other generators 
Prime mover torque 
Resistance 
The single point power spectrum 
Spectra of the total variance in the wind at N turbine locations 
Estimate of the error sum of squares 
Time period 
Time 
The mean wind speed 
Friction velocity 
Free stream velocity 
Mean wind speed at an elevation of 10 m 
Predicted wind speed at candidate site 
Mean hourly wind speed at the candidate site 
Predicted long-term mean wind speed in kth direction sector at the 

Predicted hourly wind speed as a function of the index of the wind speed 

correlate-predict (MCP) method 

candidate site 

bin, i, at the reference site 
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Long term mean wind speed at reference site 
Mean hourly wind speed at reference site 
Velocity in the wake at a distance X downstream of the rotor 
Velocity in the wake at a distance X downstream of the rotor 1 
Velocity in the wake at a distance X downstream of the rotor 2 
The mean wind speed at height z 
Mean voltage 
Wind turbine voltage 
Grid system voltage 
Variance 
Instantaneous voltage 
Sinusoidal voltage at the fundamental frequency 
Harmonic voltage 
Harmonic voltage of order I, (n > I): 
(i) Distance downstream of the rotor 
(ii) Reactance 
Fetch (distance fiom shore) 
The spacing between points i andj (meters) 
Height 
Roughness length 
Reference height 

Greek Variables 

The coherence between the power spectrums at points i and j 
Mean hourly direction at the candidate site 
Predicted direction at candidate site 
Mean hourly direction at reference site 
Von Karman constant 
Standard deviation 
Standard deviation of wind speed in each direction bin 
Standard deviation of power from one wind turbine over a specific time 

Standard deviation of the wind farm electrical power output fiom N wind 

Standard deviation of wind speed 
Phase of harmonic voltage of order n 
Rotational speed 

interval 

turbines 
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A. 

A. 9.1 

A 
AAR 
BIC 
b 
C 

C(V* 1 
COE 
COEL 
CRF 
Ea 
FN 
FC 
FCR 
FV 
f0M 
IRR 
i 
.i 
L 
N 
NPV 
NP Vs 
NP Vc 
Pa 
Pd 
pe 
PV 
PVN 
P WF 
ROI 
r 
S 
SP 

English Variables 

Installment 
Average annual return 
Benefit-cost ratio 
Learning parameter 
cost 
Capital cost of system 
Capital cost of system normalized by rated power 
Average annual operation and maintenance (O&M) Costs 
Annual cost of operation and maintenance 
Direct cost of operation and maintenance per unit of energy 
Cost of an object as a function of volume 
Cost of an object as a function of initial volume 
Cost of energy (costkwh) 
Levelized cost of energy 
Capital recovery factor 
Annual energy production (kwh) 
Payment at end of N years 
Capacity factor 
Fixed charge rate 
Future value 
Annual operation and maintenance (O&M) cost fraction 
Internal rate of return 
General inflation rate 
Index for year 
Lifetime of system 
(i) Number o f  years or installments 
Net present value 
Net present value of savings 
Net present value of costs 
Annual payment 
Down payment 
Price obtained for electricity 
Present value 
Present value of future payment in year N 
Present worth factor 
Return on investment 
Discount rate 
Savings 
Simple payback (years) 
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SP w Series present worth factor 
S Progress ratio 
V Volume of object produced 
VO Initial cumulative volume 
Y(k, 4) Function to obtain present value of a series of payments; k, P : arguments 

A. 10. I English Variables 

Additional path loss between transmitter and the receiver 
Additional path loss between the transmitter and the obstacle 
Additional path loss between the obstacle and the receiver 
Number of blades 
Signal strength 
Signal to interference ratio 
Rotor diameter 
Electric field strength (mV me') 
Frequency (Hz) 
Receiver gain 
Receiver gain (obstacle path) 
Noise source index 
Interference length 
Day-night noise level (a) 
Equivalent noise level (dB) 
Sound pressure level (dB) 
Free space loss (dB) 
Total sound power level (dB) 
Sound power level (dB) 
Predicted sound power level (dB) 
A-weighted noise level exceeded x% of the time (dB) 
Free space path loss (transmitter-receiver) 
Free space path loss (transmitter-obstacle) 
Free space path loss (obstacle-receiver) 
Sound power 
Transmitter power 
Rated power of wind turbine 
Sound pressure 
Distance from noise source 
Receiver distance from turbine 
Time delay between desired and undesired signal 
Wind speed 
Velocity of sound 
Blade tip speed velocity 
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W 
WO 

A.I0.2 

a 
iz 
AG 
n 
0 

2 
w 
D 

A.l l  

a.5 
AC 
A/D 
AM 
AVR 
BEM 
CFD 
CFM 
CPU 
DIA 
DC 
ECD 
ECG 
EMF 
EMI 
EOG 
EPA 
EPR 
EPRI 
EPRI TAG 
EWM 
EWS 
FAA 
FM 
GIS 
GRP 
GTO 

Source sound power 
Reference source sound power 

Greek Variables 

Sound absorption coefficient (dB m-') 
Wavelength 
Antenna discrimination factor (dE3) 
Relative position (spherical coordinates) 
Radar cross-section 
Bistatic radar cross-section of obstacle 
Time delay of signal to receiver 
Frequency of transmitted signal (rad s-') 
Turbine rotor speed (rad s-') 

air-borne 
alternating current 
analog-to-digital 
amplitude modulated 
automatic voltage control 
blade element momentum 
computational fluid dynamic 
cash flow method 
computer processing unit 
digital-to-analog 
direct current 
extreme coherent gust with change in direction 
extreme coherent gust 
electromagnetic field 
electromagnetic interference 
extreme operating gust 
Environmental Protection Agency, US 
ethylene propylene rubber 
Electric Power Research Institute 
Electric Power Research Institute, Technical Analysis Group 
extreme wind speed 
extreme wind shear 
Federal Aviation Authority 
fiequency modulated 
geographical information system 
fibreglass reinforced plastic 
gate turn off thyristor 
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HAWT 
HF 
HVDC 
ID 
IEC 
IGBT 
U 0  
IPP 
LCC 
LOLE 
LOLP 
LORAN 
MCP 
MMF 
MOSFET 
NREL 
NTM 
NWCC 
NWP 
O&M 
OD 
PCC 
Pdf 
Pf 
PI 
PID 
PNL 
POC 

PURPA 
PV 
PWM 
rms 
RO1 
ROV 
rPm 
rps 
RPS 
RSHR 
s/b 
SCADA 
SCFF 
SCR 
SERI 
SODAR 
SPL 

PSd 

horizontal axis wind turbine 
high- frequency 
high-voltage direct-current 
inner diameter 
International Electrotechnical Commission 
insulated gate bipolar transistor 

independent power producer 
life cycle costing 
loss of load expectation 
loss of load probability 
long-range version of VOR 
measure4orrelate-predict 
magnetomotive force 
metal-oxide semiconductor field-effect transistor 
National Renewable Energy Laboratory 
normal turbulence model 
National Wind Coordinating Committee 
normal wind profile 
operation and maintenance 
outer diameter 
point of common coupling 
probability density function 
power factor 
proportional-integral 
proportional-integal-derivative 
Pacific Northwest Laboratories 
point of contact 
power spectral density 
Public Utilities Regulatory Policies Act (US) 
photovoltaic 
pulse width modulation (inverter) 
root mean square 
return on investment 
remotely operated vehicle 
rotations per minute 
rotations per second 
renewable portfolio standards 
rotor swept hour risk 
structure-borne 
supervisory control and data acquisition 
self-contained fluid-filled 
silicon-controlled rectifier 
Solar Energy Research Institute 
Sonic detection and ranging acoustic Doppler sensor system 
sound pressure level 

input-Qutput 
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ssc 
TALA 
TEFC 
THD 
TVI 
U&PM 
UHF 
VAR 
VAWT 
VHF 
VOR 
WEST 
XLPE 

system supervisory controller 
tethered aerodynamic lifting anemometer 
totally enclosed, fan cooled 
total harmonic distortion 
television interference 
unscheduled and preventive maintenance 
ultrahigh- frequenc y 
Volt-Amperes reactive 
vertical axis wind turbine 
very-high-frequency 
VHF omnidirectional ranging 
wood-epoxy saturation technique 
cross-linked polyethylene 
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B. Problem Solving 

Most of the problems in this text can be completed without reference to additional material 
than is in the text. In some cases, new information is introduced in the problem statement to 
extend the readers knowledge. 

In some cases data files may be needed which are on the web site of the Renewable 
Energy Research Laboratory at the University of Massachusetts (http://www.ecs.umass. 
edu/mie/labs/rerl/index.html). This site also contains the Wind Engineering Minicodes that 
have been developed at the University of Massachusetts at Amherst. A number of these 
codes may be useful in solving problems and, in some cases, may be needed to solve 
problems. The Wind Engineering Minicodes are a complete set of short computer codes for 
examining wind energy related issues, especially in the context of an academic setting. 

apter 2 Problems 

B.2.1 Annual Energy Production Estimate 
Based on average speed data only, estimate the annual energy production from a horizontal 
axis wind turbine with a 12 m diameter operating in a wind regime with an average wind 
speed of 8 d s .  Assume that the wind turbine is operating under standard atmospheric 
conditions ( p = 1.225 kg/m3). Assume a turbine efficiency of 0.4. 

.2.2 Wind Speed Variation with Height 
a) Determine the wind speed at a height of 40 m over surface terrain with a few trees, if 

the wind speed at a height of 10 m is known to be 5m/s. For your estimate use two different 
wind speed estimation methods. 

b) Using the same methods as part A, determine the wind speed at 40 m if the trees were 
all removed from the terrain. 

B.2.3 Weibull Distribution Calculations 
From an analysis of wind speed data (hourly interval average, taken over a one year period), 
the Weibull parameters are determined to be c = 6 m / s  and k = 1.8. 

a) What is the average velocity at this site? 
b) Estimate the number of hours per year that the wind speed will be between 6.5 and 

c) Estimate the number of hours per year that the wind speed is above 16 d s .  
7.5 m/s during the year. 
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B.2.4 Rayleigh Distribution Calculations 
Analysis of time series data for a given site has yielded an average velocity of 6 m/s. It is 
determined that a Rayleigh wind speed distribution gives a good fit to the wind data. 

a) Based on a Rayleigh wind speed distribution, estimate the number of hours that the 
wind speed will be between 9.5 and 10.5 m/s during the year. 

b) Using a Rayleigh wind speed distribution, estimate the number of hours per year that 
the wind speed is equal to or above 16 m/s. 

B.2.5 
Estimate the annual production of a 12 m diameter horizontal axis wind turbine operating at 
standard atmospheric conditions ( p = 1.225 kglm’) in a 8 m/s average wind speed regime. 
You are to assume that the site wind speed probability density is given by the Rayleigh 
density distribution. 

B.2.6 
Based on the spreadsheet (MtTomData.xls) which contains one month of data (mph) from 
Holoyke, MA, determine: 

Annual Power Estimation Problem-Betz Type Machine 

Actual Data Analysis and Power Prediction 

a) The average wind speed for the month 
b) The standard deviation 
c> A histogram of the velocity data (via the method of bins-suggested bin width of 2 

d) From the histogram data develop a velocity-duration curve 
e) From above develop a power-duration curve for a given 25 1W Turbine at the 

For the wind turbine, assume: 
P=OkW O<U<6 (mph) 
P = U1/625 kW 
P = 2 5 k W  
P=OkW 50<U (mph) 

mPh) 

Holyoke site. 

6 < U I 2 5  (mph) 
25 < U I 5 0  (mph) 

f) From the power duration curve, determine the energy that would be produced during 
this month in kwh. 

B.2.7 Statistical Data Analysis 
Using results from Problem 2.6, carry out the following: 

a) Determine Weibull and Rayleigh velocity distribution curves and normalize them 
appropriately. Superimpose them on the histogram of Problem 2.6. 

b) Determine the Weibull and Rayleigh velocity duration and power distribution curves 
and superimpose them on the ones obtained from the histogram. 

c) Using the Weibull distribution, determine the energy that would be produced by the 
25 kW machine at the Holyoke site. 

d) Suppose the control system of the 25 kW machine were modified so that it operated 
as shown in Figure B.1 (and as detailed in Table B.l) How much less energy would be 
produced at Mt. Tom with the modified machine? Find a fourth order polynominal fit to the 
power curve. Use the Weibull distribution to calculate the prodiictivity (in any manner you 
choose). Show the relative energy production on the power duration curve. 
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Figure B.l Power curves for Problems 2.6 and 2.7 

Table B.l Power curve below rated power for Problem 2.7d. 
~ 

Wind speed (mph) Power (kW) 

11 0 
20 12.5 
25 20 
27.5 22.5 
32.5 25 

B.2.8 Power Spectral Density Estimation 
Similar to Equation 2.3.17 in the Text, the following empirical expression has been used to 
determine the power spectral density (psd) of the wind speed at a wind turbine site with a 
hub height of z. The frequency isf (Hz), and n ( n = f i / U  ) is a non-dimensional frequency. 

where 

Determine the power spectral density of the wind at a site where the surface roughness is 
0.05 m ( zo ) and the hub height is 30 m, and the mean windspeed is 7.5 m l s .  
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B.2.9 Power Spectral Density Application 
This problem uses the power spectral density (psd) to examine variance in the wind. A time 
series of hourly wind speeds (mph) from Mt. Tom for approximately 1 year is included in 
the data MtTomWindUM.txt. Routines to perform psd analysis are included with the M a s s  
Wind Engineering MiniCodes. When the psd is graphed vs. the frequency it is hard to see 
features of interest. For this reason it is common to graphfsCR on the y axis vs. In@ on the x 
axis. When doing this the area under the curve between any two frequencies is proportional 
to the total variance associated with the corresponding range of frequencies. 

a) Use the Minicodes to calculate the psd for the Mt. Tom wind data. Focus on the 
variations in wind over time periods of less than one month by using a segment length of 
512. 

b) Show from the results that the total variance as given by the integral of the psd [SO? 
vs.8 is approximately the same as what would be obtained in the normal way. 

c) Show by equations that the area under the curve in a plot offs(R vs. l n o  is the same 
as it would be for a plot of So vs. f .  

d) PlotfSCf) vs. InW. 
e) Find the amount of variance associated with diurnal fluctuations. Use frequencies 

corresponding to cycle times from 22 hours to 27 hours. How much v'iance is associated 
with higher frequency variations and how much with lower frequency variations? 

B.2.10 
A variety of techniques are available for creating data sets that have characteristics similar 
to that of real data. The Wind Engineering Minicodes include a few of these methods. In 
the ARMA technique the user must input long-term mean, standard deviation, and 
autocorrelation at a specified lag. The code will return a time series with values that are 
close to the desired values. (Note: a random number generator is used in the data synthesis 
routines, so any given time series will not be exactly the same as any other.) 

a) Find the mean, standard deviation, and autocorrelation €or the Mt. Tom data, 
MtTom7Hzms.txt. This data is collected at a 25 m height, with a sampling frequency of 7.4 
Hz. The data is in metershecond. Plot a time series of the data. Determine the 
autocorrelation for a lag of up to 2000 points. Determine the autocorrelation at a lag of one 
time step for use in synthesizing a similar data set. 

b) Using the ARMA code, synthesize and plot a time series of 10,000 data points with 
equivalent statistics to those found in part a. Show a time series graph of the synthesized 
data. 

c) Find the autocorrelation for a lag of up to 2000 points for both synthetic data and plot 
the autocorrelations of both the real and the synthesized on the same graph. 

d) Comment on any similarities or differences between the two plots. 

Autocorrelation of wind speed data and data synthesis 

B.3 Chapter 3 Prob 

B.3.1 Flying Blades 
The blades of a wind turbine are ready to be installed on a turbine on top of a ridge. The 
horizontal blades are supported at each end by saw horses, when a storm front arrives. The 
turbine crew huddles in their truck as the rain starts and the wind picks up, increasing 
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eventually to 26.82 m l s  (60 mph). Realizing that the wind coming up the western slope of 
the ridge roughly follows the 10 degree slope, the field engineer performs a quick 
calculation and drives his truck upwind of the blades to disrupt the airflow around the 
blades, preventing them from being lifted by the wind and damaged. 

The blades are 4.57 m (15 feet) long, 0.61 m (2 feet) wide, and have a mass of 45.36 kg 
(100 Ibm). As the front arrives the temperature drops to 21.242 (70.F). Assume that the 
blades are approximately symmetric airfoils (the engineer remembered that potential flow 
theory predicts that, prior to stall, the lift coefficient of a symmetric airfoil is approximately: 
C, = 2xs ina) .  Assume that the center of both the lift and the drag force is concentrated 
over the center of mass of the blade and that the leading edge is facing into the direction of 
the wind. Assume the air density is 1.20 kg/m3. 

a) Was there a reason to be concerned? At what wind speed will the blades be lifted by 
the wind, assuming that there is no drag? 

b) If they are lifted by a 26.82 m/s (60 mph) wind, how fast will they be accelerated 
horizontally, if the blade’s lift to drag ratio, C, /Cl  , is 0.03? 

B.3.2 Reynolds Numbers 
The operating conditions found at two different points of a blade on a wind turbine are 
(Table B.2): 

Table B.2 

Location Wind velocity at Wind velocity at Chord Chord Angle of attack 
r/R blade ( d s )  blade (ftls) (m) (ft) (degrees) 
0.15 16.14 52.94 1.41 4.61 4.99 
0.95 75.08 246.32 0.35 1.15 7.63 

These conditions were determined at 0-C (32*F), for which the kinematic viscosity is 
1.33 x 10‘5 rn’ts. What are the Reynolds numbers found at each blade section? 

B.3.3 Ideal Rotor Section Analysis 
a) Find cp , u p ,  Q I ,  and c for one blade section from rlR = 0.45 to rlR = 0.55 (centered 

on r/R = 0.50) for an ideal blade (assume C,  = 0, a’ = 0). Assume /z =7, B=3, R=5 m, and 
C, =I .O and the minimum C, /C ,  occurs at a = 7. 

b) Assume that C, /C, actually equals 0.02 for the above blade section and that the free 
stream wind speed, U, equals 10 mls. Find U,,, dF,, dFD, dF,, dF, , dQ for the blade 
section. Don‘t forget to consider that the wind velocity is slowed down at the rotor. Use a = 
1/3, a’ = 0. Assume the air density is 1.24 kg/m’ (20C). 

c) For the same blade section find C1, a and a using the general strip theory method 
(including angular momentum). Also find C, , a and a if the rpm is increased such that A 
= 8. Ignore drag and tip loss. Use a graphical approach. Assume that the empirical lift curve 
is Cl = 0.1 143a + 0.2 ( a in degrees): i.e. C, = 0.2 at a = 0 degrees, C, = 1 .O at a = 7 
degrees. 

B.3.4 Ideal Rotor Design 
a) Find p. i f p ,  S,, and c at all 10 locations (rlR = 0.10, 0.20, ..., 1.0) for the Betz 

optimum blade. Assume /z = 7, B = 3, R = 5 m, and C, = 1 .O and the minimum C,  /C, 
occursat a =7. 
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b) Sketch the shape (planform) of the blade, assuming that all the quarter chords lie on a 
straight line. 

c) Illustrate the blade twist by drawing plausible airfoils with properly proportioned 
chord lengths, centered at the quarter chord chords for rlR = 0.10,0.50, 1.0. Be sure to show 
where the wind is coming from and what the direction of rotation is. 

B.3.5 IdealRotor C,  
Blades for a two-bladed wind turbine with a 24 m diameter have been designed for a tip 
speed ratio of 10. The 12-meter blades have the geometric and operational parameters listed 
in Table B.3 for operation at the design tip speed ratio. The rotor was designed assuming C, 
= 1.0, a‘ = 0, no drag, and a = 1/3 using the methods outlined in the text for the design of 
an ideal rotor. 

We want to know the rotor power coefficient for two assumed conditions: C ,  = 0 and 
C, = 0.02. Note that the two equations that have been derived do not serve our purpose 
here. Equation (3.7.11) requires a non-zero value for a’ and Equation (3.7.12) has also been 
derived using relationships between a and a‘ that require non-zero values of a’. 

Table B.3 

Section Section Section Angle of Section Chord, c 
radius radius pitch, relative twist (m) 

r/R (m) degrees wind, 9 (degrees) 

0.05 0.60 46.13 53.13 49.32 4.02 
0.15 1.80 16.96 23.96 20.15 2.04 
0.25 3.00 7.93 14.93 11.12 1.30 
0.35 4.20 3.78 10.78 6.97 0.94 
0.45 5.40 1.43 8.43 4.61 0.74 
0.55 6.60 -0.09 6.91 3.10 0.60 
0.65 7.80 -1.14 5.86 2.04 0.5 1 
0.75 9.00 -1.92 5.08 1.27 0.45 
0.85 10.20 -2.52 4.48 0.67 0.39 
0.95 11.40 -2.99 4.01 0.20 0.35 

(degrees) 

a) Starting with the definitions of the blade forces and the definition of C, 

derive as simple an equation as you can for the power coefficient, C,  , of an ideal Betz 
limit rotor. The equation should include both lift and drag coefficients and tip speed ratio, 
and should assume that a = 113. Ignore tip losses 
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b) Using the above equation find the rotor C, at the design tip speed ratio assuming that 
there is no drag ( C, = 0). How does this compare with the Betz limit? 

c) For a first approximation of the effect of drag on rotor performance, find the C, for 
the same rotor at the design tip speed ratio assuming the more realistic conditions that CJC, 
actually equals 0.02. Assume that the drag has no effect on the aerodynamics and that the 
operating conditions assumed for the ideal rotor without drag apply. What effect does drag 
have on the rotor C,, compared to the C, assuming that C, = O? 

B.3.6 
The Better Wind Turbine Company wants to start marketing wind turbines. The plans call 
for a 20 meter in diameter, three-bladed, wind turbine. The rotor is to have its peak power 
coefficient at a tip speed ratio of 6.5. The airfoil to be used has a lift Coefficient of 1.0 and a 
minimum drag to lift ratio at an angle of attack of 7 degrees. 

You, as the new blade designer, are to come up with two blade shapes as a starting point 
for the blade design. One shape assumes that there are no losses and that there is no wake 
rotation. The second design is based on the optimum rotor shape assuming that there is 
wake rotation (but still no losses). 

Find the chord length, pitch, and twist at 10 stations of the blade, assuming that the blade 
extends right to the center of the rotor. How do the chord lengths and the twists compare at 
the tip and at the inner three blade stations? 

B.3.7 Optimum Rotor C, 
The Better Wind Turbine Company wants to start marketing wind turbines. Their plans call 
for a turbine that produces 100 kW in a 12 m / s  wind at a cold site (-22.8"C, -9°F) with an 
air density of 1.41 kg/m3. They have decided on a 20 meter in diameter, three-bladed, wind 
turbine. The rotor is to have its peak power coefficient at a tip speed ratio of 7 in a 12 m/s 
wind. The airfoil to be used has a Iift coefficient of 1.0 and a minimum drag to lift ratio at 
an angle of attack of 7 degrees. 

a) You, as the new blade designer, are to come up with the blade shape as a starting 
point for the blade design. The design is to be based on the optimum rotor shape assuming 
that there is wake rotation (but no drag or tip losses). Find the chord length, pitch, and twist 
at 9 stations of the blade (each 2 m long), assuming that the hub occupies the inner tenth of 
the rotor. 

b) Determine the rotor C, assuming C, = 0. Again determine the power coefficient 
assuming that the drag coefficient is 0.02, and that the aerodynamics are the same as the 
condition without any drag. How much power is lost due to drag? Which part of the bIade 
produces the most power? 

c> Does it look like the chosen design is adequate to provide the power that the Better 
Wind Turbine Company wants? 

B.3.8 LS-1 Airfoil Section Analysis 
A two-bladed wind turbine is designed using one of the LS-1 family of airfoils. The 13 m 
long blades for the turbine have the following specifications (Table B.4). 

Betz versus Optimum Rotor Shape 
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Table B.4 LS-1 Airfoil Blade Geometry 

rlR SectionRadius chord twist 
(m) (m) (degrees) 

0.05 0.65 1.00 13.000 
0.15 1.95 
0.25 3.25 
0.35 4.55 
0.45 5.85 
0.55 7.15 
0.65 8.45 
0.75 9.75 
0.85 11.05 
0.95 12.35 

Note: = -1.97 degrees (pitch at tip) 

1.00 11.Ooo 
1.00 9.000 
1.00 7.000 
0.87 5.OOO 
0.72 3.400 
0.61 2.200 
0.54 1.400 
0.47 0.700 
0.42 0.200 

Assume that the airfoil's aerodynamics characteristics can be approximated as fol1ows 
(note, a is in degrees): 

For a < 21 degrees: 

For a >21: C, =0.95 
C, = 0.42625+0.11628a-0.00063973a2 - 8 . 7 1 2 ~ 1 0 - ~ a ~  -4.2576x1O-'a4 

c d  = 0.01 1954 +0.00019972 a + 0.00010332a2 
For the midpoint of section 6 (r/R = 0.55) find the following for operation at a tip speed 

ratio of 8: a) angle of attack, a ; b) angle of relative wind, 6 ; c) C, and C,  ; d) the local 
contributions to C p  . Ignore the effects of tip losses 

B.3.9 WF-1 Rotor Analysis 
This problem is based on the blades used for the UMass wind machine W-1. Refer to 
Table B.5 for the blade geometry at specific locations along the blade. There is no airfoil 
below r/R = 0.10, 

In addition, note that for the NACA 4415 airfoil: for a < 12 degrees: C,= 0.368 + 
0.0942~1, c d  = 0.00994+0.000259 a +0.0001055 aL (note, a is in degrees). Radius: 
4.953 m (16.25 ft); No. of blades: 3; Tip speed ratio: 7; Rated wind speed: 11.62 m / s  (26 
mph). The pitch at the tip is: PO = -2 degrees. 

a) Divide the blade into 10 sections (but assume that the hub occupies the innermost 
1/10). For the midpoint of each section find the following: i) angle of attack, a ; ii) angle of 
relative wind, q~ ; iii) C, and c d  ; iv) the local contributions to cp and thrust. Include the 
effects of tip losses. 

b) Find the overall power coefficient. How much power would the blades produce at 
11.62 m/s  (26 mph)? Include drag and tip losses. Assume an air density of 1.23 kg/m3. 
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Table B.5 WF-1 Airfoil Geometry 

rlR Radius Radius Chord Chord Twist 

0.10 1.63 0.495 1.35 0.41 I 45.0 
0.20 3.25 0.991 1.46 0.455 25.6 
0.30 4.88 1.486 1.26 0.384 15.7 
0.40 6.50 1.981 1.02 0.31 1 10.4 
0.50 8.13 2.477 0.85 0.259 7.4 
0.60 9.75 2.972 0.73 0.223 4.5 
0.70 11.38 3.467 0.63 0.186 2.7 
0.80 13.00 3.962 0.55 0.167 1.4 
0.90 14.63 4.458 0.45 0.137 0.40 
1.00 16.25 4.953 0.35 0.107 0.00 

(ft) (m) (ft) (m) (degrees) 

B.3.10 
A two-bladed wind turbine is designed using one of the LS-1 family of airfoils. The 13 m 
long blades for the turbine have the specifications listed previously in Table B.4. 

Assume that the airfoil's aerodynamics characteristics can be approximated as follows 
(note, M is in degrees): 
For a < 21 degrees: 

For a >21: C, =0.95 

LS-1 Airfoil Section Analysis with Tip Losses 

C, = 0.42625 -t0.11628 a - 0.00063973 a2 - 8.71 2 x ~ O - ~  a3 - 4.2576~ 1 0-6 a4 

C ,  = 0.01 1954+0.00019972~~,+0.00010332~~ 
For the midpoint of the outermost section of the blade (r/R = 0.95) find the following for 

operation at a tip speed ratio of 8: a) angle of attack, a ,  with and without tip losses; b) 
angle of relative wind, B ; c) C, and C, ; d) the local contributions to C, ; e) the tip loss 
factor, F, and the axial induction factor, a, with and without tip losses. How do tip losses 
affect aerodynamic operation and the local contribution to C, at this outermost section? 

BA11 Stalled Rotor Section 
A two-bladed wind turbine is operated at two different tip speed ratios. At 8.94 m/s (20 
mph) (tip speed ratio = 9) one of the blade sections has an angle of attack of 7.19 degrees. 
At 16.09 m/s (36 mph) (tip speed ratio = 5 )  the same 1.22 m (4 ft) section of the blade is 
starting to stall, with an angle of attack of 20.96 degrees. Given the following operating 
conditions and geometric data, determine the relative wind velocities, the lift and drag 
forces, and the tangential and normal forces developed by the blade section at the two 
different tip speed ratios. Determine, also, the relative contribution (the fraction of the total) 
of the lift and drag forces to the tangential and normal forces developed by the blade section 
at the two different tip speed ratios. 

How do the relative velocities and the lift and drag forces compare? How do the 
tangential and normal forces compare? How do the effects of lift and drag change between 
the two operating conditions? 

Operating conditions are listed in Table B.6: 
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Table B.6 Operating conditions 

/z a U, a 
5 20.96 22.21 0.070 
9 7.19 8.44 0.390 

This particular blade section is 1.22 m (4 ft) long, has a chord length of 0.81 1 m (2.66 
ft), and has a center radius of 5.49 m (18 ft). The following lift and drag coefficients are 
valid for a < 21 degrees, where a is in degrees: 

C, = 0.42625 +0.1 1628 a - 0.00063973 a2 -8.712~10-’ a3 - 4.2576~ 10-6 a4 

C, = 0.01 1954 +0.00019972a + 0.00010332a2 

B. Chapter 4 Problems 

B.4.1 Rotational Energy 
A wind turbine rotor turning at 60 rpm is brought to a stop by a mechanical brake. The rotor 
inertia i s  13 558 kgm’. 

a) What is the kinetic energy in the rotor before it is stopped? How much energy does 
the brake absorb during the stop? 

b) Suppose that all the energy is absorbed in a steel brake disc with a mass of 27 kg. 
Ignoring losses, how much does the temperature of the steel brake disc rise during the stop? 
Assume a specific heat for steel of 0.46 kJkg-C. 

B.4.2 Shaft Deflection 
A cantilevered 2 m long main shaft of a wind turbine holds a 1500 kg hub and rotor at its 
end. At rated power the turbine develops 275 kW and rotates at 60 rpm. The shaft is a 0.15 
m in diameter cylindrical steel shaft. 

a) How much does the shaft bend down at its end as a result of the load of the rotor and 
hub? 

b) How much does the shaft twist when the turbine i s  operating at rated power? What is 
the maximum shear stress in the shaft? 

B.4.3 Tower Bending 
A wind turbine on a 24.38 m (80 ft) tower is subject to a thrust load of 26.69 kN (6000 lbf) 
during operation at 250 kW, the rated power of the turbine. In a 44.7 m/s  (100 mph) 
hurricane the thrust load on the stopped turbine is expected to be 71.62 kN (16100 lbf). 

a) If the tower is a steel tube 1.22 m (4 ft) in outer diameter (O.D.) with a 0.0254 m (1 
in) thick wall, how much will the top of the tower move during rated operation and in the 
hurricane force winds? 

b) Suppose the tower were a three-legged lattice tower with the specifications given in 
Figure B.2, how much will the top of the tower move during rated operation and in the 
hurricane force winds? Ignore any effect of cross bracing on the tower. 
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0.152 m = 6" OD 
0.127 m = 5" ID 

* 
1.83 m = 6 ft 

Figure B.2 Lattice tower cross-section; ID, inner diameter; OD, outer diameter 

B.4.4 Gyroscopic Forces 
The wind turbine rotor shown in Figure B.3 has a rotor rotation velocity, R . of 1 Hz (60 
rpm) and is yawing at an angular velocity, w , of 10 degrees per second. The polar moment 
of inertia of the rotor is 13 558 kgm' (10 000 slug ft'). The rotor weighs 1459 kg (100 slugs) 
and is 3.05 m (10 feet) from the center of the bed plate bearing support. Centered over the 
bed plate bearing support are the bearings holding the main shaft. These bearings are 0.91 m 
(3 ft) apart. The directions of positive moments and rotation are indicated in the figure. 

a) What are the bearing loads when the turbine is not yawing? 
b) What are the bearing loads when the turbine is yawing? 

Precession 

Rotor 
rotation 
velocity 

V 3 . O 5  = l0 ft 
Figure B.3 
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B.4.5 Hinge-Spring and Offset 
A 19.05 m (62.5 ft) long turbine blade has a non-rotating natural frequency OS 1.67 Hz. In 
operation, rotating at 50 rpm, it has a natural frequency of 1.92 Hz. If the blade has a mass 
of 898 kg (61.53 slugs), what hinge-spring stiffness and offset would be used to model the 
blade dynamics with the simple dynamics model? 

B.4.6 Wind Components 
Blade bending moments are being measured on a research wind turbine on a day with mean 
hub height winds of 9.14 m/s  (30 Ws), but a wind shear results in winds of 12.19 m/s (40 
ft/s> at the top of the blade tip path and 6.09 m / s  (20 ft/s) at the bottom of the blade tip path. 
A gust of wind has started the wind turbine yawing at a steady rate of 0.1 radians per second 
in the +X’ direction (see Figure 4.17 in the text). Meanwhile a wind direction change 
results in a crosswind of +0.61 m / s  (2.0 ft/s). The 24.38 m (80 ft) diameter turbine starts 
with a flap hinge angle, p , of 0.05 radians and, at the moment that measurements of are 
being made, the rate of change of the flap hinge angle is 0.01 radis. The rotor is 3.05 m/s  
(10 St) from the yaw axis on this fixed speed turbine that rotates at a speed of 1 Hz. The very 
efficient turbine is operating with an axial induction factor of 1/3. 

Ignoring tower shadow and transient effects, if these operating conditions were to persist 
for one revolution of the rotor, what would the perpendicular and tangential wind as a 
function of azimuth angle be half way out on the blades? What would the magnitude of the 
contributions to the perpendicular wind be from yaw rate, shear, crosswind, and blade 
flapping? How would the angle of attack vary at this part of the blade as the azimuth 
changes? Assume that the blade pitch angle, tJp,  is 0.05 radians (2.86 degrees). 

When only blade rotation and the hinge-spring and offset are included in the calculation OS 
the flap angle, the only non-zero term is the steady state flap angle, PO . 

a) What is the derivative of the steady state flap angle with respect to wind velocity? 
Assume that the axial induction factor is also a function of wind velocity. 

b) Assuming that the Lock number is positive, what would the effect of a negative value 
of daldU be on the steady state flap angle? 

c) Suppose a = 113 and da/dU = 0. In this case, what is the expression for the derivative 
of the steady state flap angle with respect to wind velocity? 

d) What is the derivative of the steady state flap angle with respect to blade pitch? 

.7 Steady State Flap Angle 

B.4.8 Steady State Lead-Lag Motion 
Just as the flap angle can be represented by a the sum of a constant term, a sine term, and a 
cosine term, the lead-lag angle in the simplified dynamics model can be represented by the 
sum of a constant term, a sine term, and a cosine term: 

The following matrix equation for the solution of the lead-lag motion can be derived by 
substituting this solution into the lead-lag equations of motion (note that flap coupling terms 
have been omitted for simplicity): 
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where: 

K2 = inertial natural frequency (includes offset, hingespring) = g2 +? = - 
IbR 

A 6, A, = axisymmetric flow term (includes tip speed ratio and pitch angle) = - + - 
2 3  

A4 = axisymmetric flow term (includes tip speed ratio and pitch angle) = - A  2 - - 0, 
3 4  

G B = gravity term = - 
2 0 2  

4 
"f = Lock number (ratio of aerodynamic force to moment of inertia) = pcl~&R 

V, = normalized cross flow term (= Va I LR ) 
4 = normalized yaw rate term (= q / 0 ) 

d = normalized yaw moment arm = k 
U U = normalized wind velocity = - 
RR 

I b  - 

- 

R 
- 

U - U ,  
A = non-dimensional inflow = - 

K , ,  = h e a r  wind shear constant. 

8, = pitch angle 

O R  

a) Write the matrix equation for lead-lag motion, including the terms for the steady 
mean wind and the hinge spring model, but assuming that gravity is zero and that other 
aerodynamic forcing functions are zero. 

b) Solve the equations and find the expression for the steady state lead-lag angle as a 
function of the Lock number, the non-dimensional wind speed, the lead-lag natural 
frequency, and the blade pitch. 

c) Suppose the pitch were 5.7 degrees, the rotor speed were 50 rpm and the diameter 
were 9.14 m (30 ft). By what factor would the steady state lead-lag angle increase if the 
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wind speed increased from 7.62 m/s (25 ftfs) to 15.24 m/s (50 ftfs)? Assume that the axial 
induction factor decreases from 0.30 to 0.25 as the speed increases to 15.24 m/s (50 ftfs). 

B.4.9 
Using the lead-lag equations described in Problem 4.8: 

a) Write the matrix equation for lead-lag motion if all of the terms are ignored except 
those that have to do with steady winds and vertical wind shear. 

b) Solve the equations and find the expression for the lead-lag angle with steady winds 
and vertical shear. What is the effect of vertical wind shear on each term of the lead-lag 
angle in the absence of yaw rate, gravity, and crosswind? 

Lead-Eag Motion with Wind Shear 

B.5.1 Simple DC circuit 
A 48 V DC wind turbine is hooked up to charge a battery bank consisting of four 12 V 
batteries in series. The wind is not blowing, but the batteries must supply 2 loads. One is a 
light bulb, rated at 175 W at 48 V; the other is a heater, rated at loo0 W at 48 V. The loads 
are in parallel. The batteries may be considered to be constant 12 V voltage sources, with an 
internal series resistance of 0.05 Ohm each. How much power is actually supplied to the 
loads? How does that power compare to that which is expected? (Ignore the effect of 
temperature on resistance of filament and heating elements.) 

B.5.2 Electromagnet 
An electromagnet is used to hold a wind turbine’s aerodynamics brakes in place during 
operation. The magnet supplies 30 Ibs (133.4 N) of force to do this. The magnet is supplied 
by a 60 V DC source. The coil of the electromagnet draws 0.1 A. The core of the 
electromagnet is assumed to have a relative permeability of 104. The diameter of the core is 
3 in (7.62 cm). 

Find the number of turns in the coil and the wire size. Assume that the relation between 
force, magnetic flux, and area of the core is given by F = 397 840 BZ Ac: 
where: F= force (N), B = magnetic flux (Wb/mz), A, = area of core (m2). Also, assume that 
the length of each turn is equal to the circumference of the core. The resistivity of copper is 
p = 1.72xIO”C!cm. 

B.5.3 Phasors 
Consider the following phasors: X = 10 I- j 14, Y = -4 + j 5 . Find the following, and 
express in both rectangular and polar form: X + Y, X - Y, X Y ,  X / Y . 
B.5.4 Three-Phase Power 
Show that the magnitude of the line-to-neutral voltage in a balanced, Y connected three 
phase system ( VLN ) is equal to the line-to-line voltage ( VLl, ) divided by the square root of 
3, i.e. 

The line feeding a Y-connected three-phase generator has a line-to-line voltage of 480 
V. What is the line-to-neutral voltage? 
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B.5.5 Simple AC circuit 
An AC circuit has a resistor, capacitor and inductor in series with a 120 V, 60 Hz voltage 
source. The resistance of the resistor is 2 Ohms, the inductance of the inductor is 0.01 
Henry; the capacitance of the capacitor is 0.0005 Farads. Find the following: reactance of 
the capacitor and inductor, current, apparent power, real power, reactive power, power 
factor angle and power factor. 

B.5.6 Transformer 
A transformer rated at 120 V/480 V, 10 kVA has an equivalent circuit as shown in Figure 
B.4. The low voltage side is connected to a heater, rated at 5 kW, 120 V. The high voltage 
side is connected to a 480 V, 60 Hz, single-phase power line. Find the actual power 
transferred, the magnitude of the measured voltage across the heater, and the efficiency 
(power out/power in) of the transformer. 

1.15 j 1.99 

Figure B.4 Transformer equivalent circuit 

heater 

B.5.7 Rectified AC voltage 
A small wind turbine generator (single phase) produces a 60 Hz voltage at 120 V ms. The 
output of the generator is connected to a diode bridge full-wave rectifier, which produces a 
fluctuating DC voltage. What is the average DC voltage? A silicon-controlled rectifier 
(SCR) is substituted for the diode rectifier. Under one condition the SCRs are turned on at 
60 deg after the beginning of each half cycle. What is the average DC voltage in that case? 

B.5.8 Induction Machine Parameters 
The parameters of an induction machine can be estimated from test data taken under a few 
specified conditions. The two key tests are the no-load test and blocked-rotor test. Under the 
no-load test, the rated voltage is applied to the machine and it is allowed to run at no-load 
(i.e. with nothing connected to the shaft). In the blocked-rotor test the rotor is prevented 
from turning and a reduced voltage i s  applied to the terminals of the machine. In both cases 
the voltage, current and power are measured. . Under the no-load test, the slip is essentially 
equal to 0, and the loop with the rotor parameters may be ignored. The magnetizing 
reactance accounts for most of the impedance and can be found from the test data. Under 
bloclced-rotor conditions, slip is equal to 1.0 so the magnetizing reactance can be ignored, 
and the impedance of the leakage parameters can be found. A third test can be used to 
estimate the windage and friction losses. In this test the machine being tested is driven by a 
second machine but it is not connected to the power system. The power of the second 
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machine is measured, and from that value is subtracted the latter’s no-load power. The 
difference is approximately equal to the test machine’s windage and friction. 

In a simplified version of the analysis, all of the leakage terms may be assumed to be on 
the same side of the mutual inductance, as shown in Figure B.5. In addition, the resistance 
in parallel with the magnetizing reactance is assumed to be infinite, the stator and rotor 
resistances, Rs and RL, are assumed equal to each other and the leakage inductances are 
also assumed to be equal to each other. 

RS RX 

(1- s ) 
RK 

Figure B.5 Simplified induction machine equivalent circuit 

The following test data are available for a wye-connected, three-phase induction machine: 
No-load test: Vo = 480 V, I, = 46 A, PO = 3500 W 
Blockedrotortest: V, =70 V, I ,  =I09 A, Ps =56OOW 
Windage and friction losses equal 3000 W. 

Find the parameters for the induction generator model. 

B.5.9 Induction Generator Performance 
A four pole induction generator is rated at 300 kVA and 480 V. It has the following 
parameters: X, = XLR = 0.15 R ,  RLs = 0.014 R, RL, = 0.0136 SZ, X, = 5 S Z .  How 
much power does it produce at a slip of -0.025? How fast is it turning at that time? Also, 
find the torque, power factor and efficiency. (Ignore mechanical losses.) 

Suppose the generator is used in a wind turbine, and the torque due to the wind is 
increased to a value of 2100 Nm. What happens? 

B.5.10 Synchronous Generator 
A resistive load of 500 kW at 480 V is supplied by an eight-pole synchronous generator, 
connected to a diesel engine, and a wind turbine with the same induction generator as that in 
Problem 5.9. The synchronous machine is rated CO produce 1000 kVA. Its synchronous 
reactance is 0.4 Ohms. A voltage regulator maintains a constant voltage of 480 V across the 
load and a governor on the diesel engine maintains a fixed speed. The speed is such that the 
grid frequency is 60 Hz. The power system i s  three-phase, and the electrical machines are 
both Y-connected. The power from the wind is such that the induction generator is operating 
at a slip of -0.01. At this slip, the power 153.5 kW and the power factor is 0.888. 

a) Find the synchronous generator’s speed, power factor, and power angle. 
b) Confirm that the power and power factor are as stated. 
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5 1 1  Harmonics from Inverter 
A six-pulse inverter has a staircase voltage, two cycles of which are shown in Figure B.6. 
The staircase rises from 88.85 V to 177.7 V, etc. The frequency is 60 Hz. 

200 1 

100 

cn 
" 0  B 

-1 00 

-200 j,, 
0 10 20 30 40 50 

Time, ms 

Figure B.6 Inverter staircase voltage 

a) Show that the voltage can be expressed as the following Fourier series: 

1 1 1 
7 11 

wt) + -sin(7wt) + -sin(l1 wt) + ... 

where A = (3/n)(l77.7) andw = 2 n f  

each component is the same, so that 
b) A series parallel resonance filer is connected across the terminals. The reactance of 

Show how the filter decreases the harmonics. Find the reduction to the filter of the 
fundamental and at least the first three non-zero harmonics. Illustrate the filtered and 
unfiltered voltage waveform. 

Hint: in general, a Fourier series for a pulse train (a square wave) can be expressed as: 

1 1 1 1 
n 5 7 9 

sin(3 w t )  -+ - sin(5 w t )  -I- - sin(7 w t )  + - Si(9 w t )  + ... 

where w = 2@ and H = the height of the square wave above zero. 
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.6 Chapter6 

B.6.1 Brake Return Spring 
For a helical coil spring, the spring constant, k, can be expressed in terms of the spring's 
dimensions and its material properties: 

G d 4  
64R3 N ,  

where: G = modulus of elasticity in shear, N/mz (lb/in2); d = diameter of wire, m (in); R = 
radius of coil, m (in), and N ,  = number of coils. The average value of G for spring steel is 
11.5~10 Ib/in2 (7.93~10" N/m2). The coil radius is based on the distance from the 
longitudinal axis of the spring to the center of the wire making up the coil. 

A spring is needed to return the aerodynamic brakes on a wind turbine blade to their 
closed position after deployment. The spring should exert a force of 147 lb. (653.9 N) when 
extended 6 inches (0.1524 m) (brake deployed) and a force of 25 Ib. (111.2 N) when the 
brake is closed. Space limitations dictate that the diameter of the spring be equal 1.5 inches 
(0.0381 m). A spring of wire gage 7 (0.177 inches or 4.5 mm diameter) is available. How 
many coils would be required for this spring to have the desired force? How much would 
the spring coil weigh? Assume a density for steel of 498 Ib/ft3 (76 815 N/m3). 

B.6.2 Gearbox ball bearings 
The basic rating load for ball bearings, L, , is that load for which a bearing should perform 
adequately for at least one million revolutions. A general equation relates the basic rating 
load for ball bearings [with balls up to 1 inch (0.083 m diameter)] to a few bearing 
parameters: 

k =  

L,  = f J n ,  cos(a)] 0.7 2 213 D 1.8 

where f ,  = constant, between 3,500 and 4,500 (260,200 to 334,600 for ball diameter in m), 
depending on D cos(a)l d, ; D = ball diameter, inches (m); a = angle of contact of the 
balls (often 0 deg); d ,  = pitch diameter of ball races [= (bore + outside diameter)/2]; n, = 
number of rows of balls; Z = number of balls per row. 

If two bearings are to operate for a different number of hours, the rating loads must be 
adjusted according to the relation: 

A bearing used on the output shaft of a wind turbine's gearbox has the following 
characteristics: OD = 4.9213 inches (0.125 m), ID (bore) =2.7559 inches (0.07 m). The 
bearing has 13 balls, each 11/16 inches (0.01746 m) in diameter. Find the basic rating load 
of the bearing. Suppose that the gearbox is intended to run for 20 years, at 4000 hrs/yr. How 
does the bearing load rating change? Assume that f ,  = 4500. The angle of contact of the 
balls is equal to zero. The shaft is turning at 1800 rpm. 
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B.6.3 Tower bolts 
A wind turbine is to be mounted on a three-legged truss tower 30 m high. The turbine has a 
mass of 5000 kg. The rotor diameter is 25 m. The tower is uniformly tapered and has a mass 
of 4000 kg. The tower legs are bolted in an equilateral pattern, 4 m apart, to a concrete 
foundation. Each leg is held in place by six % inch bolts with coarse threads. The wind is 
blowing in line with one of the tower legs and perpendicular to a line through the other two 
legs (which are downwind of the single leg). The wind speed is 15 m/s. Find the torque in 
the bolts such that the upwind tower leg is just beginning to lift off the foundation. Assume 
that the rotor is operating at the maximum theoretical power coefficient. Hint: the torque in 
a bolt of this type can be approximately related to the load in the bolt by the following 
equation: 

QB = 0.195dW 

where QB = bolt torque, Mm; d = nominal bolt diameter, m; W = load in bolt, N. 

B.6.4 Design Operating Gust 
A turbine is being designed to operate in winds up to 15 m/s (at a hub height of 40 m). The 
turbine is to have a rotor diameter of D = 45 m. Consider an extreme operating gust which it 
might be expected to experience at least once every 50 years. What is wind speed at the 
peak of the gust? For how long would the wind speed exceed that of the nominal maximum 
operating wind speed? Graphically illustrate the hub height wind speed during the gust. 
Assume a higher turbulence site. 

The E C  50-year gust for turbines with hub heights greater than 30 m is defined by: 

U-0.37 U~~, , s in (3n t /T ) [ l -~os (2n t /T ) ] ,  for Ort I T  

for t < O  and t > T  
u(t) = 

where T = 14 s and 

B.6.5 Scaling 
Show that maximum stresses due to flapping in a wind turbine blade are independent of size 
for turbines of similar design. For simplicity, assume a rectangular blade and an ideal rotor. 

B.6.6 Blade Vibrations 
An inventor has proposed a multi-blade wind turbine. The downwind rotor is to have a 
diameter of 40 ft (12.2 m). Each blade is 17.6 ft (5.36 m) long, with a thickness of 3 inches 
(7.62 em) and width of 8 inches (20.3 cm). Assume that the blades have a rectangular shape. 
The blades are to be made of wood, which can be assumed to have a modulus of elasticity 
of 2.0 x106 lb/in* (1.38~10'~ Pa) and a weight density of 40 lb/f< (6280 N/m3). The rotor 
turns at 120 rpm. Ignoring other potential problems, are any vibration problems to be 
expected? (Ignore rotational stiffening.) Explain. 
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B.6.7 Gears 
A gearbox is to be selected for providing speedup to a generator on a new turbine. The 
turbine is to have a rotor diameter of 40 ft (12.2 m) and to be rated at 75 kW. The generator 
is to be connected to the electrical grid, and has a synchronous speed of 1800 rpm. A 
parallel shaft gearbox is being considered. The gearbox has three shafts (an input, 
intermediate, and output shaft) and four gears. The gears are to have a circular pitch of 
0.7854 inches (1.995 cm). The characteristics of the gears are summarized in Table B.7. 
Find the diameter, rotational speed and peripheral velocity of each gear. Find the tangential 
forces between gears 1 and 2 and between gears 3 and 4. 

Table B.7 Gear teeth 

Gear Shaft Teeth 
1 1 96 
2 2 24 
3 2 84 
4 3 28 

B.6.8 Clutch brake 
Plate clutches are often used as brakes on wind turbines. According to "uniform wear 
theory", the load carrying capability of each surface of a plate clutch can be described by the 
following equation for torque. The torque, Q, is simply the normal force times the 
coefficient of friction, ,U , times the average radius, r, , of the friction surface. 

where: ro = outer diameter; rl = inner diameter; = coefficient of friction; F, = normal 
force. 

A clutch type brake is intended to stop a wind turbine at a wind speed 50 mph (22.4 
m/s). The brake is to be installed on the generator shaft of the turbine. The turbine has the 
following characteristics: rotor speed = 60 rpm, generator power at 50 mph (22.4 m/s) = 350 
kW, generator synchronous speed = 1800 rpm. The brake will consists of four surfaces, 
each with an outer diameter of 20 inches (0.508 m) and an inner diameter of 18 inches 
(0.457 m). The coefficient of friction is 0.3. The brake is spring applied. It is released when 
air at 10 Ib/in' (68.95 Wa) is supplied to a piston which counteracts the springs. The 
effective diameter of the piston is 18 inches (0.457 m). What is the maximum torque that 
the brake can apply? Should that be enough to stop the turbine if the generator is 
disconnected from the grid? Ignore inefficiencies. 

B.6.9 Tower Natural Frequency 
A cantilevered steel pipe tower, 80 ft (24.38 m) tall is being considered for a new wind 
turbine. The weight of the turbine is 12.000 lb (53.4 kN). The pipe under consideration has 
a constant outer diameter of 3.5 ft (1.067 m) and a wall thickness of 3/4" (1.905 cm). The 
turbine is to have three blades. The nominal rotor is 45 rpm. Would the tower be considered 
stiff, soft or soft-soft? Suppose that a tapered tower were being considered instead. HOW 
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would the natural frequency be analyzed, using the methods discussed in this book? Assume 
that the density of steel is 489 lb/ft3 (76.8 kN/m3) and its elasticity is 30 x 106 lb/inz (2.069 x 
10" Pa). 

B.6.10 Power Curve 
A wind turbine is being designed to supply power to a load which is not connected to a 
conventional electrical grid. This could be a water pumping turbine, for example. This 
problem concerns the estimate of the power curve for this wind turbine-load combination. 
The power coefficient vs. tip speed ratio of many wind turbine rotors can be described by 
the following simple third-order polynomial: 

where: c ~ . , , ~  = maximum power coefficient and km = the tip speed ratio corresponding 
to the maximum power coefficient. 

Using the assumptions that a) the power coefficient = zero at a tip speed ratio of zero 
[i.e. c p ( ~  = U) = U) 1, b) the slope of the power coefficient curve is zero at R = 0 and c) the 
slope of the power coefficient curve is also zero at tip speed ratio k, , derive the above 
relation. 

The load the wind turbine is supplying is assumed to vary as the square of its rotational 
speed, NL , which is related to the rotor speed by the gear ratio, g, so that NI, = g N ,  . 
Using the rotor speed as reference, the load power is: 

PL = g 2  k N i  

where k is a constant. 
A closed-form expression can be derived for the power from the turbine to the load, as a 

function of rotor size, air density, wind speed, etc. Find that expression. Ignore the effect of 
inefficiencies in the turbine or the load. 

For the following turbine and load, find the power curve between 5 mph (2.24 m / s )  and 
30 mph (13.4 d s ) :  C,,, IMs = 0.4, kax = 7 , R = 5 ft (1.524 m), gear ratio = 2:l speed up, 
rated load power = 3 kW, rated load speed = 1800 rpm. 

B.7 Chapter 7 Problems 

B.7.1 Yaw Control System 
Wind power has been used for centuries for productive purposes. One early yaw control 
system for windmills, invented by Meikle about 1750, used a fan tail and gear system to 
turn the rotor into the wind. The windmill turret supported the rotor that faced into the wind. 
The fan tail rotor, oriented at right angles to the power producing rotor, was used to turn the 
whole turret and rotor (see Figure B.7). The gear ratio between the fan tail rotor shaft 
rotation and the turret rotation was about 3000:l. Explain the operation of the yaw 
orientation system, including the feedback path that oriented the rotor into the wind. 
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Figure 18.7 Meikle yaw control 

B.7.2 Supervisory Control System Needs 
A supervisory control system, as part of its tasks, is to monitor gearbox operation and the 
need for gearbox maintenance or repairs. What information should be collected by the 
supervisory controller and what information should be reported to the system operators? 

B.7.3 
A variable speed wind turbine control system uses blade pitch and speed variations to 
provide constant power to the grid. What are the tradeoffs between fluctuations in rotor 
speed and the time response of the pitch control system? 

B.7.4 Temperature Control System Components 
An accelerometer on an experimental wind turbine is used to measure tower vibration. 
Measurements indicate that the sensor is very sensitive to temperature variations. To 
complete a series of tests in cold weather the test engineers rig up a quick electrical heating 
element and controller to keep the sensor’s temperature constant. The system includes 1) a 
small electronic chip that provides a millivolt output that varies with temperature, 2) an 
electronic circuit, 3) a transistor, 4) a resistance heater, and 5 )  a housing to encase the chip, 
the heater, and the accelerometer. The electronic circuit provides a voltage output related to 
the difference between the voltages at the two inputs. A small current (milliamps) flows into 
the transistor that is a function of the circuit output voltage. The transistor uses that current 
to provide up to two amps of cunent to the heater. The heater maintains the temperature in 
the enclosure at 70.F. 

Variable Speed Wind Turbine Control 

a) What is the process that is being influenced by the control system? 
b) What elements play the roles of the sensor(s), the controller, the power amplifier, and 

c) What if any are the disturbances in the system? 
the actuator? 



Problems 557 

B.7.5 Temperature Control System Response 
An accelerometer on an experimental wind turbine is used to measure tower vibration. 
Measurements indicate that the sensor is very sensitive to temperature variations. TO 
complete a series of tests in cold weather the test engineers rig up a quick electrical heating 
element and controller to keep the sensor’s temperature constant. The closed-loop transfer 
function of the system is: 

0.1 -- - T 
Tref s2 +0.5s+O.l 

Plot the step response of the system to a step increase of the reference temperature of 
one degree F. 

Hint: The step response is formed by multiplying the transfer function by f r c f  = Us. 
The solution is determined by taking the inverse Laplace transform of the resulting 
equation: 

T =  Oel (L) 
s 2  +0.5s+0.1 S 

First it must be converted into a sum of terms, using the method of partial fraction 
expansion: 

T =  O . l  (L)=(.L)+ Bs+C 
s2 +0.5s+0.1 S s2 +0.5s+0.1 

Then the inverse Laplace transform of each of the terms can be determined. The fraction 
with the second order denominator may need to be broken into two terms to find the inverse 
Laplace transform. 

B.7.6 Pitch System Step Responses 
The transfer function for a pitch control system is: 

The closed-loop system response to a step command to pitch the h d e s  1 degree is: 

K 

a) Calculate and plot the closed-loop time domain system step response for K = 0.5, the 
initial choice of the designer. Comment on the closed-loop system response, including 
damping, overshoot, and response time. 

b) For no good reason, the control system designer decides to increase the gain of the 
system, K. Calculate the closed-loop time domain system step response for K = 3, the new 
choice of the designer. 

c) What differences are evident between the time responses, each with a different gain? 



558 Wind Energy Explained 

Hint: perform a partial fraction expansion of the general form of the closed-loop 
response: 

d 
(s+a)(sZ+bs+c) s 

and find the inverse Laplace transform of each term, using the a, b, c, d variables. This 
symbolic form will be handy, as it will be used twice in the solution, 

For parts a) and b), find the real root, a, of the denominator by graphing s3 + s2 + s -+ d , 
using the appropriate d. The values of s at the zero crossing is -U. The second order root is 
found using long division: 

s3 +s2  + s + d  
(s + a)  

= s2 + (1 - a)s  +(1- a+ 2 )  

Thus, the roots of the denominator are s, (s + a) and 

s2 + bs + c = s2 + (1 - a)s + (1 -a  + 2) 

Insert the solutions for a, b, c, d into the general solution and plot the result. 

B.7.7 Yaw Drive Design Issues 
A wind turbine manufacturer wants to design a yaw drive control system. To minimize wear 
on the drive gears the yaw is to be locked with a yaw brake until the 10 minute time- 
averaged yaw error is more than some specified mount (the "yaw error limit"). At that 
point the yaw drive would move the turbine to face the previously determined 10 minute 
time-averaged wind direction. 

a) What consequences does the choice of yaw error limit and averaging time have on 
machine operation? 

b) What approach would you take to determining the quantitative tradeoffs between yaw 
error limit and other factors? 

B.7.8 Pitch Control Power 
A pitch control system is being designed for a wind turbine. The response of the pitch 
control system to a unit step command has been determined to be: 

6, = ep,,f[i-i.67e-'6c ~0~(1.2t-0.93)] 

where 6, is the pitch angle change and is the magnitude of the commanded pitch 
angle change. In order to shut down the turbine in high winds the pitch must change by 16 
degrees. This motion is opposed by three torques, those due to friction, the pitching moment 
and inertial. The total friction torque, Q*chcaon, is assumed to be a constant 30 Nm, and the 
total pitching moment, QpIdlng , in high winds is assumed to be a constant 1000 Nm. Finally, 
the inertial torque is a function of the inertial moments: Qtnermo = JB, . The total moment of 
inertia, J ,  of the blades is 100 kg m'. The total power needed to pitch the blades is: 
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What is the peak power required to pitch the blades 16 degrees (.279 radians)? 

B.7.9 Grid-Connected Turbine Model 
The transfer function for the shaft torque, Qs (s) , of a 250 kW grid-connected, fixed-pitch 
wind turbine with an induction generator as a function of the aerodynamic torque, crW(s), 
is: 

Q ($1 s- 
a w ( ~ )  - (s+97.154)(s2 +1.109s+48.88) 

49 (s + 96.92) 

a) This transfer function can be characterized as being the product of a first-order 
system, a second-order system and a term of the form K(s + a ) .  The transfer function for 
second-order systems can be expressed as: 

2 
mn 

2 = 2 
s +2<wns+m, 

where w, is the system natural frequency and 6 is the damping ratio. What is the natural 
frequency and damping ratio of the second-order system component? 

b) The transfer function for first-order systems can be expressed as: 

l/z 
s + l/z 

G(s) = - 

where z is the time constant of the first-order system. What is the time constant of the fmt- 
order system component? 

B.7.10 Analog Control System 
A proportional-integralderivative (PID) controller can be designed using the electrical 
circuit pictured in Figure B.8. The differential equation for the controller is: 

where g ( t )  is the controller output, and R and C are the resistances and capacitances of the 
respective circuit elements, e(t) is the error signal that is input to the controller and the 
controller constants are K ,  , K ,  , and K ,  . 
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Figure B.8 

If R,  is 10000 Ohms, what values of R,, C, and C, would be required for K ,  , = 10, K ,  = 
100 and K, = 100. Note resistances are in Ohms and capacitances are in Farads. 

B.7.11 Digital System Time Response 
If it is required that a digital control system determine the system behavior at frequencies of 
at least 10 Hz, a) what is the minimum sampling frequency that can be used and b) what 
cut-off frequency should be used to filter the input data? 

B. Chapter 8 Problems 

B.8.1 Wind Farm Siting Issues 
A wind farm is being considered for a ridge top site. Name 10 or more issues that might be 
considered in evaluating this site. 

B.8.2 Wake Modeling 
Four identical wind turbines that are lined up in a row 12 rotor diameters apart are 
experiencing wind parallel to the row of wind turbines. Use Katim’s wake model to 
determine the speed of the wind approaching each of the wind turbines. Assume that k = 
0.10 and that the thrust coefficient is 0.7. 

B.8.3 Wind Farm Design 
A wind farm developer has identified a site with unique winds. They blow all of the time 
from one direction and at one speed, 15 m / s .  The site has enough room for two rows of 
turbines perpendicular to the prevailing winds. She is wrestling with which size of turbines 
and how many to put in each row. All turbines being considered have the same hub height. 
She has developed two options. 

Option I - This is an array of 24 1.5 MW turbines in two rows. The turbines just fit onto 
the site: 

0 Front row - 12 turbines, each with a rotor diameter of 60 m and a rated power output of 
1.5 MW in 15 m/s wind speeds. 

0 Second row 500 m behind the first one (only 8.33 rotor diameters) - 12 turbines, each 
with a rotor diameter of 60 m and a rated power output of 1.5 MW in 15 m / s  wind 
speeds. 
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Option 2 - This option includes slightly smaller turbines in the first row. This allows a 
few more turbines in the first row and reduces the velocity deficit at the second row because 
of the smaller rotor diameters in the first row. In addition, because of the reduced concerns 
of abutters, these smaller turbines can be moved 100 m closer to the front edge of the site, 
further reducing the wake effect. The second row is the same as in Option 1 : 

0 Front row - 15 turbines, each with a rotor diameter of 50 m and a power output of 1.0 
MW in 15 m / s  wind speeds. 

0 Second row 600 m behind the first one -12 turbines, each with a rotor diameter of 60 m 
and a power output of 1.5 MW in 15 m/s  wind speeds. 

To evaluate her options,’the developer uses Kati*’s wake model to determine the wind speed 
behind the first row of turbines. She assumes that k = 0.10 and that the thrust coefficient is 
8/9. She also assumes that in winds lower than the rated wind speed of 15 m / s ,  the power 
output of the turbines can be approximated by: 

a) For both options, what are the power production for each row and the total power 
production? 
b) If the turbines cost $800/installed kW, how much will each option cost to install (assume 
that no loans are needed)? 
c) If the developer’s annual operation and maintenenace (O&M) costs are 7% of the 
installed cost plus $lOflMWh for maintenance, what are the total annual O&M costs? 
d) If the developer’s income from the sale of energy is $30/MWh, what is her net income 
for a year (Sales income - annual O&M costs)? 
e) If net income i s  the deciding factor, which option should she pursue? 

B.8.4 Power Smoothing 
A wind farm consists of two turbines, located 100 m from each other. They are operating in 
winds with a mean speed of 10 m/s and an integral time scale of 10 s. 

a) What does the graph of the Von Karman spectrum look like (using log-log 
coordinates)? 

b) What is the function for the wind farm filter for these two turbines? 
c) Suppose that the spectrum of the local wind can be expressed by: 

Sl (f) = a: 4 0 ~ ~ ’ ~  

Assume also that each wind turbine sees the same mean wind speed, U, and that the 
total average wind turbine power, P,, can be expressed as P, = NkU where k is equal to 
10 and N is the number of wind turbines. What is the standard deviation of the wind 
power from the two wind turbines? How does this compare to the standard deviation of 
the power from two wind turbines that experience exactly the same wind? 
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B.8.5 
Consider a wind turbine generator connected to a grid system (see Figure B.9) with a line- 
neutral system voltage, V,. The voltage at the wind turbine, V,, is not necessarily the same 
as V,. The distribution system resistance is R,  and the distribution system reactance is X .  

Grid Fault Level and Voltage Fluctuations 

system 

The real generated power is P and reactive power consumed by the wind turbine generator 
is Q. Suppose R = 8.8 !2, X = 4.66 S Z ,  Vs = 11 kV, P = 313 kW, Q = 162 kVAr and the 
power factor at the generator is pf = 0.89. Determine the voltage difference between the grid 
and the generator, the voltage drop as a percent of the grid voltage, the fault level at the 
generator and the installed generator capacity as a percent of the fault level. 

B.8.6 armonic Distortion 
A wind turbine is connected to an 11 kV distribution line. The magnitude of the harmonic 
voltages, c,, at the point of common connection of the wind turbine and other grid users are 
listed in TableB.8. 

Table B.8 

n 1 2 3 4  5 6 7  8 9 1 0 1 1  1 2 1 3  1 4 1 5  
<,.",Volts 11000 120 0 85 15 0 99 151 0 12 216 0 236 80 0 

What is the harmonic distortion of each harmonic and the total harmonic distortion? Are 
these within the allowable EEE 5 19 limits? 

.7 Offshore Winds 
The 10 minute average wind speed at an offshore buoy is measured to be 8.5 m / s  at an 
elevation of 10 m. The buoy is 10 km from Sand in the direction of the oncoming wind. 

a) If the surface roughness length is assumed to be 0.0002 m, what is the mean wind 
speed at 80 m? 

b) If the Charnock constant, A,, is assumed to be to be 0.018 and C,,, is 0.0015, what is 
the mean wind speed at 80 m, using Charnock's model for offshore wind shear? 

c) What is the mean wind speed at 80 m if C , , ,  is 0.0015 and Johnson's model is 
assumed to be correct? 
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B.8.8 Hybrid System Design Rules 
An isolated power system serving the community of Cantgettherefromhere uses a 100 kW 
diesel generator. The community plans to add 60 kW of wind power. The hourly average 
load and power from the wind turbine over a 24 hour period is detailed in Table B.9. The 
diesel generator has a no-load fuel usage of 3 liter per hour and an additional incremental 
fuel use of 1/4 liter per kilowatt-hour. 

For the day in question, using the hybrid system design rules, determine: 
a) The maximum renewable energy that can possibly be used in an ideal system. 
b) The maximum renewables contribution without storage, and the maximum with 

c) The maximum ftiel savings that can be achieved (with intelligent use of controls, 

d) The minimum diesel fuel use that can be achieved with intelligent use of storage and 

storage. 

storage and renewables). 

controls (and without renewables). 

Table B.9 

Hour Load (kw) Wind (kW) Hour Load (kW) Wind (kW) 
0 25 30 12 85 45 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

20 
15 
14 
16 
20 
30 
40 
50 
70 
80 

30 
40 
30 
20 
10 
5 
5 

15 
20 
25 

13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

95 
95 
90 
80 
72 
60 
74 
76 
60 
46 

45 
50 
55 
60 
60 
48 
50 
55 
60 
60 

11 90 40 23 35 55 

.9 WindlDieseVBattery System Operation 
Based on the analysis in Problem 8.8 and other input, the community of 
Cantgettherefromhere has upgraded its power system. The hybrid power system includes a 
100 kW diesel generator, 1OOkW of installed load, 60 kW of wind power, a 100 kW dump 
load, and energy storage with 100 kwh capacity. The hourly average load and power from 
the wind over a 24 hour period have remained the same and are listed in Table B.9. 

Assume that the mean hourly data accurately describe the load and power from the wind 
and that fluctuations about the mean load are handled by the energy storage. Determine the 
hourly energy flaws in the system for the following system control and operating 
approaches. 

a) Diesel-only system - In this baseline system, the diesel provides all of the power to 
the load. The diesel provides power down to 0 kW with no provision to limit the ensure a 
minimum diesel load to avoid diesel engine wear. 



564 Wind Energy Explained 

b) Minimum diesel - In this system minimizing diesel power takes priority, except that 
the diesel may not be shut off and must run at a minimum of 30 kW to ensure long diesel 
engine life. Thus, the system operates by the rules: 

1. The minimum diesel power is 30 kW 
2. Only the minimum diesel power that is needed above 30 kW is used (no power above 30 

3. Storage can only be used between 20 and 95 kwh of capacity, to maximize storage 

4. Storage capacity starts at 50 kwh 
5. The sum of the energy into the power sources in the system (diesel, wind, battery) must 

equal the sum of the energy into the power sinks in the system (the load, dump load, and 
battery). 

6. If there is excess energy in the system it is first stored, if possible, and dumped only if 
necessary. 

kW is used to fill up the storage) 

efficiency and battery life 

c) Diesel shut off - In this system a rotary inverter between the batteries and the grid 
provides reactive power and the diesel can be shut off. It shuts off whenever possible, but 
when running, needs to be at a minimum load of 30 kW. When running it is also used to fill 
up the storage to use the fuel most efficiently. The battery level is maintained between 20 
and 90 kwh. This insures that there is adequate capacity to handle fluctuating loads when 
there is no diesel in the system. Thus, the system operates by the rules: 

1. The diesel can be shut off 
2. The minimum diesel power is 30 kW when the diesel is running 
3. When the diesel is running, the storage is also filled up if possible to improve diesel fuel 

4. Storage can only be used between 20 and 90 kwh of capacity, to maximize storage 

5. Storage capacity starts at 50 kWh 
6. The sum of the energy into the power sources in the system (diesel, wind, battery) must 

equal the sum of the energy into the power sinks in the system (the load, dump load, and 
battery) 

7. If there is excess energy in the system it is first stored, if possible, and dumped only if 
necessary 

efficiency 

efficiency and battery life 

Specifically, for each operating approach, determine how much energy is supplied by 
the diesel over the 24 hour period and the reduction in diesel power compared to the diesel 
only case. 

B.9.1 Learning Curve Froblem 
The first unit of a new wind turbine costs $100,000. The system is estimated to follow an 
s = 0.83 learning curve. What is the cost of the 100th unit? 
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B.9.2 
Estimate the progress ratio (s) of modem utility-scale wind turbines. Use the time period of 
about 1980 to the present. 

B.9.3 
A small 50 kW wind turbine with an initial cost of $50,000 is installed in Nebraska. The 
fixed charge rate is 15% and the annual operation and maintenance (Cow) is 2% of the 
initial cost. T h i s  system produces 65,000 k W y r  (E,). Determine the cost of energy (CO@ 
for this system. 

B.9.4 Small Wind Turbine Economics 
A small wind machine, with a diameter of 6 m, is rated at 4 kW in an 11 d s  wind speed. 
The installed cost is $10,000. Assuming Weibull parameters at the site to be c = 8 d s  and 
k = 2.2, it is claimed that the capacity factor is 0.38. 

The interest rate, b, is 11% and the period of the loan, N, is 15 years. Find the cost per 
unit area, per kW, and the levelized cost per kwh. The lifetime of the turbine, L, is assumed 
to be 20 years and the discount rate, r, is 10%. You do not have to include factors such as 
inflation, tax credits, or operation and maintenance costs. 

Progress Ratio Estimate for Utility-scale Wind Turbines 

Simple Cost of Energy Problem 

readsheet Problem 
The estimated cost and savings from the purchase and operation of a wind machine over 20 
years are given in Table B.lO. a) Compare the total costs with the total savings. b) Find the 
present values of the cost and savings. Use an annual discount rate of 10%. Would this be a 
good investment? c) Determine the pay back period for the wind machine. d) What is the 
breakeven cost of the machine? e) Estimate the cost of energy produced by the wind 
machine if it is expected to produce 9,000 kwh annually. 

Table B.10 

Year Costs Savings Year Costs Savings 
0 $9000 11 227 669 
1 127 2324 12 241 719 
2 134 1673 13 255 773 
3 142 375 14 271 83 1 
4 151 403 15 287 894 
5 160 433 16 304 96 1 
6 168 466 17 322 1033 
7 180 501 18 342 1110 
8 191 539 19 362 1194 
9 202 579 20 251 1283 
10 214 622 

This problem is intended to assess the relative economic merits of installing a wind-diesel 
system rather than a diesel-only system at a hypothetical location. Assume that the existing 
diesel i s  due for replacement and that the annual system demand will remain fixed during 
the lifetime of the project. 
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Your problem is to calculate the levelized cost of energy for the diesel only and for the 
wind-diesel system. The following system and economic parameters hold: 

System 
Average system load 
Diesel rated power 
Mean diesel usage- no wind turbine generator 
Wind turbine rated power 
Average annual wind speed 
Annual wind speed variability 
Average wind turbine power 
Useful wind turbine power (based on 

25% lower limit on diesel loading) 
Mean diesel usage with WTG 
Economics 
Wind turbine cost 
Diesel cost 
System Me 
Initial payment 
Loan term 
Interest 
General inflation 
Fuel inflation 
Discount rate 
Diesel fuel cost 
Wind turbine O&M cost 
Diesel O&M cost 

96 kW (841,000 kWNyr) 
200 kW 
42.4 vhr (371,000 Vyr) 
100 kW 
7.54 m/s 
0.47 
30.9 kW 
21.1 kW 

34.8 I/hr (305,000 Yyr) 

$1500/kW installed 
$350/kW installed 
20 Yr 
$30,000 
10 yr 
10% 
5% 
6% 
9% 

2% of capital costlyr 
5% of capital costlyr 

$oson 

B. Chapter 10 Problems 

B.18.1 Visual Impact Assessment 
Assume that you are planning the development of a small wind farm (say 10 turbines of 500 
kW) in a rural area. Describe how you would reduce the visual impact of this project. Also 
prepare a list of the tools that could be used for assessing the impact of this project on the 
surrounding environment. 

B.10.2 Turbine Noise Source 
Estimate the sound power level for a three-bladed. upwind wind turbine with the following 
specifications: rated power = 500 kW, rotor diameter = 40 m, rotor rotational speed = 40 
rpm, wind speed = 12 mls. 

B.10.3 Turbine Noise Distance Problem 
Suppose the sound pressure level at a distance of 100 m from a single wind turbine is 60 dB. 
What are the sound pressure levels at a distance of 300,500, and 1000 m? 
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B.lQ.4 Multiple Turbine Noise Problem 
Assuming the same turbine as in the previous problem, what are the sound pressure levels at 
a distance of 300,500, and 1000 m for 2 , 5 ,  and 10 turbines? 

B.lQ.5 Electromagnetic Interference for TV Reception 
For electromagnetic interference problems once the (bistatic) radar cross-section (oh) is 
known, the polar coordinate r can be calculated for a required interference ratio (C/l>. For a 
TV transmitter operating in an urban environment, oh was experimentally determined to be 
24 and 46.5 dBm2 in the backscatter and forward scatter regions. Determine the value of P in 
both the backscatter and forward scatter regions for required values of CII equal to 39, 33, 
27, and 20 dB. 
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