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## Preface

The first edition of this book was published in 1980 under the titie Automation, Production Systems, and Computer-Aided Manufacturing. A revision was published in 1987 with about 200 more pages and a slightly different title:Automation, Production Systems, and
Computer Integrated Manafacturiag. The add tionat pages expanded the coverage of topics like industrial robotics, programmable logic controllers, material handling and sterage, and quality control. But much of the book was very similar to the 1980 text. By the time I slarted work on the current volume (technically the second edition ol the 1487 title. but in fact the third generation of the 1980 publicalion). it was clear that the book was in need of a thorough rewriting New technologies had been developed and existing lechnologies had advanced. now theories and methodongeies had emerged in the rescarch literature, and my owt understanding of automation and production systems had growa and matured (at least [ think so). Readers of the two previous books will find this new volume to be quite different from its predecessors. Its organization is significantly changed, new topics have been iadded, and some topies from the previous editions have been discarded or reduced in coverage. It is not an cxaggeration to say that the entire text has been rewritten (readers will find very few instances where 1 have used the same wording as in the previous editions). Nearly all of the figures are new. It is essentially a new book.

There is a risk in changing the book so much Both of the previous editions have been very suceessflu for Prentice Hall and me. Many instructors have adopted the book and have become accustomed to its organization and coverage. Many courses have been developed based on the hook. What will these insiructors think of the new edition, with all of its now and different features? My hope is that they will try out the new book and find it to be a significant improvement over the 1987 edition, as well as any other textbook on the subject.
specifically, what are the changes in this now edition? To begin with, the organization has been substantially revised. Following two introductory chapers, the book is organized into live main parts:
I. Automation and control technologies: $\$$ ix chapters on automation, industrial computer control, control system components, numerical control, industrial roboties, and programmable logic controllers.
II. Material handing tectnologies: Four chapters covering conventional and automated material handling systems (eg. conveyor systems and automated guided vehicle systems), conventional and automated storage systems, and automatic identification and data capture.
III. Manufacturing systems: Seven chapters on a manulacturing systems taxonomy, single station cels, group technology, flexible manufacturing systems, manual assembly innes, iransfer lines, and automated assembly.
IV. Quality control systeus: Four chapters covering quality assurance, statistical process control, inspection principles, and inspection technologies (e.g. coordinate measuring machines and machine vision).
V. Manufacturing support systems: Four chapters on product design and CAD/CAM. process planning, production planning and control, and lean production and agite manufacturing.

Other changes in organization and coverage in the current edition, compared with the 1487 book, include:

- Expanded coverage of automation fundamentals, numerical control programming group technology, flexible manufacturing systems, material handling and storage, quality control and inspection. inspection technologies, programmable logic contsollers.
- New chapters or sections on manufacturing systerns, single station manufacturing systems, mixed-model assembly line analysis, quality assurance and statistical process control, Taguchi methods, inspection principles and technologies, concurrent engineering, automatic identification and data collection, lean and agile manufacturing.
- Consolidation of numerical control into one chapter (the old edition had three chapters).
- Consolidation of industrial robotics into one chapter (the old edition had three chapters).
- The chapters on control systems have been completely revised to reflect current industry practice and technology.
- More quantitative problems on more topics: nearly 400 problems in the new edition, which is almost a $50 \%$ increase over the 1987 edition.
- Historical notes describing the development and historical background of many of the automation technologies.

With all of these changes and new features, the principle objective of the book remains the same. It is a textbook designed primarily for engineering students at the advanced undergraduatc or beginning graduate levels. It has the characteristics of an emgineering textbook: equations, example problems, diagrams, and end-of-chapter exercises. A Solutions Manual is available from Prentice Hall for instructors who adopt the book.

The book should also be useful for practicing engineers and managers who wish to leam about automation and production systems technologies in modern manufacturing. In several chapters, application guidelines are presented to help readers decide whether the particular technology may be appropriate for their operations.
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1.6 Organization of the Book

This book is about production systems that are used to manufacture products and the parts assembled into those products. The production system is the collection of people, equipment, and procedures organized to accomplisis the manufacturing operations of a company (or other organization). Production systems can be divided into two categories or levels as indicated in Figure 1.1:


Figure 1.1 The production system consises of Cacilities and manufacturing support systems.

1. Facilities. The facilities of the production system consist of the factory, the equipment in the factory, and the way the equipment is organized.
2. Manufacturing support systems. This is the set of procedures used by the company to manage production and to solve the technucat and logistics problems encountered in ordering materials, moving work through the factory and ensuring that products meet quality standards Product design and certain business functions are included anong the manufacturing support systems.

In modern manufacturing operations, portions of the production system are automated and or computerized. However, production systems include people. People make these systems work. In general, direct labor people (blue collar workers) are responsible for operating the facilities, and professional staff people (white collar workers) are responsible for the manufacturing support systems.

In this introductory chaptet, we consider these two aspects of production systems and how they are sometimes automated and/or computerized in modern industrial practice. In Chapter 2. we examine the manufacturing operations that the production systems are intended to accomplish.

### 1.1 PRODUCTION SYSTEM FACILITIES ${ }^{1}$

The facilities in the production system are the factory, production machines and tooling, material handling equipment, inspection equipment, and the computer systems that control the manufacturing operations. Facilities also include the plant layout, which is the way the equipment is physically arranged in the factory. The equipment is usually organized into logical groupings, and we refer to these equipment arrangements and the workers who operate them as the manufacturing systems in the factory. Manafacturing systems can be individual work cells, consisting of a single production machine and worker assigned to that machine. We more commonly think of manufacturing systems as groups of machines and workers, for example, a production line. The manufacturing systems come in direct physical contact with the parts and/or assemblies being made. They "touch" the product.

A manufacturing company attempts to organize its facilities in the nost efficient way to serve the particular mission of that plant. Over the years, certain types of production facilities have come to be recognized as the most appropriate way to organize for a given type of manufacturing. Of course, one of the most important factors that determine the type of manufacturing is the type of products that are made. Our book is concerned primarily with

[^1]the product:on of discrete parts and products compared with products that are in liquid or bulk form, such as chenicals (we examine the distinction in Section 2.1).

If we limit our discussion to discrete products. the quantity produced by a factory has a very significant influence on its facilities and the way manufacturing is organized Prodiction quanity refers to the number of units of a given part or product produced annually by the plant. The annual part or product guantities produced in a given tactory can be classified into three ranges:

1. Low prodichon: Quantities in the range of 1 to 100 units per year
2. Medium production: Quantities in the range of 100 to 10,000 units annually:
3. High production: Production quantities are 10.000 to millions of units.

The boundaries between the three ranges are somewhat arbitrary (author's judgment). Depending on the types of products we are dealing with. these boundaries may shift by an order of magnitude or so.

Some plants produce a variety of different product types, each type being made in low or medium quantities. Other plants specialize in high production of only one product type. It is instructive to identify product variety as a parameter distinct from production quantity. Product variety refers to the different product designs or types that are produced in a plant. Different producis have different shapes and sizes and styles; they perform different functions: they are sometimes intended for different markets; some have more components than others, and so forth. The number of different product types made each year can be counted. When the number of product types made in a factory is high, this indicates high product variety.

There is an inverse correlation between product variety and production cuantity in terms of factory operations. When product variety is high, production quantity rends to be low: and vice versa. This relationship is depicted in Figure 1.2. Manufacturing plants tend to specialize in a combination of production quantity and product variety that lies somewhere inside the diagonal band in Figure 1.2. In general. a given factory tends to be limited to the product variety value that is correlated with that production quantity.


Figure 1.2 Relationship between product variety and production quantity in discrete product manufacturing.

Although we have identified product variety as a quantitative parameter (the number of different product types made by the plant or company), this parameter is much less exact than production quantity is, because details on how much the designs differ are not captured simply by the number of different designs. The differences between an automobile and an air conditioner are far greater than between an air conditioner and a heat pump. Products can be different, but the extent of the differences may be small or great. The automotive industry provides some examples to illustrate this point. Each of the U.S. automotive companies produces cars with two or three different nameplates in the same assembly plant, although the body styles and other design features are nearly the same. In different piants, the same auto company builds heavy trucks. Let us use the terms "hard" and "soft" to describe these differences in product variety. Hard product variety is when the products differ substantially. In an assembled product, hard variety is characterized by a low proportion of common parts among the products; in many cases, there are no common parts. The difference between a car and a truck is hard. Soft product variety is when there are only small differences between products. such as the differences between car models made on the same production line. There is a high proportion of common parts among assembled products whose variety is soft. The variety between different product categories tends to be bard: the variely between different models within the same product category tends to be soft.

We can use the three prodution quantity ranges to identify three basic categories of production plants. Although there are variations in the work organization within each category, usually depending on the amount of product variety, this is neveritheless a reasonable way to classify factorics for the purpose of our discussion.

### 1.1.1 Low Quantity Production

The type of production facility usually associated with the quantity range of 1 to 100 units/yenr is the job shop, which makes low quantitics of specialized and customized products. The products are typically complex, such as space capsules, aircraft, and speciai machinery Job shop production can also include fabricating the component parts for the products. Customer orders for these kinds of items are often special, and repeat orders may never occur. Equipment in a job shop is general purpose and the labor force is highly skilled.

A job shop must be designed for maximum flexibility to deal with the wide part and product variations encountered (hard product variety). If the product is large and heavy. and therefore difficult to move in the factory, it typically remains in a single location, at least during its final assembly. Workers and processing equipment are brought to the product, rather than moving the product to the equipment. This type of layout is referred to as a fixed-position iayout, shown in Figure 1.3(a). In the pure situation, the product remains in a single location during its entire fabrication. Examples of such products include ships, aircraft, railway locomotives, and heavy machinery. In actual praclice, these items are usually built in large modules at single locations. and then the completed modules are brought together for final assembly using large-capacity cranes.

The individual parts that comprise these large products are often made in factories that have a process layout, in which the equipment is arranged according to function or type. The lathes are in one department, the miJling mathines are in another department, and so on, as in Figure 1.3(b). Different parts, each requining a different operation sequence.


Figure 1.3 Various types of plant layout: (a) fixed-position layout, (b) process layout. (c) cellular layout, and (d) product layout.
are routed through the departments in the particular order needed for their processing, usually in batches. The process layout is noted for its flexibility; it can accommodate a great variety of alternative operation sequences for different part configurations. Its disadvantage is that the machinery and methods to produce a part are not designed for high efficiency. Much material handling is required to move parts between departments, so in-process inventory can be high.

### 1.1.2 Medium Quantity Production

In the medium quantity range ( $100-10000$ unis annually), we distinguish between two different types of facility, depending on product variety. When product varjety is hard the traditional approach is hatch prodichoot, in which a batch of one product is made, affer which the facility is changed over to produce a yatch of the next product, and so on. Orthers for each product are frequently repeated. The production rate of the equipment is greater than the demand rate for arly single product type and so the same equipment can be shated among multiple products. The changenver between production runs takes inne. Called the setup time or changeover time. it is the time to change tooling and to set up and reprogram the machinery. This is lost production time. which is a disadvantage of bach manufacturing. Batch production is commonly used in make-to-stock situations, in which items are manufactured to replenish inventory that has been gradually depleted by demand. The equipment is usually artanged in a process layout, Figure $1.3(\mathrm{~b})$.

An alternative approach to medium range production is possible if product variety is soft. In this case, extensive changeovers between one product style and the next may not be required. It is often possible to configure the equipment so that groups of similar parts or products can be made on the same equipment without significant lost time for changeovers. The processing or assembly of different parts or products is accomplished in cells consisting of several workstations or mactincs. The term celladar manufacturing is often associated with this type of production. Each cell is designed to produce a limited variety of part configurations: that is, the cell specializes in the production of a given set of similar parts or products, according to the principles of group technology (Chapter 15). The layout is called a cellular toyont, depicted in Figure $1.3(\mathrm{c})$

### 1.1.3 High Production

The bigh quantity range ( 10,000 to millions of units per year) is often referred to as mass production. The situation is characterized by a high demand rate for the product, and the production facility is dedicated to the manufacture of that product. Two categories of mass production can be distinguished: (1) quantity production and (2) flow line production. Quantily production involves the mass production of single parts on single pieces of equipment. The method of production typically involves standard machians (such as stamping presses) equipped with special tooling (e.g. dies and material handing devices), in effect dedicating the equipment to the production of one part type. The typical layout used in quantily production is the process layout, Figure 1.3(b).

Flow line production involves multiple workstations arranged in sequence, and the parts or assemblies are physically moved through the sequence to complete the product. The workstations consist of production machines and/or workers equipped with specialized tools. The collection of stations is designed specifically for the product to maximize efficjency. The layout is called a product layout, and the workslations ate arranged into one long line, as in Figure $1.3(\mathrm{~d})$, or into a series of connected line segments. The work is usually moved between stations by powered conveyor. At each station. a small amount of the total work is completed un each unit of product.

The most familiar example of flow line production is the assembly line, associated with products such as cars and household appliances. The pure case of flow line production is where there is no variation in the products made on the line. Every product is identical, and the hine is referred to as a single model production line. However, to sucessfully market a


Figure 1.4 Types of facilities and layouts used for differen! leveis of production quantity and product variety.
given product, it is often necessary to introduce model variations so that individual customers can choose the exact style and options that appeal to them. From a production viewpoint, the model differences represent a case of soft product variety. The term mixed-modei producton line applies to those situations where there is soft variety in the products made on the line. Modern automobile assembly is an example. Cars coming off the assembly line have variations in options and trim representing different models (and, in many cases, different nameplates) of the same basic car design.

Much of our discussion of the types of production facilities is summarized in Figure 1.4, which adds detail to Figure 1.2 by identifying the types of production facilities and plant layouts used. As the figure shows, some overlap exists among the different lacility types.

### 1.2 MANUFACTURING SUPPORT SYSTEMS

To operate the production facilities efficiently, a company must organize itself to design the processes and equipment, plan and control the production orders, and satisfy product quality requirements. These functions are accomplished by manufacturing support systems people and procedures by which a company manages its production operations, Most of these support systems do not directly contact the product, but they pian and control its progress through the factory.

Manufacturing support involves a cycle of information-processing activities, as illustrated in Figure 1.5. The production system facalities described in Section 1.1 ate pictured in the center of the figure. The information-processing cycle, represented by the outer ring. can be described as consisting of four functions: (1) business functions, (2) product design, (3) manufacturing planning, and (4) manufacturing control.

Business Functions. The business functions are the principal means of communicating with the customer. They are, thercfore, the oeginming and the end of the informa-tion-processing cycle. Included in this category are sales and marketing, sales forecasting, order entry, cost accounting, and customer billing.


Figure 1.5 The information-processing cycle in a typical manufaceuring firm.

The order to produce a product typically originates from the customer and proceeds into the company through the sales and marketing department of the firm. The production order will be in one of the following forms: (1) an order to manufacture an item to the customer's specifications, (2) a customer order to buy one or more of the manufacturer's proprietary products, or (3) an internal company order based on a forecast of future demand for a proprietary product.

Product Design. If the product is to be monufactured to customer design, the design will have been provided by the customer. The manufacturer's product design department will not be involved. If the product is to be produced to customer specifications, the manufacturer`s product design department may be contracted to do the design work forthe producl as well as to manufacture it.

If the product is proprietary the manufacturing firm is responsible for its development and design. The cycle of events that initiates a new product design often originates in the sales and marketing department; the information flow is indicated in Figure 1.5. The departments of the firm that are organized to accomplish product design might inctude research and development, design engineering, drafting, and perhaps a prototype shop.

Manufacturing Planning. The information and documentation that constitute the product design flows into the manufacturing planning function. The information-prucessing activities in manufacturing planning include process planning, master scheduling, requirements planning, and capacity planning. Process planning consists of determining the sequence of individual processing and assembly operations needed to produce the pant. The manufacturing engineering and industrial engineering depariments are responsible for planning the processes and related techuical details.

Manufacturing planning includes logistics issues, commonly known as production planning. The authorization to produce the product must be translated into the master
production schedule. The master production schedute is a listing of the products to be made, when they are to be delivered and in what quantities. Months are traditionally used to specify deliveries in the master schedulc. Based on this schedule, the individual components and ubbassemblies that make up each product must be planned. Raw materials must be purchased or requisitioned from storage. purchased parts must be ordered from supplecrs. and all of these items must be planned so that they are available when needed. This entire task is called material requirements planning. In addition, the master schedule must not list more quantities of products than the factory is capable of producing each month with its given number of machines and manpower. A function called capacity planning is cuncerned with planning the manpower and machine resources of the firm.

Manufacturing Control. Manufacturing control is concerned with managing and controlling the physical operations in the factory to implement the manufacturing plans. The flow of information is from planring to control as indicated in Figure 1.5. Information also thows back and forth between manufacturing control and the factory operations. Included in the manufacturing control function are shop floor control, inventory control, and quality control.

Shop floor control deals with the problem of monitoring the progress of the product as it is being processed, assembled, moved, and inspected in the factory. Shop floor control is concerned with inventory in the sense that the materials being processed in the factory are work-in-process inventory. Thus, shop floor control and inventory control overlap to some cxtent. Inventory control attempts to strike a proper balance between the danger of too little inventory (with possible stock-outs of materials) and the carrying cost of too match inventory lt deals with such issues as deciding the right quantities of materials to order and when to reorder a given item when stock is low.

The mission of quality control is to ensure that the quality of the product and its components mee: the standards specified by the product designer. To accomplish its mission, quality controi depends on inspection activities performed in the factory at various times during the manufacture of the product. Also, raw materials and component parts from outside sources arc sometimes inspected when they are received. and final inspection and testing of the finished product is performed to ensure functional quality and appearance.

### 3.3 AUTOMATION IN PRODUCTION SYSTEMS

Some elements of the firm's production system are likely to be automated, whereas othcrs will be operated manually or clerically. for our purposes here, automation can be defined as a technology concerned with the application of mechanical, electronic, and computer-based systems to operate and conltol production.

The automated elements of the production system can be separated into two categories: (1) automation of the manufacturing systems in the factory and (2) computerization of the manufacturing support systems. In modern production systems, the two categories overlap to some extent, because the aulomated manufacturing systems operating on the facwry floor are themselves often implemented by computer systems and connected to the computerized manufacturing supporl systems and management information system operating at the plant and enterprise levels. The term computcr-intcgrated manufacturing is used to indicate this extensive use of computers in production systems. The two categories of automation are shown in Figure 1.6 as an overlay on Figure 1.i.
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Computer integrated manufacturing

Figure 1.6 Opportunitics of automation and computerization in a production system.

### 1.3.1 Automated Manufacturing Systems

Automated manufacturing systems operate in the factory on the physical product. They perform operations such as processing, assembly, inspection, or material handling, in some cases accomplishing more than one of these operations in the same system, They are called automated because they perform their operations with a reduced level of human participation compared with the corresponding manual process. In some highly automated systems, there is virtually no human participation. Examples of automated manufacturing systems include:

- automated machine tools that process parts
- transfer lines that perform a scries of machining operations
- automated assembly systems
- manufacturing systems that use industrial robots to perform processing or assembly operations
- automatic material handling and storage systems to integrate manufacturing operations
- automatic inspection systems for quality control

Automated manufacturing systems can be chassified into three basic types (for our purposes in this introduction; we explore the topic of automation in greater depth in Chapter 3): (1) fixed automation. (2) programmable automation, and (3) flexibk automation.

Fixed Automation. Fixed awomanion is a system in which the sequence of processing (or assembly) operations is fixed by the equipment configuration. Each of the operations in the sequence is usually simple, involving perhaps a plain linear or rotational motion or an uncomplicated combination of the two; for example, the feeding of a rotating spindle. It is the integration and coordination of many such operations into one piece of equipment that makes the system complex. Typical features of fixed automation are:

- high initial investment for custom-engineered equipment
- high produccion rates
- relatively inflexible in accommodating product variety

The economic justification for fixed automation is found in products that are produced in very large quantities and at high production rates. The high initial cost of the equipment can be spread over a very large number of units, thus making the unit cost attractive com-
pared with allernative methods of production. Examples of fixed automation include machaning trensfer lines and automated assembly machines.

Programmabie Automation. In programmable automation, the production equipment is designed with the capability tochange the sequence of operations to accommodate different product configurations. The uperation sequence is controlled by a program, which in a het of insiructions coded so that they ean be read and interpreted by the system. New programs cante prepared and entered into the equipment to produce new products. Some of the features that characterize programmable automation include:

- high investment in general purpose equipment
- lower production mates than tixed automation
- Iexibility to deal with variations and changes in product configuration
- most suitable for batch producion

Programmable atutomated production systems are used in low and medium-volume production. The parts or products are typically made in batches. To produce each new batch of a different product, the system must be reprogrammed with the set of mechine instructions that correspond to the new product. The physical setup of the machine must also be changed: Tools must be loaded. fixtures must be attached to the machine tahle, and the required machine settings must be entered. This changeover procedure takes time Consequently, the typical cycle for a given product includes a period during which the setup and reprogramming takes place. followed by a period in which the batch is produced. Examples of programmable automation include numerically controlled ( NC ) machine tools, industrial robots, and programmable logic controllers.

Flexible Automation. Flexible antomation is an extension of programmable automation. A flexible automated system is capable of producing a variety of parts (or producls) with virtually no time lost for changeovers from one part style to the next. There is no lost production time while reprogramming the system and altering the physical setup (tooling, fixtures, machine settings). Consequently, the system can produce various combinations and schedules of parts or products instead of requiring that they be made in batches. What makes flexible automation possible is that the differences between parts processed by the vytem are not significant. It is a case of sof variety, so that the amount of changeover required between styles is minimal. The features of flexible automation can be summarized as follows:

- high investment for a custom-engineered systern
- contmuous production of variable mixtures of products
- medium production rates
- flexibility to deal with product design variations

Examples of flexible automation are the flexible manufacturing systems for performittg machining uperations that date back to the late 1960s.

The relative positions of the three types of automation for different production volumes and product varictics are depicted in Figure 1.7. For low prodaction quantities and new product inroductions, manual production is competitive with programmable automation. as we indicate in the figure and discuss in Section 1.4.1.


Figure 1.7 Three types of automation relative to production quanlity and product variety.

### 1.3.2 Computerized Manufacturing Support Systems

Automation of the manufacturing support systems is aimed at reducing the amount of manual and clerical effort in product design, manufacturing planning and control, and the business functions of the firm. Nearly all modern manufacturing support systerns are iniplemented using computer systems. Indeed, computer technology is used to implement automation of the manufacturing systems in the factory as well. The term computerintegrated manufacturing (CIM) denotes the pervasive use of computer systems to design the producis, plan the production, control the operations, and perform the various busi-ness-related functions needed in a manufacturing firm. True CIM involves integrating all of these functions in one system that operates throughout the enterprise. Other terms are used to identify specific elements of the CIM system. For example, computer-aided design (CAD) denotes the use of computer systems to support the product design function. Computer-aided manufacturing (CAM) denotes the use of computer systems to perform functions related to manufacturing engineering, such as process planning and numerical control part programming. Some computer systems perform both CAD and CAM, and so the term CAD/CAM is used to indicate the integration of the two into one system. Computer-integrated matufacturing includes CAD/6AM, but it also includes the firm's business functions that are related to manufacturing.

Let us attempt to define the relationship between automation and CIM by developing a conceptual model of manufacturing. In a marufacturing firm, the physical production activities that take place in the factory can be distinguished from the information-processing activities, such as product design and production planning, that usually occur in an office environment. The physical activities include all of the processing, assembly, material handling and inspection operations that ate performed on the product in the factory. These operations come in direct contact with the product during manufacture. The relationship between the physical activities and the information-processing activities in our model is depicted in Figure 1.8. Raw materials flow into one end of the factory and finished products flow out the other end. The physical activities take place inside the factory. In our model, the information-processing activities form a ring that surrounds the factory, providing the data and knowledge required to successfully produce the product. These in-


Figure 1.8 Model of manufacturing showing factory operations and the information-processing activities for manufacturing support.
formation-processing activities are accomplished to implement the four basic manufacturing support functions identified carlier: (1) business functions. (2) product design, (3) manutacturing planning, and (4) manufacturing control. These four functions form a cycle of events that must accompany the physical production activities but do not directly touch the product.

### 1.3.3 Reasons for Automating

Companies undertake projects in manufacturing automation and computer-integrated manutacturing for a variety of good reasons. Some of the reasons used to justify automation are the following:

1. To incyeave labor productivity. Automatitg a manufacturing operation usually increases production rate and labor productivity. This means greater output per hour of labor input
2. To reduce fabor cost. Ever-increasing lator cost has been and contitues to be the trend in the worlds industrialized socictics. Consequently, higher investment in automation has become economically justifiable to replace manual operations. Machines are increasingly being substituted for human labor to reduce unit product cost.
3. To mimgate the effects of labor shortages. There is a general shortage of labor in many advarced nations, and this has stimulated the development of automated operations ak a substitute for labor.
4. To reduce or eliminate routhe mannal and clerical taxks. An argument can be put forth that there is social value in automating operations that are routine boring, fatiguing, and possibly irk some. Aucomating such tasks serves a purpose of improving the general level of working conditions.
5. To improve worker safety. By automating a given operation and transferring the worker from active participation in the process to a supervisory role, the work is made
safer. The safety and physical well-being of the worker has become a national objective with the enactment of the Occupational Safety and Health Act (OSHA) in 1970. This has provided an impetus for automation.
6. To improve product quality. Aulomation not only results in higher production rates than manual operations; it also performs the manufacturing process with greater uniformity and conformity to quality specifications. Reduction of fraction defect rate is one of the chief benefits of automation.
7. To reduce manufacturing lead time. Automation helps to reduce the elapsed time between customer order and product delivery, providing a competitive advantage to the manufacturer for future orders. By reducing manufacturing lead time, the manufacturer also reduces work-in-process inventory.
8. To accomplish processes that cannot be done mansally, Certain operations cannot be accomplished without the aid of a machine. These processes have requirements for precision, miniaturization, or complexity of geometry, that cannot be achieved manually. Examples include certain integrated circuit fabrication operations, rapid prototyping processes based on computer graphics (CAD) modets, and the machining of complex, mathematically defined surfaces using computer numerical control. These processes can only be realized by computer controlled systems.
9. To avoid the high cost of not outomating. There is a significant competitive advantage gained in automating a manufacturing plant. The advantage cannot easily be demonstrated on a company's project authorization form. The benefits of automation often show up in unexpected and intangible ways, such as in improved quality, higher sales, better labor relations and better company image. Companies that do not awtomate are likely to find themselves at a competitive disadvantage with their customers, their employees, and the general public.

### 1.4 MANUALL LABOR IN PRODUCTION SYSTEMS

I's there a place for manual labor in the modern production system? The answer is certainly $y$ es. Even in a bighly automated production system, humans are still a necessary component of the manufacturing enterprise. For the foresecable future, people will be required to manage and maintain the plant, even in those cases where they do not participate directly in its manufacturing operations. Let us separate our discussion of the labor issure into two parts, corresponding to our previous distinction between facilities and manufacturing support: (1) manual labor in factory operations and (2) labor in the manufacturing support systems.

### 1.4.1 Menual Labor in Factory Operations

There is no denying that the long term trend in manufacturing is toward greater use of atutomated machines to substitute for manual labor. This has been true throughout human history, and there is every reason to helieve the trend will contintue. It has been made possible by applying advances in technology to factory operations. In paralle!, and sometimes in conflict. with this technologically driven frend are issues of economics that continue to find reasons for employing manual labor in manufacturing operations.

Certainly one of the cursent economic realities in the world is that there are countries whose average hourly wage rates are sufficiently low that most automation projects are im-
possible to justify strictly on the basis of cost reduction. At time of writing, these countries include Mexico, China, and most of the countries of Southeast Asia. With the recent passage of the North American Free Trade Agreement (NAFTA), the North American contiment has become one large labor pool. Within this pool, Mcxico's labor rate is an order of magnitude less than that in the United States. For U.S. corporate executives making dectsionis on a factury focation or the outsourcing of work, his is an economic reality that must be reckoned with.

In addition to the labor rate issue. there are oher reasons, ultimately based on economics, that make the use of manud labor a feasible alternative to automation. Humans possess certain attributes that give them an advantage over machines in certain situations and certain kinds of tasks. Table 1.1 lists the relative strengths and attributes of humans and machines. A number of situations can be listed in which manual labor is usually preferred over automation:

- Task is too technologically difficult to automate. Certain tasks are very difficult (either technologically or economically) to automate. Reasons for the difficulfy include: (1) problems with physical access to the work location, (2) adjustments required in the task. (3) manual dexterity requitements, and (4) demands on hand-eye coordination. Manual labor is used to perform the tasks in these cases. Examples include sutnonobile tinal assembly lines where many final trim operations are accomplisthed by human workers.
- Shori product life cycie. If the product must be designed and introduced in a short period of time to meet a near-term window of opportunity in the marketplace, or if the product is anticipated to be on the market for a relatively short period, then a manufacturing method designed around manual labor allows for a much faster product launch than does an automated method. Tooling for manual production can be fabricated in much less time and at much lower cost than comparable automation tooling.
- Cusiomized product. If the customer requires a one-of-a-kind item with unique features, manual labor may have the advantage as the appropriate production resource because of its versatility and adaptability. Humans are more flexible than any automated machine.
- To cope with ups and dowas in demand. Changes in demand for a product neccssitate changes in production output levels. Such changes are more easily made when manwal labor is used as the means of production. An automated manufacturing system has a fixed cost associated with its investment. If output is reduced, that fixed cost must be spread over fewer units, driving up the unit cost of the product. On the other hand,


## TABLE 1.1 Relative Strengths and Attributes of Humans and Machines

Felative Strengths of Humans Relative Strangths of Machines

| Sense unexpested stimuli | Perform repetitive tasks consistently |
| :--- | :--- |
| Develop new soutions to problems | Store large amounts of data |
| Cope with abstract problems | Retrieve data from memory reliably |
| Adapt to change | Perform multiple tasks at same time |
| Generalize from observations | Apply high forces and power |
| Learn from experience | Perform simple computations quickiy |
| Make difficult decisions based on incomplete data | Make routine decisions quickly |

an autonated system has an ultimate upper limit on its output capacity. It cannot produce more than ths rated capacity. By contrast, manual labor can be added or reduced as needed to meet demand, and the associsted cost of the rescurce is in direct proportion to its usage. Manual latorr can be uscd to augment the output of an existing automated system during those periods when demand exceeds the capacity of the atonated system.

- To reduce risk of produci failure. A company introducing a new product to the market never knows for sure what the ultimate success of that product will be. Some products will have lung life cycles, while others will be on the market for relatively short lives. The use of manual lahor as the productive resource at the beginning of the product's life reduces the company's risk of losing a significant investment in automation if the product fails to achieve a long market life. In Section 1.5.3, we discuss an atomation migration stratceg that is sutable for introducing a new product.


### 1.4.2 Labor in Manufacturing Support Systems

In manufacliting suppon functions many of the routine manual and clerical tasks can be automated using computer systems Certain production planning activities are better accomplished by computer than by clerks. Material requirements planiug (MRP, Section 26.2) is an example: In material requirements planning, order releases are generated for component parts and raw materials hased on the master production schedule for final products. This requires a massive amount of data processing that is best saited to computer automation. Many commercial software packages are available to pertorm MRP. With few exceptions, companies that need to accomplish MRP rely on the computer. Humans are still required to intemret and implement the output of these MRP computations and to otherwise manage the production planning function.

In modem production systens, the computer is used as an aid in performing virtually all manufacturing support activitics. Computer-aided design systems are used in product design. The hunan designer is still required to do the creative work. The CAD system is a tool that assists and amplilies the designer's creative talents. Computer-aided process planning systems are used by manufacturing engineers to plan the production methods and routings. In thesc examples, humans are integral components in the operation of the manufacturing support functions, and the computer-aided systems are ools to increase productivity and improve quality. CA . and CAM systems rarely operate completely in automatic roode.

It is very unlikely that humans will never be needed in manufacturing support systems, no matter how automated the systems are. People will be needed to do the decision making, learning engineering, evaluating, managing, and other functions for which humans are much better suited than are machines, according to Table 1.1.

Even if all of the manufacturing systems in the factory are automated, there will still be a need for the jollowing kinds of work to be performed:

- Equipmen maintenance. Skilled technicanns will be required to maintain and repair the automated systems in the factory when these systems break down. To improve the reliability of the automated systems, preventive maintenance will have to be carried out
- Programmeng and computer operation. There will be a continual demand to upgrade softwarc install new versions of cofiware packages, and execule the programs. It is anticipated that much of the routine process planning, numerical control part pro-
gramming, and robot programming may be highly automated using artificial intelligence in the future.
* Engineering project work. The computer-automated and integrated factory is likely never to be finished. There will be a continual need to upgrade production machines, design tooling, and undertake continuous improvement projects. These activities require the skills of engineers werking in the factory.
- Plant management. Someone must be responsible for running the factory. There will be a limited staff of professional managers and engineers who are responsible for plant operations. There is likely to be an increased emphasis on managers' technica: skills rather than in traditional factory management positions, where the emphasis is on personnel skills.


### 1.5 AUTOMATION PRINCIPLES AND STRATEGIES

The preceding discussion leads us to conclude that automation is not always the right answer for a given production situation. A certain caution and respect must be observed in apolying automation technologies. In this section, we offer three approaches for dealing with automation projects: ' (1) the USA Principle, (2) the Ten Strategies for Automation and Production Systems, and (3) an Automation Migration Stratagy.

### 1.5.1 USA Principle

The USA Principle is a common sense approach to automation projects. Similar procedures have been suggested in the manufacturing and automation trade literature, but none has a more captivating title than this one. USA stands for:

1. Understand the existing process
2. Simplify the process
3. Autuate the process.

A statement of the USA principle appeared in an APICS ${ }^{3}$ article [4]. The article was concerned with implementation of enterprise resource planning (ERP, Section 26.6), but the USA approach is so general that it is applicable to nearly any automation project. Goittg through each step of the procedure for an automation project may in fact reveal that simplifying the process is sufficient and automation is not necessary.

Understand the Existing Process. The obvious purpose of the first step in the USA approach is to comprehend the current process in all of its details. What are the inputs? What are the outputs? What exactly happens to the work unit between input and output? What is the function of the process? How does it add value to the product? What are the upstream and downstream operations in the production sequence, and can they be combined with the process under consideration?

[^2]Some of the basic charting tools used in methods analysis are useful in this regard, such . as the operation process chart and the flow process chart [5]. Application of these tools to the existirg process provides a model of the process that can be analyzed and searched for weaknesses (and strengths). The number of steps in the process the number and placement of inspections, the number of moves and delays experienced by the work unit, and the time spent in storage can be ascertained by these charting techniques.

Mathernatical models of the process may also be useful to indicate relationships between input parameters and output variables. What are the important output variables? How are these output variables affected by inputs to the process, such as raw material properties, process settings, operating parameters, and environmental conditions? This information may be valuable in identifying what output variables need to be measured for feedback purposes and in formulating algorithms for automatic process control.

Simplify the Process. Once the existing process is understood, then the search can begin for ways to simplify. This often involves a checklist of questions about the existing process. What is the purpose of this step or this transport? Is this step necessary? Can this step be eliminated? Is the most appropriate technology being used in this step? How can this step be simplified? Are there.unnecessary steps in the process that might be eliminated without detracting from function?

Some of the ten strategies of automation and production systems (Section 1.5.2) are applicable to try to simplify the process, Can steps be combined? Can steps be performed simultaneously? Can steps be integrated into a manually operated production line?

Automate the Process. Once the process has been reduced to its simplest form, then automation can be considered. The possible forms of automation include those listed in the ten strategies discussed in the following section. An automation migration strategy (Section 1.5.3) might be implemented for a new product that has not yet proven itself.

### 1.5.2 Ten Strategies for Automation and Production Systems

Following the USA Principle is a good first step in any automation project. As suggested previously, it may turn out that automation of the provess is unnecessary or cannot be cost justified after it has been simplified.

If automation seems a feasible solution to improving productivity, quality, or other measure of performance. then the following ten strategies provide a road map to search for these improvements. These ten strategies were first published in my first book. ${ }^{4}$ They seem as relevant and appropriate today as they did in 1980. We refer to them as strategies for automation and production systems because some of them are applicable whether the process is a candidate for automation or just for simplification.

1. Specialization of operations. The first strategy involves the use of special-purpose equipment designed to perform one operation with the greatest possible efficiency. This is anatogous to the concept of labor specialization, which is employed to improve labor productivity.

[^3]2. Combined operations. Production occurs as a sequence of operations Complex parts may require dozens, or even hundreds, of processing steps. The strategy of combined operations involves reducing the number of distinct production machines or workstations through which the part must be routed. This is accomplished by performing more than one operation at a given machine, thereby reducing the number of separate machines needed. Since each machine typically involves a setup, setup time can usually be saved as a consequence of this strategy. Material handling effort and nonoperation time are also reduced Manufacturing lead time is reduced for better customer service.
3. Simultaneous operations. A logical extension of che combined operations strategy is to simultaneously perform the operations that are combined at one workstation. In effect, two or more processing (or assembly) operations are being performed simultaneously on the same workpart. thus reducing total processing time.
4. Integration of operations. Another strategy is to iink several workstations together into a single integrated mechanism, using automared work handling devices to transfer parts between stations. In effect, this reduces the number of separate machines through which the product must be scheduled. With more than one workstation, several parts can be processed simultaneously, thereby increasing the overall output of the system.
5. Increased fexibifty. This strategy attempts to achieve maximum utilization of equipment for job shop and medium-volume situations by using the same equipment for a variety of parts or products. It involves the use of the flexible automation concepts (Section 1.3.1). Prime objectives are to reduce setup time and programming time for the production machine. This normally translates into lower manufacturing lead time and less work-in-process.
6. Improved material handing and storage. A great opportunty for reducing nonproductive time exists in the use of automated material handing and storage systems. Typical bencfits incluck reduced work-in-process and shorter manufacturing lead times.
7. On-ine inspection. Inspection for quality of work is traditionally performed after the process is completed. This means that any poor-quality product has already been produced by the time it is inspected. Incorporating inspection into the manufacturing process permits corrections to the process as the proctuet is being made. This reduces scrap and brings the overall quality of the product closer to the nominal specifications intended by the designer.
8. Process control and optimization. This includes a wide range of control schemes intended to operate the individual processes and associated equipment more efficiently. By this strategy, the individual process times can be reduced and product quality improved.
9. Plant operations control. Whereas the previous strategy was concerned with the control of the individual manufacturing process, this strategy is concerned with control at the plant level. It attempts to manage and coordinate the aggregate operations in the plant more efficiently. Its implementation usually involves a high level of computer networking within the factory.
10. Computer-integrated manufacturing (CIM). Taking the previous strategy one level higher, we have the integration of factory operations with engincering design and the business functions of the firm. CIM involves extensive use of computer applications, computer data bases, and computer networking throughout the enterprise.

The ren strategies conslitute a checklist of the possibilites for improving the production system through automation or simplification. They should not be considered as mutually exclusive. For most situatione multiple strategies can be implemented in one improvement project.

### 1.5.3 Automation Migration Strategy

Owing to competitive pressures in the marketplace, a company often needs to introduce a new product in the shortest possible time. As mentioned previously, the easiest and least expensive way to accomplish this objective is to design a manual production method, using a sequence of workstations operating independently. The tooling for a manual method can be fabricatcd quickly and al low cost. If more than a single set of workstations is required to make the product in sufficient quantities, as is often the case, then the manual cell is replicated as maty times as needed to meet demand. If the product turns out to be suecessful. and high future demand is anticipated, then it makes sense for the company to attomate production. The improvements are often carried out in phases Many companies have an automaton migration stratagy. that is, a formalized plan for evolving the manufacturing systems used to produce new products as demand grows. A typical automation migration strategy is the following:

Phase 1: Manual producrion using single-station manned cells operating independently. This is used for introduction of the new product for reasons already mentioned: quick and low-cost tooling to get started.
Phase 2: Automated production using single station automated cells operating independently. As demand for the product grows, and it becomes clear that automation car be justified, then the single stations are automated to reduce labor and increase production rate. Work units are still moved between workstations manually.
Phase 3: Automated integrated production using a multistation automated system with serial operations and automated transfer of work units between stations. When the company is certain that the product will be produced in mass quantities and for several years, then inlegration of the single-stotion automated cells is warranted to further reduce labor and increase production rate.

This strategy is illustrated in Figure 1.9. Details of the automation migration strategy vary from company to company, depending on the types of products they make and the manufacturing processes they perform. But well-managed manufacturing companies have policies like the automation migration strategy. Advantages of such a strategy include:

- It allows incroduction of the new product in the shortest possible time, since production cells based on manual workstations are the easiest to design and implement.
- It allows automation to be introduced gradually (in planned phases), as demand for the product grows, engincering changes in the product are made, and time is allowed to do a thorough design job on the automated manulacturing system.
- It avoids the commitment io a high level of automation from the start, since there is always a risk that demand for the product will not justify it.


Figure 1.9 A typical automation migration stratcgy. Phase 1 : manual production with single independent workstations. Phase 2: automated production stations with manuai handling between stations. Phase 3: aulomated integraled production with automated handling between stations. Key: Aut = automated workstation.

### 1.6 ORGANIZATION OF THE BOOK

This chapler has provided an overview of production systems and how automation is sometimes used in these systems. We see that people arc needed in manufacturing, even when the production systems are highly automated. Chapter 2 takes a look at manufacturing operations: the manufacturing processes and other activities that take place in the factory. We also develop several mathematical models that are intended to increase the reader's understanding of the issues and parameters in manufacturing operations and to underscore their quantitative nature.

The remaining 25 chapters are organized into five parts. Let us describe the five parts with reference to Figure 1.10, which shows how the topics fit together. Part I includes six


Figure 1.10 Overvicw and relationships among the five parts of the book.
chapters that are concerned with automation technologies. Whereas Chapter 1 discusses automation in general terms. Part I describes the technical details. Automation relies heavily on control systems, so Part I is called Automation and Conirol Technologies. These technologies include numerical control, industrial robotics, and programmable logic controllers

Part II is composed of four chapters on material handling technologies that are used primarily in factories and warehouses. This includes equipment for transporting materials, storing them, and automatically identifying them for material control purposes.

Part III is concerned with the integration of automation technologies and material handling technologies into manufacturing systems--those that operate in the factory and touch the prodact. Some of these manufacturing systems are highly automated, while others rely largely on manual labor. Part III contains seven chapters, covering such topics as production lines, assembly systems, group technology, and flexible manufacturing systcms.

The importance of quality control must not be overlooked in modern production systems. Part IV covers this topic, dealing with statistical process control and inspection is. sues. We describe some of the significant inspection technologies here, such as machine vision and coordinate measuring machines. As suggested in Figure 1.10, quality control (QC) systems inciude clements of both facilities and manufacturing support systerns. QC is an en-terprise-tevel function, but it has equipment and procedures that operate in the factory.

Finally, Part V addresses the remaining manufacturing support functions in the production system. We include a chapter on product design and how it is supported by com-puter-aided design systems. The second chapter in Part $V$ is concerned with process plarning and how it is automated by computer-aided process planning. Here we also discuss concurrent engirecring and design for mamafacturing. Chapter 26 covers production planning and control, inctuding topics such as material requirements planning (mentioned in Chapter 1), manufacturing rescurce planning, and just-in-time production systems. Our book concludes with a chapter on lean production and agile manufacturing, two production system paradigms that define the ways that modern manufacturing companies are attempting to run their businesses.
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Marufacturing can be defined as the application of physical and chemical processes to alter the geometry, properties, and/or appearance of a given starting material to make parts
'The chapter introduction and Sections 2.1 and 2.2 are based on M. P. Groover, Fundamentats of Moderm Mansfaccuring-Materials, Frocestes, und Systems, Chapter 1.


Figure 2.1 Alternative definitions of manufacturing: (a) as a technological process and (b) as an economic process.
or products; manufacturing also includes the joining of multiple parts to make assenbled products. The processes that accomplish manufacturing involve a combination of machinery, tools, power, and manual labor, as depicted in Figure 2.1(a). Manufacturing is almost always carried out as a sequence of operations. Each successive operation brings the material closer to the desired final state.

From an economic viewpoint, manufacturing is the transformation of materials into items of greater value by means of one or more processing and/or assembly operations, as depicted in Figure 2.1(b). The key point is that manufacturing adds value to the material by changing its shape or properties or by combining it with other materials that have been similatly altered. The material has been made more valuable through the manufacturing operations performed on it. When iron ore is converted into steel, value is added. When sand is transformed into glass, value is added. When petroleum is refined into plastic, value is added. And when plastic is molded into the complex geometry of a patio chair, it is made even more valuable.

In this chapter, we provide a survey of manufacturing operations. We begin by exanining the industries that are engaged in manufacturing and the types of products they produce. We then discuss fabrication and assembly processes used in manufacturing as well as the activities that support the processes, such as material handling and inspection. The chapter concludes with descriptions of several mathematical models of manufacturing operations. These models help to define certain issues and parameters that are important in manufecturing and to provide a quantitative perspective on manufacturing operations.

We might observe here that the manufacturing operations, the processes in particular, emphasize the preceding technological definition of manufactoring, while the production systems discussed in Chapter 1 stress the economic definition. Our emphasis in this book is on the systems. The history of manufacturing includes both the development of manufacturing processes, some of which date back thousands of years, and the evolution of the production systems required to apply and exploit these processes (Historical Note 2.1).

## Historical Note 2.1 History of manufacturing

The history of manufacturing includes (wo related topics: (1) man's discovery and invention of materials and processes to make things and (2) the develepment of systems of production. The matcrials and processes predate the systems by several millennia. Systems of production
refer to the ways of organizing people and equipment so that production can be performed more efficiently. Some of the basic processes date as far back as the Neolithic period (circa $8000-3000 \mathrm{~B} . \mathrm{C}$. , when operations such as the following were developed: woodworking, forming, and firing of clay pottery, grinding and polishing of stone, spinnung and weaving of textiles, and dyeing of cloth. Metallurgy and metalworking also began during the Neolithic, in Mesopotamia and other areas around the Mediterranean. It either spread to, or developed independently in, regions of Europe and Asia. Gold was found by early man in relatively pure form in nature, it could be hammered into shape. Copper was probably the first metal to be extracted from ores, thus requiring smelting as a processing technique. Copper could not be readily hammered because it strain-hardened; instead, it was shaped by casting. Other metalsused during this period were silver and tin. It was discovered that copper alloyed with tin produced a more workable metal than copper alone (casting and hammering could both be used). This heralded the important period known as the Bronze Age (eirca $3500-1500$ B.C.).

Iron was also first smelted during the Bronze Age. Meteorites may have been one source of the metal, but iron ore was also mined. The temperatures tequired to reduce iron ore to metal are significantly higher than for copper, which made furnace operations more difficult. Other processing methods were also more difficult for the same reason. Early blacksmiths leamed that when certain irons (those containing small amounts of carbon) were sufficiently heated and then quenched, they became very hard. This permitted the grinding of very sharp cutting edges on knives and weapons, but it also made the metal brittle. Toughness could be increased by reheating at a lower temperature, a process known as tempering. What we have described is of course, the heat treatment of steel. The superior properties of steel caused it to succeed bronze in many applications (weaponry, agriculture, and mechanical devices). The period of tis use has subsequently been named the fron Age (starting around 1000 B.C.). It was not until much later, well into the nineteenth century, that the demand for steel grew significantly and more modern steelmaking techniques were developed.

The early fabrication of implements and weapons was accomplished more as crafts and trades than by manufacturing as we know it today. The ancient Romans had what might be called factories to produce weapons, scrolls, pottery, glassware, and other products of the time, but the procedures were largely based on handicraft. It was not until the Industrial Revolution (circa 1760-1830) that major changes began to affect the systems for making things. This period marked the beginning of the change from an economy based on agriculture and handicraft to one based on industry and manufacturing. The change began in Ergland, where a serics of important inachines were invented, and steam power began to replace water, wind, and animal power. Initially, these advances gave British industry significant advantages over other nations, but eventually the revolution spread to other Eurupean countries and to the United States The Industrial Revolution contributed to the development of manufacturing in the following ways: (1) Watt'ssteam engine, a new power-generating technology; (2) development of machthe toois, starting with John Wilkinson's boring machine around 1775 , which was used to bore the cylinder on Watt's steam engine; (3) invention of the spinning jenny, power loom, and other machinery for the textile industry, which permitted significant increases in productivity; and (4) the factory system, a new way of organizing large numbers of production workers based on the division of labor.

Wilkinson's boring machine is generally recognized as the beginning of machine tool technology. It was powered by water wheel. During the period 1775-1850, other machine tools werc developed for most of the conventional machining processes, such as boring, turning. drilling, milling, shaping, and planing. As steam power became more prevalent, it gradually became the preferred power source for most of these machine tools. It is of interest to note that many of the individual processes predate the machine tools by centuries; for exampic, drilling and sawing (of wood) date from ancient times and turning (of wood) from around the time of Christ.

Assembly methods were used in ancient cultures to make ships, weapons, tools, farm implements, machinery, chariots and carts, furniture, and garments. The processes included
hinding with I wine and rope riveting and nating, and soldering. By around the time of Christ. forge welding and adhesive bonding had thecn developed. Widespread use of screws, bolts, and nuts - 50 common in today's assembly-required the development of machine took, in particular. Maudsleys screw cutting lathe ( 1 kOD ), which could accurately form the helical threads. It was mot entil around 1900 that fusion welding processes starled to be developed as assembly techniques.

While England was leading the Industrial Revolution, an important concept related to assembly tcchnology was being introduced in the United States: interchangeabte parts manufacture. Much credit for this concept is given to Eli Whitney (1765-1825), although its importance bad been recognized by others [2]. In 1797. Whitney negotiated a contract to produce 10,000 muskets for the U.S. govemment. The traditional way of making guns at the time was to custom iabricate each part for a particutar gun and then hand-fil the parts together by filing. Each musket was therefore unique, and the time to make it was considerable Whitney belicved that the componcots could be made accurately enough to permit parts assembly without fitting. After several years of development in his Connecticut factory, he traveled to Washington in 1801 to demonstrate the principle. Before government officials, including Thomas Jefferson, he laid out components for 10 muskels and proceeded to select parts randomly to assemble the guns. No special filing or hitting was tequired, and all of the guns worked perfecily. The sectet sehend his achievement was the collection of special machines, fixiures, and gages that he had developed in his factury Interchangeable parts manufacture required many years of development and relinement before becoming a practical reality, but it revolutionized methods of manufacturng. It is a prerequisite for mass production of assembled products. Because its origins were it the United States. interchangeable parts production came to be known as the Aprerican Synem of manufaclure.

The mid- and late-1800s winessed the expansion of failroads, steam-powered ships, and other mechines that crealed a growing need for iron and steel. Now methods for producing steel were developed to meet this demand Also during this period, several consumer products were developed, includng the sewing machine, bieycle, and automobile. To meet the mass demand for these products. more cfficient production methods were required. Some historians identify developments during this period as the Second Indusrial Revolution, characterized in terms of its effects on production systems by the following: (1) mass production, (2) assembly lines. (3) scientific management movement. and (4) electrification of factories.

Mass production was primarily an American phenomenon. Its motivation was the mass market that existed in the United States. Population in the Urited States in 1900 was 76 mbl lion and growing. By 1920 it cxceeded 106 million. Such a large population, larger than any westenn European country, created a demand for large numbers of producis. Mass production provided those products. Certainy one of the imporlant technologies of mass production was the assembly line introxuced by Henry Ford (1863-1947) in 1913 at his Highland Park plant (Historical Note 17.1). The assembly tine made mass production of complex consumer produets possible. Use of assembly line methods permitted Ford to sell a Model T automobile for less than $\$ 500$ in 1916, thus making ownership of ears feasible for a large segment of the American population.

The crientific management movement siated in the late 1800 s in the United States in response to the necd to plan and control the activites of growing numbers of production workers. The movement was led by Frederick W. Taylo: (1856-1915). Ftank Gitbreath (1868-1924) and his wife Lilian (1878-1972) and others. Scientific management included: (1) motion study, aimed at finding the best method to perform a given task; (2) time study, to establish woak standards for a joh; (3) extensive use of siandards in industry: (4) the piece rate system and similar labor incentive plans; and (5) use of data collection, record kecping, and cosi accounting in factory uperations.

In is 81 . electrificarion began with the first clectric power generating station being built in Now York City, and soon clectric motors were being used as the power source to operate factory machincry. This was a far more convenient power deivery system than the steam engine,
which required overhead belts to distribute power to the machines. By 1920 , electricity had overtaken stam as the principal power source in U.S. factories. Electrification also motivated many new inventions hat have affected manufacturing operations and production systems. The twentieth eentary has been a time of more fechnological advances than in all other centuries combined. Many of these developments have resulted in the automation of manufacturing. Historical notes on some of these advances in automation are covered in this book.

### 2.1 MANUFACTURING INDUSTRIES AND PRODUCTS

Manufacturing is an important commercial activity, carried out by companies that sell products to customers. The type of manufacturing performed by a company depends on the kinds of products it makes. Let us first take a look at the scope of the manufacturing industries and then consider their products.

Manufacturing Industries. Industry consists of enterprises and organizations that produce andfor supply goods andior services. Industries can be classified as primary, secondary and tertiary Primary industries are those that cultivate and exploit natural resources, such as agriculture and mining, Secondary industries convert the outputs of the primary industrics into products. Manufacturing is the principal activity in this category, but the secondary industries also include construction and power utilities. Tertiary industries constitute the service sector of the economy. A list of specific industries in these categories is presented in Table 2.1.

TABLE 2.1 Specific Industries in the Primary, Secondary, and Tertiary Categories, Based Roughly on the international Standard industrial Classification (ISC) Used by the United Nations

| Primary | Secondary | Tertiary (Service) |
| :---: | :---: | :---: |
| Agriculture | Aerospace | Banking |
| Forestry | Apparel | Communications |
| Fishing | Automotive | Education |
| Livestock | Basic metals | Entertainment: |
| Quarries | Beverages | Financial services |
| Mining | Building materials | Government |
| Petroleum | Chemicals | Health and medical |
|  | Computers | Hotel |
|  | Construction | Information |
|  | Consumer appliances | Insurance |
|  | Electronics | Legal |
|  | Equipment | Real estate |
|  | Fabricated metals | Repair and maintenance |
|  | Food processing | Restaurant |
|  | Glass, ceramics | Retail trade |
|  | Heavy machinery | Tourism |
|  | Paper | Transportation |
|  | Petroleum refining | Wholesale trade |
|  | Pharmaceuticals |  |
|  | Plastics (shaping) |  |
|  | Power utilities |  |
|  | Fublishing |  |
|  | Textiles |  |
|  | Tire and rubber |  |
|  | Wood and furniture |  |

In this hook. we are concerned wath the secondary industries (middle column in table 2.1). which are composed of the contunies engaged in manufacturing. If is useful wo distinguish the process industries from the industries that make discrete parts and products. The process :ndustrics include chemicals pharmaceuticals, petroleum. basic metals, food, beverages. and electric power gencration. The discrete product industries include automotiles, airc:aft, appliances computers, machınery and the component parts that these products are assembled from. The Internationel Standard Industrial Classification (ISIC) of indusines according to types of products manufactured is listed in Table 2.2. In general. the process industries are included within ISIC codes 31-37, and the discrete product manufacturing industries are included in ISIC codes 38 and 39 . However, it must be acknowledged that many of the products made by the process industrics are finally sold to the consumer in discrete units. For example. beverages are sold in bottles and cans. Pharmaceuticals are often purchased as puls and capsuies.

Producion operations in the process industries and the discrete product industries can he divided into continuous produelion and batch production. The differences are shown in Figure 2.2. Continuous production occurs when the production equipment is used exclusively for the given product, and the output of the product is uninterrupted. In the process industries. continuous production means that the process is carried out on a continuous stream of material, with no interruptions in the output flow as suggested by Fig. ure 2.2(a) Once operating in stcady slate, the process does not depend on the length of time it is operating. The material being processed is likely to be in the form of a liquid, gas, powder, or sumilar physical state. In the discrete manufacturing industries, continuous production means $100 \%$ dedication of the production equipment to the part or product, with no breaks for product changeovers. The individual units of production are identifiable, as in Figure 2.2(b).

Batch production occurs when the inaterials are processed in finite amounts or quantities. The finite amount or quantity of material is called a batch in both the process and discrete manufacturing indusiries, Batch production is discontinuous because there are interruptions in froduction between batches. The reason for using batch production is

TABLE 2.2 International Standard Industrial Classification (ISIC) Codes for Various andustries in the Manufacturing Sector

| Besio <br> Cade | Products Mariufactured |
| :---: | :---: |
| 31 | Food, beverages dalcoholic and nonalcoholic), tobacco |
| 32 | Textiles, wearing apparel, leather goods, fur products |
| 33 | Wood and wood products \{e.g., furniturel, cofk products |
| 34 | Paper, paper products, printing, publishing, bookbinding |
| 35 | Chembals, coal, petroleum, plastic, rubber, products made from these materials, pharmaceuticals |
| 36 | Ceramics \{including glass), nonmetalic mineral products \{e.g., cement |
| 37 | Basic metals (e.g., steel, aluminum, etc.) |
| 38 | Fabricated metal products, machinery, equipment ie.g., aireraft, eameras, computers and other office equipment, machinery, motor vehicles, tools, televisions) |
| 39 | Other manufactured goods \{e.g. jewelry, musical instruments, sporting goods, toys) |



Figure 2.2 Continuous and batch production in the process and discretc manufacturing industries: (a) continuous production in the process industries, (b) continuous production in the discrete manufacturing industries, (c) batch production in the process industries, and (d) batch production in the discrete manufacturing industries,
because the nature of the process requires that only a finite amount of material can be accommodated at one time (e.g., the amount of material might be limited by the size of the container used in processing) or because there are differences between the parts or products made in different batches (e-g., a batch of 20 units of part A followed by a batch of 50 units of part B in a machining operation. where a setup changeover is required between batches because of differences in tooling and fixturing required). The differences in batch production between the process and discrete manufacturing industries are portrayed in Figure 2.2(c) and (d). Batch production in the process industries generally means that the starting materials are in liquid or bulk form, and they are processed altogether as a unit. By contrast. in the discrete manufacturing industries, a batch is a certain quantity of work units, and the work units are usually processed one at a time rather than altogether at once. The number of parts in a batch can range from as few as one to as many as thousands of units.

Manufactured Products. As indicated in Table 2.2, the secondary industries include food, beverages, textiles, wood, paper, publishing chemicals, and basic metals (ISIC codes 31 m 37 ). The scope of our book is primarily directed at the industries that produce discrete products (ISIC codes 38 and 39). The two groups interact with each other, and many of the concepts and systems discussed in the book are applicable to the process industries, but our attention is mainly on the production of discrete hardware, which ranges from nuts and bolts to cars, airplanes, and digital computers. Table 2.3 lists the manufacturing industries and corresponding products for which the production systems in this book are most applicable.

TABLE 2.3 Manufacturing Industries Whose Products Are Likely to Be Produced by the Productio, Systerns Discussed In This Book

| Industry | Typical Products |
| :---: | :---: |
| Aerospace | Commercial and military aircraft |
| Astomotive | Cars, trucks, buses, motorcycles |
| Computers | Mainframe and personal computers |
| Consumer appliances | Large and small household appliances |
| Electronics | TVs, VCRs, audio equipment |
| Equipment | industrial mach nery, railroad equipment |
| Fabricated metals | Machined parts, metal stampings, tools |
| Glass, ceramics | Glass products, ceramic tools, pottery |
| Heavy machinery | Machine tools, construction equipment |
| Plastics /shaping) | Plastic moldings, extrusions |
| Tire and rubber | Tires, shoe soles, tennis balls |

Final products made by the industries listed in Table 2.3 can be divided into two major classes: consumer goods and capital goods. Consumer goods are products purchased directiy by consumers, such as cars, personal computers. TVs, tires, toys, and tennis rackets. Capital goods are products purchased by other companies to produce goods and supply services. Examples of capital goods include commercial aircraft, mainframe computers, machine tools. railroad equipment, and construction machinery.

In addition tofinal products, which are usually assembled, there are companies in industry whose business is primarily to produce materials, components, and supplies for the companies that make the final products. Examples of these items include sheet steel, bar stock, metal stampings, machined parts, plastic moldings and extrusions, cutting tools, dies, molds, and lubricants. Thus, the manufacturing industries consist of a complex infrastructure with various categories and layers of intermediate suppliers that the final consumer never deals with.

## 22 MANUFACTURING OPERATIONS

There are certain basic activities that must be carried out in a factory to convert raw materials into finished products. Limiting our scope to a plant engaged in making discrete products, the factory activities are: (1) processing and assembly operations, (2) material bandling, (3) inspection and test, and (4) coordination and control.

The tirst three activities are the physical activities that "touch" the product as it is being made. Processing and assembly operations alter the geometry. properties, and/or appearance of the work unit. They add value to the product. The product must be moved from onc operation to the next in the manufacturing sequence, and it must be inspected and/or tested to insure high quality. It is sometimes argued that these material handling and inspection activities do not add value to the product. However, our viewpoint is that value is added through the totality of manufacturing operations performed on the product. Unnecessary operations, whether they are processing, assembly, material handing, or inspection, must be eliminated from the sequence of steps performied to complete a given product.

### 2.2.1 Processing and Assembly Operations

Manufacturing processes can be divided into two basic types: (1) processing operations and (2) assembly operations. A processing operation transforms a work material from one state of completion to a more advanced state that is closer to the final desired part or product. Il adds value by changing the geometry. properties, or appearance of the starting material. In general, processing operations are performed on discrete workparts, but some processing operations are also applicable to assembled items, for example painting a welded sheet metal car body. An assembly operation joins two or more components to create a new entity, which is called an assembly, subassembly, or some other term that refers to the specific joining process.

Frocessing Operations. A processing operation uses energy to alter a workpart's shape, physical properties, or appearance to add value to the material. The forms of energy include mechanical, thermal. electrical, and chemical. The energy is applied in a controlled way by means of machinery and tooling. Human energy may also be required, but tuman workers are generally employed to control the machines, to oversee the operations, and to load aud unload parts before and after each cyele of operation. A general model of a processing operation is illustrated in Figure 2.1(a). Material is fed into the process, energy is appled by the machinery and tooling to transform the material, and the completed workpart exits the process. As shown in our model, most production operations produce waste or scrap, cither as a natural byproduct of the process (e.g, removing material as in machining) or in the form of occasional defective pieces. An important objective in manufacturing is to reduce waste in either of these forms.

More than one processing operation is usually required to ransform the starting material into final form. The operations are performed in the particular sequence to achieve the geometry andior condition defined by the design specification.

Three categories of processing operations are distinguished: (1) shaping operations, (2) property-enhancing operations and (3) surface processing operations. Shaping operations apply mechanical force or heat or other forms and combinations of energy to effect a change in geometry of the work material. There are various ways to classify these processes. The classification used here is based on the state of the starting material, by which we have fuor calegories:

1. Solidification processes: The important processes in this category arc casting (for metals) and molding (for plastics and glasses), in which the starting material is a hested liquid or semifiuid. in which state it can be poured or otherwise forced to flow into a mold cavity where it cools and solidifies, taking a solid shape that is the same as the cavity.
2. Particulate processing. The starting material is a powder. The common technique involves pressing the powders in a die cavity under high pressure to cause the powders to take the shape of the cavity. However, the compacted workpart lacks sufficient strength for any useful application. To increase strength, the part is then sinteredheated to a temperature below the melting point, which causes the individual particles to bond together. Both metals (pouder metalturgy) and ceramics can be formed by particulate processing.
3. Deformaion processes. In most cases, the starting material is a ductile metal that is shaped by applying stresses that exceed the metals yield strength. To increase ductility, the metal is often heated prior to forming. Deformation processes include forg-
ing.extrusion. and roling. Also included in this category are sheet metal processes such as drawing. forming, and bendug.
4. Material removal procenses. The starting material is solid (commonly a metal, ductile or brittle), from which excess material is removed from the starting workpiece so that the resulting part has the desired geometry. Most important in this category are machining operations such as furning, drilling, and milling, accomplished usitg cutting tools that are harder and stronger than the work metal. Grimding is another conmon process in this category, in which an abrasive grinding whee! is used to remove material Other materia! removal processes are known as nontraditional processes because they do not use traditional cutting and grinding tools Instead, they are based on lasers, electror beams, chemical erosion, electric discharge, or electrochemical energy.

Property-enhancing operations are designed to improve mechanical or physical properties of the work material. The most important property-cnhancing operations involve heat treaments, which include various temperature-induced strengthening and/or toughening processes for metals and glasses. Sintering of powdered metals and ceramics, mentioned previously. is also a heat ireatment, which strengthens a pressed powder workpart. Property-enhancing operations do not alter part shape, except unintentionally in some cases, for example, warping of a metal part during heat treatment or shrinkage of a ceramic part during sintering.

Surface processing operations include: (1) clcaning, (2) surface ricatments, and (3) coating and thin firm deposimon processes. Cleaning includes both chemical and mechanical processes to remove dirt, oil, and other contaminants from the surface. Surface treatments include mechatical working. such as shot peening and sand blasting, and physical processes, like diffusion and ion implantation. Coating and thin film deposition processes apply a coating of material to the exterior surface of the workpart. Common coating processes include efectroplaing, anodizing of aluminum, and organic coating (call it painting). This film deposition processes include physical vapor deposition and chemical vapor deposition to form extremely thin coatings of various substances. Several surface processing operations have been adapted to is bricate semiconductor materials (most commonly silicon) into integrated circuits for microclectronics. These processes include chemical vapor deposition, physical vapor deposition. and oxidation. They are applied to very localized areas on the surfuce of a thin wafer of silicon (or other semiconductor materiai) to create the microscopic circuit.

Assembly Operations. The second basic type of manufacturing operation is assembly, in which two or more separate parts are joined to form a new entity. Components of the new entity are connected together either permanently or semipermanently. Permanent joining processes include welding, brazing, soldering, and adhesive bonding. They combinc parts by forming a point that canot be easily disconnected. Mechanical assembly methods are available to fasten two (or morc) parts together in a joint that can be conveniently disassembled. The use of threaded fosteners (e.g. screws, bolts, nuts) are important traditional methods in this category. Other mechanical assembly techniques that form a pormanent connection include rivetr, press fiting, and expunsion firs. Special assembly methods are used in electronics. Some of the methods are identical to or adaptations of the above tectniques. For cxample, soldering is widely used in electronics assembly. Electronis assembly is concerned primarily with the assenbly of components (eg. integrated circuit packages, to printed circuit boards to produce the complex circuits used in so many of today's products.

### 2.2.2 Other Factory Operations

Other activities that must be performed in the factory include material handling and storage, inspection and testing, and coordination and control.

Material Handling and Storage. A means of moving and storing materials between processing and/or assembly operations is usually required. lu most manufacturing plants, materials spend more time being moved and stored than being processed. In some cascs, the majority of the labor cost in the factory is consumed in handling, moving, and storing materials. It is important that this function be carried out as efficiently as possible. In Part II of our book, we consider the material handing and storage technologies that are used in factory operations.

Eugene Merchant, an advocate and spokesman for the machine tool industry for many years, observed that materials in a typical metal machining batch factory or job shop spend more time waiting or being moved than in processing [3]. His observation is illustrated in Figure 23.About $95 \%$ of a part's time is spent either moving or waiting (temporary storage). Only $5 \%$ of its time is spent on the machine tool. Of this $5 \%$, less than $30 \%$ of the time on the machine ( $1.5 \%$ of the total time of the part) is time during which actual cutting is taking place. The remaining $70 \%$ ( $3.5 \%$ of the total) is required for loading and un* loading, part handling and positioning, tool positioning, gaging, and other elements of nonprocessing time. These time proportions provide evidence of the significance of material handling and storage in a typical factory-

Inspection and Test. Inspection and test are quality control activities. The purpose of inspection is to determine whether the manufactured product meets the established design standards and specifications. For example, inspection examines whether the actual dimensions of a mechanical part are within the tolerances indicated on the engineering drawing for the part. Tessing is generally concerned with the functional specifications of the final product rather than with the individual parts that go into the product. For example, final testing of the product ensures that it functions and operates in the manner specified by the product designer. In Part IV of this text, we examine the inspection and testing function.


Figare 2.3 How time is spent by a typical part in a batch production machine shop [3].

Coordination and Control. Coordination and control in manufacturing includes both the regulation of individual processing and assembly operations as well as the management of plant level activities. Control at the process level involves the achievement of certain performance objectives by properly manipulating the inputs and other parameters of the process. Control at the process level is discussed in Part I of the book.

Control at the plant level includes effective use of fabor, maintenance of the equipment, moving materials in the factory, controlling inventory, shipping products of good quality on schedule, and keeping plant operating costs at a minimum possibie level. The manufacturing control function at the plant level represents the major point of intersection between the physical operations in the factory and the information processing activities that aceur in production. We discuss many of these plant and enterprise level control functions in Parts IV and $V$.

### 2.3 PRODUCT/PRODUCTION RELATIONSHIPS

Companies organize their manufacturing operations and production systems as a function of the particular products they make. It is instructive to recognize that there are certain product parameters that are influential in determining how the products are manufactured Let us consider four key parameters: (1) production quantity. (2) product variety, (3) complexity of assembled products, and (4) complexity of individual parts.

### 2.3.1 Production Quantity and Product Variety

We previously discussed production quantity and product variety in Chapter 1 (Section 1.1). Let us develop a set of symbols to represent these important parameters. First, let $Q=$ production quantity and $P=$ product variety. Thus we can discuss product variety and production quantity relationships as $P Q$ relationships.
$Q$ refers to the number of units of a given part or product that are produced annually by a plant Our interest includes both the quantities of each individual part or product style and the total quantity of all styles. Let us identify each part or product style by using the subseript $;$, so that $Q_{j}=$ annual quantity of style $j$. Then let $Q_{f}=$ total quantity of all parts or products made in the factory. $Q_{S}$ and $Q_{f}$ are related as follows:

$$
\begin{equation*}
Q_{f}=\sum_{i=1}^{p} Q_{i} \tag{2.1}
\end{equation*}
$$

where $P=$ total number of different part or product styles, and $j$ is a subscript to identify products $j=1,2, \ldots, P$.
$\boldsymbol{P}_{\text {refers to to the different product designs or types that are produced in a plant. It is a }}$ parameter that can be counted, and yet we recognize that the difference between products can be great or small. In Chapter h, we distinguished between hard product variety and soft product variety. Hard product variety is when the products differ substantially. Soft product varicty is when there are only small differences between products. Let us divide the parameter $P$ into two levels, as in a tree structure. Call them P 1 and P 2 . P 1 refers to the number of distinct product lines produced by the factory, and $P 2$ refers to the number of models in a product line. P1 represents hard product variety, and P2 is for soft variety.

## EXAMPLE 2.1 Product Lines P1 and Product Models P2

A company specializes in consumer photographic products. It produces only cameras and projectors. Thus $\mathrm{P}_{i}=2$, In its camera tine it offers 15 different modets, and in its projector line it ofters five modets. Thus forcaneras, $\mathrm{P} 2_{1}=15$. and lor projuctors. $P 2_{2}=5$. The totality of product models offered is given by:

$$
\begin{equation*}
P=\sum_{j=1}^{\mathrm{F}:} \mathrm{P} 2_{j}=\sum_{j=1}^{2} \mathrm{P} 2_{j}=15+5=20 \tag{2.2}
\end{equation*}
$$

### 2.3.2 Product and Part Complexity

How complex is each product made in the plant"? Product complexity is a complicated issue. It has both qualitative and quatritative aspects. Let us deal with it using quantitative measures. For an assembled product, one possible indicator of product complexity is its number of components-the more parts, the more complex the product is. This is easily demonstrated by comparing the numbers of components in various assembled products, as in Table 2.4. Our list demonstrates that the more components a product has the more comt. plex it tends to be.

For a fabricated component, a possible measure of part complexity is the number of processing steps required to produce it. An integrated circuit, which is technically a monolithic siticon chip with localized alterations in its surface chemistry, requares hundreds of processing steps in its fabrication. Although it may measure only $9 \mathrm{mma}(3 / 8$ inch ) on a side and is 0.5 mm ( 0.020 inch) thick, its complexity is orders of magnitude greater than a round washer of $9 \mathrm{~mm}(3 / 8$ inch) outside diameter, stamped out of $0.80-\mathrm{mm}(1 / 32-\mathrm{inch})$ thick stainless steel in one step. In Table 2.5 , we have compiled a list of manufaetured parts with the typical number of processing operations that would be required for cach.

So, we have complexity of an assembled product defined as the number of distinct components, let $n_{p}=$ the number of parts per product. And we have processing complexity of each part as the number of operations required to make it; let $t_{1,}=$ the number of operutions or processing steps to make a part. We can draw some distinctions among production planis on the basis of $n_{p}$ and $\boldsymbol{n}_{\text {, }}$. As defined in Table 2.6, three different types of plant can be identified: parts producers, pure assembly plants and verticatly integrated plants.

TABLE 2.4 Typical Number of Separate Components in Various Assembled Products (Compiled from [2], (4], and Other Sources)

|  | Approx. Numper <br> of Compononts |
| :--- | ---: |
| Product (Approx. Date or Circa) | 10 |
| Mechanical pencil (modern) | 20 |
| Bail bearing (modern) | 50 |
| Rifle (1800) | 150 |
| Sewing machine \{1875) | 300 |
| Bicycie chain | 750 |
| Bicycle (modern) | 2000 |
| Eariy automobile \{1910) | 20,000 |
| Automobile (moder) | 100,000 |
| Commercial airplane (1930) | $1,000,000$ |
| Commercial airplane (madern) | $10,000,000$ |
| Space shuttle (modern) | - |

TABLE 2.5 Typical Number of Processing Operations Required To Fabricate Various Parts

| Part | Approx. Number of Processing Operations | Typical Processing Operations Used |
| :---: | :---: | :---: |
| Plastic molded part | 1 | Injection molding |
| Washer (stainless steel) | 1 | Stamping |
| Washer (plated steel) | 2 | Stamping, electroplating |
| Forged part | 3 | Heating, forging, trimming |
| Pump shaft | 10 | Machining (from bar stock) |
| Coated cerbide cuttiog tool | 15 | Pressing, sintering, coating. grinding |
| Pump housing, machined | 20 | Casting, machining |
| V-6 engine block | 50 | Casting, machining |
| Integrated circuit chip | 75 | Photolithography, various thermal and chemical processes |

TABLE 2.6 Production Plants Distinguished by $n_{p}$ and $n_{0}$ Values

| Type of Plant | $n_{p}-n_{0}$ <br> Parts producer |
| :--- | :--- |
| Assembly plant | $n_{0}=1, n_{0}>1$ | | This type of plant produces individual |
| :--- |
| components, and each component |
| requires multiple processing steps. |

Let us develop some simple relationships among the parameters $P$. $Q, n_{p}$, and $n_{p}$, that indicate the level of activity in a manufacturing plant. We will ignore the differences between P 1 and P 2 here. The total number of products made annuelly in a plant is the sum of the quantities of the individual product designs, as expressed in previous Eq. (2.1). Assuming that the products are all assembled and that all component parts used in these products are made in the plant (no purchased components). then the total number of parts manufactured by the plant per year is given by:

$$
\begin{equation*}
n_{p 1}=\sum_{j=1}^{P} Q_{i n} n_{p j} \tag{2.3}
\end{equation*}
$$

where $n_{p f}=$ total number of parts made in the factory ( $\mathrm{pc} / \mathrm{yr}$ ), $Q_{j}=$ annual quantity of product style $j$ (products/yr), and $n_{p j}=$ number of parts in product $j$ (pc/product).

Finally, if all parts are manufactured in the plant, then the total number of processing operations performed by the plant is given by:

$$
\begin{equation*}
n_{n j}=\sum_{j=1}^{M} Q_{i} n_{p j} \sum_{k=1}^{w_{j p}} n_{0 j k} \tag{2.4}
\end{equation*}
$$

where $n_{o f}=$ total number of operation cycles performed in the factory (ops/yr), and $n_{\text {oji }}=$ number of processing operations for each part $k$. summed over the number of parts in product $j, n_{p j}$. Parameter $n_{a f}$ provides a numerical value for the total activity level in the factory.

We might try to simplify this to tretter conceptualize the situation by assuming that the number of product designs $P$ are produced in equal quantities $Q$, all products have the same number of components $n_{\rho}$, and all components tequire an equal number of processing steps $n_{0}$. In this case, the total number of product units produced by the factory is given by:

$$
\begin{equation*}
Q_{j}=P Q \tag{2.5}
\end{equation*}
$$

The total number of parts produced by the factory is given by:

$$
\begin{equation*}
n_{p f}=P Q n_{p} \tag{2.5}
\end{equation*}
$$

And the total number of manufacturing operation cycles performed by the factory is given by:

$$
\begin{equation*}
n_{o f}=P Q n_{p} n_{o} \tag{2.7}
\end{equation*}
$$

Using these simplified equations, consider the following example.

## EXAMPLEE 2.2 A Manufacturing Operations (and Production Systems) Problem

Suppose a company has designed a new product line and is plantring to build a new plant to manufacture this product line. The new line consists of 100 different product types, and for each prodact type the company wants to produce 10,000 units annually. The products average 1000 components each, and the average number of processing steps required for each component is 10 . All parts will be made in the factory. Each processing step takes an average of 1 min , $\mathrm{D}_{\mathrm{-}}$ termine: (a) how many products (b) how many parts, and (c) how many production operations will be required each year, and (d) how many workers will be needed for the plant, if it operates one shift for $250 \mathrm{day} / \mathrm{yr}$ ?
Solution: (a) The total number of units to be produced by the factory is given by $\mathrm{Eq}(2.5)$ :

$$
Q=P Q=100 \times 10,000=1,000,000 \text { products annually. }
$$

(b) The total number of parts produced is:

$$
n_{p f^{\prime}}=P Q n_{p}=1,000000 \times 1000=1,000,000,000 \text { parts annually }
$$

(c) The number of distinct production operations is:

$$
n_{o f}=P Q n_{p} n_{0}=1,000,000,000 \times 10=10,000,000,000 \text { operations. }
$$

(d) Let us try to estimate the number of workers required. First consider the total time to perform these operations. If each operation takes $1 \mathrm{~min}(1 / 60 \mathrm{hr})$,

$$
\text { Total time }=10,000,000,000 \times 1 / 60=166,666,667 \mathrm{hr}
$$

If each worker works $2000 \mathrm{hr} / \mathrm{yr}(40 \mathrm{hr} / \mathrm{wk} \times 50 \mathrm{wk} / \mathrm{yr}$ ), then the total number of workers required is:

$$
w=\frac{166,666,667}{2000}=83,333 \text { wotkers }
$$

The factory in our example is a fully integrated factory. It would be a big factory. The number of workers we have calculated only includes dircet labor. Add indirect labor, staff, and management, and the number increases to well over 100,000 employees. Imagine the parking lot. And inside the factory, the logistics problems of dealing with all of the products, parts, and operations would be overwhelming. No organization in its right mind would consider building or operating such a plant today-not even the federal government.

### 2.3.3 Limitations and Gapabilities of a Manufacturing Plant

Companies do not attempt. the kind of factory in our example. Instead, today's factory is designed with a much more specific mission. Referred to as a focused factory [6], it is a plant which concentrates "on a limited, concise, manageable set of products, technologies, volumes, and markets." It is a recognition that a manafacturing plant cannot do everything. It must limit its mission only to a certain scope of products and activities in which it can best compete. Its size is typically limited to about 500 workers, although that number may vary widely for different types of products and manufacturing operations.

Let us consider how a plant, or its parent company, limits the scope of its manufacturing operationts and production systems. In limiting its scope, the plant in effect makes a set of deliberate decisions about what it will not try to do. Certainly one way to limit a plant's scope is by avoiding being a fully integrated factory, at least to the extent of our Example 2,2 . Instead, it specializes in being either a parts producer or an assembly plant. Just as it decides what it will not do, the plant must also decide on the specific technologies, products. and volumes in which it will specialize. These decisions define the plants intended manufacturing capability. Manufacturing capability refers to the technical and physical limitations of a manufacturing firm and each of its plants. We can identify several dimensions of this capability: (1) technological processing capability, (2) physical size and weight of product, and (3) production capacity.

Technological Processing Capability. The technological processing capability of a plant (or company) is its available set of manufacturing processes. Certain plants perform machining operations, others roll steel billets into sheet stock, and others build automobiles. A machine shop cannot roll steel, and a rolling mill cannot build cars. The underlying feature that distinguishes these plants is the set of processes they can perform. Technological processing capability is closely related to the material being processed. Certain manufacturing processes are suited to certain materials, while other processes are suited to other materials. By specializing in a certain process or group of processes, the plant is simultaneously specializing in a certain material type or range of materiais.

Technological processing capability includes not only the physical processes, but also the expertise possessed by plant personnel in these processing technologies Companies are
limited by their available processes. They must focus on designing and manufacturing products for which their technological processing capability provides a competitive advantage.

Physical Product Limitations. A second aspect of manufacturing capability is imposed by the physical product. Given a plant with a certain set of processes, there are size and weight limitations on the products that can be accommodated in the plant. Big, heavy products are difficult to nove. To move products about, the plant must be equipped with cranes of large load capacity. Smaller parts and products made in large quantities can be moved by conveyor or fork lift truck. The limitation on product size and weight extends to the physical capacity of the manufacturing equipment as well. Production machines come in different sizes, Larger machines can be used to process larger parts. Smaller machines limit the size of the work that can be processed. The set of production equipment, materia! handling, storage capability, and plant size must be planned for products that lie within a certain size and weight range.

Production Capacity. A third limitation on a plant's manutacturing capability is the production quantity that can be produced in a given time period (e.g., month or year). This quantity limitation is commonly called plan capacity, or production capacity, which is defined as the maximum rate of production per period that a plant can achieve under assumed operating conditions. The operating conditions refer to number of shifts per wock, hours per shift, direct labor manning levels in the plant, and similar conditions under which the plant has been designed to operate. These factors represent inputs to the manufacturing plant. Given these inputs, how much output can the factory produce?

Plant capacity is often measured in terms of output units, such as annual tons of steel produced by a steel mill, or number of cars produced by a final assembly plant. In these cases, the outputs are homogeneous, more or less. In cases where the output units are not homogeneous, other factors may be more appropriate measures, such as available labor hours of productive capacity in a machine shop that produces a variety of parts.

### 2.4 PRODUCTION CONCEPTS AND MATHEMATICAL MODELS

A number of production concepts are quantilative, or they requite a quantitative approach to measure them. The purpose of this section is to define some of these concepts. In subsequent chapters, we refer back to these production concepts in our discussion of specific topics in automation and production systems. The models developed in this section are ideal, in the sense that they neglect some of the realities and complications that are present in the factory For example, our models do not include the effect of scrap rates In some manufacturing operations, the percentage of scrap produced is high enough to adversely affect production rate, plant capacity, and product costs. Most of these issucs are considered in later chapters as we focus on specific types of production systems.

### 2.4.1 Production Rate

Thc production rate for an individual processing or assembly operation is usually expressed as an hourly ratc, that is, parts or products per hour. Let us consider how this rate is determined for the three types of production: job shop production, batch production, and mass production.

For any production operation, the operation cycle time $T_{c}$ is defined as the time that one work unit spends being processed or assembled. It is the time between when one work unit begins processing (or assembiy) and when the next unit begins. $T_{c}$ is the time an individual part spends at the machine, but not all of this time is productive (recall the Merchant study, Section 2.2.2). In a typical processing operation, such as machining, $T_{c}$ consists of, (1) actual machining operation time. (2) workpan handling time, and (3) lool handling time per workpiece. As an equation, this can be expressed:

$$
\begin{equation*}
T_{e}=T_{b}+T_{h}+T_{s k} \tag{2.8}
\end{equation*}
$$

where $T_{n}=$ operation cycle time (min/ pc ), $T_{n}=$ time of the actual processing or assembly operation ( $\mathrm{min} / \mathrm{pc}$ ). $T_{n}=$ handling time ( $\mathrm{min} / \mathrm{pc}$ ) , and $T_{\mathrm{i}}=$ tool handling time ( $\mathrm{min} / \mathrm{pc}$ ). Tte tool handling time consists of time spent changing tools when they wear out, time changing from onc tool to the next, tool indexing time for indexable inserts or for tools on a turret lathe or turret drilt, tool repositioning for a next pass, and so on. Some of these tool handing activities do not occur every cycle; therefore, they must be spread over the number of parts between their occurrences to obtain an average time per workpiece.

Each of the terms, $T_{s}, T_{h}$, and $T_{t,}$, has its counterpart in other types of discrete-item production. There is a portion of the cycle when the part is actually being processed $\left(T_{0}\right)$ : there is a portion of the cycle when the part is being handled ( $I_{b}$ ); and there is, on average, a portion when the tooling is being adjusted of changed $\left(T_{t h}\right)$. Accordingly, we can generalize Eq. (2 8 ) to cover most processing operations in manufacturing.

Let us first consider the batch production case and then consider the job shop and mass production. In batch production, the time to process one batch consisting of $Q$ work units is the sum of the setup time and processing time; that is,

$$
\begin{equation*}
T_{b}=T_{s u}+Q T_{c} \tag{2.4}
\end{equation*}
$$

where $T_{b}=$ batch processing time (min), $T_{t r}=$ setup time to prepare for the batch (min), $Q=$ batch quantity ( pc ), and $T_{i}=$ operation cycle time per work unit (min/cycle). We assume that one work unit is completed each cycle and so $T_{c}$ also has units of min $/ \mathrm{pc}$. If more than one part is produced each cycle, then Eq. (2.9) must be adjusted accordingly. Dividing batch time by batch quantity, we have the average production time per work unit $T$, for the given machine:

$$
\begin{equation*}
T_{p}=\frac{T_{b}}{Q} \tag{2,10}
\end{equation*}
$$

The average production rate for the machine is simply the reciprocal of production time. It is usually expressed as an hourly rate:

$$
\begin{equation*}
R_{p}=\frac{60}{T_{p}} \tag{2.11}
\end{equation*}
$$

where $R_{n}$ - hourly production rate ( $\mathrm{pc} / \mathrm{hr}$ ), $T_{p}=$ average production time per minute ( $\mathrm{min} / \mathrm{pc}$ ) , and the constant 60 converts minutes to hours.

For job shop production when quantity $Q=1$, the production time per work unit is the sum of setup and operation cycle times:

$$
\begin{equation*}
T_{f}^{\prime}=T_{s k}+T_{c} \tag{2.12}
\end{equation*}
$$

For job shop production when the quantity is greater than one, then this reverts to the batch production case discussed above.

For quantity type mass production, we can say that the production rate equals the cycie rate of the machine (reciprocal of operation cycle time) after production is underway and the effects of setup time become insignificant. That is, as $Q$ becomes very large, ( $T_{s H} / Q$ ) $\rightarrow 0$ and

$$
\begin{equation*}
R_{p} \rightarrow R_{c}=\frac{60}{T_{c}} \tag{2.13}
\end{equation*}
$$

where $R_{r}=$ operation cycle rate of the machine ( $\mathrm{pc} / \mathrm{hr}$ ), and $T_{c}=$ operation cycle time (min/pc).

For flow line mass production, the production rate approximates the cycle rate of the production line, again neglecting setup time. However, the operation of production lines is complicated by the interdependence of the workstations on the line. One complication is that it is usually impossible to divide the total work equally among all of the workstations on the line; therefore, one station ends up with the longest operation time, and this station sets the pace for the entire line. The term bottleneck station is sometimes used to refer to this station. Also included in the cycle time is the time to move parts from one station to the next at the end of each operation. In many production lines, all work units on the line are moved simultaneously, each to its respective next station. Taking these factors into account, the cycle time of a production line is the sum of the longest processing (or assembly) time plus the time to transfer work units between stations. This can be expressed:

$$
\begin{equation*}
T_{\mathrm{c}}=T_{r}+\operatorname{Max} T_{o} \tag{2.14}
\end{equation*}
$$

where $T_{c}=$ cycle time of the production line ( $\mathrm{min} / \mathrm{cycle}$ ). $T_{r}=$ time to transfer work units between stations each cycle ( $\mathrm{min} / \mathrm{pc}$ ), and Max $T_{o}=$ operation time at the bottleneck station (the maximum of the operation times for all stations on the line, min/cycle). Theoretically, the production rate can be determined by taking the reciprocal of $T_{\mathrm{c}}$ as follows:

$$
\begin{equation*}
R_{c}=\frac{60}{T_{r}} \tag{2.15}
\end{equation*}
$$

where $R_{c}=$ theoretical or ideal production rate, but let us call it the cycle rate to be more precise (cycles/hr), and $T_{c}=$ ideal cycle time from Eq. (2.14) (min/cycle).

Production lines are of two basic types: (1) manual and (2) automated. In the operation of automated production lines, another complicating factor is reliability. Poor reliability reduces the available production time on the line. This results from the interdependence of workstations in an automated line, in which the entire line is forced to stop when one station breaks down. The actual average production rate $R_{p}$ is reduced to a value that is often substantially below the ideal $R_{c}$ given by $\mathrm{Eq} .(2,15)$. We discuss reliability and some of its terminology in Section 2.4.3. The effect of reliability on automated production lines is examined in Chapters 18 and 19.

It is important to design the manufacturing method to be consistent with the pace at which the custumer is demanding the part or product, sometimes referred to as the $t a k l$ time (a German word for cadence or pace). The takt time is the reciprocal of demand rate, but adjusted for the available shift time in the factory. For example, if 100 product units
were demanded from a customer each day. and the factory operated one shift/day, with 400 min of time available per shift, then the takt time would be $400 \mathrm{~min} / 100$ units $=4.0$ min/work unit.

### 2.4.2 Production Capacity

We mentioned production capacity in our discussion of manufacturing capabilities (Section 2.3.3). Producton capacity is defined as the maximum rate of output that a production facility (or production line, work center, or group of work centers) is able to produce under a given set of assumed operating conditions. The production facility usually refers to a plant or factory, and so the term plant rapacity is often used for this measure. As mentioned before, the assumed operating conditions refer to the number of shifts per day (one, two. or three), number of days in the week (or month) that the plant operates, employment ievels, and so forth.

The number of hours of plant operation per week is a critical issue in defining plant capacity. For continuous chemical production in which the reactions occur at elevated temperatures, the plant is usually operated $24 \mathrm{hr} /$ day, 7 day/wk. For an automobile assembly plant, capacity is typically defined as one or two shifts. In the manufacture of discrete parts and products, ia growing trend is to define plant capacity for the full 7 -day week, $24 \mathrm{hr} /$ day This is the maximum time available ( $168 \mathrm{hr} / \mathrm{wk}$ ), and if the plant operates fewer hours than the maximum, then its maximum possible capacity is not being fully utilized.

Quantitative measures of plant capacity can be developed based on the production rate models derived earlier. Let $P C=$ the production capacity of a given facility undes consideration. Let the measure of capacity $=$ the number of units produced per week Let $n=$ the number of machines or work centers in the facility. A work center is a manufacturing system in the plant typically consisting of one worker and one machine. It might also be one automated machine with no worker, or multiple workers working together on a production line. It is capable of producing at a rate $R_{p}$ unit/hr, as defined in Section 2.4.1. Each work center operates for $H \mathrm{hr} /$ shift. Provision for setup time is included in $R_{p}$, according to Eq. (2.11). Let $S$ denote the number of shifts per week. These parameters can be combined :o calculate the production capacity of the facility:

$$
\begin{equation*}
P C=n S H R_{p} \tag{2.16}
\end{equation*}
$$

where $P C=$ production capacity of the facility (output units $/$ wk ), $n=$ number of work centers producing in the facility, $S=$ number of shifts per period (shift/wk), $H=\mathbf{h r} /$ shift (hr), and $R_{p}=$ hourly production rate of each work center (output units/hr). Although we have used a week as the time period of interest. Eq. (2.16) can easily be revised to adopt other periods (months, years, etc.). As in previous equations, our assumption is that the units processed through the group of work centers are homogeneous, and therefore the value of $R_{p}$ is the same for all units produced.

## EXAMPLE 2,3 Production Capacity

The turret lathe section has six machines all devoted to the production of the same part. The section operates 10 shift/wk. The number of hours per shift averages 8.0. Average production rate of each machine is 17 unit/hr. Determine the weekly production capacity of the turret lathe section.

Solution: From Eq. (2.16),

$$
P C=6(10)(8.0)(17)=8160 \text { output unit/wk }
$$

If we include the possibility that each work unit is routed through $n_{o}$ operations, with cach operation requiring a new setup on either the same or a different machine, then the plant capacity equation must be amended as follows:

$$
\begin{equation*}
P C=\frac{n S H R_{f}}{n_{0}} \tag{2.17}
\end{equation*}
$$

where $n_{0}=$ number of distinct operations through which work units are routed, and the other terms have the same meaning as before.

Equation (2.17) indicates the operating parameters that affect plant capacity. Changes that can be made to increase or decrease plant capacity over the short term are:
i. Change the number of shifts per week ( $S$ ). For exampie, Saturday shifts might be authorized to temporarily increase capacity.
2. Change the number of hours worked per shift ( $H$ ). For example, overtime on each regular shift might be authorized to increase capacity.
Over the intermediate or longer term, the following changes can be made to increase plant capacity:
3. Increase the number of work centers, $n$. in the shop. This might be done by using equipment that was formerly not in use and hiring new workers. Over the long term, new machines might be acquired. Decreasing capacity is easier, except for the social and economic impact: Workers must be laid off and machnes decommissioned.
4. Increase the production rate, $R_{p}$ by making improvements in methods or process technology.
5. Reduce the number of operations $n_{0}$, required per work unit by using combined operations, simultaneous operations, or integration of operations (Section 1.5.2: strategies 2.3, and 4).
This capacity model assumes that all $n$ machines are producing $100 \%$ of the time, and there are no bottleneck operations due to variations in process routings to inhibit smooth flow of work through the plant. In real batch production machine shops where each product has a different operation sequence, it is unlikely that the work distribution among the productive resources (machines) can be perfectly balanced. Consequently, there are some operations that are fully utilized while other operations occasionally stand ide waiting for work. Let us examine the effect of utilization.

### 2.4.3 Utilization and Availability

Utilization refers to the amount of output of a production facility relative to its capacity. Expressing this as an equation,

$$
\begin{equation*}
U=\frac{Q}{P C} \tag{2.18}
\end{equation*}
$$

where $U=$ utilization of the facility $Q=$ actual quantity produced by the facility during a given time period (i.c., $\mathrm{pC} / \mathrm{wk}$ ) and PC - production capacily for the same period ( $\mathrm{p} / \mathrm{wk}$ ).

Utilization can be assessed for an entire plant. a single machine in the plant, or any other productive resource (i.e, labor). For convenience, it is often defined as the proportion of time that the facility is operating relative to the time available under the definition of capacity. Vtilization is usually expressed as a percentage.

## EXAMPLE 2.4 Utilization

A production machine operates $80 \mathrm{hr} / \mathrm{wk}$ (two shifts, 5 days) at full capacity. Its production rate is 20 unit/hr. During a certain week, the machine produced 1000 parts and was idle the remaining time. (a) Determine the production capacity of the machine. (b) What was the utilization of the machine during the week under consideration?

Solution: (a) The capacity of the machine can be determined using the assumed 80 -hr week as follows:

$$
P C=80(20)=1600 \text { unit } / \mathrm{wk}
$$

(b) Utilization can be determined as the ratio of the number of parts made by the machine relative to its capacity.

$$
U=1000 / 1600=0.625
$$

The alternative way of assessing utilization is by the time during the week that the machine was actually used. To produce 1000 units, the machine was operated

$$
H=\frac{1000 \mathrm{pc}}{20 \mathrm{pc} / \mathrm{hr}}=50 \mathrm{hr}
$$

Utilization is defined relative to the 80 hr available.

$$
U=50 / 80=0.625 \quad(62.5 \%)
$$

Availablity is a common measure of reliability for equipment. It is especially appropriate for automated production equipment. Availability is defined using two other reliability terms, mean time between failure (MTBF) and mean time to repair (MTTR). The MTBF indicates the average length of time the piece of equipment runs between breakdowns. The MTTR indicates the average time required to service the equipment and put it back into operation when a breakdown occurs. Availability is defined as follows:

$$
\begin{equation*}
A=\frac{\mathrm{MTBF}-\mathrm{MTTR}}{\mathrm{MTBF}} \tag{2.19}
\end{equation*}
$$

where $A=$ availability. MTBF $=$ mean time between failures (hr), and MTTR $=$ mean time to repair (hr). Availability is typically expressed as a percentage. When a piece of equipment is brand new (and being debugged). and later when it begins to age, its availability tends to be lower.

## EXAMPLE 2.5 Effect of Utilization and Availability on Plant Capacity

Consider previous Example 2.3. Suppose the same data from that example were applicable, but that the availability of the machines $A=90 \%$, and the utilization of the machines $U=80 \%$. Given this additional data, compute the expected plant output.
Solution: Previous Eq. (2.16) can be altered to include availability and utilization as follows:

$$
\begin{equation*}
Q=\boldsymbol{A U}\left(n S H R_{p}\right) \tag{2.20}
\end{equation*}
$$

where $A=$ availability and $U=$ utilization Combining the previous and new data, we have

$$
Q=0.90(0.80)(6)(10)(8.0)(17)=5875 \text { output unit } / \mathrm{wk}
$$

### 2.4.4 Manufacturing Lead Time

In the competitive environment of modern business, the ability of a manufacturing firm to deliver a product to the customer in the shortest possible time often wins the order. This time is refersed to as the manufacturing lead time. Specifically, we define manufacturing lead time (MLI) as the total time required to process a given part or product through the plant. Let us examine the components of MLT.

Production usually consists of a series of individual processing and assembly operations. Between the operations are material handling, storage, inspections, and other nonproductive activities. Let us therefore divide the activities of production into two main categories, operations and nonoperation elements. An operation is performed on a work unit when it is in the production machine. The nonoperation elements include handing, temporary storage, inspections, and other sources of delay when the work unit is not in the machine. Let $T_{c}=$ the operation cycle time at a given machine or workstation, and $T_{n o}=$ the nonoperation time associated with the same machine. Further, let us suppose that the number of separate operations (machines) through which the work unit must be routed to be completely processed $=n_{0}$. If we assume batch production, then there are Q work units in the batch. A setup is generally required to prepare each production machine for the particular product, which requires a time $=T_{m}$. Given these lerms, we can define manufacturing lead time as:

$$
\begin{equation*}
\mathrm{MLT}_{j}=\sum_{i=1}^{o y}\left(T_{s u f i}+Q_{j} T_{e j i}+T_{m o j i}\right) \tag{2.21}
\end{equation*}
$$

where $\mathrm{MLT}_{j}=$ manufacturing lead time for part or product $j(\mathrm{~min}), T_{\text {sujl }}=$ setup time for operation $i$ (min), $Q_{j}=$ quantity of part or product $j$ in the batch being processed (pc). $T_{c \mu}=$ operation cycle time for operation $i(\mathrm{~min} / \mathrm{pc}), T_{n \mu /}=$ nonoperation time associated with operation $i(\mathrm{~min})$, and $i$ indicates the operation sequence in the processing; $i=1,2$, $\ldots, n_{o i}$. The MLT equation does not include the time the raw workpart spends in storage before its rum in the production schedule begins.

To simplify and generalize our model. let us assume that all setup times, operation cycle times, and nonoperation times are equal for the $n_{a j}$ machines. Further, let us suppose that the batch quantities of all parts or products processed through the plant are equal and that they are all processed through the same number of machines, so that $n_{o i}=n_{o}$. With these simplifications, Eq. (2.21) becomes:

$$
\begin{equation*}
\mathrm{MLT}=n_{0}\left(T_{s i l}+Q T_{2}+T_{\mathrm{no}}\right) \tag{2.22}
\end{equation*}
$$

where MLT = average manufacturing lead time for a part or product (mit).
in an actual batch production factory, which this equation is intended to represent, the terms $n_{0}, Q, T_{\text {sis }}, T_{5}$, and $T_{n}$, would vary by product and by operation. These variations can be accounted for by using properly weighted average values of the various terms. The averaging procedure is explained in the Appendix at the end of this chapter.

## EXAMPLE 2.6 Manufacturing Lead Time

A certain part is produced in a batch size of 100 units. The batch must be routed through five operations to complete the processing of the parts Average setup time is $3 \mathrm{hr} /$ operation, and average operation time is $6 \mathrm{~min}(0.1 \mathrm{hr}$ ). Avcrage nonoperation time due to handling, delays, inspections, etc., is 7 hours for each operation. Determine how many days it will take to complete the batch. assuming the plant runs one 8 -hr shift/day.
Solution: The manufacturing lead time is computed from Eq. (2.22)

$$
\text { MLT }=5(3+100 \times 0.1+7)=100 \text { hours }
$$

A: $8 \mathrm{hr} /$ day, this amounts to $100 / 8=12.5$ days.

Equation (2.22) can be adapted for job shop production and mass production by making adjustments in the parameter values. For a job shop in which the batch size is one ( $Q=1$ ). Eq. (2.22) becomes

$$
\begin{equation*}
\mathrm{MLT}=n_{o}\left(T_{s a}+T_{\mathrm{c}}+T_{n o}\right) \tag{2.23}
\end{equation*}
$$

For mass production, the $Q$ term in Eq. (2.22) is very large and dominates the other terms. In the case of quansity type mass production in which a large number of units are madc on a single machine ( $n_{0}=1$ ), the MLT simply becomes the operation cycle time for the machine after the setup has becn completed and production begins.

For flow line mass production, the entire production line is set up in advance. Also, the nonoperation time between processing steps is simply the transfer time $T_{r}$ to move the part or product from one workstation to the rext. If the workstations are integrated so that all stations are processing their own respective work units, then the time to accomplish all of the operations is the time it takes each work unit to progress through all of the stations on the line. The station with the longest operation time sets the pace for all stations.

$$
\begin{equation*}
\operatorname{MLT}=n_{s}\left(T_{c}+\operatorname{Max} T_{c}\right)=n_{c} T_{c} \tag{2.24}
\end{equation*}
$$

where MLT $=$ time between start and completion of a given work unit on the line (min). $n_{0}=$ number of operations on the line: $T,=$ transfer time (min), Max $T_{o}=$ operation time at the bortleneck station ( min ) and $T_{r}=$ cycle time of the production line ( $\mathbf{m i n} / \mathrm{pc}$ ). $T_{s}=T_{r}+$ Max $T_{o}$ from Eq.(2.14). Since the number of stations is equal to the number of operations $\left(n=n_{e}\right)$, Eq. (2.24) can also be stated as follows:

$$
\begin{equation*}
\mathrm{MLT}=n\left(T_{i}+\operatorname{Max} T_{\Delta}\right)=n T_{c} \tag{2.25}
\end{equation*}
$$

where the symbols have the same meaning as above, and we have substituted $n$ (number of workstations or machines) for number of operations $n_{m}$.

### 2.4.5 Work-in-Process

Work-in-process (WIP) is the quantity of parts or products currently located in the factory that are either being processed or are between processing operations. WIP is inventory that is in the state of being transformed from raw material to finished product. An approximate measure of work-in-process can be obtained from the following, using terms previously defined:

$$
\begin{equation*}
\mathrm{WIP}=\frac{A U(P C)(\mathrm{MLT})}{S H} \tag{2.26}
\end{equation*}
$$

where WIP $=$ work-in-process in the facility (pc), $A=$ availability, $U=$ utilization, $P C=$ production capacity of the facility ( $\mathrm{pc} / \mathrm{wk}$ ), $\mathrm{MLT}=$ manufacturing lead time, $(\mathrm{wk})$, $S=$ number of shifts per week (shift/wk), and $H=$ hours per shift (hr/shift). Equation (2.26) states that the level of WIP equals the rate at which parts flow through the factory multiplied by the length of time the parts spend in the factory. The units for ( $P \mathrm{PC}$ )/SH (e.g., pc/wk) must be consistent with the units for MLT (e.g., weeks).

Work-in-process represents an investment by the firm, but one that cannot be urned into revenue until all processing has been completed. Many manufacturing companies sustain major costs because work remains in-process in the factory too long.

### 2.5 COSTS OF MANUFACTURING OPERATIONS

Decisions on automation and production systems are usually based on the relative costs of alternatives. In this section we examine how these costs and cost factors are determined.

### 2.2.1 Fixed and Variable Costs

Manufacturing costs can be classified into two major categories: (1) fixed costs and (2) variable costs. A fixed cost is one that remains constant for any levet of production output. Examples include the cost of the factory building and production equipment, insurance, and property taxes. All of the fixed costs can be expressed as annual amounts. Expenses such as insurance and property taxes occur naturally as annual costs. Capital investments such as building and equipment can be converted to their equivalent uniform annual costs using interest rate factors.

A variable cost is one that varies in proportion to the level of production output. As output increases, variable cost increases. Examples include direct labor, raw materials, and electric power to operate the production equipment. The ideal concept of variable cost is that it is directly proportional to outpui level. When fixed cost and variable cost are added, we have the following total cost equation:

$$
\begin{equation*}
T C=F C+V C(Q) \tag{2.27}
\end{equation*}
$$

where $T C=$ total annual cost $(\$ / y r), F C=$ fixed annual cost $(\$ / y r), V C=$ variable cost $(\$ / \mathrm{pc})$, and $Q=$ annual quantity produced ( $\mathrm{pc} / \mathrm{yr}$ ).


Figure 2.4 Fixed and variable costs as a function of production output for manual and automated production methods.

When comparing automated and manual production methods (Section 1.4), it is typical that the fired cost of the automated method is high relative to the manual method, and the variable cosi of automation is low relative to the manual method, as pictured in Figure 24. Consequently, the manual method has a cost advantage in the low quantity range, while automation has an advantage for high quantities. This reinforces the arguments presented in Section 1.4.1 on the appropriateness of manual labor for certain production situations.

### 2.5.2 Direct Labor, Material, and Overhead

Fixed versus variable are not the only possible classifications of costs in manufacturing. An alternative clastification separates costs into: (1) direct labor, (2) material, and (3) overhead. This is often a more convenient way to analyze costs in production. The direct labor cost is the sum of the wages and bencfits paid to the workers who operate the production equipment and perform the processing and assembly tasks. The material cost is the cost of all raw materials used to make the product. In the case of a stamping plant, the raw material consists of the steel sheet stock used to make stampings. For the rolling mill that made the sheet stock, the raw material is the iron ore or scrap iron out of which the sheet is rolled. In the case of an assembled product, materials include component parts manufactured by supplier firms. Thus the definition of "raw material" depends on the company. The final product of one company can be the raw material for another company. In terms of fixed and variable costs, direct labor and material must be considered as variable costs.

Overhead costs are all of the other expenses associated with running the manufacturing firm. Overhead divides into two categories: (1) factory overhead and (2) corporate overhead Factory avertend consists of the custs of operabing the factory other than direct labor and materials. The types of expenses included in this category are listed in Table 2.7. Factory overhead is treated as fixed cost, although some of the items in our list could be corrclated with the output level of the plant. Corporate overhead is the cost of running the company other than its manufacturing activities. A list of typical corporate overhead expenses is presented in Table 2.8. Many companies operate more than one factory, and this is one of the reasons for dividing overhead into factory and corporate categories. Different factories may have significantly different factory overhead expenses.

TABLE 2.7 Typical Factory Overhead Expenses

| Plant supervision | Applicable taxes |
| :--- | :--- |
| Line foreman | Insurance |
| Maintenance crew | Heat and air conditioning |
| Custodial services | Light |
| Security personnel | Power for machinerv |
| Tool crib attendant | Factory depreciation |
| Material handling | Equipment depreciation |
| Shipping and receiving | Fringe benefits |

TABLE 2.8 Typical Corporate Overhead Expenses

Corporate executives
Sales and marketing
Accounting department
Finance department Legal counsel Engineoring
Research and development Other support personnel

Applicable taxes
Cost of office space
Security personnel
Heat and air conditioning
Light
Insurance
Fringe benefits
Other office costs
J. T. Black [2] provides some typical percentages for the different types of manufacturing and corporate expenses. These are presented in Figure 2.5. We might make several observations about these data. First, total manufacturing cost represents onfy about $40 \%$ of the product's selling price. Corporate overhead expenses and total manufacturing cost arc about equal. Second, materials (and parts) make up the largest percentage of total manufacturing cost, at around $50 \%$. And third, direct labor is a relatively small proportion of total manufacturing cost: $12 \%$ of manufacturing cost and only about $5 \%$ of final selling price.

Overhead costs can be allocated according to a number of different bases, including direct labor cost, material cost, direct labor hours, and space. Most common in industry is


Figure 2.5 Breakdown of costs for a manufactured product [6].
direct labor cost, which we witl use here to illustrate how overheads are allocated and subsequently used to compute factors such as selling price of the product.

The allocation procedure (simplified) is as follows. For the most recent year (or most recent several years), all costs are compiled and classified into four categories: (1) direct labor, (2) material, (3) factory overhead. and (4) corporate overhead. The objective is to delermine an overhead rate (also called burder rate) that could be used in the following year to allocate overhead costs to a process or product as a function of the direct labur costs associated with that process or product. In our treatment, separate overhead rates will be developed for factory and corporate overheads. The factory overhead rate is calculated as the ratio of factory overhead expenses (category 3) to direct labor expenses (category 1): that is,

$$
\begin{equation*}
\mathrm{FOHR}=\frac{\mathrm{FOHC}}{\mathrm{DLC}} \tag{2,28}
\end{equation*}
$$

where FOHR = factory overhead tate, $\mathrm{FOHC}=$ annual factory overhead $\cos$ s $(\$ / y \mathrm{r})$; and DLC $=$ annual direct labor costs ( $\$ / \mathrm{yr}$ ).

The corporate overhead rate is the ratio of corporate overhead expenses (category 4) to direct labor expenses:

$$
\begin{equation*}
\mathrm{COHR}=\frac{\mathrm{COHC}}{\mathrm{DLC}} \tag{2.29}
\end{equation*}
$$

where COHR = corporate overhead rate, $\mathrm{COHC}=$ annual corporate overhead costs ( $\$ / \mathrm{yr}$ ), and DLC $=$ annual direct labor costs ( $\$ / \mathrm{yr}$ ). Both rates are often expressed as percentages. If material cost were used as the allocation basis, then material cost would be used as the denominator in both ratios. Let us present two examples to illustrate (1) how overhead rates are determined and (2) how they are used to estimate manufacturing cost and establish selling price.

## EXAMPLE 2.7 Determining Overhead Rates

Suppose that all costs have been compiled for a certain manufacturing firm for last year. The summary is shown in the table below. The company operates two different manufacturing plants plus a corporate headquarters. Determinc: (a) the factory overhead rate for each plant and (b) the corporate overhead rate. These rates will be used by the firm in the following year.

| Expense Category | Plant 1 (\$) | Plant 2 (\$) | Corporate Headquarters (\#) | Totals (\$) |
| :---: | :---: | :---: | :---: | :---: |
| Direct labor | 800,000 | 400,000 |  | 1,200,000 |
| Materials | 2,500,000 | 1,500,000 |  | 4,000,000 |
| Factory expense | 2,000,000 | 1,100,000 |  | 3,100,000 |
| Corporate expense |  |  | 7,200,000 | 7,200,000 |
| Totals | 5,300,000 | 3,000,000 | 3,000,000 | 15,500,000 |

Solution: (a) A separate factory overhead rate must be determined for each plant. For plant 1 , we have:

$$
\mathrm{FOHR}_{1}=\frac{\$ 2,000,000}{\$ 800,000}=2.5=250 \%
$$

For plant 2,

$$
\mathrm{FOHR}_{2}=\frac{\$ 1,100,000}{\$ 400,000}=2.75=275 \%
$$

(b) The corporate overhead rate is based on the total labor cost at both plants.

$$
\mathrm{COHR}=\frac{\$ 7,200,000}{\$ 1,200,000}=6.0=600 \%
$$

## EXAMPLE 2.8 Estimating Manufacturing Cests and Establishing Selling Price

A customer order of 50 parts is to be processed through plant 1 of the previous example. Raw materials and tooling are supplied by the customer. The total time for processing the parts (including setup and other direct labor) is 100 hr . Direct tabor cost is $\$ 10.00 / \mathrm{hr}$. The factory overbcad rate is $250 \%$ and the corprorate overhead rate is $600 \%$. Compute the cost of the job.
Solution: (a) The direct labor cost for the job is $(100 \mathrm{hr})(\$ 10.00 / \mathrm{hr})=\$ 1000$.
(b) The allocated factory overhead charge, at $250 \%$ of direct Labor, is $(\$ 1000)(2.50)=\$ 2500$.
(c) The allocated corporate overhead charge, at $600 \%$ of direct labor, is $(\$ 1000)(6.00)=\$ 6000$.

Interpretation: (a) The direct labor cost of the job, representing actual cash spent on the customer's order $=\$ 1000$. (b) The total factory cost of the job, including allocated factory overhead $=\$ 1000+\$ 2500=\$ 3500$. (c) The total cost of the job including corporate overhead $-\$ 3500+\$ 6000=\$ 9500$. To price the job for the customer and to earn a profit over the long run on jobs like this, the price would have to be greater than $\$ 9500$ ). For exaraple, if the company uses a $10 \%$ mark-up, the price quoted to the customer would be $(1.10)(\$ 9500)=\$ 10,450$.

### 2.5.3 Cost of Equipment Usage

The trouble with overhead rates as we have developed them here is that they are based on labor cost alone. A machine operator who runs an ofd, smail engine lathe whose book value is zero will be costed at the same overhead rate as an operator running a new CNC turning center just purchased for $\$ 500,000$. Obviously, the time on the machining center is more productive and should be valued at a higher rate. If differences in rates of different production machines are not recognized. manufacturing costs will not be aceurately measured by the overhead rate structure.

To deal with this difficulty, it is appropriate to divide the cost of a worker running a machine into two components: (1) direct labor and (2) machine. Associated with each is an applicable overhead rate. These costs apply not to the entire factory operations, but to individual work centers. A work center is a production cell consisting of (1) one worker and
one machine, (2) one worker and several machines, (3) several workers operating one machine, or (4) several workers and machines. In any of these cases, it is advantageous to separate the labor expense from the machinc expense in estimating total production costs.

The direct labor cost consists of the wages and beneïts paid to operate the work center. Applicable factory overhead expenses allocated to direct labor cost might include state taxes, certain fringe benefits. and line supervision. The machine annual cost is the initial cost of the machine apportioned over the life of the asset at the appropriate rate of return used by the firm. This is done using the capital recovery factor, as follows:

$$
\begin{equation*}
\mathrm{UAC}=I C(A / P, i, n) \tag{2.30}
\end{equation*}
$$

where UAC = equivalent uniform annual cost ( $B / \mathrm{yr}$ ); $I C=$ initial cost of the machine $(\$)$; and $(A / P, i, n)=$ capital recovery factor that converts initial cost at ycar 0 into a series of equivalent uniform annual year-end values, where $:=$ annual interest rate and $n=$ number of years in the service life of the equipment. For given values of $i$ and $n,(A / P, i, n)$ can be computed as follows:

$$
\begin{equation*}
(A / P, i, n)=\frac{i(1+i)^{n}}{(1+i)^{t}-1} \tag{2.31}
\end{equation*}
$$

Values of $(A / P, i, n)$ can also be found in interest tables that are widely available.
The uniform annual cost can be expressed as an hourly rate hy dividing the annual cost by the number of annual hours of equipment use. The machine overhead rate is based on those factory expenses that are directly assignable to the machine. These include power to drive the machine, floor space, maintenance and repair expenses, and so on. In separating the factory overhead items in Table 2.7 between labor and machine, judgment must be used; admittedly, the judgment is sometimes arbitrary Total cost rate for the work center is the sum of labor and machine costs. This can be summarized as follows:

$$
\begin{equation*}
C_{o}=C_{L}\left(1+\mathrm{FOHR}_{t}\right)+C_{m}\left(1+\mathrm{FOHR}_{m i}\right) \tag{2,32}
\end{equation*}
$$

where $C_{0}=$ hourly rate to operate the work center $(\$ / \mathrm{hr}), C_{L}=$ direct labor wage rate $(\$ / \mathrm{hr}), \mathrm{FOHR}_{\mathrm{C}}=$ factory overhead rate for labor, $C_{m}=$ machine hourly rate $(\$ / \mathrm{hr})$, and $\mathrm{FOHR}_{m}=$ factory overhead rate applicable to machines .

It is the author's opinion that corporate overhead expenses should not be included in the analysis when comparing production methods. Including them serves no purpose other than to dramatically increase the costs of the alternatives. The fact is that these corporate overhead expenses are present whether or not either or none of the alternatives is selected. On the other hand, when estimating costs for pricing decisions, corporate overhead should be included because over the long run, these costs must be recovered through revenues genetated from selling products.

## EXAMPLE 2.9 Hourly Cost of a Work Center

The following data are given: diect labor rate $=\$ 10.00 / \mathrm{hr}$; applicable factory overhead rate on labor $=60 \%$, capital investment in machine $=\$ 100,000$; service life of the machine $=8 \mathrm{yr}$; rate of return $=20 \%$;salvage value in $8 \mathrm{yt}=0$; and applicable factory overhead rate on machine $=50 \%$. The work center will be operated one 8 -thr shift, $250 \mathrm{day} / \mathrm{yr}$. Determine the appropriate hourly rate for the work center.

Solution: Labor cost per hour $=C_{2}\left(1+\mathrm{FOHR}_{2}\right)=\$ 10.00(1+0.60)=\$ 16.00 / \mathrm{hr}$. The investment cost of the machine must be annualized. using an 8 -yr service life and a rate of return $=20 \%$. First we compute the capital recovery factor:

$$
(A / P, 20 \%, 8)=\frac{0.20(1+0.20)^{8}}{(1+0.20)^{4}-1}=\frac{0.20(4.2998)}{4.2998-1}=0.2606
$$

Now the uniform annual cost for the $\$ 100,000$ initial cost can be determined:

$$
\mathrm{UAC}=\$ 100,000(A / P, 20 \%, 8)=100,000(0.2606)-\$ 26,060,00 / \mathrm{yr}
$$

The number of hours per year $=(8 \mathrm{hr} /$ day $)(250 \mathrm{day} / \mathrm{yr})=2000 \mathrm{hr} / \mathrm{yr}$. Dividing this into UAC gives $26,060 / 2000=\$ 13.03 / \mathrm{hr}$. Then applying the factory overhead rate, we have

$$
C_{m}\left(1+\mathrm{FOHR}_{m}\right)=\$ 13.03(1+0.50)=\$ 19.55 / \mathrm{hr}
$$

Total cost rate is

$$
C_{o}=16.00+19.55=\$ 35.55 / \mathrm{hr}
$$
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## APPENDIX AVERAGING PROCEDURES FOR PRODUCTION MODELS

As indicated in our presentation of the production models in Section 2.4. special averaging procedures are required to reduce the inherent variations in actual factory data to gingle parameter values used in our equations. This appendix explains the averaging procedures

A straight arithmetic average is used to compute the value of batch quantity $Q$ and the number of operations (machines) in the process routing $s_{0}$. Let $n_{Q}=$ number of batches of the various part or product styles to be considered. This might be the number of batches processed through the plant during a certain time period (i.e., week, month, year), or it might be a sample of size $n_{Q}$ taken from this time period for analysis purposes. The average batch quantity is given by:

$$
\begin{equation*}
Q=\frac{\sum_{j=1}^{n_{C}} Q_{j}}{n_{Q}} \tag{A2.1}
\end{equation*}
$$

where $Q=$ average batch quantity, $p \mathrm{c} ; Q_{j}=$ batch quantity for part or product style $j$ of the total $n_{Q}$ batches or styles being considered, pc, where $j=1,2, \ldots, n_{Q}$. The average number of operations in the process routing is a similar computation:

$$
\begin{equation*}
n_{c}=\frac{\sum_{i=1}^{n_{\mathscr{Q}}} n_{\theta_{l}}}{n_{Q}} \tag{A2.2}
\end{equation*}
$$

where $n_{\mathrm{c}}=$ average number of operations in all process routings under consideration; $n_{o f}=$ number of operations in the process routing of part or product style $j$; and $n_{Q}=$ number of batches under consideration.

When factory data are used to assess the terms $T_{s p}, T_{c}$, and $T_{n o}$, weighted averages must be used. To calculate the grand average setup time for $n_{Q}$ different part or product styles, we first compute the average setup time for each style; that is,

$$
\begin{equation*}
T_{s u_{j}}=\frac{\sum_{k=1}^{n_{t f}} T_{s u j j k}}{n_{o f}} \tag{A2.3}
\end{equation*}
$$

where $T_{s c j}=$ average setup time for part or product style $j, \min ; T_{s j j k}=$ setup time for operation $k$ in the processing sequence for part or product style $j$, min; where $k=1,2, \ldots, n_{o j}$; and $n_{o s}=$ number of operations in the processing sequence for part or product style $j$. Using the $n_{Q}$ values of $T_{s u j}$ calculated from the above equation, we can now compute the grand average setup time for all styles, given by:

$$
\begin{equation*}
T_{s p}=\frac{\sum_{j=1}^{n_{q}} n_{o j} T_{m j}}{\sum_{j=1}^{n_{n}} n_{o f}} \tag{A.2.4}
\end{equation*}
$$

where $T_{s u}=$ setup time grand average for all $n_{Q}$ part or product styles included in the group of interest, min; and the other terms are defined above.

A similer procedure is used to obtain grand averages for operation cycle time $T_{c}$ and nonoperation time $T_{n o}$. Considering cycle time first.

$$
\begin{equation*}
T_{c j}=\frac{\sum_{i=1}^{n_{c i}} T_{c i k}}{n_{o j}} \tag{A2.5}
\end{equation*}
$$

where $T_{c t}=$ average operation cycle time for part or product style $j$, min; $T_{c j / k}=$ cycle time for opcration $k$ in the processing sequence for part or product style $j$, where $k=1,2, \ldots, n_{o j}$, $\min$; and $n_{o j}=$ number of operations in the processing sequence for style $j$. The grand average cycle time for all $n_{Q}$ styles is given by:

$$
\begin{equation*}
\Gamma_{r}=\frac{\sum_{j=1}^{Q_{i}} n_{o j} T_{i j}}{\sum_{j=1}^{n_{Q}} n_{n j}} \tag{A2.6}
\end{equation*}
$$

where $T_{\mathrm{c}}$ - operation cycle time grand average for all $n_{Q}$ part or product styles being considered, min; and the other terms are defined above. The same forms of equation apply for nonoperation time $T_{n s}$.

$$
\begin{equation*}
T_{n o j}=\frac{\sum_{i=1}^{n_{w}} T_{n e j k}}{n_{a j j}} \tag{A2.7}
\end{equation*}
$$

where $T_{\text {any }}=$ average nonoperation time for part or product style $j$, min; $T_{\text {molk }}=$ nonoperation time for operation $k$ in the processing sequence for part or product style $j$, min. The grand average for all styles (batches) is:

$$
\begin{equation*}
T_{n t c}=\frac{\sum_{i=1}^{n_{q}} n_{o j} T_{n o j}}{\sum_{j=1}^{p_{0}} n_{o j}} \tag{A2,8}
\end{equation*}
$$

where $T_{n o}=$ nonoperation time grand average tor all parts or products considered, min; and other terms are defined above.

## Product/Production Relationships

2.1 The ABC Company is planning a new product line and will build a new plant to manufacture the parts for a new product line. The product line will include 50 different models. Annual production of each model is expected to be 1000 units Each product will be assembled of 400 components. All processing of parts will be accomplished in one factory. There are an average of 6 processing steps required to produce each comporent, and each processing step takes 1.0 min (includes an allowance for setup time and part handling) All processing operations are performed at workstations, cach of which includes a production machine and a human worker. If each workstation requires a floor space of $250 \mathrm{ft}^{2}$, and the factory operates one shift ( $2000 \mathrm{hr} / \mathrm{yr}$ ), determine (a) how many production operations, (b) how much floorspace, and (c) bow many workers will be required in the plant.
2.2 The XYZ Company is planning to introduce a new product line and will build a new factory to produce the parts and assembie the final products for the product line. The new product line will inciude 100 different models. Annual production of each model is expected to be 1000 units Each product will be assembled of 600 components. All processing of parts and assenbly of products will be accomplished in cne factory. There are an average of 10 processing steps required to produce each cornponent, and each processing step takes 30 sec (includes an allowance for setup time and part handing), Each final unit of product takes 3.0 hr to assemble. All processing operations are performed at work cells that each inclades a production machine and a human worker. Products are assembled on single workstations con-
sisting of two workers each. If each work cell and cach workstation require $200 \mathrm{ft}^{2}$, and the factory operates one shift ( $2000 \mathrm{hJ} / \mathrm{yr}$ ), determine: (a) bow many production operations. (b) how mach lloorspace, and (c) how many workers will be required in the plant.
2.3 If the company in Problem 2.2 were 10 operate three shifts ( $6000 \mathrm{hr} / \mathrm{yr}$ ) instead of one shift, determine the answers to (a), (b), and (c).

## Production Concepts and Mathematical Models

2.4 Consider the batch production rate cquations in Sect 2.4.1, Eqs. (2.9), (2.10), and (2.11). Suppose each cycle produced $n_{m c}$ parts. Revise the equations accordingly to compute $T_{\Delta}$, atd $R_{p}$
2.5 A certain part is routed through six machines in a batch production plant. The setup and opcration times for each machine are given in the table below. The batch size is 100 and the average ronoperation lime per machine is 12 hr . Determine: (a) manufacturing lead time and (b) production rate for operation 3 .

| Machine | Setup Time <br> (hr) | Operation Time <br> (min) |
| :---: | :---: | :---: |
| 1 | 4 | 5.0 |
| 2 | 2 | 3.5 |
| 3 | 8 | 10.0 |
| 4 | 3 | 1.9 |
| 5 | 3 | 4.1 |
| 6 | 4 | 2.5 |

26 Suppose the part in previous Problem 2.5 is made in very large quantities on a production line in which an automated work handling system is used to transfer parts between machues Transfer time between stations $=15 \mathrm{~s}$. The total time required to set up the entire line is 150 kr . Assume that the operation times at the individual machines remain the same. Determine: (a) manufacturing lead time for a part coming off the line, (b) production rate for operation 3, (c) theoretical production rate for the entire production line?
2.7 The average part produced in a certain batch manufacturing plant must be processed through an average six machines. Twenty (20) new baiches of parts are launched each week. Average operation time $=6 \mathrm{~min}$, average setup time $=5 \mathrm{~h}$. average batch size -25 parts, and average nonoperation time per batch $=10 \mathrm{hr} /$ machine. There are 18 machines in the plant. The plant operates an average of 70 production hours per week. Scrap rate is negligible Determine: (a) manufacturing lead time for an average part, (b) plant capacity, (c) plant utilization. (d) How would you expect the nonoperation time to be affected by the plant utulization?
2.8 Bascd on the data in previous Problem 2.7 and your answers to that problem, determine the average level of work-in-process (number of parts-in-process) in the plant.
2.9 An dverage of 20 new orders are slarted through a certain factory each month. On avejage, an order consists of 50 parts to be processed through 10 machines in the factory. The operation time per machine for cach part $=15 \mathrm{~min}$. The nonoperation time per order at each machine averages 8 hr , and the required setup time per order $=4 \mathrm{hr}$. There are 25 machines in the factory, $80 \%$ of which are operational at any time (the other $20 \%$ are in repair or maintenance). The plant operates $160 \mathrm{hr} / \mathrm{mon}$. However, the plant manager complains that a total of 100 overtime machine-hours must be authorized each month to keep up with the produetion schedule. (a) What is the manufacturing lead tome for an average order? (b) What is the plant capacity (on a monthly basis) and why must the overtime be autborized ${ }^{\text {P }}$ (c) What is the utilization of the plant according to the definition given in the text? (d) Determine the average level of work-in-process (number of parts-in-process) in the plant.
2.10 The mean time between failure for a certain production machine is 250 br , and the mean time to repair is 6 hr . Determine the availability of the machine.
2.11 One million units of a certain product are to be manufactured annually on dedicated production machines that run $24 \mathrm{hr} / \mathrm{day}, 5 \mathrm{day} / \mathrm{wk}, 50 \mathrm{wk} / \mathrm{yr}$. (a) if the cycle time of a machine to produce one part is 1.0 min , how many of the dedicated machines will be required to keep up with demand? Assume that availability, utilization. and worker efficiency $=100 \%$, and that no setup time will be lost. (b) Solve part (a) except that availability -0.90 .
2.12 The mean time between failures and mean time to repair in a certain department of the factory are 400 hr and 8 hr , respectively. The department operates 25 machincs during one 8 hr shift/day. 5 day/wk, 52 wk/yr. Each time a machine breaks down, it costs the company $\$ 200 / \mathrm{hr}$ (per machine) in lost revenue. A proposal has been submitted to instali a preventive maintenance program in this deparment. In this program, preventive mantenance would be performed on the machines during the evening so that there will be no interruptions to production during the regular shift. The effect of this program is expected to be that the average MTBF will double, and half of the emeqgency repair time normally accomplished daring the day shift will be performed during the evening sbift. The cost of the maintenance crew will be $\$ 1500 /$ wk. However, a reduction of maintenance personnel on the day shift will result in a savings during the regular shift of $\$ 700 / \mathrm{wk}$. (a) Compute the avaitability of machines in the department both before and after the preventive maintenance program is installed. (b) Determine how many total hours per year the 25 machines in the department are tuder repair both before and after the preventive maintenance program is installed. In this part and in part (c), ignore effects of queueing of the machines that might have to wait for a maintenance crew. (c) Will the preventive maintenance program pay for itself in terms of savings in the cost of lost revermes?
2.13 There are nine machines in the automatic lathe section of a certain machine shop. The setup time on an automatic lathe averages 6 hr . The average batch size for paris processed through the section is 90 . The average operation time - 8.0 min . Under shop rules an operator is permitted to be assigned to rup up to three machines. Accordingly, there are three operators in the section for the nine lathex In addition to the lathe operators, there are two setup workers who perfortn machine setups exclusively. These sctup workers are kept busy the full shift. The section runs one 8 hr shift/day, 6 day/wk. However, an average of $13 \%$ of the production time is lost due to machine breakdowns. Scrap losses are negligible. The production control manager claims that the capacity of the scction should te 1836 piece/wk. Huwever, the actual output averages only 1440 unit/wk. What is the problen? Recommend a solution.
2.14 A certain job shop specializes in one-of-a-kind orders dealing with parts of medium-1o-high complexity. A typical part is processed through ten machines in batch sizes of one. The shop contains eight conventional machine tools and operales $35 \mathrm{hr} / \mathrm{wk}$ of production time. Average time values on the part are: machining time pet machine $=0.5 \mathrm{hr}$, work handling time per machine $=0.3 \mathrm{hr}$, tool change time per machine $=0.2 \mathrm{hr}$, setup time per machine $=6 \mathrm{hr}$, and nonoperation time per machine $=12 \mathrm{hr}$. A new programmable machine has been purchased by the shop which is capable of performing all ten operations in a single setup. The programming of the machine for this part will fequire 20 hr ; however, the programming can be done off-line, without tying up the machine. The setup time will be 10 hr . The total machining time will be reduced to $80 \%$ of its previous value due to advanced tool control algorithms: the work handling time will be the same as for one machine: and the total tool change time will be reduced by $50 \%$ because it will be accomplished automatically under program control. Fur the one machine, nonoperation time is expected to be 12 hr (a) Detemine the manufacturing lead time for the traditional method and for the new method. (b) Cornpute the plant capacity for the following alternatives: (i) o job shop containing the eight traditional machines, and (ii) a joh shop containity iwo uf the new programmable machines. Assume the typical jobs are represented by the data given above. (c) Determine the average level of work-in-process for the two alternatives in part (b), if the alternative shops op-

Erate at full capacity. (d) ldentufy which of the ten automation strategies (Sect 1.5 .2 ) are represented (or probably represented) by the new machine.
2.15 A factory produces cardboard boxcs. The production sequence consists of three operations: (1) cutting, (2) indentarg, and (3) printing. There are three machines in the factory, one for each operation. The machines art $100 \%$ reliable and operate as follows when operating at $100 \%$ utilization: (1) In cutting. large rolls of cardhoard are fed into the cutting machine and cut into blanks. Each large roll coatains cnough material for 4,000 blanks. Production cycle tiric $=0.03 \mathrm{~min} / \mathrm{blank}$ during a production run, but it takes 35 min to change rolls between rums (2) [n indenting, indentation lines are prissed into the blanks to allow the blanks to latet be bent into buxes. The blanks from the previous cutting operation are divided and consolidated into batches whose starting quantity $=2,000$ blanks. Indenting is performed at $4.5 \mathrm{~min} / 100$ blanks. Time to change dies on the indentation machine $=30 \mathrm{~min}$. (3) In printing, the indented blanks are printed with labels for a particular customer. The bianks from the previous indenting operation are divided and consolidated into batches whose starting quantity $=1.000$ blanks. Printing cycic rate $=30$ blanks $/ \mathrm{min}$. Between batches, changeover of the printing plates is required, which takes 20 min . In-process inventory is allowed to build up between machones 1 and 2 , and between machines 2 and 3 , so that the machines can operate independently as much as possible. Based on this data and information, determine the maximum possible output of this factory during a 40 hr week, in completed blanks/wk (completed blanks have been cut, indented, and printed)? Assume steady state operation, not startup.

## Costs of Manufacturing Operations

2.16 Theoretically, any given production plant has an optimum output level. Suppose a certain production plant has annual fixed costs $F C=\$ 2.000,000$. Variable cost $V C$ is functionally relared to annual output $Q$ in a manner that can be described by the function $V C=\$ 12+\$ 0005 Q$. Total annual cost is given by $T C=F C+V C \times Q$. The unit sale price for one production unit $P=\$ 250$. (a) Determine the value of $Q$ that minimizes unit cost $U^{\prime} C$, where $U C=T C^{\prime} / Q$; and compute the annal profil earned by the plant at this quantuy (b) Determine the value of $O$ that maximzes the annual profil eamed by the plant: and compute the anmual profit eamed by the plant at this quantity,
2.17 Costs have been compiled for a certain manulacturing company for the most recent year. The sunmary is shown in the table below. The company operates twe different manufacturing plants. plus a corporate headquarters. Determine: (a) the factory overhead rate for each plant, and (bithe corporale overhead rate. These iates will be used by the firm in the tollowing vear.

| Expense Category | Plant $1(\$)$ | Plant 2 (\$) | Corporate <br> Headquarters $(\$)$ |
| :--- | :---: | :---: | :---: |
| Direct labor | $1.000,000$ | $1,750,000$ |  |
| Materials | $3,500,000$ | $\mathbf{4 , 0 0 0 , 0 0 0}$ |  |
| Factory expense | $1,300,000$ | $2,300,000$ | $\mathbf{5 , 0 0 0 , 0 0 0}$ |

2.18 The hourly rate for a certain work center is to be determined based on the following data: direct labor rate $=\$ 15.00 /$ hr: applicabie factory ovechead rate on labor $=35 \%$; capital investment in machine $-\$ 200,000 ;$ service life of the machinc $=5$ ycars; rate of feturn $=15 \%$; salyage value in tive years $=$ zcro, and applicable factory overibead rate on nachine $=40 \%$. The wo:k center will he operated two 8 hr shifts. 250 day/yr. Determine the appropriate hourly rate for the work center.
2.19 In previous Problem 2.18, if the work load for the cell can only justify a one-shift operation. determine the appropriate hourly rate for the work center.
2.20 In the operation of a certain production machine, one worker is required at a direct labor rate $=\$ 10 /$ hr. Applicable labor factory overhead rate $=50 \%$. Capital investment in the system $=\$ 250,000$, expected service life $=10$ years, no salvage value at the end of that period, and the applicable machine factory overhead rate $=30 \%$. The work cell will operate $2000 \mathrm{hr} / \mathrm{yr}$. Use a rate of return of $25 \%$ to determine the approptiate hourly rate for this work cell.
2.21 Same as previous Problem 2.20. except that the machine will be operated three shifts, or $6000 \mathrm{hr} / \mathrm{yr}$. Note the effect of increased machine utilization on the hourly rate compared to the rate determined in Problem 2.20.
2.22 The break-even point is to be determined for tro production nethods, one a manual method and the other automated. The manual method requires two workers at $\$ 9.00 / \mathrm{hr}$ each. Together, they produce at a rate of 36 units/hr. The automated method has an initial cost of $\$ 125.060$. a 4-year service life, no salvage value, and annual maintenance costs $=\$ 3000$. No labor (except for maintenance) is required to operate the machinc, but the power required to run the machine is 50 kW (when runuing). Cost of electric power is $\$ 0.05 / \mathrm{kWh}$. If the production rate for the automated machine is 100 units $/ \mathbf{h r}$, determine the break-even point for the two methods, using a rate of return $=25 \%$.
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Automation is the lechnology by which a process or procedure is accomplished without human assistance. It is implemented using a program of instructions combined with a controt system that executes the instructions. To automate a process, power is required, both to drive the process itsclf and to operate the program and control system. Although automation can be applied in a wide variety of areas, it is most closely associated with the manufacturing industries. It was in the context of manufacturing that the term was originally coined by an engineering manager at Ford Motor Company in 1946 to describe the variety of automatic transfer deviess and feed mechanisms that had been installed in Ford's production plants (Historical Note 3.1). It is ironic that nearly all modern applications of automiation are controlled by computer technologies that were not available in 1946.

In this part of the book, we examine technologies that have been devcloped to automate manufacturing operations. The position of automation and control technologies in the larger production system is shown in Figure 3.1. In the present chapter, we provide an


Figure 3.1 Automation and control technologies in the production system.
overview of automation: What are the elements of an automated system? What are some of the advanced features beyond the basic elements? And what are the levels in an enterprise where automation can be applied? In the following two chapters, we discuss industrial control systems and the hardware components of these systems These two chapters serve as a foundation for the remaining chapters in our coverage of automation and control technologies. These technologies are: (1) numerical control (Chapter 6), (2) industrial robotics (Chapter 7), and (3) programmable logic controllers (Chapter 8).

## Historical Note 3.1 History of automation'

The bistory of automation can be traced to the development of basie mechanical devices, such as the whecl (circa 3200 B.C.), lever, winch (circa 600 B.C.), cam (circa A.D. 1000), serew (A.D. 1405), and gear in ancient and medieval times. These basic devices were refined and used to construct the mechanisms in waterwheels, windmills (circa A.D. 650), and steam engines (A.D. 1765). These machines generated the power to operate other machinery of various kinds, such as flour mills (circa 85 B.C.), weaving machines (flying shutle, 1793), machine tools (boring mill, 1775), steamboats (1787), and railroad locomotives (1808), Power, and the capacity to generate it and transmit it to operate a process, is one of the three basic elements of an automated system.

After his first stearn engine in 1765, James Watt and his partner, Matthew Boulton, made several improvements in the design. One of the improvernents was the flying-ball governor (around 1785),which provided feedtack to control the throttle of the engine. The governor consisted of a ball on the end of a hinged lever attached to the rotating shaft. The lever was connected to the throttle valve. As the speed of the rotating shaft increased, the ball was forced to move outward by centrifugal force: this in turn caused the lever to reduce the valve opening and slow the motor speed. As rotational speed decreased, the ball and lever relaxed, thus allowing the valve to open. The flying-ball governor was one of the first examples in engineering of feedback control, an important type of control system-the second basic element of an autometed system.

The third basic element of an automated system is for the actions of the system or machine to be directed by a program of instructions. One of the first examples of machine pro-

[^4]gramming was the Jacquard foom invented around 1800 . This loom was a machime for weaving cloth from yarn. The program of mostructions that deternined the weaving pattern of the clord consisted of a metal plate contaning holcs. The hole pattern in the plate directed the shutte motron of the loom, which in turn determned the weaving pattern. Different hole patteros yuelded diflerent cloth patterns. Thus, the Jacquard loom was a programmable machime, one of the firse of ins kind

By the early 1810 s , the three basio elements uf atomated systems-power source, contrubs und promrammable machnes-had been developed. although these elements were primitive b? loday's standards. 1; took many years of refinernent and many new inventions and uevelopment, both in these basic elements as well as in the enabling infrastructure of the manutactur 0 g industries hefore filly autimated production systems were to become a common mality. Ituportant examples of these insentions and developments inciude interchangeable para (circa 180. Historical Note 2.1); plectrification (starting in 1881); the moving assembiy line (1913. Historical Note 17.1): mecharized transfer lines tor mass production. whose programs were fived by their hardware confguratuon ([924. Historical Note 18.1): a mathematical theory of controi sustemts ( 1930 s and 1940 ) : and the MARK I electromechanical computer at Harvard Universily (1944). These inveatuons and developments had all been realized by the end of Worle War II.

Since 1945, niarty new inventions and developments have contributed significantly to automanon tecimology. Del Harder coined the word authontion around 1946 in reference to the many at:onnatir devices that the Ferd Motor Company had developod for its production liness. The first electronic digital computer was developed at University of Pennsylvania in 1946. The titst mumerical controf mechine 1001 was developed and demonstrated in 1952 at Mawnehuscis Insutute of [echnology based on a concept proposed by John Parsons and Frank Stulen (Historical Note 6.1). By the late 1960 and early 1970 , digital computers were being connected to machine tools. In 1954. the first industrial rohor was designed and patented (issued 1961) by (reorge Devol (Historical Note 7.1). The first commercial robot was installed to unload parts in a die castung operation in 1961. In the hate 1960 s, the first fexible manufacturing sustem in the Uniled States was installed at Ingersoll Rand Company to perform machining operation an a vantely of parts (Historical Note 16.1). Around 1969, the first programmable logic enirofier was inmoduced (ifhstoncal Note 8.1 ). In 1978 , the first commercial personof commeter ( $P$ C) had teen introduced by Apple Computer, although a similar product had been introduced in kil form as early as 1975.

Dewlopments in computer technology were mace possible by advances in electronics Including the franvistor (1948), herrd disk for computer memory (1956), integrated circuis (1900), the macropracesor ( 1971 ), random access memory ( 1984 ), megabyte capacity menory chips (circa 1990), and the Pentium microprocessors (1993). Software developments related to automation have been eupally important, including the FORTRA $N$ computer programming langoage (1955), the APT programming language for numerical control (NC) machine tools (1961), the UN'X operating sybem (19ni), the VAL language for robot programming (1979). Nierosiot Windows 11985), and the JAVA programming language (1995). Advances and enhancements in thew technologies condinue.

### 3.1 BASIC ELEMENTS OF AN AUTOMATED SYSTEM

An auromated system consists of three basic elcments: (1) power to accomplish the process and uperate the system, (2) a program of instructions to direct the process, and (3) a control sustem to actuate the instructions. The retationship amongst these elements is illustrated in Figure 3.2. All systems that qualify ds being automated include these three basic elements in one form or another.


Figure 3.2 Elements of an automated system: (1) power, (2) program of instructions, and (3) control systems.

### 3.1.1 Power to Accomplish the Automated Process

An automated system is used to operate some process, and power is required to drive the process as well as the controls. The principal source of power in automated systems is electricity. Electric power has many advantages in automated as well as nonautomated processes:

- Electrical power is widely available at moderate cost. It is an important part of our industrial infrastructure.
- Electrical power can be readily converted to alternative energy forms: mechanical, thermal, hight, acoustic, hydraulic, and pneumatic.
- Electrical power at low levels can be used to accomplish functions such as signal transmission, information processing, and data storage and communication.
- Electrical energy can be stored in long-life batteries for use in locations where an external source of electrical power is not conveniently available.

Alternative power sources include fossil fuels, solar energy, water, and wind. However, their exclusive use is rare in automated systems. In many cases when alternative power sources are used to drive the process itself, electrical power is used for the controls that automate the operation. For example, in casting or heat treatment, the furnace may be heated by fossil fuek but the control system to regulate temperature and time cycie is electrical. In other cases, the energy from these alternative sources is converted to electric power to operate both the process and its automation. When solar energy is used as a power source for an automated system. it is generally converted in this way.

Power for the Process. In production, the term process refers to the manufacturing operation that is performed on a work unit. In Table 3.1, a list of common manufacturing processes is compiled along with the form of power required and the resulting action on the work unit. Most of the power in manufacturing plants is consumed by these kinds of operations The "power form" indicated in the middle column of the table refers to the energy that is applied directly to the process. As indicated above, the power source for each operation is usually converted from electricity.

In addition to driving the manufacturing process itself, power is also required for the following material handling functions:

- Loading and unloading the work unit. All of the processes listed in Table 3.1 are accomplished on discrete parts. These parts must be moved into the proper position

TABLE 3.1 Common Manufacturing Processes and Their Fower Requirements

| Process | Power Form | Action Accormplished |
| :---: | :---: | :---: |
| Casting | Thermal | Melting the metal before pouring into a mold cavity where solidification occurs. |
| Electric discharge machining (EDM) | Electrical | Metal removal is accomplished by a serios of discrete electrical discharges between electrode (tool) and workpiece. The electric discharges cause very high localized temperatures that melt the metal. |
| Forging | Mechanical | Metal workpart is deformed by opposing dies. Workparts are often heated in advance of deformation, thus thermal power is also required. |
| Heat treating | Thermal | Metallic work unit is heated to temperature below melting point to effect microstructural changes. |
| Injection molding | Thermal and mechanical | Heat is used to raise temperature of polymer to highly plastic consistency, and mechanical force is used to inject the polvmer melt into a mold cavity. |
| Laser beam cutting | Light and thermal | A highly coherent light bearn is used to cut materia' by vaporization and melting. |
| Machining | Mechanical | Cutting of metal is accomplished by relative motion between tool and workpiece. |
| Sheet metal punching and blanking | Mechanical | Mechanical power is used to shear metal sheets and plates. |
| Welding | Thermal imaybe mechanical) | Most welding processes use heat to cause fusion and coaiescence of two (or more\} rnetal parts at their contacting surfaces. Some welding processes also apply mechanical pressure to the surfaces. |

and orientation for the process to be performed, and power is required for this transport and placement function. At the conclusion of the process, the work unit must similarly be removed. If the process is completely automated, then sume form of mechanized power is used. If the process is manually operated or semiautomated, then human power may be used to position and locate the work unit.

- Material transport beiween operations. In addition to loading and unloading at a given operation, the work units must be moved between operations. We consider the material handling technologies associated with this transport function in Chapter 10.

Power for Automation. Above and beyond the basic power requitements for the manufacturing operation, additional power is required for automation. The additiona] power is used for the following functions:

- Coniroller unit. Modem industrial controlers are based on digital computers, which require electrical power to read the program of instructions, thake the control calculations, and execute the instructions by transmitting the proper commands to the actuating devices.
- Power to acmate the control signals. The commands sent by the controller unit are carried out by means of electromechanicai devices, such as switches and motors, called actuators (Section 5.2). The commands are generally transmitted by means of low-voitage control signals. To accomplish the commands, the actuators require more power.
and so the control signals must be amplified to provide the proper power level for the actuating device.
- Data acquisition and information processing. In most control systems, data must be collected from the process and used as input to the control algorithms. In addition, a requirement of the process may include keeping records of process performance or product quality. These data acquisition and record keeping functions require power, although in modest amounts.


### 3.1.2 Program of Instructions

The actions performed by an automated process are defined by a program of instructions. Whether the manufacturing operation involves low, medium, or high production (Section 1.1), each part or product style made in the operation requires one or more processing steps that are unique to that style. These processing steps are performed during a work cycle. A new part is completed during each work cycle (in some manufacturing operations, more than one part is produced during the work cycle; e.g., a plastic injection molding operation may produce multiple parts each cyde using a multiple cavity mold). The particular processing steps for the work cycle are specified in a work cycle program. Work cycle programs are called part programs in numerical control (Chapter 6). Other process control applications use different names for this type of program.

Work Cycle Programs. In the simplest automated processes, the work cycle consists of essentialiy one step, which is to maintain a single process parameter at a defined level, for example, maintain the temperature of a furnace at a designated value for the duration of a heat treatment cycle. (We assume that loading and unloading of the work units into and from the fumace is performed manually and is therefore not part of the automatic cycle.) In this case, programming simply involves setting the temperature dial on the farnace 70 change the program, the operator simply changes the temperature setting. At extension of this simple case is when the single-step process is defined by more than one process parameter, for example, a furnace in which both temperature and atmosphere are controlled.

In more complicated systems, the process involves a work cycle consisting of mulifple steps that are repeated with no deviation from one cycle to the next. Most discrete part manufacturing operations are in this caregory A typical sequence of steps (simplified) is: (1) load the part into the production machite, (2) perform the process, and (3) unload the part. During each step, there are one or more activities that involve changes in one or more process parameters. Process parameters are inputs to the process, such as temperature setting of a furnace, coordinate axis value in a positioning system, valve opened or closed in a fluid flow system, and motor on or off. Process parameters are distinguished from process variobles, which are outputs from the process; for example, the actual temperature of the furnace, the actual position of the axis, the actual flow rate of the fluid in the pipe, and the rotational speed of the motor. As our list of examples suggests, the changes in process parameter values may be continuous (gradual changes during the processing step; for example, gradually increasing temperature during a heat treatment cycie) or discrete (stepwise changes; for example, on'off). Different process parameters may be involved in each step.

## EXAMPLE 3.1 An Automated Turning Operation

Consider an automated tuming operation in which a cone-straped geometry is generated. Assume the system is automated and that a robot is used to load and unload the work unit. The work cycle consists of the following steps: (1) load
starling workpicce. (2) position cuting tool prior to turning, (3) turn, (4) reposition tool to a safe location at end of turning, and (5) unload finished workpiece. ldentify the activity(ies) and process parameter(s) in each step of the operation.
Soluzion: In step (1). the activities consist of the robot manipulator reaching for the raw work part. lifting and positioning the part into the chuck jaws of the lathe, then temoving the mamipulator tu a safe position to await unloading. The process parameters for these activities are the axis values of the robol manipulator (which change continuously), the gripper value (open or closed), and the chuck jaw value (open or closed)

Ir step (2), the activity involves the movement of the cutting tool to a "ready" position, The process parameters associated with this activity are the $r$-and $z$-axis position of the tool.

Step (3) is the 1urning operation. It requires the smultancous control of three process parameters: rotational speed of the workpiece (rev/min), fced ( $\mathrm{m} \mathrm{m} / \mathrm{rev}$ ), and radial disiance of the cutting tool from the axis of totation. To cut the conical shape, radial distance must be changed continuously at a constant rate for each revolution of the work piece For a consistent finish on the surface, the rotational speed must be continuously adjusted to maintain a constant surface speed ( $\mathrm{m} / \mathrm{min}$ ): and for equal feed marks on the surface, the feed must be set at a constant value. Depending on the angle of the cone, multiple furning passes may be required to gradually generate the desired contour. Each pass represents an additional step in the sequence.

Steps (4) and (5) involve the reverse activities as steps (2) and (1), respectively, and the process parameters are the same.

Many production operations consist of multiple steps, sometimes more complicated than our turning example. Examples of thesc operations include automatic screw machine cycles, sheet metal stamping operations, plastic injection molding, and dic casting. Each of these manufacturing processes has been used for many decades, In earlier versions of these operations, the work cycles were controlied by hardware components, such as limit switches. timers, cams. and electromechanical relays. In effect, the hardware components and their arrangements served as the program of instructions that directed the sequence of steps in the processing cycle. Although these devices were yuite adequate in performing their sequencing function, they suffered from the following disadvantages: (1) They often required considerable time to design and fabricate, thus forcing the production equipment to be used for batch production only; (2) making even minor changes in the program was difficult and time consuming: and (3) the program was in a physical form that is not readily compatible with computer data processing and communication.

Modern controllers used in automated systems are based on digital computers. Instead of cams, timers, relays. and other hardware devices, the programs for computer-confrolled cquipment are contained in magnetic tape, diskettes, compact disks (CD-ROMs), computer memory, and other modern storage technologies. Virtually all new equipment that perform the above mass production operations are designed with some type of computer controller to execute their respective processing cycles. The use of digital computcrs as the process controller allows improvements and uperades to be made in the control programs, such as the addition of control functions not foreseen during initial equipment design. These kinds of control changes are often difficulf to make with the previous hardware devices.

The work cycle may include manual steps, where the operator perfurms certuin activities during the work cycle, and the automated system performs the rest. A common example is the loading and unloading of parts by the operator into and from a numerical control machine between machining cycles, where the machine performs the cutting operation under part program control. Initiation of the cutting operation of each cycle is triggered hy the operator activating a "start" button after the part has been loaded.

Decision-Making in the Programmed Work Cycle. In our previous discussion of automated work cycles, the only iwo features of the work cycle are ( 1 ) the number and sequence of processing steps and (2) the process parameter changes in each step. Each work cycle consists of the same steps and associated process parameter changes with no variation from one cycle to the next. The program of nstructions is repeated each work cycle without deviation. In fact, many automated manufacturing operations require decisions to be made during the programmed work cycle to cope with variations in the cycle. In many cases, the variations are routine elements of the cycle, and the corresponding instructions for dealing with them are incorporated into the regular part program. ' 1 hese cases include:

* Operator interaction. Although the program of instructions is intended to be carried out without human interaction, the controller unit may require input data from a human operator in order to function. For example, in an automated engraving oper ation, the operator may bave to enter the alphanumeric characters that are to be engraved on the work unit (e.g. plaque, trophy, belt buckle). Having entered the characters, the engraving operation is accomplished automatically by the system. (Ar everyday example of operator interaction with an automated system is a bank customer using an automated teller machine. The customer must enter the codes indicating what transaction is to be accomplished by the teller machine.)
- Different part or product styles processed by the system. In this instance, the automated system is programmed to perform different work cycles on different part or product styles. An example is an industrial robot that performs a series of spot welding operations on car bodies in a final assembly plant. These plants are often designed to build different body styles on the same automated assembly line, such as two-door and four-door sedans. As each car body enters a given welding station on the line, sensors identify which style it is, and the robot performs the correct series of welds for that style.
- Variations in the starting work units. In many manufacturing operations the starting work units are not consistent. A good example is a sand casting as the starting work unit in a machining operation. The dimensional variations in the raw castings sometimes necessitate an extra machining pass to bring the machined dimension to the specified value. The part program must be coded to allow for the additional pass when necessary.

In all of these examples, the routine variations car be accommodated in the regular work cycle program. The program can be designed to respond to sensor or operator inputs by executing the appropriate subroutine corresponding to the input. In other cases, the variations in the work cycle are not routine at all. They are infrequent and unexpected, such as the failure of an equipment component. In these instances, the program must inchude contingency procedures or modifications in the sequence to cope with conditions that lic outside the nomal routine. We discuss these measures fater in the chapter in the context of advanced automation functions (Section 3.2\}.

TABLE 3.2 Features of Work Cycle Programs Used in Automated Systems

| Program Feature | Examples or Aiternatives |
| :---: | :---: |
| Steps in work cyele | Example. <br> - Typical sequence of steps: (1) load, (2), process, (3) unload |
| Proeess parameters (inputs) in each step | Alternatives: <br> - One parameter versus multiple parameters that must be changed during the step <br> - Continuous parameters versus discrete parameters <br> - Parameters that change during the step; for example, a positioning system whose axes values change during the processing step |
| Manual steps in work cycle | Alternatives: <br> - Manual steps versus no manual steps (completely automated work cycle) <br> Example: <br> - Operator loading and unloading parts to and from machine |
| Operator interaction | Alternatives: <br> - Operator interaction versus completely automated work cycle Example: <br> - Operator entering processing information for current workpart |
| Different part or product styles | Alternatives: <br> - Identical part or product style each cycle imass or batch production) versus different part or product styles each cyole iflexible automation! |
| Variations in starting work units | Example: <br> - Variations in starting dimensions or part features |

A variecy of production situations and work cycle programs has been discussed here. The features of work cycle programs (part programs) used to direct the operations of an automated system are summarized as in Table 3.2.

### 3.1.3 Control System

The control element of the automated system executes the program of instructions. The control system causes the process to accomplish its defined function, which for our purpose is to carry oul some manufacturing operation. Let us provide a bricf introduction to control systems here. The following chapter describes this important industrial technology in more detail.

The controls in an automated system can be either dosed loop or open loop. A closed loop control system also known as a feedback control system. is one in which the output varable is compared with an input parameter, and any difference between the two is used to drive the output into agrecment with the input. As stown in Figure 3.3, a clused loop control system consisth of six basic eiements: (1) input parameter, (2) process. (3) output variable, (4) feedback sensor, (5) controller, and (6) actuator. The inpui parameter, often referred to as the set point, represents the desired value of the output. In a home temperature control system, the set proint is the desired thermostat setting. The process is the operation or function being controlled. In particulan, it is the output variable that is being controlled in the loop. In the present discussion, the process of interest is usually a manufacturing operation, and the output variable is some process variable, perhaps a critical performance


Figure 3.3 A feedback control system.
measure in the process, such as temperature or force or flow rate. A sensor is used to measure the output variable and close the loop between input and output. Sensors perform the fecaback function in a closed loop control system. The controller compares the output with the input and makes the required adjustment in the process to reduce the difference between them. The adjustment is accomplished using one or more actuators, which are the hardware devices that physically catry out the control actions such as an electric motor or a flow valve. It should be mentioned that our model in Figure 3.3 shows only one loop. Most indusiria! processes require multiple loops, one for cach process variable that must be controlled.

In contrast to the closed loop control system, an open bop control system operates without the feedback loop, as in Figure 3.4. In this case, the controls operate without measuring the output variable, so no comparison is made between the actual value of the output and the desired input parameter. The controller relies on an accurate model of the effect of its actuator on the process variable. With an open loop system, there is always the risk that the actuator will not have the intended effect on the process, and that is the disadvantage of an open loop system. Its advantage is that it is generally simpler and less expensive than a closed loop system. Open loop systems are usually appropriate when the foilowing conditions apply: (1) The actions performed by the control system are simple, (2) the actuating function is very reliable, and (3) any reaction forces opposing the actuation are small enough to have no effect on the actuation. If these characteristics are not applicable, then a closed toop control system may be more appropriate.

Consider the difference between a closed loop and open loop system for the case of a positioning system. Positioning syslems are common in manufacturing to locate a workpart relative to a tool or workhead. Figure 3.5 illustrates the case of a closed loop posi-


Figure 3.4 An open loop control system.


Figure 3.5 A (one-axis) positioning system consisting of a leadscrew driven by a de servomotor.
tioning system. In operation, the system is directed to move the work table to a specified loeation as defined by a coordinate value in a Cartesian (or other) coordinate system. Most positioning systems have at least two axes (e.g., an $x-y$ positioning table) with a control system for each axis, but our diagram oniy iliustrates one of these axes. A de servomotor connected to a leadscrew is a common actuator for each axis. A signal indicating the coordinate value (eg. $x$-walue) is sent from the controller to the motor that drives the leadscrew, whose rotation is converted into linear motion of the positioning table. As the table moves closer to the desired $x$-coordinate value, the difference between the actual $x$-position and the inpul $x$-value is reduced. The actua) $x$-position is measured by a feedback sensor (e.g., an oplical encoder). The controller continues to drive the motor until the actual table position corresponds to the input position value.

For the open loop case, the diagram for the positioning system would be similar to the preceding, except that no feedback loop is present and a stepper motor is used in place of the de servomotor. A stepper motor is designed to rotate a precise fraction of a turn for each pulse reccived from the controller. Since the motor shaft is connected to the leadscrew, and the leadscrew drives the worktable, each pulse converts into a small constant linear movement of the table. To move the tatle a desired distance, the number of pulses corresponding to that distance is sent to the motor. Given the proper application, whose characteristics match the preceding list of operating conditions, an open loop positioning system works with high relability.

We consider the engineering analysis of closed loop and open loop positioning systems in the context of numerical control in a subscquent chapter (Section 6.6).

### 3.2 ADVANCED AUTOMATION FUNCTIONS

In addition to executing work cycle programs, an automated system may be capable of executing advanced functions that are not specific to a particular work unit. In general, the functions are concerned with enhancing the performance and safety of the equipment. Advanced automation functions include the following: (1) safety monitoring, (2) maintenance and repair diagnostics, and (3) error detection and recovery.

Advanced automation functions are made possible by special subroutines included in the program of instructions. In sume cases, the functions provide information only and do not involve any physical actions by the control system. An example of this case includes reporting a list of preventive maintenance tasks that should be accomplished. Any actions taken on the basis of this report are decided by the human operators and nanagers of the system and not by the system itself. In other cases, the program of instructions must be physically executed by means of the contiol system using available actuators. A simple example of this case is a satety monitoring system that sounds an alarm when a human worker gets dangerously close to the automated system.

### 3.2.1 Safety Monitoring

One ot the significant reasons for automating a manufacturing operation is to remove worker(s) from a bazardous working environment. An automated system is offen installed to perform a polentially dangerous operation that would otherwise be accomplished manually by human workers. However, even in automated systems, workers are still needed to scrvice the system, at periodic time intervals if not full-time. Accordingly, it is important that
the automated system be designed to operate safely when workers are in attendance. In addition, it is essential that the automated system carry out its process in a way that is not velfdestructive. Thus there are two reasons for providing an automated system with a safety monitoring capability: (1) to protect human workers in the vicinity of the system and (2) to protect the equipment associated with the system.

Safety monitoring means more than the conventional safety measures taken in a manufacturing operation, such as protective shields around the operation or the kinds of manual devices that might be utilized by human workers. such as emergency stop buttons. Safety monitoring in an automated system involves the use of sensors to track the system's operation and identify conditions and events that are unsafe or potentially unsafe. The safety monitoring system is programmed to respond to unsafe conditions in some appropriate way. Possible responses to various hazards might include one or more of the following:

- complete stoppage of the automated system
- sounding an alarm
- reducing the operating speed of the process
- taking corrective actions to recover from the safety violation

This last response is the most sophisticated and is suggestive of an intelligent machine performing some advanced strategy. This kind of response is applieable to a varicty of possible mishaps, not necessarily confined to safety issues, and is called error detection and recovery (Section 3.2.3).

Sensers for safety monitoring range from very simple devices to highly sophisticated systems. The topic of sensor technology is discussed in Chapter 5 (Section 5.1). The following list suggests some of the possible sensors and their applications for safety monitoring:

- Limir switches to detect proper positioning of a part in a workholding device so that the processing cycle can begin.
- Photcelectric sensors triggered by the interruption of a light beam; this could be used to indicate that a part is in the proper position or to cletect the presence of a human intruder into the work cell,
- Temperature sensors to indicate that a metal workpart is hot enough to proceed with a hot forging operation. If the workpart is not sufficiently heated, then the metal's ductility may be too low, and the forging dies might be damaged during the operation.
- Heat or smoke detectors to sense fire hazards.
- Pressure-sensitive floor pads to detect human intruders into the work cell.
- Machine vision systems to supervise the automated system and its surroundings.

It should be mentioned that a given safety monitoring system is limited in its ability to respond to hazardous conditions by the possible irregularities that have been foreseen by the system designer. If the designer has not anticipated a particular hazard, and consequently has not provided the system with the sensing capability to detect that hazard, then the safety monitoring system cannot recognize the event if and when it occurs.

### 3.2.2 Maintenance and Repair Diagnostics

Modern antomated production systems are becorting increasingly complex and sophisticated, thus complicating the problem of maintaining and repairing them. Maintenance and repair diagnostics refers to the capabilities of an automated system to assist in the identi-
fication of the source of potential or actual maifunctions and failures of the system. Three modes of operation are typicsi ol a modern maintenance and repair diagnostics subsystem:

1. Wfath monioring. In the status monitoring mode, the diagnostic subsystem monifors and records the status of key sensors and parameters of the system during norma. operation. On request, the diagnostics subsystem can display any of these values anc provide an interpretation of current system status, perhaps warning of an imminert tailure.
2. Failure diagnosics. The failure djagnostics mode is invoked when a maltunction or failure occurs. Its purpose is to interpret the current values of the monitored variables and to analyze the recorded values preceding the failure so that the cause of the failure can be identified.
3. Recommendation of repair procedure. In the third mode of operation the subsystem provides a recommended procedure to the repair crew as to the steps that should be taken to effect repairs Methods for developing the recommendations are sometimes bascd on the use of expert systerns in which the collective judgments of many repair experts are pooled and incorporated into a computer program that uses artificial intelligence techniques.

Status monitoring serves two important functions in machine diagnostics: (1) providing information for diagnosing a current failure and (2) providing data to predict a future malfunction or failure. First, when a failure of the equipment has occurred, it is usually difficult for the repair crew to determine the reason for the failure and what steps should be taken to make repairs. It is often helpful to reconstruct the events leading up to the failwe. The computer' is programmed to monitor and record the variables and to draw logical inferences from their values about the reason for the malfunction. This diagnosis helps the repar personnel make the neecssary repairs and replace the appropriate components. This is especially helpfil in electronic repairs where it is often difficult to determine on the basis of visual inspection which components have failed.

The second function of status monitoring is to identify signs of an impending failure, so that the affected components can be replaced before failure actually causes the system 10 go down. these part replacements can be made during the night shift or other time when the process is not operating. with the result that the system experiences no loss of regular operation.

### 3.2.3 Error Detection and Recovery

In the operation of any automated system, there are hardware malfunctions and unexpected events that occur during operation. These events can result in costly delays and loss of production until the problem has been corrected and regular operation is restored. Traditionally, equipment malfunctions are corrested by human workers, perhaps with the aid of a maintenance and repair diagnostics subroutine. With the increased use of computer control for manufacturing processes there is a trend toward using the control computer not only to diagnose the malfunctions but also to automatically take the necessary wrrective action to restore the system to normal operation. The term error detection and recovery is used when the computer performs these functions,

Error Detection. As indicated by the term, error detection and recovery consists of two steps: (1) error detection and (2) error recovery. The error detection step uses the automated systen's available sensor systems to determine when a deviation or malfunction has occurred, cortectly interpret the sensor signal(s), and classify the error. Design of the error detection subsystem must begin with a classification of the possible errors that can oecur during system operation. The errors in a manufacturing process tend to be very application specific. They must be anticipated in advance in order to select sensors that will enable their detection.

In analyzing a given production operation, the possible errors can be classified into one of three general categories: (1) random errors, (2) systematic errors, and (3) aberrations. Random errory occur as a result of the normal stochastic nature of the process. These errots occur when the process is in statistical control (Section 21.1). Large variations in part dimensions, even when the production process is in statistical control, can cause problems in downstream operations. By detecting these deviations on a part-by-part basis, corrective action can be taken in subsequent operations. Systematic errors are those that result from some assignable cause such as a change in taw material properties or a drift in an equifment setting. These errors usually calse the product to deviate from specifications so as to be unacceptable in quality terms. Finally, the third type of error aberrations, results from either an equipment failure or a human mistake. Examples of equipment failures include fracture of a mechanical shear pin, bursts in a hydraulic line, rupture of a pressure vesse!, and sudden failure of a cutting tool. Examples of human mistakes include errors in the control program, improper fixture setups, and substitution of the wrong raw materials.

The two main design problems in error detection are: (1) to anticipate all of the possible errors that can occur in a given process and (2) to specify the appropriate sensor systems and associated interpretive software so that the system is capable of recognizing each error. Solving the first problem requires a systematic evaluation of the possibilities under each of the three error classifications. If the error has not been anticipated, then the error detection subsystem cannot correctly detect and identify it.

## EXAMPLE 3.2 Error Detection in an Automated Machining Cell

Consider an automated cell consisting of a CNC machine tool, a parts storage unit, and a robot for loading and unloading the parts between the machine and the storage unit. Possible errors that might affect this system can be divided into the following categories: (1) machine and process, (2) culting tools, (3) workholding fixture, (4) pari storage unit, and (5) load/unload robot. Develop a list of possible errors (deviations and malfunctions) that might be included in each of these five categories.
Solution: A list of possible errors in the machining cell is presented in Table 3.3.
Error Recovery. Error recovery is concerned with applying the necessary corrective action to overcome the error and bring the system back to normal operation. The problem of desigring an error recovery system foculses on devising appropriate sirategies and procedures that will either correct or compensate for the variety of errors that can occur in the process. Generally, a specific recovery strategy and procedure must be designed tor each different error. The types of strategies can be daxkified as follows:

1. Make adjusments at the end of the current work cycle. When the current work cycle is completed, the part program branches to a corrective action subroutine specifically

TABLE 33 Error Detection Step in an Automated Nachining Cell: Error Categories and Possible Malfunctions Within Each Category

| Error Categories | Possible Maifunctions |
| :---: | :---: |
| 1. Machine and process | Loss of power, power overload, thermal deflection, cutting temperature too high, vibration, no coolant, chip touling, wrong part program, defective part |
| 2. Cuttirg tools | Tool breakage, too' wear-out, vibration, tool not present, wrong tooi |
| 3. Workholding fixture | Part not in fixture, slamps not actuated, part dislodged during <br> machining, part deflection during machining, part breakage, chips causing location problems |
| 4. Part storage unit | Workpart not present, wrong workpart. ovarsized or undersized workpart |
| 5. Load/unload robot | Improper grasping of workpart, robot drops workpart. no part present at pickup |

designed for the error derected, executes the subroutine, and then retums to the work cycle program. I his action reflects a low level of urgency and is most commonly associated with random errors in the process.
2. Make adjustments durng the current cycte. I his generally indicates a higher level of uggency than the preceding type. In this case, the action to correct or compensate for the detected error is initiated an sumn as the error is detected. However, it must be possible to accomplish the designated corrective action while the work cycle is stil! being executed.
3. Swo the process to invoke corrective action. In this case, the deviation or malfunction requires that the execution of the work cycle be suspended during conective action. It is assumed that the system is capable of automatically recovering from the error without Inman assistance. At the end of the corrective action, the regular work cyclc is continued.
4. Stop the process and call for heip. In this case, the error requiringstoppage of the process cannot be resolved through automated recovery procedures. This situation arises because: (1) the automated cell is not enabled to correct the problem or (2) the error cannot be classified into the predefined list of errors. In either case, human assistance is required to correct the problem and restore the system to fully automated operation,

Error detection and recovery requires an interrupt system (Section 4.3.2). When an error in the process is sensed and identified, an interrupt in the current program execution is invoked to branch to the appropriate recovery subroutine. This is done either at the end of the current eycle (type 1 above) or immediately (types 2,3 , and 4). At the completion of the recovery procedare, program execution reverts back to normal operation.

## EXAMPLE 3.3 Erzor Recevery in an Automated Machining Cell

For the automated cell u[ Example 3.2. develop a list of possible corrective acthons that might be taken by the system to address certain of the errors.

Soltation: A list of pussible corrective actions is presented in Table 3.4.

TABLE 3.4 Error Recovery in an Automated Machining Cell: Possible Corrective Actions That Might Be Taken in Response to Errors Detected During the Operation

| Errors Detected | Possible Corractive Actions to Recover |
| :---: | :---: |
| Part dimensions deviating due to thermal deflection of machine tool | Adjust coordinates in part program to compensate (category 1 corrective action) |
| Part droppeo by robot during pickup | Reach for another part tcategory 2 corrective action) |
| Part is dimensionally oversized | Adjust part program to take a preliminary machining pass across the work surface (category 2 corrective action: |
| Chatter (tool vibration) | increase or decrease cutting speed to change harmonic frequency (category 2 corrective action) |
| Cutting temperature too high | Reduce cutting speed (category 2 corrective action) |
| Failure of cutting tool | Replace cutting tool with another sharp tool icategory 3 corrective action). |
| No more parts in parts storage unit | Call operator to resupply starting workparts /category 4 corrective action) |
| Chips fouling machining operation | Call operator to clear chips from work area (category 4 corrective action) |

### 3.3 LEVELS OF AUTOMATION

The concept of automated systems can be applied to various levels of factory operations. One normally associates automation with the individual production machines. However, the production machine itself is made up of subsystems that may themselves be automated. For example one of the important automation technologies we discuss in this part of the book is numerical control (Chapter 6). A modern numerical control (NC) machine tool is an automated system. However, the NC machine itself is composed of muliple control systems. Any NC machine has at least two axes of motion, and some machines have up to five axes. Each of these axes operates as a positioning system, as described in Section 3.1.3, and is, in effect, itself an automated system. Similarly, a NC machine is often part of a larger manufacturing system, and the larger system may itself be automated. For example, two or three machine tools may be connected by an automated part handling system operating under computer control. The machine tools also receive instructions (e.g. part programs) from the computer. Thus we have three levels of automation and control included here (the positioning system level, the machine toot level, and the manufacturing system tevei). For our purposes in this text, we can identify five possible levels of automation in a production plant. They are defined next, and their hierarchy is depicted in Figure 3.6.

1. Device level. This is the lowest level in our automation hierarchy. It includes the actuators, sensors, and other hardware components that comprise the machine level. The devices are combined into the individual control loops of the machine; for example, the feedback control loop for one axis of a CNC machine or one joint of an industrial robot.
2. Mochine level. Hardware at the device level is assembled into individual machines. Examples include CNC machine tools and similar production equipment, industrial tobors, powered conveyors, and automated guided vehicles. Control functions at this


Figure 3.6 Fivc leveis of automation and control in manufacturing.
level include performing the sequence of steps in the program of instructions in the correct order and making aure that each step is properly executed.
3. Cell or system level. This is the manufacturing cell or system level, which operates under mstrictions from the plant level. A manufacturing cell or system is a group of machines or workstations connected and supported by a material handling system, computer. and other equipment appropriate to the manufacturing process. Production lines are included in this level. Functions include part dispatching and machine loading coordination among machines and material handling system, and collecting and evaluating inspection data.
4. Plant level. This is the factory or production systems level. It receives instructions from the corporate information system and translates them into operational plans for production. Likely functions include: order processing, process planning, inventory control, purchasing, material requitements planning, shop floor control, and quality control.
5. Enterprise /evel. This is the highest ievel, consisting of the corporate information system. It is concerned with all of the functions necessary to manage the company: marketing and sales, accouming, design, research, aggregate planning, and master production scheduling.

Most of the technologies discussed in this part of the book are at level 2 (the machine levol), although we discuss Icvel 1 automation technologies (the devices that make up a control system) in Chapter 5 . The level 2 technologies include the individual controllers (e.g. programmable logic controllers and digital computer controllers), numerical control machines, and industrial robots. The matcrial handing equipment discussed in Part II also represent technologies at level 2 , although some of the handing equipment are themselves sophisticated autumated systems. The automation and control issues at level 2
are concerned with the basic operation of the equipment and the physical processes they perform.

Controllers, machines. and material handling equipment are combined into manufacturing cells. or production lines, or similar systems, which make up level 3, considered in: Part III. A manufacturing system is defined in this book as a collection of integrated equipment designed for some special mission. such as machining a defined part family or assembly of a certain product. Manufacturing systems also include people. Certain highly automated manufacturing systems can operate for extended periods of time without humans present to attend to their nceds. But most manufacturing systems include workers as important elements of the system:for example, assembly workers on a conveyorized production lite or part loaders/unloaders in a machining cell. Thus, manufacturing systems are designed with varying degrees of automation; some are highly automated, others are completely manual, and there is a wide range between.

The manufacturing systems in a factory are components of a larger system, which we refer to as a production system. We define a production system as the people, equipment, and procedures that are organized for the combination of materials and processes that comprise a company's manufacturing operations. Production systems are at level 4 , the plant level, while manufacturing systems are at leve! 3 in our automation hierarchy. Production systems include not only the groups of machines and workstations in the factery but arso the support procedures that make them work. These procedures include production control, inventory control, material requirements planning, shop floor control, and quality control. These systems are discussed in Parts IV and V. They are often implemented not only at the plant level but also at the corporate level (level 5).
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The control system is one of the three basic components of an automation system (Section 3.1). In this chapter, we examine industrial control systems, in particular how digital computers are used to implement the control function in production. Industrial control is defined here as the automatic regulation of unit operations and their associated equipment as well as the integration and coordination of the unit operations into the larger
production system. In the context of our book, the term unit operations usually refers to manufacturing operations; however, the term also applies to the operation of material handling and other industrial equipment. Let us begin our chapter by comparing industrial control as it is applied in the processing industries and how it is applied in the discrete manufacturing industries.

### 4.1 PROCESS INDUSTRIES VERSUS DISCRETE MANUFACTURING INDUSTRIES

In our previous discussion of industry types in Chapter 2, we divided industries and their production operations into two basic categories: (1) process industries and (2) discrete manufacturing industrics (Section 2.1). Process industries perform theis production operations on amounts of materials, because the materials tend to be liquids, gases, powders, and similar materials, whereas discrete manufacturing industries perform their operations on quantaties of materials, because the materials tend to be discrete parts and products. The kinds of unit operations performed on the materials are different in the two industry categories. Some of the typical unit operations in each category are listed in Table 4.1.

### 4.1.1 Levels of Automation in the Two Industries

The levels of automation (Section 3.3) in the two industries are compared in Table 4.2. The significant differences are seen in the low and intermediate levels. At the device level, there are differences in the types of actuators and sensors used in the two industry categortes, simply because the processes and equipment are different. In the process industries, the devices are used mostly for the control loops in chemical, thermal, or similar processing operations, whereas in discrete manufacturing, the devices control the mechanical actions of machines. At the next level above, the difference is that unit operations are controlled in the process industries, and machines are controlled in the discrete manufacturing operations. At the third level, the difference is between control of interconnected unit processing operations and interconnected machines. A1 the upper levels (plant and enterprise), the control issues are similar, allowing for the fact that the products and processes are different.

TABLE 4.1 Typical Unit Operations in the Process Industries and Discrete Manufacturing Industries

| TVpical Unit Operations <br> in the Process Industries | Typical Unit Operations in the <br> Discrete Marufacturing lodustries |
| :--- | :--- |
| Chemical reactions | Casting |
| Comrinution | Forging |
| Deposition ie.g., chemical vapor | Extrusion |
| deposition) | Machining |
| Distilation | Mechanical assembly |
| Heating | Plastic molding |
| Mixing and blending of ingredients | Sheet metal stamping |
| Separation of ingredients |  |

TABLE 4.2 Levels of Automation in the Process Industries and Discrete Manufacturing Industries

| Level | Level of Automation in the Process Industries | Level of Automation in the Discrete Manufacturing industries |
| :---: | :---: | :---: |
| 5 | Corporate levet-management information system, strutegic planning. high-level management of enterprise | Corporate fevel-management information systerm, strategic planning. high-level management of enterprise |
| 4 | Plant level scheduling, tracking materials, equipment monitoring | Plant or factory level-scheduling. tracking work-in-process, routing parts through machines, machine utilization |
| 3 | Supervisory control leve - control and coordination of several interconnected unit operations that make up the total process | Manufacturing cell or system leve!control and coordination of groups of machines and supporting equipment working in coordination, including material handling equípment |
| 2 | Regulatory control lever-control of unit operations | Machine level-production machines and workstations for discrete pert and product manufacture |
| 1 | Device levei-sensors and actuators comprising the basic control loops for unit operations | Device level-sensors and actuators to accomplish eontrol of machine actions |

### 4.1.2 Variabies and Parameters in the Two Industries

The distinction between process industries and discrete manufacturing industries extends to the variables and parameters that characterize the respective production operations. The reader will recall from the previous chapter' (Section 3.1.2) that we defined variables as outputs of the process and parameters as inputs to the process. In the process industries, the variables and parameters of interest tend to be continuous, whereas in discrete manufacturing, they tend to be discrete. Let us explain the differences with reference to Figure 4.1.


Figure 4.1 Continuous and discrete variables and parameters in manufacturing operations.

A conthuous variable (or parameter) is one that is uninterrupted as time proceeds, at least during the manufacturing operation. A continuous variable is generatiy considsred to be aralog, which means it can take on any value within a cettain range. The varjable is not restricted to a discrete set of values. Production operations in both the process industries and discrete parts manufacturing are characterized by continuous variables. Examples include fores, temperature, flow rate, pressure, and velocity. All of these variables (whichever ones apply to a given production process) are continuous over time during the process, and they can take on any of an infinite number of possible values within a certain practical range.

A discrete variable (or parameter) is one that can take on only certain values within a given range. The most common type of discrete variable is binary, meaning it cen take on either of two possible values. ON or OFF, open or closed, and so on. Examples of discrete binary variables and parameters in manufacturing include: limit switch opert or closed, motor on of off, and workpart present or not present in a fixture. Not all discrete variables (and parameters) are binary. Other possibilities are yariables that can take on more than two possible values but less than an infinite number, that is, discrete variables other than binary. Examples include daily piece counts in a production operation and the display of a digital tachometer, A special form of discrete variable (and parameter) is putse data, which consist of a train of pulses as shown in Figure 4.1.As a discrete variable, a pulse train might be used to indicate piece counts: for example, parts passing on a conveyor activate a photocell to produce a pulse for each part detected. As a process parameter, a pulse train might be used to drive a stepper motor.

### 4.2 CONTINUOUS VERSUS DISCRETE CONTROL

Industrial control systems used in the process industries have tended to emphasize the control of continuous variables and parameters. By contrast, the manufacturing industries produce discrete parts and products, and the controllers used here have tended to emphasize discrete variables and parameters. Just as we have two basic types of variables and parameters that characterize production operations, we also have two basic types of control: (1) coninuous control, in which the variables and parameters are continuous and analog; and (2) discrete comtrol, in which the variables and parameters are discrete, mostly binary discrete. Some of the differences between continuous control and discrete control are summarized in Table 4.3.

In reality, most operations in the process and discrete manufacturing industries tend to include both continuous as well as discrete variables and parameters. Consequently, many industrial controllers are designed with the capability to receive, operate on, and transmit both types of signals and data. In Chapter 5, we discuss the various types of signals and data it industrial control systems and how the data are converted for use by digital computer controllers.

To complicate matters, with the substitution of the digital computer to replace ana$\log$ controllers in continuous process control applications starting around 1960 (Historical Note 4.1), continuous process variables are no longer measured continuously. Instead, they are sampled periodically, in effect creating a discrete sampled-data system that approximates the actual continuous system. Similarly, the control signals sent to the process are typically stepwise functions that approximate the previous contimuous control signals transmitted by analog controllers. Hence, in digital computer process control, even continuous vari-

TABLE 4.3 Comparison Between Continuous Control and Discrete Control

| Comparison Factor | Continuous Control in Process Industries | Discrete Controf in Discrete Manufacturing industries |
| :---: | :---: | :---: |
| Typical measures of product output | Weight measures, liquid volume measures, solid volume measures | Number of parts, number of products |
| Typical quality measures | Consistency, concentration of solution, absence of contaminants, conformance to specification | Dimensions, surface finish, appearance, absence of defects, product reliability |
| Typical variables and parameters | Temperature, volume flow rate, pressure | Position, velocity, acceleration, force |
| Typical sensors | Flow meters, thermocouples, pressure sensors | Limit switches, photoelectric sensors, strain gages. piezoelectric sensors |
| Typical actuators | Velves, heaters, pumps | Switches, motors, pistons |
| Typical process time constants | Seconds, minutes, hours | Less than a second |

ables and parameters possces characteristics of discrete data, and these characteristics must be considered in the design of the computer-process interface and the control algorithms used by the controller.

### 4.2.1 Continuous Control Systems

In continuous control, the usual objective is to maintain the value of an output variable at a desired level, similar to the operation of a feedback control system as defined in the previous chapter (Section 3.1.3). However, most continuous processes in the practical world consist of many separate feedback loops, all of which have to be controlled and coordinated to maintain the output variable at the desired value. Examples of continuous processes are the following:

- Control of the output of a chemical reaction that depends on temperature, pressure, and input flow rates of several reactants. All of these variables and/or parameters are continuous.
- Control of the position of a workpart relative to a cutting tool in a contour milling operation in which complex curved surfaces are generated. The position of the part is defined by $x-y$-, and $z$-coordinate values. As the part moves, the $x, y$, and $z$ values can be considered as continuous variables andior parameters that change over time to machine the part.

There are several approaches by which the controt objective is achieved in a continuous process control system. In the following paragraphs, we survey the most prominent categories.

Regulatory Control. In regulatory control, the objective is to maintain process performance at a certain level or within a given tolerance band of that level. This is appropriate, for example, when the periomance attribute is some measure of product quality, and it is


Figure 4.2 Regulatory control,
important to keep the quality at the specified level or within a specified range. In many applications, the performance measure of the process, sometimes salled the index of performonce, must be calculated based on several output variables of the process. Except for this feature. regulatory control is to the overall process what feedback control is to an individual control loop in the process. as suggested by Figure 4.2.

The trouble with regulatory control (the same problem exists with a simple feedback control loop) is that compensating action is taken only after a distarbance has affected the process output. An error must be present for any contiol action to be taken. The presence of an error means that the output of the process is different from the desired value. The following control mode, feedforward control, addresses this issue.

Feedronward Control. The strategy in feedforward control is to anticipate the effect of disturbances that will upset the process by sensing them and compensating for them before they can affect the process. As shown in Figure 4.3, the feedforward control elements sense the presence of a disturbance and take corrective action by adjusting a process parameter that compensates for any effect the disturbance will have on the process. In the ideal case, the compensation is completely effective. However, complete compensation is unlikely because of imperfections in the feedback measurements, actuator operations, and control algorithms, so feedforward control is usually combined with feedback control, as shown in our figure. Regulatory and feedforward control are more closely associated with the process industries than with discrete product manufacturing.


Figure 4.3 Feedforward control, combined with feedback control.

Steady-State Optimization. This term refers to a class of optimization techniques in which the process exhibits the following characteristics: (1) there is a well-defined index of performance, such as product cost, production rate, or process yield. (2) the relationship petween the process variables and the index of performance is known; and (3) the values of the system parameters that optimire the index of performance can be determined mathematically. When these characteristics apply, the control algorithm is designed to make adjustments in the process parameters to drive the process toward the optimal state. The control system is open-loop, as seen in Figure 4.4. Several mathematical techniques are available for solving steady-state optimal control problems, including differential calculus, calculus of variations, and a variety of mathematical programming methods.

Adaptive Control. Steady-state optimal control operates as an open-loop system. li works successfully when there are no disturbances that invalidate the known relationship between process parameters and process performance. When such disturbances are present in the application, a self-correcting form of optimal control can be used, called adaptive control. Adaptive control combines feedback controi and optimal control by measuring the relevant process variables during operation (as in feedback control) and using a control algorithm that attempts to optimize sorne index of performance (as in optimal control).

Adaptive control is distinguished from feedback control and steady-state optimal control ty its unique capability to cope with a time-varying environment. It is not unusual for a system to operate in an environment that changes over time and for the changes to have a potential effect on system performance. If the internal parameters or mechanisms of the systern are fixed, as in feedback control or optimal control, the system may perform quite differently in one type of environment than in another. As adaptive control system is designed to compensate for its changing environment by monitoring its own performance and altering some aspect of its control mechanism to achieve optimal or near-optimal performance. In a production process, the "time-varying environment" consists of the day-to-day variations in raw materials, tooling, atmospheric conditions, and the like, any of which may affect performance.

The general configuration of an adaptive control system is itlustrated in Figure 4.5. To evaluate its performance and respond accordingly, an adaptive control system performs three functions, as shown in the figure:

1. Idenification function. In this function, the current value of the index of performance of the system is determined, based on measurements collected from the process. Since


Figure 4.4 Steady-state (open-ioop) optimal control.


Figure 4.5 Configuration of an adaptive control system.
the environment changes over time, system performance also changes. Accordingly, the identification function must be accomplished more or less continuousty over time during system operation
2. Decision funcion. Once system performance has been determined, the next function is to decide what changes should be made to improve performance. The decision function in smplemented by means of the adaptive system's progranmed algorithm. Depending on this aigorithm, the decision may be to change one or more input parameters to the process, to alter some of the internal parameters of the controller, or other changes.
3. Modification fiaction. The third function of adaptive control is to implement the decision. Whereas decision is a logic function, modification is concerned with physical changes in the system. It involves hardware rather than software. In modification, the system parameters or process inputs are altered using available actuators to drive the system toward a more optimai state.

Adaplive control is most applicable at levels 2 and 3 in our automation hierarchy (Table 4.2). Adaptive control has been the subject of research and development for several decades, originally motivated by problems of high-speed flight control in the age of jet aircraft. The principles have been applied in other areas as well, including manufacturing. One notable effort is adaptive control machining.

On-Line Search Strategies. On-line search strategies can be used to address a special class of adaptive control problem in which the decision function cannot be sufficiently defined; that is, the relationship between the input parameters and the index of performance is not known, or not known well enough to use adaptive control as previously described. Therefore, it is not possible to decide on the changes in the internal parameters of the systen to produce the desired performance improvement. Instead, experiments must be periormed on the process. Small systematic changes are made in the input parameters of the process to observe what effect these changes will have on the output variables Based on the results of these experiments, larger changes are made in the input parameters to drive the process toward improved performance.

On-line search strategies include a variety of schemes to explore the effects of changes in process parameters, ranging from trial-and-error techniques to gradient methods. All of the schemes attempt to determine which input parameters cause the greatest positive effect on the index of performance and then move the process in that direction. There is litthe evidence that on-line search techniques are used much in discrete parts manufacturing. Their applications are more common in the continuous process industries.

Other Specialized Techniques. Other specialized techniques include strategies that are currently evolving in control theory and computer science. Examples include leaming systems, expert systems, neural networks, and other artificia! intelligence methods for process control.

### 4.2.2 Discrete Control Systams

In discrete control, the parameters and variables of the system are changed at discrete moments in time. The changes involve variables and parameters that are also discrete, typically binary ( $\mathrm{ON} / \mathrm{OFF}$ ). The changes are defined in advance by means of a program of instructions, for example, a work cycle program (Section 3.1.2). The changes are executed either because the state of the system has changed or because a certain amount of time has elapsed. These two cases can be distinguished as (b) event-driven changes or (2) timedriven changes [3].

An event-driven change is executed by the controller in rosponse to some event that has caused the state of the system to be altered. The change can be to initiate an operation or terminate an operationstart a motor or stop it, open a valve or close it, and so forth. Examples of event-driven changes are:

- A robot loads a workpart into the fixture, and the part is sensed by a limit switch. Sensing the part's presence is the event that alters the system state. The event-driven change is that the automatic machining cycle can now commence.
- The diminishing level of plastic molding compound in the hopper of an injection molding machine triggers a low-level switch, which in turn triggers a valve to open that starts the flow of new plastic into the hopper. When the level of plastic reaches the high-level switch, this triggers the valve to close, thus stopping the flow of pellets into the hopper.
- Counting parts moving along a conveyor past an optical sensor is an event-driven system. Each part moving past the sensor is an event that drives the counter.

A time-driven change is execuled by the control system either at a specific point in time or after a certain time lapse has occurred. As before, the change usually consists of starting something or stopping something, and the time when the change occurs is important. Examples of time-driven changes are:

- In factories with specific starting times and ending times for the shift and uniform break periods for all workers, the "shop clock" is set to sound a boll at specific moments during the day to indicate these start and stop times.
- Heat treating operations must be carried out for a certain length of time. An automated heat treating cycle consists of automatic loading of parts into the furnace (perhaps by a robot) and then unloading after the parts have been heated for the specified length of time.
- In the operation of a washing machine, once the laundry tub has been filled to the preset level, the agitation cycle continues for a length of time set on the controls. When this time is up, the timer stops the agitation and initiates draining of the tub. (By comparison with the agitation cycle, filling the laundry tub with water is eventdriven. Filling continues until the proper level has been sensed, which causes the inle! valve to close.)

The two types of change correspond to two different types of discrete control, called combinational logic control and sequental control Combinational logic control is used to control the execution of event-driven changes, and sequential control is used to manage time-driven changes. These types of contrul are discussed in our expanded coverage of discrete controi in Chapter 8 .

Discrete control is widely used in discrete manufacturing as well as the process industries. In discrete manufacturing, it is used to control the operation of conveyors and other material transport systems (Chapter 10), automated storage systems (Chapter 11). stand-alone production machines (Chapter 14), flexible manufacturing systems (Chapter 16), automated transfer lines (Chapter 18), and automated assembly systems (Chapter 19). All of these systems operate by following a well-defined sequence of start-and-stop actions, such as powered feed motions, parts transfers between workstations, and on-line automated inspections, which are well-suited to discrete control.

In the process industries, discrete control is associated more with batch processing than with continuous processes In a typical batch processing operation, each batch of starting ingredients is subjected to a cycle of processing steps that involves changes in process parameters (e.g., temperature and pressure changes), possible fluw from one container to another during the cycle, and finally packaging. The packaging step differs depending on the product. For foods, packaging may involve canning or boxing. For chemicals, it means filling containers with the liquid product. And for pharmaceuticals, it may involve filling bottles with medicine tablets. In batch process control, the objective is to manage the sequence and timing of processing steps as well as to regulate the process parameters in each step. Accordingly, batch process controf typically includes both continuous control as well as discrete control.

### 4.3 COMPUTER PROCESS CONTROL

The use of digital computers to control industrial processes had its origins in the continuous process industries in the late 1950s (Historical Note 4.1). Prior to then, analog controllers were used to implement continuous control, and relay systems were used to implement discrete control. At that time, computer technology was in its infancy, and the only computers avail able for process control were large, expensive mainframes. Compared with today's technology, the digital computers of the 1950s were slow, unreliable, and not well suited to process control applications. The computers that were installed sometimes cost more than the processes they controlled. Around 1960 , digital computers started replacing analog controllers in continuous process control applications; and around 1970 , programmable logic controllers started replacing relay banks in discrete control applications. Advances in somputer technology since the 1960s and 1970s have resulted in the development of the microprocessor. Today, virtually all industrial processes, certainly new installations, are controlled by digital computers based on microprocessor technology. Mi-croprocessor-based controllers are discussed in Section 4.4.6.

## Historical Note 4.1 Computer process control [2], [12].

Cuntrol of industrial processes by digital computers can be traced to the process indestrics in the lete 1956 and early 19605 . These industries such as oil refineries and chemicals, use highvolume continuous produtton processes characterized by many variables and associated control loups. The processes hat Iraditionally been sontrolked by analog devices, each loop having its own set point value and in most mstances operating independently of other loops. Any coordination of the process was accomplished in a central control room, where workets adjustod the individuad settings. attempting to achieve stability and economy in the process. The cost of the analog detices for all of the control loops was considerable, and the human coordination of the process was less than optimal The commercial development of the digital computer in the 1950 s offered the opportunity to replace some of the analog control devices with the computer.

The first known altempt to usc a digital computer for process control was at a lexaco refinery in Porl Arthur, Texas in the late 1950s Texaco had been contacted in 1956 by computer manulacturer Thomson Ramo Wowlidige (IRW), and a feasibility study was conducted on a polymeruzation unt at the refinery. The computer control system went un-linc in March 1959. The control appleation involved 26 flown, 72 iemperatures, 3 pressures and 3 compositions This phoneering work did not escape the notice of other companies in the process industrjes as well as other computer companies. The process industries saw computer process control as a means of autumation. and the computer cumpanies saw a potential market for their products.

The avalable computers in the late 1950 s were not reliable, and most of the subsequent process cuatrol installations operated by enther printing out instructions for the operator or by making adiustments in the set poinis of analog controlers, thereby reducing the risk of process downime due to compute: problems The latter mode of operation was called set poim conerod. By March 1961, a total of 37 computer process control systems had been installed. Much experience was gamed from these eariy installations. The inierrupt feature (Section 4.3.2), by which the computer suspends current propram execution to quickly respond to a process need. was developed during this period.

The first direct digital control (DDC) system (Section 4.4.2), in which certain analog deviecs are replaced by the computcr, was installed by Imperial Chemical Industrics in England in 1962 . In this implementation, 224 process variables were measured, and 129 actuators (valves) were controllod. Improvernents in DDC technology were made, and additional systems were installed darine the 1460 Advantages of $D D C$ noted during this time included: (1) cost savings from elimination of analog instrumentation for large systems, (2) simplified operator display panels, and (3) Ilexibility through reprogramming capability.

Computer lechnology was advancing leading to the development of the minicomputer in the late 1960 s . Process control applications were easier to justify using these smatler, lessexpensive computers. Development of the microcomputer in the early 1970 s continued this trend. J ower wost process control hardware and interface equipment (such as analog-1o-digital converters) were becoming available due to the larger markets made possible by low cost computer controllers.

Most of the developments in computer process control up to this time were biased toward the process industries rather than discrete part and product manufacturing. Just as analog devices had been used to automate process industry operations, relay banks werc widely used to satisfy the ciscrete process control ( $\mathrm{ON} / \mathrm{OFF}$ ) requirements in manufacturing automation. The prograrmable logic coniroller (PLC), a control computer designed for discrete process control, was developed in the early 1970 (Historical Note 8.1). Also, numerical control (NC) machinc thols (Historical Note 6.1) and industrial robots (Historical Note 7.1), technologies that preceded cumpliter control, started to be designod with digital conpulers as their controllers

The availanilaty of low cost microcomputers and programmable logic controllers resulted in a growing number of instalations in which a process was controlled by multiple connputers networked together. The term distributed control was used for this kind of system, the
first oi which was a product offercd by Honeywell in 1975 . In the early 1990 s, personal computers ( $P C$ ) began being utilized on the factory floor sometimes to provide scheduling and enginccring data to shop floor personnel, in other cases as the operator interface to processes controlled by PLCs. Eoday, a growing number of PCs are being used to directly control manufacturing operations.

Let us consider the requirements placed on the computer in industrial control applications. We then examine the capabilities that have been incorporated into the control computer to address these requirements, and finally we observe the hierarchical structure of the functions performed by the control computer.

### 4.3.1 Control Requirements

Whether the application involves continuous control, discrete control, or both, there are certain basic requirements that tend to be common to nearly all process control applications By and large, they are concerned with the need to communicate and interact with the process on a real-time basis. A real-itme controller is able to respond to the process within a short enough time period that process performance is not degraded. Factors that determine whether a computer controller can operate in real-time include: (1) the speed of the controller's central processing unit (CPU) and its interfaces, (2) the controller's operating system, (3) the design of the application software, and (4) the number of different inputioutput events to which the controliter is designed to respond. Real-time control usually requires the controller to be capable of multitasking, which means coping with multiple tasks concurrently without the tasks interfering with one another.

There are two basic requirements that must be managed by the controlier to achieve real-time control:

1. Process-initated interrupts. The controller must be able to respond to incoming signals from the process. Depending on the relative importance of the signals, the computer may need to interrupt execution of a current program to service a higher priority need of the process. A process-initiated internupt is often triggered by abnormal operating conditions, indicating that some corrective action must be taken promptly.
2. Timer-initiated actions. The controller must be capable of executing certain actions at specified points in time. Timer-initiated actions can be generated at regular time intervals, ranging from very low values (e.g., $100 \mu \mathrm{~s}$ ) to several minutes, or they can be generated at distinct points in time. Typical timer-initiated actions in process control include: (1) scanning sensor values from the process at regular sampling intervals, (2) turning on and off switches, motors, and other binary devices associated with the process at discrete points in time during the work cycle, (3) displaying performance data on the operator's console at regular times during a production run, and (4) recomputing optimal process parameter values at specified times.

These two requirements correspond to the two types of changes mentioned previously in the context of discrete control systems (1) event-driven changes and (2) time-driven changes.

In addition to these basic requirements the control computer must also deal with other types of intcrruptions and cvents. These include:
3. Computer commands to process. In addition to incoming signals from the process, the control computer must be able to send control signals to the process to accom-
plish a corrective action. These output sigrals nay actuate a certain hardware device or readjust a set point in a control loop.
4. System-and program-mitiated events. These are events related to the computer system itself. They are similar to the kinds of coreputer operations associated with business and engineering applications of compulers. A system-initiated event involves communications among eomputers and peripheral devices linked together in a network. In these multiple computer networks, feedback signals, control commands, and other data must be transferred hack and forth anong the computers in the overall control of the process. A program-initiated event is when some non-process-related action is called for in the program. such as the printing or display of reports on a printer or monitor. In process contrul sustem- and program-initiated events generally occupy a low level of priority compared with process interrupts, commands to the process. and timer-initiatcd events.
5. Operator-initioted cuents. Finally, the control computer must be able to accept input from operating persomnel. Operator-initiated events include: (i) entering new programs: (2) editing existing programs: (3) entering customer data, order number, or startup insiructions for the next production run: (4) request for process data; and (5) emergency stop.

### 4.3.2 Capabilities of Computer Control

The above requirements can be satisfied by providing the controller with certain capabilitics thal aliow it to interact on a real-time basis with the process and the operator. The capabilities are: (1) polling, (2) interlocks, (3) interrupt system, and (4) exception handing.

Polling (Data Sampling). In computer process control, polling refers to the periodic sampling of data that indicates the status of the process. When the data consist of a continuous analog signal. sampling means that the continuous signal is substituted with a series of numerical values that represent the continuous signal at discrete moments in time. The same kind of substitution holds for discrete data, except that the number of possible numerical values the data can take on is more limited-certainly the case with binary data. We discuss the techniques by which continuous and discrete data are entered into and transmitted from the computer in Chapter 5 . Other names used for polling include sampling and scanning.

In some systems, the poiling procedure simply recuuests whether any changes have oceurred int the data since the last polling cycle and then collects only the new data from the process. This tends to shorten the cycle time required for polling. Issues related to polling include:

1. Polling frequency. This is the reciprocal of the time interval between when data are collected
2. Polfing order. The polling order is the sequence in which the different data collection points of the process are sampled.
3. Pofling format. This refers to the manner in which the sampling procedure is designed. The alternatives inchude: (a) entering atl new data from all sensors and other devices every polling cycle; (b) updating the control system only with data that have changed since the last polling cycle; or (c) using high-level and low-level scanning, or conditional scanning, ill which only certain key data are normally collected each
polling cycle (high-level scanning), but if the data indicates some irregularity in the process a low-level scan is undertaken to coilect more-complete data to ascertain the source of the irregularity.

These issucs become increasingly critical with very dynamic processes in which changes in process status occur rapidly.

Interlocks. An interlock is a safeguard mechanism for coordinating the activities of two or more devices and preventing one device from interfering with the other( $s$ ). In process control, interlocks provide a means by which the controller is able to sequence the activities in a work cell, ensuring that the actions of one piece of equipment are completed before the nert piece of equipment begins its activity. Interlocks work by regulating the flow of control signals back and forth between the controller and the external devices.

There are two types of interlocks, input interlocks and output interlocks, where input and output are defined relative to the controller. An input interiock is a signal that originates from att external device (e.g., a limit switch, sensor, or production machine) and is sent to the controller Input intertocks can be used for either of the following functions.

1. To proceed with the execution of the work cycle program. For example, the production machine communicates a signal to the controller that it has completed its processing of the part. This signal constitutes an input interlock indicating that the controller can now proceed to the next step in the work cycle, which is to unload the part.
2. To interrupt the execution of the work cycle program. For example, white unloading the part from the machine, the robot accidentally drops the part. The sensor in its gripper transmits an interlock signal to the controller indicating that the regular work sycle sequence should be interrupted until corrective action is taken.

An output interlock is a signal sent from the controlier to some external device. It is used to control the activities of each external device and to coordinate its operation with that of the other equipment in the cell. For example, an output interlock can be used to send a control signal to a production machine to begin its automatic cycle after the workpart has been loaded into it.

Interrupt System. Closely related to interlocks is the interrupt system. As suggested by our discussion of input interlocks, there are occasions when it becomes necessary for the process or operator to interrupt the regular controller operation to deal with morepressing matters. All computer systems are capable of being interrupted; if nothing else, by turning off the power, A more-sophisticated interrupt system is required for process control applications. An interupt system is a computer control feature that permits the execution of the current program to be suspended to execuste another program or subroutine in response to an incoming signal indicating a higher priority event. Upon reccipt of an interrupt signal, the computer system transfers to a predetermined subroutine designed to deal with the specific interrupt. The status of the current program is remembered so that its execution can be resumed when servicing of the interrupt has been completed.

Interrupt conditions can be classified as internal or external. Internal interrupts are generated hy the computer system itself. These include timer-initiated events, such as polling of data from sensors connected to the process, or sending commands to the process at specific points in clock time. System- and program-initiated interrupts are also classified as

TABLE 4.4 Possible Priority Levels in an Interrupt System

| Friority Level | Computer Function |
| :--- | :--- |
| 1 (lowest priority) | Most operator inputs |
| 2 | System and pragram interrupts |
| 3 | Timer nterrupts |
| 4 | Commands to process |
| 5 | Process interrupts |
| 6 \|highest priority) | Emergency stop (operator input) |

internal because they are generated within the system. External interrupts are external to the computer system: they inchude process-initiated interrupts and operator inputs.

An interrupt system is required in process control because it is essential that morcimportant programs (ones with higher priority) be executed before less-important programs (ones with tower priorities). The system designer must decide what level of priority should be altached to each control fanction. A higher priority function can interrupt a lower priority function. A function at egiven priority luvel cannot interrupt a function at the same priority level. The number of prionity levels and the relative importance of the functions depend on the requirements of the individual process control situation. For example, emergency shutdown of a process because of safety hazards would occupy a vefy high priority level, even though it may be an operator initated interrupt. Most operator inputs would have low priorities.

One possible organization of priority rankings for process control functions is shown in Table 4.4. Of course, the priority system may have more or less than the number of levels shown here, depending on the control situation. For example, some process interrupts may be more important than others, and some system interrupts may take precedence over certain process interrupts, thus requiring more than the six levels indicated in our table.

To respond to the various levels of priority defined for a given control application. an interrupt system can have one or more interrupt levels. A single-level interrupt system has onty two modes of operation normal mode and interrupt mode. The nomal mode can be interrupted. but the interrupt mode cannot. This means that overlapping interrupts are serviced on a ïrst-come. first-served bisis, which could have potentially hazardous consequences it an important process interrupt was forced to wait its turn while a series of lessimportant operator and system interrupts were serviced. A multilevef interrupt system has a normal operating mode plus more than one interrupt level. The normal mode can be interrupted by any interrupt level, but the interrupt levels have relative prionities that dctermine which functions can interrupt others. Example 4.1 ithustrates the difference between the single-level and multilevel interrupl systems.

## EXAMPLE 4.1 Single-Level Versus Multilevel Interrupt Systems

Three internupts representing tasks of three different priority le vels arrive for seryiee in the reverse order of their respective priorities. Task 1 with the lowest priority arrives first. Shortly laver, higher priority Task 2 arrives. And shortly later, highest priority Task 3 arrives. How would the computer control system respond under (a) a gingle-level interrupt system and (b) a multikevel interrupt system?

Solution: The response of the system for the two interrupt systems is shown in Figure 4.6.


Figare 4.6 Response of the computer control system in Example 4.1 to three different priority interrupts for (a) a single-level interrupt system and (b) a multilevel interrupt system. Task 3 has the highest level priority. Task 1 has the lowest level. Tasks arrive for servicing in the urder 1 , then 2 , then 3 . In (a). Task 3 must wait until Tasks 1 and 2 have been completed. In (b), Task 3 interrupts execution of Task 2, whose primrity level allowed it to interrupt Task 1.

Exception Handfing. In process control, an exception is an event that is outside the normat or desired operation of the process or control system. Dealing with the exception is an essential function in industrial process control and generally occupies a major portion of the control algorithm. The need for exception handling may be indicated through the normal polling procedure or by the interrupl system. Examples of events that may invoke exception handling routines include:

- product quality problem
- process variables operating outside their nommal ranges
- shortage of raw materials or supplies necessary to sustain the process
- hazardous conditions such as a fire
- controller malfunction

In effect, exception handing is a form of error detection and recovery, discussed in the context of advanced automation capabilities (Section 3.2.3).

### 4.3.3 Levels of Industrial Process Control

In gencral. industrial control systems possess a hierarchical structure consisting of multiple levels of functions. similar to our levels of automation described in the previous chapter (Table 4.2). ANSI/ISA-S88.0I-1995' [1] divides process control functions into three
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Figure 4.7 Mapping of $A N S I / S S A$ S88.01-1995 [1] control levels into the levels of automation in a factory:
levels: (1) basic control, (2) procedural control, and (3) coordination control. These control levels map into our automation hierarchy as shown in Figure 4.7. We now describe the three control levels, perhaps adapting the standard to fit our own models of continuous and discrete control (the reader is referred to the original standard [1], available from the Instrument Society of America).

Basic Control. This is the lowest level of control defined in the standard, corresponding to the device level in our automation hierarchy. In the process industries, this level is concerned with feedback control in the basic control loops. In the discrete manufacturing industries, basic control is concerned with ditecting the servomotors and other actuators of the production machines. Basic control includes functions such as feedback control, polling, interlocking interrupts, and certain exception handling actions. Basiccontrol functions nay be activated, deactivated, or modified by either of the higher control levels (procedural or coordination control) or by operator commands.

Procedural Control. This intermediate level of control maps into regulatory conrrol of unit operations in the process industries and into the machine level in discrete manufacturing automation (Table 4.2). In continuous control, procedural control functions include using data collected during polling to compute some process parameter value, changing setpoints and other process parameters in basic control, and changing controller gain constants. In discrete control, the functions are concerned with executing the work sycle program, that is, directing the machune to periorm actions in an ordered sequence to accomplish some productive task. Piocedural control may also involve executing error detection and recovery procedures and making decisions regarding safety hazards that occur during the process.

Coordination Control. This is the highest level in the control hierarchy in the ANSI/ISA standard. It corresponds to the supervisory level in the process industries and the cell or system level in discrete manufacturing. It is also likely to involve the plant and possibly the enterprise levels of automation Coordination control initiates, directs, or alters the execution of programs at the procedural control level. Its actions and oufcomes change over time, as in procedural control. but its control algorithms are not structured for a specific process-oriented task. It is more reactive and adaptive. Functions of coordination control at the cell level include:coordinating the actions of groups of equipment or machines. coordinating material handling activities belween machines in a cell or systern, allocating production orders to machines in the cell, and selecting among alternative work cycle programs.

At the plant and enterprise levels. coordination control is concerned with manufacturing support functions, including production planning and scheduling; coordinating common resources, such as equipment used in more than one production cell; and supervising availability, utilization, and capacity of equipment. These control functions are accomplished through the company's integrated computer and information system.

### 4.4 FORMS OF COMPUTER PROCESS CONTROL

There are various ways in which computers can be used to control a process. First, we can distinguish between process monitoring and process control as illustrated in Figure 4.8. In process monitoring, the computer is used to simply collect data from the process, while in prosess conirol, the computer regulates the process. In some process control implementations, certain actions are implemented by the control computer that require no feedback data to be collected from the process. This is open-loop control However, in most cases some form of feedback or interlocking is required to ensure that the control instructions have been properly carried out. This more common situation is closed-loop control.


Figure 4.8 (a) Process monitoring, (b) open-loop process control, and (c) closed-loop process control.

In this section, we surve $v$ the various forms of computer process monitoring and control, all thut one of which are commonly used in industry today. The survey covers the following categories, (1) computer process monitoring, (2) direct digital control, (3) numerical control and robotics, (4) programmable logic controllers, (5) supervisury control, and (6) distributed control systems and personal computers. The second category, direct digital control, represents a transitory phase in the evolution of computer control technology. In its pure form, it is no longer used today. However, we briefly describe DDC to expose the opportunities it contributed. The sixth category distributed control systems and personal computers. reprecents the most recent means of implementing computer process control.

### 4.4.1 Computer Process Monitoring

Computer process monitoring is one of the ways in which the computer can be interfaced with a process. Computer process monitoring involves the use of the computer to observe the process and associated equipment and to collect and record data from the operation. The computer is not used to directly control the process. Control remains in the hands of humans who use the data to guide thern in managing and operating the process.

The dala collected by the computer in computer process monitoring can generally be classified into three categoties:

1. Process datu. These are measured values of inpat parameters and output variables that indicate process performance. When the values are found to indicate a problent, the human operator takes corrective action.
2. Equipment data. These data indicate the status of the equipment in the work cell. Functions served by the data include monitoring machine utiization, scheduling tool changes, avording machine breakdowns. diagnosing equipment malfunctions, and planning preventive maintenance
3. Product duta. Government regulations requise certain manufactaring industries to collect and preserve production data on their products. The pharmaceutical and medical supply irdustries are prime examples. Computer monitoring is the most convement means of satisfying these tegutions. A firm may also want to collect product data for its own use.

Colleching data from factory operations can be accomplished by any of several means. Shop data can be entered by workers through manual terminals located throughout the plant or can be collected automatically by means of limit switches, sensor systems, bar code readers, or other devices. Sensors are described in Chapter 5 (Section 5.1). Bar codes and similar automatic identification technologies are discussed in Chepter 12. The collection and use of production data in factory operations for scheduling and tacking purposes is called shop floor control, explained in Chapter 26

### 4.4.2 Direct Digital Control

Direct digital control was certainly une uf the important steps in the development of computer process eontrol. Let us bricfly examine this computer control mode and its limitations, which motivated improvements leading to modern computer control technology. Direct digital conitrol (DDC) is a computer process control system in which certain components
in a conventional analog control system are replaced by the digital computer. The regulation of the process is accomplished by the digital computer on a time-shared, sampled-data basis rather than by the many individual analog components working in a dedicated continuous manner. With $\operatorname{DDC}$, the computer calculates the desired values of the input parameters and set points, and these values are applied through a direct link to the process; bence the name "direct digital" control.

The difference between direct digital control and analog control can be seen by comparing Figures 4.9 and 4.10. The first figure shows the instrumentation for a typical analog control loop. The entire process would have many individual control loops, but only one is shown here. Typical hardware components of the analog control toop include the sensor and transducer, an instrument for displaying the output variable (such an instrument is not always included in the loop), some means for establishing the set point of the loop (shown as a dial in the figure, suggesting that the setting is determined by a human operator), a comparator (to compare set point with measured output variable), the analog controller. amplifier, and actuator that determines the input parameter to the process.

In the DDC system (Figure 4.10), some of the control loop components remain unchanged, including (probably) the sensor and transducer as wetl as the amplifier and actuator. Components likely to be replaced in DDC include the analog controller, recording


Figure 4.9 A typical analog control loop.


Figure $\mathbf{4 . 1 0}$ Components of a DDC system.
and display instruments, set point diats, and comparator. New components in the low include the digital computer, analog-10-digital and digita-to-analog converters (ADCs and DACs). and multiplexers to share data from different control loops with the same computer.

DDC was originally conceived as a more-efficient means of performing the same kinds of control actions as the analog components it replaced. However, the practice of simply using the digital computer to imitate the operation of analog controllers seems to have been a transitional phase in computer process control. Additional opportunities for the control computer were soon recognired, including:

- More control options then traditional analog. With digital computer control, it is possihle to perform more-complex control algorithms than with the conventional proportional-integral-derivative control modes used by analog controllers; for example, on/off control or nonlinearities in the control functions can be implemented.
- Integration and optimization of midiple loops. This is the ability to intcgrate feedback measurements from multiple loops and to implement optimizing strategies to improve overall process performance.
- Editing the control programs. Using a digital computer makes it relatively easy to change the control algorithm if that becomes necessary by simply teprogramming the computer. Reprogramming the analog control loop is likely to require hardware changes that are more costly and less convenient.

These enfancements have tendered the original concept of direct digital control more or less obsolete. In addition, computer technology itself has progressed dramatically so that much smaller and less-expensive yet more-powerful computers are available for process control than the large mainframes available in the early 1960s. This has allowed computer process control to be economically justified for much smaller scale processes and equipment. It has also motivated the use of distributed control systems, in which a network of microcomputers is utilized to control a complex process consisting of multiple unit operations and/or machines.

### 4.4.3 Numerical Control and Robotics

Numerical conirol ( NC ) is another form of industrial computer control. It involves the use of the computer (again, a microcomputer) to direct a machine tool through a sequence of processing steps defined by a program of instructions that specifies the details of each step and thelt sequence. The distinctive feature of NC is control of the relative position of a tool with respect to the object (workpart) being processed. Computations must be made to determine the trajectory that must be followed by the cutting tool to shape the part geometry. Hence. NC requires the controllef to execule not only sequence control but geometric celculations as well. Because of its importance in manufacturing automation and industrial control, we devote Chapter 6 to the topic of NC.

Closely related to NE is industrial robotics, in which the joints of the manipulator (robot atm) are controlled to move the end-of-arm through a sequence of positions during the work cycle. As in NC, the controlier must perform calculations during the work cycle to implement motion interpolation. feedback control, and other functions. In addition. a robotic work cell usually indudes other equipment besides the robot, and the activities of the other equipment in the work cell mast be coordinated with those of the robot. This coordination is achieved using interiocks. We discuss industrial robotics in Chapter 7.

### 4.4.4 Programmable Logic Controllers

Programmable logic controllers (PLCs) were introduced around 1970 as an improvement on the electromechanical relay controllers used at the time to implement discrete contro] in the discrete manufacturing indusiries. The evolution of PLCs has been lacilitated by advances in computer technology, and present-day PLCs are capable of much more than the 1970s era controllers. We can detitte a modern programmabie logic controller us a micro-processor-based controller that uses stored instructions in programmable memory to implement logic, sequencing, timing, counting, and arithmetic control functions for controllirg machines and processes. Today's PLCs are used for both continuous control and discrete control applications in both the process industries and discrete manufacturing. We cover PLCs and the kinds of control they are used to implement in Chapter 8 .

### 4.4.5 Supervisory Control

The term supervisory control is usually associated with the process industries, but the concept applies equally woll to discrete manufacturing automation. where it corresponds to the cell or system level. Thus. supervisury control coincides closely with coordination control in the ANSI/ISA-S88 Standard (Section 4.3.3). Supervisory control represents a higher level of control than the preceding forms of process control that we have surveyed in this section (i.e., DDC, NC, and PLCs). In general, these other types of control systems are interfaced directly to the process. By contrast, supervisory control is often superimposed on these process-level control systems and directs their operations. The relationship between supervisory control and the process-level control techniques is illustrated in Figure 4.11.

In the context of the process industries, supervisory control denotes a control system that manages the activities of a number of integrated unit operations to achieve certain economic objectives for the process. In some applications, supervisory control is not much more than regulatory control or feedforward control. In other applications, the supervisory control system is designed to implement optimal or adaptive control. It seeks to oplimize some well-defined objective function, which is usually based on economic criteria such as yield, production rate, cost, quality, or other objectives that pertain to process performance.


Figure 4.11 Supervisory control superimposed on other processlevel control systems.

In the context of discrete manufacturing, aupervisory control can be defined as the control system that directs and coordinates the activities of several interacting pieces of ecupipment in a manufacturing cell or system, such as a group of machines interconncted by a material handling system. Again the objectives of supervisory control are motivated by economic considerations. The control objectives mught include: to minimize part or product costs by determining uptimum operating conditions to maximios machise utilization through efficient scheduling, to minimize tooling cosss by tracking tool tives and scheduling toot changes. and similar supervisory goals. In NC, supervisory control takes the form of direct numerical control (Section 6.3). now more commonly referred to as distributed mumerical control.

It is tempting to conceptualize a supervisory control system as heing coupletely automated, that is implemented so that the system operates with no human interference or assistano. But in sirlually all cases. supervisory control aystems are designed to allow for interaction with hurnan operators, and the responsibility for control is shared between the controller and the human. The relative proportions of responsibility differ, depending on the application.

### 4.4.6 Distributed Control Systems and Personal Computers

Development of the microprocessor thas had a significant impact on the design of control systems. In this section, we consider (wo related aspects of this impact (1) distributed control systems and (2) the use of personal computers in control systems. Before discussing these topics let us provide a bnef background of the microprocessor and its uses.

Microprocessors. A microprocessor is an integrated circuit chip containing the digital logic elentents needed to perform arithmetic calculations, execute instructions stored in memory, and carry out other data processing tasks. The digital logic elements and their interconnections in the circuit form a built-in sct of instructions that determines the function of the microprocessor. A yury common function is to serve as the central processing unit (CPl') of a microcomputer. By definition, a microcomputer is simply a small digital computet whose CPU is a microprocessor and which performs the hasic functions of a compuier. These basic functions consist of data manipulation and computation, carried out according to software stored in memory to accomplish user applications. The most familiar and widely used example of a microcomputer is the personat computer (PC), usually programmed with software for busibess and personal applications.

Microprocessors are also widely used as controllers in industrial controi systems. An important distinction between a PC and a controller is that the controller must be capable of interacting with the process being controlled. as discussed in Seetion 4.3.1. 1 i must be able to accept data from sensors connected to the process, and it must be able to send command signals to actuators attached to the process. These transactions are made possible by providing the controller with an extensive input/output (I/O) capability and by designing its microprocessor so that it can make use of this I/O capability. The number and type of 1/O ports are important specifications of a microprocessor-based controller. By type of I/O ports, we are referring to whether the type of data and signals communicated between the controller and the process are continuous or discrete. We discuss I/O techniques in Chapter 5. montrast. PCs are usually specified on the basis of memory size and execution speed, and the microprocessors used in them are designed with this in mind.

Distributed Controf Systems. With the development of the microprocessor, it became feasible to connect multiple microcomputers together to share and distribute the process control worktoad. The term distributed control system (DCS) is used to describe such a coniguration, which consists of the following components and features [13]:

- Multiple process control stations located throughout the piant to control the individual loops and devices of the process.
- A centrat control room equipped with operator stations, where supervisory control of the plant is accomplished.
- Local operator stations distributed throughout the plant. This provides the DCS with redundancy. If a control failure occurs in the central control room, the tocal operator stations take over the central control functions. If a local operator station fails, the other local operator stations assume the functions of the failed station.
- All process and operator stations interact with each other by means of a commumications network. or data highway, as it is often called.

These components are illustrated in a typical configuration of a distributed process control system presented in Figure 4.12. There ate a number of benefits and advantages of the DCS: (1) A DCS can be installed for a given application in a very basic configuration, then enhanced and expanded as needed in the future: (2) since the system consists of multiple computers, this facilitates parallel multitasking; (3) because of its multiple computers, a DCS has built-in redundancy: (4) control cabling is reduced compared with a central conputer control configuration: and ( 5 ) networking provides process information throughout the enterprise for more-efficient plant and process management.

Development of DCSs started around 1970. One of the first commercial systems was Honeywell's TDC 2000, introduced in 1975 [2]. The first DCS apptications were in the process industries. In the discrete manufacturing industries, programmable logic controllers were introduced about the same time. The concept of distributed control applies equally well to PLCs; that is, multiple PLCs located throughout a factory to control individual


Figure 4.12 Distributed control system.
pieces of equpment but integrated by means of a common communications network. Introduction of the PC shortly after the DCS and PLC, and its subsequent increase in computing power and roduction in cost over the years, have stimulated a significant growth in the adoption of PC-based DCSs for process control applications.

PCs in Process Controf. Tirlay. PCs doninate the compuler world. They have become the standard tool by which business is conducted, whether in manufacturing or in the service sector. Thus, it is no surprise that PCs are being used in growing numbers in process control applications. Two basic categories of PC applications in process control can be distinguished: (1) operator interface and (2) direct control. Whether used as the operator interlace or for direct control, PCs are likely to be networked with other computers to create DCSs.

When used as the operator interface, the PC is interfaced to one or more PLCs or other devices (possibly other microcomputers) that directly control the process. Personal computers have been used to perform the operator interface function since the early 1980 s . In this function, the computer performs certain monitoring and supervisory control functions, but it does not directly control the process. Advantages of using a PC as only the operator interface include: (1) The PC provides a user-friendly interface for the operator: (2) the PC can be used for all of the conventional computing and data processing iunctions that PCs traditionally perform: (3) the PLC or other device that is directly controlling the process is isolated from the $\mathbf{P C}$, so a PC failure will not disrupt control of the process; and (4) the computer can be easily upgraded as PC technology advances and capabilities improve, while the PLC control software and connections with the process can remain in place.

Direct control means that the PC is interfaced directly to the process and controls its operations in real time. The traditional thinking has been that it is too risky to permit the PC to direct!y control the production operation. If the computer were to fail, the uncontrolled operation might stop working, produce a defective product, or become unsafe. Another factor is that conventional PCs, equipped with the usual business-oriented operating system and applications software, are designed for computing and data processing functions, nol for process control. They are not intended to be interfaced with an extemal process in the manner necessary for real-time process control Finally, most PCs are designed to be used in an office environment, not in the harsh factory atmosphere,

Recent advances in both PC technology and available software have challenged this traditional thinking. Starting in the early 1990s, PCs have been installed at an accelerating pace for direct control of industrial processes, Several factors can be identified that have enabled this trend:

- widespread famhliariiy with $P C s$
- availability oi high-performance $P C$ s
- trend toward open architecture phitosophy in control systerns design
- Microsoft's Windows $N T^{T M}$ (the latest version is Windows $2000^{\mathrm{TM}}$ ) as the operating system of choice.

The PC is widely known to the general population in the United States and other industrialized nations A large and growing number of individuals own thern. Many others who do not personally own them use them at work. User-friendly software for the home and
business has certainly contributed to the popularity of PCs. There is a growing expectation by workers that they be provided with a computer in their workplace, even if that workplace is in the factory.

High performance CPUs are available in the lates PCs, and the nexi generation of PCs will be even more powerful. For the last 20 years, it has been obscrved that processor speed doubles every 1218 months. This trend. called Moore's Law, is uxpected to continue for at least another 15 years. At the same time, processor costs have decreased by several orders of magnitude, and this trend is expected to continue as well. The projected results are seen in Table 4.5, in which performance is measured in millions of instructions per second (mips), and cost is measured in dollars per mips. In the carly-to-mid 1990s. PC performance surpassed that of most digital sigial processors and oher components usted in proprietary controllers [16]. New generations of PCs are currently being introduced more rapidly than PLCs are, allowing cycle specds of PCs to exceed those of the latest PLCs.

Another important factor in the use of PCs for control applications is the availability of control products designed with an open architecture philosophy, in which vendors of control hardware and software agree to comply with published standards that allow their products to be interoperable. This means that components from difterent vendors can be interconnected in the same control system. The traditional philosophy had been for each vendor to design proprietary systems, requiring the user to purchase the complete hardware and software package from one supplier. Open architecture altows the user a wider choice of products in the design of a given process control system, including the PCs used in the system.

For process control applications, the PC's operating system must facilitate real-time control and networking. At time of wititing, Microsofl's Windows $N T^{\mathrm{TM}}$ (now Windows $2000^{\mathrm{TM}}$ ) is being adopted increasingly as the operating system of choice for control and networking applications. Windows NT provides a multitasking environment with sufficient security, reliability, and fault tolerance for many if not most process control applications. At the same time, it provides the user friendliness of the desktop PC and most of the power of an engineering workstation. Instalied in the factory, a PC equipped with Windows NT. can perform multiple functions simultaneously, such as data logeing, trend analysis, tool life monitoring, and displaying an animated view of the process as it proceeds, all while seserving a portion of its CPU capacity for direct control of the process.

Not all control engineers agree that Windows NT can be used for critical process control tasks. For applications requiring microsecond response times, such as real-time motion control for machine tools, many control engineers are reluctant to rely on Windows NT. A common solution to this dilemma is to install a dedicated coprocessor in the PC. The motion servo loops are controlled in real time using the coprocessor motion control catd, but the overall operating system is Windows NT:

TABLE 4.5 Trands in Procesaor Performance and Cost: Moore's Law

| Year | Mips* |  |
| :---: | :---: | :---: |
| 1978 | 125 | Cost per Mips (\$) |
| 1998 | 333 | $9,600.00$ |
| 2011 | 100,000 | 8.00 |

[^6]Regarding the factory environnent issue, this can be addressed by using industrialgrade $P$ Cs which are cquipped with ericlosures designed for the ragged plant environment. Compared with the previously discussod PC/PLC configuration, in which the PC is used only as the operator tnerface. there is a cost savings from installing one PC for direct control rather than a $P C$ plus a $P L C$. A related issue is data integration: Sctting up a data link between a ${ }^{1} C$ and a PLC is more complex than when the data are all in one PC.

Enterprise-Wide Integration of Factory Data. The most recent progression in PC-based distributed control is enterprise-wide integration of factory operations data, as depicted in Figure 4.13. This is a trend that is consistent with modern information management and worker empowerment philosophics. These philosophies assume fewer levels of company nanagement and greater responsibilities for front-line workers in sales, order scheduling, and production. The networking technologies that allow such integration are available. Windows $2 n 00^{\text {M }}$ provides a number of built-in and optional features for connecting the industrial control system in the factory toenterprise-wide business systems and supporting data exchange between vatious applications (e.g. allowing data collected in the plant to be used in analysis packages. such as Excel spreadsheets). Following are some of the capablities that are enabled by making process data available throughout the enterprise:

1. Maragers can have more direct access to factory floor operations.
2. Production planners can use the most current data on times and production rates in scheduling future orders.


Figure 4.13 Enterprise-wide PC-based DCS.
3. Sales personnel can provide realistic estimates on deliyery dates to customers, based on current shop loading.
4. Order trackers are able to provide inquiring customers with current status information on their orders.
5. Quality control personnel are made aware of real or potential quality problems on current orders, based on access to quality performence histories from previous orders.
6. Cost accounting has access to the most recent production cost data.
7. Production personnel can access part and product design details to clarify ambiguities and do their job more effectively.
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## chapter 5

## Sensors, Actuators, and Other Control System Components

## CHAPTER CONTENTS

5.1 Sensors
5.2 Actuators
5.3 Ana,og-to-Digital Conversion
5.4 Digital-to-Analog Conversion
5.5 Input/Output Devices for Discrete Data
5.5.1 Contact InputiOutput Interfaces
5.5.2 Pulse Counters and Generators

To implement process control, the computer must collect data from and transmit signals to the production process. In Section 4.1.2, process varables and parameters were classified as either continuous or discrete, with several subcategories existing in the discrete class. The digital computer operates on digital (binary) data, whereas at least some of the data from the process are continuous (analog). Accommodations for this difference must be made in the computer-process interface. In this chapter, we examine the components required to implement this interface. The components are:

1. sensors for measuring continuous and discrete process variables
2. actuators that drive continuous and discrete process parameters
3. devices that convert entinuous analog signats to digital đata
4. devices that convert digital data into analog signals
5. inpul/outpu: devices for discrete data.

TABLE 5.1 Categories of Computer Input/Output interface for the Different Types of Process Parameters and Variables

| Type of Data from/to Process | input Interface to Computer | Output Interface from Computer |
| :--- | :--- | :--- |
| Continuous analog signal | Analog-to-digital converter | Digital-to-analog converter |
| Discrete data-binary $\{07 / 0 \mathrm{ff})$ | Contact input | Contact output |
| Discrete data other than binary | Contact input array | Contact output array |
| Discrote pulse data | Pulse counters | Pulse generators |

The types of computer input/output interface for the different categories of process variables and parameters are summarized in Table S.1.

### 5.1 SENSORS

A wide variety of measuring devices is available for collecting data from the manufacturing process for whe in feedback control. In general, a measuring device is composed of twe components: a seosor and a transducer. The sensor detects the physical variable of interest (such as temperature. force. or pressure). The transducer converts the physical variable into an alterative form (commonly electrical voltage), quantitying the variable in the conversion. The quantitied stgnal can be interpreted as the valuc of the measured variable. In some cases, the sensur and transducer are the same device; for example, a limit switch that converts the mechanical movement of a lever to close an electrical contact.

To usc any measuring de vice a calibration procedure is required to establish the relationship between the physical variable to be measured and the converted output signal (such as voltage). The ease with which the calibration procedure can be accomplished is one critcrion ty which a measuring device can be cvaluated. A list of desirable features of measuring devices for process control is presented in Table 5.2. Few measuring devices achieve perfect scores in all of these criteria, and the control system engineer must decide which features are the most important in selecting among the variety of available sensors and transducers for a given application.

Curisistent with our classification of process variables, measuring de vices can be classified into two basic categories: (1) analog and (2) discrete. An analog measuring device produces a continuous analog signal such as electrical voltage. Examples are thermocouples, strain gages, and potentiometers. The output signal from an analog measuring device must be converted to digital data by an analog-to-digital converter (Section 5.3). A discrete tmeasuring device produces an output that can have only certain values. Discrete sensor devices arc often divided into two catcgories: binary and digital. A binary measuring device produces an on/off signal. The most common devices operate by closing an electrical contact from a normally open position. Limit switches operate in this manner. Other binary sensors include photoelectric sensors and proximity switches. A digital measuring device produces a digital output signal either in the form of a set of parallel status bits (e.g., a photoelectric sensor array) or a serjes of pulses that can be counted (e.g., an optical encoder). In either case, the digital signal represents the quantity to be measured. Digital transducers are finding increased use because of the ease with which they can be read when used as stand-alore measuring instruments and because of their compatibility with digital computer systems. Several of the conmon sensors and measuring devices used in industrial control systems are listed in Table 5.3.

TABLE 5.2 Desirable Features for Selecting Measuring Devices Used in Automated Systems

| Desirable Foarure | Definition and Comments |
| :---: | :---: |
| High accuracy | The neasurement contains small systemat c errors about the true value. |
| High precision | The andom variability or noise in the measured value is low. |
| Wide operating range | The measuring device possesses high accuracy and precision over a wide range of values of the physical variable being measured. |
| High speed of response | The ability of the device to respond quickly to changes in the physical variable being measured. Ideally, the time lag would be zero. |
| Ease of calibration | Calitration of the measuring device should be quick and easy. |
| Minimunt drift | Drift refers to the gradual loss in accuracy over time. High drift requires frequent recalibration of the measuring device. |
| High reliability | The device should not be subiect to frequent malfunctions or failures during service. It must be capable of operating in the potentially harsh environment of the manufacturing process where it will be applied. |
| L.ow cost | The cost to purchase (or fabricate) and install the measuring device should be low relative to the value of the data provided by the sensor. |

TABLE 5.3 Common Measuring Devices Used in Automation

| Measuring Device | Description |
| :---: | :---: |
| Accelerometer | Analog device used to measure vibration and shock. Can be based on various physical phenomena, |
| Ammeter | Analog device that measures the strength of an electrical current. |
| Bimetallic switch | Binary switch that uses bimetallic coil to open and close electrical contact as a result of temperature change. Bimetalic coil consists of two metal strips of different thermal expansion coefficients bonded together. |
| Bimetalic thermometer | Analog temperature measuring device consisting of bimetallic coil isea definition above) that changes shape in response to temperature change. Shape change of coil can be calibrated to indicate temperature. |
| DC tachometer | Analog davice consisting of de generator that produces electrical voltage proportional to rotational speed. |
| Drnamometer | Analog device used to measure force, power, or torque. Can be based on various physical phenomene te.g.. strain gage, piezoelactric effectl. |
| Float transducer | Float attached to lever arm. Pivoting movement of lever arm can be used to measure liguid level in vessel (analog device) or to activate contac: switch (binary device). |
| Fluid flow sensor | Analog measurement of liquid flow, usually based on pressure difference between flow in two pipes of different diameter. |
| Fluid flow switoh | Binary switch similar to limit switch but activated by increase in fluid pressure rather than by contacting object. |
| Linear variable differential transformer | Analog position sensor consisting of primary coil opposite two gecondary coils separated by a magnetic core. When primary coll is energized, induced voltage in secondary coil is function of core position. Can also be adapted to measure force or pressure. |

TABLE 5.3 (continued)

| Measurng Device | Description |
| :---: | :---: |
| Limit switch (mechanical) | Binary contact sensor in which lever arm or pushbutton closes (or opens) an electrital contact. |
| Mänorneter | Analeg devies used to measure pressure of gas or liquid. Based on comparison of knowt and unknown pressure forces. A barometer is a specific type of manometer used to measure atmospheric pressure. |
| Ohmmeter | Analog device that measures electrical resistance. |
| Optical encoder | Digital device used to measure position andior speed, consisting of a slotted disk separating a light source from a photocell. As disk rotates, photocell senses light through slots as a series of pulses. Number and frequency of pulses ere proportional (respectively) to position and speed of shaft connected to disk. Can be adapted for linear as well as rotational mensurements. |
| Photoelectric sensor | Binary noncontact sensor (switch) consisting of emitter (light source) and receiver (photocell) triggered by interruption of light beam. Two common types: (1) transmitted type, in which object blocks light beam betweon emitter and receiver; and $\{2$ retroroffective type, in which emitter and receiver ars located in one device and beam is reflected off remote refiector except when object breaks the reflected light beam. |
| Photoelectric sensor array | Digital sensor consisting of linear series of photoelectric sensors. Array is designed to indicate height or size of object interrupting some but not all of the light beams. |
| Photometer | Analog sensor that measures illumınation and light intensify. |
| Piezoeiectric transducer | Analog device based on piezoetectric effect of certain materials (e.g., quartz) in which an electrical charge is produced when the material is deformed. Charge can be measured and is proportional to deformation. Can be used to measure force, pressure, and acceleration. |
| Potentiometer | Analog position sensor consisting of resistor and contact slider. Position of slider on resistor determines measured resistance. Available for both linear and rotational (angular) measurements. |
| Proximity switch | Binary noncontact sensor is triggered when nearby object induces chenges in electromagnetic field. Two types: (1) inductive and (2) capacitive. |
| Raclation pyrometer | Analog temperature-measuring device that senses alectromagnetic radiation in the visible and infrared range of spectrum. |
| Resistance-temperature detector | Analog temperature-measuring device based on incraase in electrical resistance of a metallic material as temperature is increased. |
| Strain gage | Widely used analog sensor to measure force, torque, or pressure. Based on change in electrical resistance resulting from strain of a conducting material. |
| Thermistor | Analog temperature-measuring device based on decrease in electrical resistance of a semiconductor material as ternperature is increased. |
| Thermocouple | Analog temperature-measuring device based on thermoelectric effect, in which the junction of two dissimilar metal wires emits a small voltage that is a function of the temperature of the junction. Common standard thermocouples include: chromel-alumel, iron-constantan, and chromel-constantan. |
| Ultrasonic range sensor | Tirne lapse between emission and refiection (from object) of high-frequancy sound pulses is measured. Can bo used to measure distanoe or simply to irdicate presence of object. |

### 5.2 ACTUATORS

In industrial control systems, an acthator is a hardware device that converts a controller com:mand signal into a change in a physical parameter. The change in the physical parameter is usualiy mechanical. such as position or velecity change. An actuator is a transducer, because it changes one type of physical quantity, say electric current, into another type of physicil quantity, say rotational speed of an electric motor. The controller command signal is usually tow level, and so an actuator may also include an amplifier to strengthen the signal sufficiently to drive the actuator.

A list of common actuators is presented in Table 5.4. Depending on the ype of amplifier used. most actuators can he classiffed into one of three categories: (1) electrical, (2) hydraulic, and (3) poenmatic. Electrical actuators are most common; they include ac and de motors of various kinds, stepper motors. and solenoids. Electrical actuators include both limear devices (output is inear displacement) and rotational devices (output is rotational displacement on velocity). Hydranfic uctuators use hydraulic fiuid to amplify the controller command signal. The available devices provide both linear and rotational motion. Hydraulic actuators are often specified when large forces are required. Pneumatic actuators use compressed air (typically "shop air" in the factory environment) as the driving power. Again, both linear and rotational pneumatic actuators are available. Because of the relatively low air pressures involved, these actuators are asually limited to relatively low force applications compared with hydraulic actuators.

TABLE 5.4 Common Actuators Used in Automated Systems

| Actuator | Description |
| :---: | :---: |
| DC motor | Rolational electromagnetic motor. Input is direct current (dc). Very common servomotor in control systems. Rotary motion can be converted to linear motion using rack-and-pinion or ball serew. |
| Hydraulic piston | Piston inside cylinder exerts force and provides linasr motion in response to hydraulic pressure. High force capability. |
| Induction motor (rotary) | Rotational electromagnetic motor. Input is alternating current (ac) Advantages compared with de motor: lower cost, simpler construction, and more-converient power supply. Rotary motion can be converted to linear motion using rack-and-pinion or ball serew. |
| Linear induction motor | Straight-line motion electromagnetic motor. Input is alternating current (ac). Advantages: high speed, high positioning accuracy, and long stroke capacity. |
| Pneumatic cylinder | Piston inside cylinder exerts force and provides finear motion in response to air pressure. |
| Relsy switch | On-off switch opens or closes circuit in response to an dectromagnetic force. |
| Solenoid | Two-position electromechanical assembly consists of core inside coil of wire. Core is usually held in one position by spring, but when coil is energized, core is forced to dther position. Linear solenoid most common, but rotery solenoid available. |
| Stepping motor | Rotational electromagnetic motor. Output shaft rotates in direct proportion to pulses received. Advantages: high accurscy, aasy implementation, compatible with digital signals, and can be used with open-ioop control. Disadvantages: lower torque than de motors, limited spaed, and risk of missed pulse under toad. Rotary motion can be converted to linear motion using rack-end-pinion or ball screw. |

### 5.3 ANALOG-TO-DIGITAL CONVERSION

Continuous analog signals from the process must be converted into digital values to be used by the computer, and digital data generated by the computer must be converted to analog signals to be used by analog actuators. We discuss analog-to-digital conversion in this section and digital-to-analog conversion in the following section.

The procedure for converting an analog signal from the process into digital form typically consists of the following steps and hardware devices, as illustrated in Figure 5.1;

1. Senvor and transdurer. This is the measuring device that generates the analog signal (Section 5.1).
2. Signal conditioning. The continuous analog signal from the transducer may require conditioning to render it into more suitable form. Common signal conditioning steps include: (1) filtering to remove random noise and (2) conversion from one signal form to another, for example, converting a current into a voltage.
3. Multiplexer. The muluplexer is a switching device connected in series with each input channel from the process; it is used to time-share the analog-to-digital converter ( $A D C$ ) among the input channels. The alternative is to have a separate $A D C$ for each input channel. which would be costly for a large application with many input channets. Since the process variables need only be sampled periodically, using a multiplexer provides a cost-effective altemative to dedicated ADCs for each channel.
4. Amplifier. Amplifiers are used to scale the incoming signal up or down to be compatible with the range of the analog-to-digital converter.
5. Analog-to-digital converter. As its name indicates, the function of the ADC is to convert the incoming analog signal into its digital counterpart.

Let us consider the operation of the ADC, which is the heart of the conversion process Analog-to-digital conversion occurs in three phases: (1) sampling, (2) quantization, and (3) encoding, Sampling consists of converting the continuous sigral into a series of discrete analog signals at periodic intervals, as shown in Figure 5.2. In quantization, each discrete analog signal is assigned to one of a finite number of previously defined amplitude levels. The amplitude levels are siscrete values of voltage ranging over the full scale of the ADC . In the encoding phase, the discrete amplitude levels obtained during quantization are converted into digital code, representing the amplitude level as a sequence of binary digits.

(3) Multiplexer

Figure 5.1 Steps in analog-to-digital conversion of continuous analog signals from process.


Figure 5.2 Aralog signal converted into series of discrete sampled data by analog-to-digital converter.

In selecting an analog-to-digital converter for a given application, the following factors are relevant: (1) sampling rate, (2) conversion time, (3) resolution, and (4) conversion method.

The sampling rate is the rate at which the continuous analog signals are sampled or polled. Higher sampling rates mean that the continuous waveform of the analog signal can be more closely approximated. When the incoming signals are multiplexed, the maximum possible sampling rate for each signal is the maximum sampling rate of the ADC divided by the number of channels that are processed through the multiplexer. For example, if the maximum sampling rate of the ADC is 1000 sample/sec, and there are 10 input channels through the muitiplexer, then the maximum sampling rate for each input line is $1000 / 10=100$ sample $/ \mathrm{sec}$. (This ignores time losses due to multiplexer switching.)

The maximum possible sampling rate of an ADC is limited by the ADC conversion time. Conversion time of an ADC is the time interval between when an incoming signal is applied and when the digital value is determined by the quantization and encoding phases of the conversion procedure. Conversion time depends on (1) number of bits $n$ used to define the converted digital value; as $n$ is increased, conversion time increases (bad news), but resolution of the ADC improves (good news); and (2) type of conversion proccdure used by the ADC.

The resolution of an ADC is the precision with which the analog signal is evaluated. Since the signal is represented in binary form, precision is determined by the number of quantization levels, which in turn is determined by the bit capacity of the ADC and the computer. The number of quantization levels is defined as follows:

$$
\begin{equation*}
N_{4}=2^{n} \tag{5.1}
\end{equation*}
$$

where $N_{q}$ = number of quantization levels; and $n=$ number of bits. Resolution can be defined in equation form as follows:

$$
\begin{equation*}
R_{\mathrm{ADC}}=\frac{\text { Range }}{N_{\mathrm{q}}-1}=\frac{\text { Range }}{2^{n}-1} \tag{5.2}
\end{equation*}
$$

where $R_{A D C}=$ resolution of the ADC. also called the quanization-level spacing, which is the length of each quantization level; Range $=$ full-scale range of the ADC , usually $0-10 \mathrm{~V}$ (the incoming signal must typically be amplified, either up or down, to this range); and $N_{\phi}=$ the number of quantization levels, defined in Eq. (5.1).

Quantization generates an error, because the quantized digital value is likely to be different from the true value of the analog signal. The maximum possible error occurs when the true value of the analog signal is on the borderline between two adjacent quantization
levels; in this case the error is one-half the quantizationlevel spacing. By this reasoning, the quantization error is defined:

$$
\begin{equation*}
\text { Quantization error }= \pm \frac{1}{2} R_{\mathrm{ADC}} \tag{53}
\end{equation*}
$$

Various conversion methods are available by which to encode an analog signal into its digital equivalent. Let us discuss one of the most common techniques, called the successive approximation method. In this method, a serjes of known trial voltages are successively compared to the input signal whose value is unknown. The number of trial voltages cotresponds to the number of bits used to encode the signal. The first trial voltage is one-half the full-scale tange of the ADC , and each successive trial voltage is one-half the preceding value. Comparing the remainder of the input voltage with each trial voltage yields a bit value of " 1 " if the input exceeds the trial value and " 0 " if the input is less than the trial voltage. The successive bit values, multiplied by their corresponding trial voltage values, provide the encoded value of the input signal. Let us illustrate the procedure with an example.

## EXAMPLE 5.1 Successive Approximation Method in Analog-to-Digital Conversion

Suppose the input signal is 6.8 V . Use the successive approximation method to encode the signal for a 6 -bit register for an ADC with a full-scale range of 10 V .
Soluion: The encoding procedure for the input of 6.8 V is illustrated in Figure 5.3 . In the first trial, 6.8 V is compared with 5.0 V . Since $6.8>5.0$, the first bit value is 1 . Comparing the remainder $(6.8-5.0)=1.8 \mathrm{~V}$ with the second trial voltage of 2.5 V yields a 0 , since $1.8<2.5$. The third trial voltage $=1.25 \mathrm{~V}$. Since $1.8>1.25$, the third bit value is 1 . The rest of the 6 bits are evaluated in the figure to yield an encoded value $=6.718 \mathrm{~V}$.


Figure 5.3 Successive approximation method applied to Example 5.2.

### 5.4 DIGITAL-TO-ANALOG CONVERSION

The procest performed by a digital-to-analog converter (DAC) is the reverse of the ADC process. The DAC transforms the digital output of the computer into a continuous signal to drive an analog actuator or other analog device, Digital-to-analog conversion consists of two steps: (1) decoding, in which the digital output of the computer is converted into a serics of analog valucs at discrete moments in time, and (2) data holding. in which each successive value is changed into a continuous signal (usually electrical voltage) used to drive the analog actuator during the sampling interval.

Decoding is accomplisted by transferring the digital value from the computer to a binary register that controls a reference voltage source. Each successive bit in the register controls one-half the voltage of the preceding hit, so that the level of the output voltage is determined by the status of the bits in the register. Thus. the output voltage is given by:

$$
\begin{equation*}
\left.E_{o}=E_{\mathrm{re}} \ell^{\prime} 0.5 B_{1}+0.25 B_{2}+0.125 B_{3}+\cdots+\left\{2^{n}\right)^{-1} B_{n}\right\} \tag{5.4}
\end{equation*}
$$

where $E_{c}=$ output voltage of the decoding step (V); $E_{\text {tel }}=$ reference voltage (V); and $B_{1}, B_{2}, \ldots, B_{\mathrm{r}}=$ status of successive bats in the register, 0 or $1 ;$ and $n=$ the number of bits in the binary register.

The obective in the data holding srep is to approximate the envelope formed by the data series, as illustrated in Figure 5.4. Data holding devices are classified according to the order of the extrapolation calculation used to determine the voltage outpul during sampling intervals. The most common extrapolator is a zero-order hold, in which the output voltage between sampling instants is a sequence of step signals, as in Figure 5.4(a). The voltage function during the sampling interval is constant and can be expressed very simply as:

$$
\begin{equation*}
E(t)=E_{u} \tag{5.5}
\end{equation*}
$$

where $E(r)=$ voltage as a function of time $t$ during the sampling interval (V), and $E_{0}=$ voltage output from the decoding step. Eq. (5.4).

The first-order data hoid is less common than the zero-order hold, but it usually approximates the envelope of the sampled data values more closely. With the first-order hold, the voltoge function $E(t)$ during the sampling interval chainges with a constant slope dctermined by the tho preceding $E_{6}$ values Expressing this mathematically, we have

$$
\begin{equation*}
E(t)=E_{0}+a t \tag{5.6}
\end{equation*}
$$

where $a=$ rate of change of $E(t), E_{o}=$ output voitage from Eq. (5.4) at the start of the sampling interval ( $V$ ), and $t=$ time (sec). The value of $\alpha$ is computed each sampling interval as follows:

$$
\begin{equation*}
\alpha=\frac{E_{o}-E_{o}(-r)}{\tau} \tag{5.7}
\end{equation*}
$$

where $E_{s}=$ output voltage from Eq. (5.4) at the start of the sampling interval $(\mathrm{V}), \tau=$ time interval between sampling instants (sec), and $E_{0}(-\tau)=$ value of $E_{0,}$ from $\mathrm{Eq}_{\mathrm{p}}(5.4$ ) from the preceding sampling instant (removed backward in time by $\tau, V$ ). The result of the firstorder hold is illustrated in Figure 5.4(b).


Figure 5.4 Data holding step using (a) zero-order hold and (b) firstorder hold.

## EXAMPLE 5.2 Zero-Order and First-Order Data Hold for Digital-to-Analog Converter

A digital-to-analog converter uses a reference voltage of 100 V and has 6 -bit precision. In three successive sampling instants. 0.5 sec apart, the data contained in the binary register are the following:

| Instant | Binary Data |
| :---: | :---: |
| 1 | 101000 |
| 2 | 101010 |
| 3 | 101101 |

Determine: (a) the decoder output values for the three sampling instants and the voltage signals between instants 2 and 3 for (b) a zero-order hold and (c) a first-order hold.
Solution: (a) The decoder output values for the three sampling instants are computed according to Eq. (5.4) as follows:

$$
\begin{aligned}
\text { Instant } 1, E_{0} & =100\{0.5(1)+0.25(0)+0.125(1)+0.0625(0)+0.03125(0)+0.015625(0)\} \\
& =62.50 \mathrm{~V} \\
\text { Instant } 2, E_{o} & =100\{0.5(1)+0.25(0)+0.125(1)+0.0625(0)+0.03125(1)+0.015625(0)\} \\
& =65.63 \mathrm{~V} \\
\text { Instant } 3, E_{o} & =100\{0.5(1)+0.25(0)+0.125(1)+0.0625(1)+0.03125(0)+0.015625(1)\} \\
& =70.31 \mathrm{~V}
\end{aligned}
$$

(b) The zero-order bold between sampling instants 2 and 3 yields a constant voltage $E(t)=65.63 \mathrm{~V}$ according to Eq. (5.5).
(c) The first-order hold yields a steadily increasing voltage. The slope $\alpha$ is given by Eq. (5.7):


Figure 5.5 Solution to Example 5.2.

$$
\alpha=\frac{65.63-62.5}{0.5}=6.25
$$

and from Eq. ( 5.5 ), the voltage function between instants 2 and 3 is

$$
E(t)=65.63+6.25 t
$$

These values and functions are plotted in Figure 5.5. Note that the first-order hoid more accurately anticipates the value of $E_{o}$ at sampling instant 3 than does the zero-order hold.

### 5.5 INPUT/OUTPUT DEVICES FOR DISCRETE DATA

Discrete data can be processed by a digital computer without needing the kinds of conversion procedures required for continuous analog signals. As indicated earlier, discrete data divide into three categories: (a) binary data, (b) discrete data other than binary, and (c) putse data. The first two categories are communicated between the process and the computer by means of contact input and contact output interfaces, while pulse data are entered into and sent from the computer using pulse counters and pulse generators.

### 5.5.1 Contact Input/Output Interfaces

Contact interfaces are of two types input and outpul. These interfaces read binary data from the process into the computer and send binary signals from the computer to the process, respectively. The terms input and output refer to the computer.

A contact input interface is a device by which binary data are read into the computer from some external source (e.g., the process). It consists of a series of simple contacts that can be either closed or open (on or off) to indicate the status of binary devices connected to the process such as limit switches (contact or no contact), valves (operi or closed), or motor pushbuttons (on or off). The computer periodically scans the actual status of the contacis to update the values stored in memory.

The contact input interface can also be used to enter discrete data other than binary. This type of data is generated by devices such as a photoelectric sensor array and can be stored in a binary register consisting of multiple bits. The individual bit values ( 0 or t ) can be entered through the contact input interface. In effect, a certain number of contacts in the input interface are assigned to the binary register, the number of contacts being equal to the number of bits in the register. The binary number can be converted to a conventional tase 10 number as needed in the application.

The comact oatput interface is the device that communicates on/off signals from the compuler to the process. The contact positions are set in either of two states: ON or OFE. These positions are maintained until changed by the computer. perhaps in response to events in the process. In computer process control applications, hardware controlled by the contact output interface include alarms, indicator lights (on control panels), solenoids, and constant speed motors. The computer controls the sequence of ON/OFF activities in a work cycle through this contact outpul interface.

The contact output interface can be used to transmit a discrete data value other than binary by assigning an array of contacts in the interface for that purpose. The 0 and I values of the contacts in the array are evaluated as a group to determine the corresponding discrete number. ln eflect, this procedure is the reverse of that used by the contact input interface for discrete data other than binary.

### 5.5.2 Pulse Counters and Generators

Discrete data can also exist in the form of a series of puises. Such data is generated by digital transducers such as optical encoders. Pulse data are also used to control certain devices such as stepper motors.

A pulse counter is a device used to convert a series of pulses (call it a pulse main, as shown in Figure 4.1) into a digital value. The value is then entered into the computer through its :nput channel. The most common type of pulse counter is one that counts electrical pulses. It is constructed using sequential logic gates, called flip-flops. which are electronic devices that possess memoty capability and hence can be used to store the results of the counting procedure.

Pulse counters can be used for both counting and measurement applieations. A typical counting application might be to add up the number of packages moving past a photoelectric sensor along a conveyor. A typical measurement application is to indicate the rotational speed of a shaft. One possibie method to accomplish the measurement is for the shaft to be connected to an optical encoder, which generates a certain number of electrical pulses for each rotation. To determine rotational speed, the pulse counter measures the mumber of pulses received during a certain time period and divides this by the time perjod and by the number of pulses in each revolution of the encoder.

A pulse generator is a device that produces a series of electrical pulses whose total number and frequency are specified by the control computer. The total number of pulses might be used to drive the axis of a positioning system. The frequency of the pulse train, or pulse rate, could be used to control the rotational speed of a stepper motor. A puke generator operates by repeatedty closing and opening an electrical contact, thus producing a sequence of discrete clectrical pulses. The amplitude (voltage level) and frequency are designed to be compatible with the device being controlled.
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## PROBLEMS

5.1 A connouous vultage signal is to be converted into its digitai counterpart using an anaiog-to-digitat converter. The maximum voltage range is $\pm 30 \mathrm{~V}$. The ADC has a 1.2 -bit capacity. Determine: (a) number of quantization levels. (b) resolution. (c) the spacing of each quantizatica level, and the quantization error for this ADC.
5.2 A voltage signal with a range of 0115 V is to be converted by means of an ADC. Determine the minimum number of bits required to obtain a quantization error of (a) $\pm 5 \mathrm{~V}$ maxinum. (b) $\pm 1 \mathrm{~V}$ maximum, (c) $\pm 0.1 \mathrm{~V}$ maximum
5.3 A digital-to analog converter uses a reference voltage of 120 V dc and has eight binary-digit precision. In one of the sampling instants, the data contained in the binary register $=01010101$. If a zero-order hold is used to generate the output signal, determine the voltage level of that signal.
5.4 A DAC uses a refcrence voltage of 80 V and has t-bit precision. In four successive sampling periods, each 1 sec long, the binary data contained in the output register were 100000,011111 , 0110L, and 01 1010. Determine the equation for the voltage as a function of time between sampling instants 3 and 4 using (a) a zero-order hold and (b) a first-order hoid.
5.5 In Problen 5.4. suppesc that a second-order hold were to be used to gencrate the output signai. The equation for the second-order hold is

$$
\begin{equation*}
E(t)=E_{0}+\alpha t+\beta t^{2} \tag{5.8}
\end{equation*}
$$

where $E_{0}=$ starting voltage at the beginning of the time interval. (a) For the binary data glven in Problem 5.4, determine the values of $\alpha$ and $\beta$ that would be used in the equation for the tirre interval between sampling instants 3 and 4 . (b) Compare the first-order and secondorder aolds in anticipating the voltage at sampling instant 4.
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Numericat controf (NC) is a form of programmable automation in which the mechanical actions or a machine tonl or other equipment are controlied by a program containing coded alphanumeric data. The alphanumerical data represent relative positions between a workhead and a workpart as well as other instructions needed to operate the machine. The workhead is a cutting tool or other processing apparatus, and the workpart is the object being processed. When the current job is completed, the program of instructions can be changed to process a new job. The capability to change the program makes NC suitable for low and medium production. It is much easier to write new programs than to make major alterations of the processing equipment.

Numerical control can be applied to a wide varicty of processes. The applications divide into two categories: (1) machine tool applications, such as drilling, milling, turning, and other metal working; and (2) nonmachine tool applications, such as assembly, drating, and inspection. The commen operating feature of NC in all of these applications is control of the workhead movement relative to the workpart.

The concept for NC dates from the late 1940). The first NC machine was developed in 1952 (Historical Note 6.1.

## Historical Note 6.1 The first NC machines [2], [8], [16], [18]

The development of NC owes much to the United Siates Air Force and the carly aerospace industry. The lirst devclopment work in the area of NC' is atributed to John Parsons and his associatc Frank Stuten at Parsons Corporation in Traverse City. Michigan. Parsons was a contractor for the Air Force during the 1940s and had experimented with the concepl of using coordinate position data contained on punched cards to define and machine the surface contours of airfoil shapes. He had named his system the Cardamatic milling machine, since the numerical data was stored on puncbed cards. After development work by Parsons and his colleagues, the idea was presented to the Wright-Patterson Air Force Base in 1943. The initial Air Forse contract was awarded to Parsons in Jume 1949. A subcontract was awarded by Parsons in July 1949 to the Servomechanisn Laboratories at the Massachusetts Institule of Technology io: (1) performa asystems cngineering study on machinc tool controls and (2) develop a prototypc machine tool based on the Cardamatic principle. Research commeneed on the basis of this subeontract. which continued until April 1951, when a contract was signed by MIT and the Air Foree to complete the development work.

Early in the project, in became clear that the required data transfor rates between the controller and the machine tool could not be achieved using punched cards, and the possibility of either punched paper tape of mapnetic tape was proposed as a more approptiate medium for storing the numerical data. These and other technical details of the control systern for machine tool control had been defincd by Junc 1950. The name numerical control was adopted in March 1951 based on a contest sponsorcd hy John Parsons among "MIT personnel working on the project." The first NC. machine was developed by retrofitting a Cincinati Milling Machine Cu, vertical Hydro-Tel milling machine (a $24-\mathrm{in} \times 60$-in conventional tracer mill) that had been donated ty the Air Force from surpl us equipment. The controller combined analog and digital components, cons sied or 292 vacuum tubes. and occupied a floor area greater than the machine tool itself. The prutotype successtully performed simultaneous control ot threcaxis motion based on coordinate-axis data on punched binary tape This experimental machine was in operation by March 1952.

A patent for the machine tool system was filed in August 1952 entited Numerical Control Servo System, which was awdrded in December 1\%62. Inventors were histed as Jay Forrester, William Pease James McDonough. and Alfred Susskind, all Servomechantisms Lab staff during the project. It is of interest to note that a patent was also filed by John Earsons and Frank Sulen in May 1952 fer a Motor Conirolled Apparatus for Positioning Machine Tool
based on the idea of using punched cards and a mechanical rather than electronic controller. This patent was issucd in January 1958. In hindsight, it is clear that the MIT rescarch provided the protolype for subsequent developments in NC technology. So far as is known, no commercial machines were ever introduced using the Parsons-Stulen configuration.

Once the NC machine was operational in March i952, trial parts were solicited from aircraft companics across the country to learn about the operating features and economics of NC. Several potential advantages of VC were apparent from these trials. These included good accuracy and repeatability reduction of noncutting time in the machining cycle, and the capability to machine complex geometries. Part progranming was recognized as a difficulty with the new technology. A public demonstration of the machine was held in September 1952 for machine tool builders (anticipated to be the corapanies that would subsequently develop products in the new technology), aircraft component producers (expected to be the principal users of NC ), and other interested parties.

Reactions of the machine tool companics following the demonstrations "ranged from guarded optimism to outright negativism" [18,p.61]. Most of the companies were concerned about a system that relied on vacuurt tubes, not realizing that tubes would soon be displaced by transistors and integrated circuits. They were also worried about their staff's qualifications to maintain such equipment and were generally skeptical of the NC concept, Anticipating this reaction, the Air Force sponsored two additional tasks: (1) information dissemination to industry and (2) an economic study. The information dissemination task included many visits by Scrvo Lab personnel to companies in the machine tool industry as well as visits to the Lab by industry personnel to observe demonstrations of the protorype machine. The economic study showed clearly that the applicatione of general purpose NC machinc tools werc in low and medium quantity production, as opposed to Detroit-type transfer lines, which couid be justified only for very large quantities.

One company that showed great interest in the MIT work was Giddings \& Lewis Machine Tool Company in Fond du Lac, Wisconsin. In April 1953, an agreement was signed between G\&L and MIT to extend the technology of NC. This work resulted in the development of a sccond prowtype machire that was a significant advancement over the first Servo Labmachine. Two patents came out of this work, one for the machise control unit and the second for equipment to prepare the punched paper tape for storing NC part programs.

In 1956, the Air Force decided to sponsor the development of NC machine tools at several different companies. These machines were placed in operation at various aircraft companies between 1958 and 1960. The advantages of NC soon became apparent, and the aerospace companics bcean placing orders for new NC machines In some cases, they even began building their own units. This served as a stimulus to the remaining machine tool companies that had not yet embraced NC technology. Advances in computer tochnology also stimulated further development (Historical Note 6.2)

The importance of part progromming was clear from the start. The U.S. Air Force continued to encourage the development and application of NC by sponsoring research at MIT for a part programming language to control $N C$ machines. This research resulted in the development of the APT language in 1958 (Historical Note 6.3).

### 6.1 FUNDAMENTALS OF NC TECHNOLOGY

To introduce NC technology. we first define the basic components of an NC system. This is followed by a description of NC coordinate systems in common use and types of motion controls used in NC.

### 6.1.1 Basic Components of an NC System

$A \pi N C$ system consists of three basic components: (i) a program of instructions. (2) a machune control unit, and (3) processing equipment. The general relationship among the three components is illustrated in Figure 6.1.

The program of inutructions is the detailed step by step commands that dired the actions of the processing equiprnent. In machine tool applications, the program of instructions is called a part program, and the person who prepares the program is called a part proprammer. In these applicanons, the individual commands refer to positions of a cutting tool relative to the worktable on which the workpart is fixtured. Additional instructions are usually included, such as spindle speed. feed rate, curting tool selection, and other functions. The program is coded on a suitable medium for summission to the machine control unit. For many yeary the common medium was I-inch wide punched tape. using a standard format that could be interpreted by the machine conerol unit. Today. punched tape has largeiy been replaced by newer storage technologies in modern machine shops. These techmologies include magnetic tape, disketles. and electronic transfer of part programs from a computer.

In modern Ne technolugy, the machine control unit (MCU) consists of a microcomputer and related control hardware that stores the program of instructions and executes it by converting cach command into mechanical actions of the processing equipment, onc command at a time. The related haroware of the MCU includes components to interface with the processing equipment and feedback control elements. I he MCU also includes onc or more reading levices for entering part programs into memory. The type of readers depends on the storage modia used for part programs in the machine shop (e.g. punched 1ape reader. magnetic lape reader, floppy disk drive). The MCU also includes control sysdem software, alculation algorithms, and iranslation software to convert the NC part program into a usable format for the MCU. Because the MCU is a computer, the ferm computer mumerical control ( CNC ) is used to distinguish this type of NC from its technological predecessors that were based entirely on hard-wired electronics. Today, virtually all new MCUs are based on computer technology; hence. when we refer to NC in this chapter and eiscwhere, we mean CNC.

The third basic component of an NC system is the processing equipment that performs uscful work. It accomplishes the processing steps to transform the starting workpiece intu a completed part. Its operation is directed by the MCU which in turn is driven by instructions contained in the part program. In the most common example of NC, machinitg. the processing equipment consists of the worktable and spindle as well as the motors and controls to drive them.


Figure 6.1 Basic components of an NC system.

### 6.1.2 NC Coordinate Systems

To programt the NC processing equipment a standard axis system must be defined by which the position of the workhead relative to the workpart can be specified. There are two axis systems used in NC, one for flat and prismatic workparts and the other for rotational parts. Both axis systems are based on the Cartesian coordinate system.

The axis system for flat and prismatic parts consists of the three linear axes ( $x, y, z$ ) in the Cartesian coordinate system, plus three rotational axes ( $a, b, c$ ), as shown in Figure 6.2(a). In most machine tool applications, the $x$-and $y$-axes are used to move and position the worktable to which the part is attached, and the $z$-axis is used to control the vertical position of the cutting tool. Such a positioning scheme is adequate for simple NC applications such as drilling and punching of flat sheet metal. Programming of these machine tools consists of little more than specifying a sequence of $x-y$ coordinates.

The $a-b$-, and $c$-rotational axes specify angular positions about the $x-, y$-, and $z$-axes, respectively. To distinguish positive from negative angles, the right-hand rule is used. Using the right hand with the thumb pointing in the positive linear axis direction ( $+x_{1}+y$, or $+z$ ), the fingers of the hand are curled in the positive rotational direction. The rotational axes can be used for one or both of the following (1) orientation of the workpart to present different surfaces for machining or (2) orientation of the tool or workhead at some angle relative to the part. These additional axes permit machining of complex workpart geometries. Machine tools with rotational axis capability generally have either four or five axes: three linear axes plus one or two rotational axes. Most NC machine tool systems do not require all six axes.

The coordinate axes for a rotational NC system are illustrated in Figure 6.2(b). These systems are associated with NC lathes and turning centers. Although the work rotates, this is not one of the controlled axes on most of these turning machines. Consequently, the $y$ axis is not used. The path of the cutting tool relative to the rotating workpiece is defined in the $x-z$ plane, where the $x$-axis is the radial location of the tool, and the $z$-axis is parallel to the axis of rotation of the part.

The part programmer must decide where the origin of the coordinate axis system should be located. This decision is usually based on programming convenience. For example, the origin might be located at one of the comers of the part. If the workpart is sym-


Figure 6.2 Coordinate systems used in NC: (a) for flat and prismatic work and (b) for rotational work. (On most turning machines, the $z$-axis is horizontal rather than vertical as we have shown it.)
metrical, the 7 cro point might be most conveniently defined at the center of symmetry. Wherever the location. this zero point is communicated to the machine tool operator. At the beginning of the job, the operator must move the cutting tool under manual control to some target point on the worktable, where the tool can be easily and accurately positioned. The target point has been previously referenced to the origin of the coordinate axis system by the part programmer. When the tool has been accurately positioned at the target point, the operator indicates to the MCU where the origin is located for subsequent tool movements.

## B.1.3 Motion Control Systems

Some NC processes are performed at discrete locations on the workpart (e.g., drilling and spot welding). Others are carried out while the workhead is moving (e.g, turning and continuous are welding). If the workhead is moving it may be required to follow a straight line path or a circular or other curvilinear path. These different types of movement are accomplished by the motion control system, whose features are explained below.

Point-to-Point Versus Continuous Path Control. Motion control systems for NC (and robotics, Chapter 7) can be divided into two types: (1) point-to-point and (2) continvous path. Point-to-pount systerts, also called positioning systerns, move the work lable to a programmed location without regard for the path taken to get to that location. Once the move has been completed, some processing action is accomplished by the workhead at the location. such as drilling or punching a hole. Thus, the program consists of a series of point locations at which operations are performed, as depicted in Figure 6.3.

Contintous path systems generally refer to systems that are capable of continuous simultaneous control of two or more axes. This provides control of the tool trajectory relative to the workpart. In this case, the tool periorms the process while the worktable is moving, thus enabling the system to generate angular surfaces, two-dimensional curves, on three-dimensional contours in the workpart. This control mode is required in many milling and turning operations. A simple two-dimensional profile milling operation is shown in Figure 6.4 to illustrate continuous path control. When continuous path control is utilized to move the tool parallel to only one of the major axes of the machine tool worktable, this is called srraight-cui NC. When continuous path control is used for simultanenus control of two or more axes in machining operations, the term contouring is used.


Figure 6.3 Point-to-point (positioning) control in NC. At each $x \cdot y$ position, table movement stops to perform the hole-drilling operation.


Figure 6.4 Continuous path (contouring) control in NC ( $x-y$ plane only) Note that cutting tool path must be offset from the part outline by a distance equal to its radius.

Interpolation Methods. One of the important aspects of contouring is interpolation. The paths that a contouring-type NC system is required to generate often consist of circular arcs and other smooth nonlinear shapes. Some of these shapes can be defined mathematically by relatively simple geometric formulas (e.g., the equation for a circle is $x^{2}+y^{2}=R^{2}$. where $R=$ the radius of the circle and the center of the circle is at the origin), whereas others cannot be mathematically defined except by approximation. In any case, a fundamental problem in generating these shapes using NC equipment is that they are continuous, whereas NC is digital. To cut along a circular path, the circle must be divided into a series of straight line segments that approximate the curve. The tool is commanded to machine each line segment in succession so that the machined surface closely matches the desired shape. The maximum error between the nominal (desired) surface and the actual (machined) surface can be controlled by the lengths of the individual line segments, as explained in Figure 6.5.

If the programmer were required to specify the endpoints for each of the line segments, the progranming task woukd be extremely arduous and fraught with errors Also, the part program would be extremely long because of the large number of points. To ease the burden, interpolation routines have been developed that calculate the intermediate points to be followed by the cutter to generate a particular mathematically defined or approximated path.

A number of interpolation methods are avaikable to deal with the various problems encountered in generating a smooth continuous path in contouring. They include: (1) linear interpolation, (2) circular interpolation, (3) helical interpolation, (4) parabolic interpotation, and (5) cubic interpolation. Each of these procedures, briefly described in Table 6.1, permits the programmer to generate machine instructions for linear or curvilinear paths using relatively few input parameters. The interpolation module in the MCU performs the calculations and directs the tool along the path. In CNC systems, the interpolator is generally accomplished by software. Linear and circular interpolators are almost always included in modern CNC systems, whereas helical interpolation is a common option. Parabolic and cubic interpolations are less common; they are only needed by machine shops that must produce complex surface contours.

Absolute Versus incremental Positioning. Another aspect of motion control is concerned with whether positions are defined relative to the origin of the coordinate systerm


Figure 6.5 Approximation of a curved path in NC by a series of straight line segments The accuracy of the approximation is controlled by the maximum deviation (called the tolcrance) between the nominal (desired) curve and the straight line segments that are machined by the NC system. In (a) the wolerance is defined on only the inside of the nominal curve. In (b) the tolerance is defined on only the outside of the desired curve. In (c) the tolerance is defined on both the inside and outside of the desired curve.

TABLE 6.1 Numprical Control Interpolation Methods for Continuous Path Control
tinear interpolation. This is the most basic and is used when a straight line path is to be generated in contínuous path NC. Two-axis and three-axis linear interpolation routines are sometimes distinguished in practice, but conceptually they are the same. The programerer specifies the beginning point and end point of the straight line and the feed rate to be used along the straight line. The interpolator computes the feed rates for each of the two lor threel axes to achieve the specified feed rate.
Circular interpolation. This method permits programming of a circular arc by specifying the following parameters: (1) the coordinates of the starting point, (2) the coordinates of the endpoint, (3) either the center or radius of the are, and (4) the direction of the cutter along the arc. The generated tool path consists of a series of small straight line segments (see Figure 6.5) calculated by the interpolation module. The cutter is directed to move along each line segment one-by-one to generate the smooth circular path. A limitation of circular interpolation is that the plane in which the circular arc exists must be a plane defined by two axes of the NC system $x-y, x-z$, or $y-z$.
Helical interpofation. This method combines the circular interpolation scheme for two axes described above with linear movement of a third axis. This permits the definition of a helical path in three-dimensional space. Applications include the machining of large internal threads, either straight or tapered.
Parabolic and cubic interpolations. These routimes provide approximgtions of free form curves using higher order equations. They generally require considerable computational power and are not as common as linear and circular interpolation. Most applications are in the aerospace and automotive industrjes for free form designs that cannot accurately and conveniently be approximated by combining linear and circular interpolations.


Figure 6.6 Absolute versus incremental positioning. The workhead is presently at point ( 20,20 ) and is to be moved to point ( 40,50 ). In absolute positioning, the move is specified by $x=40 . y=50$; whereas in incremental positioning, the move is specified by $x=20$, $y=30$.
or relative to the previous location of the tool. The two cases are called absolute positioning and incremental positioning. In absolute positioning, the workhead locations are always defined with respect to the origin of the axis systern. In incremental positioning, the next workhead position is defined relative to the present location. The difference is illustrated in Figure 6.6.

### 6.2 COMPUTER NUMERICAL CONTROL

Since the introduction of NC in 1952, there have been dramatic advances in digital computer technolngy. The physical size and cost of a digital computer have been significanlly reduced at the same time that its computational capabilities have been substantially increased. It was logical for the makers of NC equipment to incorporate thesc advances in computer technology into their products, starting first with large mainframe computers in the 1960 s, followed by minicomputers in the 1970 s , and microcomputers in the 1980 (Historical Note 6.2). Today, NC means computer numerical control. Computer numerical control (CNC) is defined as an NC system whose MCU is based on a dedicated microcomputer rather than on a hard-wired controller.

## Historical Note 6.2 Digital computers for NC

The dcyelopment of NC has relied heavily on advances in digital computer technology. As compulers evolved and their performance improved, producers of NC nachines were quick to adopt the latest peneration of computer tectinology.

The first application of the digital compules for NC was to perform part programming. In 1956. MIT demonstrated the feasibility of a computer-aided part programming system using its Whirlwind I computcr (an early digital computer prototype developed at M:T). Based on
this demonatration the CS AIs Forec ponsored development of the APT language, which was completed in 1958 and subsequently released in December 1961 (Historical Note 6.3).

Numerical control technolugy was in its second decade before computers were employed to actually control machine tool moions. In the mid-1960s, the conecpt of direct numeraal comtrol (DNC) was developed. In DNC, individual machine tools were controlled by a mainframe computer located remutely from the machincs. The computer bypassed the panched tape reader, instead transmiting instructions to the machune in real time, one block at a time. The fisb protolype sytem was demonstrated io 1966[8]. Two companies that pioneered the development of DNC were General Electric Company and Cincinnat Milling Machine Company (changing is name to Cincimati Milacron in 1979). Several DNC systems were demonsuated at the National Machine Tool Show in 1970.

Mainframe compulers represented the state of the technology in the mid-1960s. There were no persemal computers or micrucomputers at that time. But the trend in compuler technolog. was toward the use of jntegrated circuits of increasing levels of integration, which resulted in dramatic increases in computational performance at the same time that the size and cost of the cumputer were reduced. At the beginning of the 197 k , the econonics were right iot using a dedicaled computer as the MCU. This application came to be known as computer nu. merical control (C.NC). At first, minicemputers were used as the controliers; subsequently, microconputers were used as the periormanceisize trend continued.

CNC altered the economics of DNC . Direct numerical control economics wete never attractive in the first place. I he DNC systems marketed in the late 1960 and early 1970 s were yery expensive. Their high cost, onmbined with their inflexiblity in terms of management-reporting formats and hardware requirements, caused businesses to resist the temptation to plunge into the new technoliggy All of a sudden CNC was available. Why use an expensive mainframe compuler to rur multiple machme tools, when each machine could have its own computer? Yct the DNC concepr had merit, because it included a communications network that provided for collcction of data from the machine tools as well as distribution of part programs to the machincs. As CNC replaced cornventional NC, the notion ot DNC reappeared only in a different form. Inslead of direct conlrol of individual nachines by a central computer, one instruction block at a time. the central computer could download entire part programs to the machincs. The term uscd for this modified form of DNC was distributed $N C$.

### 6.2.1 Features of CNC

Computer NC systems include additional features beyond what is feasible with conventional hard-wired NC. These features, many of which are standard on most CNC MCUs whereas others are optional, include the following:

- Storage of more than one part prrgram. With improvements in computer storage technology, newer CNC controllers have sufficient capacity to store multiple programs. Controlter manufacturess generally offer one or more memory expansions as options to the MCU,
- Various forms of program input. Whereas conventional (hard-wired) MCUs are limited to punched tape as the inpul medium for entering part programs. CNC controllers yenerally possess multiple data entry capabilities, such as punched tape (if the machine shop still uses punched tape), magnctic tape, floppy diskette, RS- 232 communications with external computers, and manual data input (operator entry of program).
- Progran editing at the machine tool. CNC permits a part program to be edited while it resides in the MCU computer memory. Hence, the process of testing and correcting a program can be done entirely at the machine site, rather than returning to the
programming office to correct the tape. In addition to part program corrections, editing also permits optimizing cutting conditions in the machining cycle. After correcting and optimizing the program, the revised version can be stored on punched tape or other media for future use.
- Fired cycles and programming subroutines. The increased memory capacity and the ability w progran the conirol computer provide the opportunity to store frequently used machining cycles as mucros that con be called by the part program. Instead of writing the full instructions for the particular cycle into every program, a call statement is included in the part program to indicate that the macro cycle should be cxecuted. These cycles often require that cettain parameters be defined; for example, a bolt hole circle, in which the diameter of the bolt circle, the spacing of the bolt holes, and other parameters must be specified.
- Interpolation. Some of the interpolation schemes described in Table 6.1 are normally executed only on a CNC system because of the computational requirements. Linear and circular interpolation are sometimes hard-wired into the control unit, but helical, parabolic and cubic interpolations are usually executed in a stored program algorithrn.
- Positioning features for setup. Setting up the machine tool for a given workpart involves installing and aligning a fixture on the machine toot table. This must be accomplished so that the machine axes are established with respect to the workpart. The alignment task can be facilitated using certain features made possible by software options in a CNC system. Position ser is one of these features. With position set, the operator is not required to locate the fixture on the machine table with extreme accuracy. Instead, the machine tool axes are referenced to the location of the fixture by using a target point or set of target points on the work or fixture.
- Cutter length and size compensation. In older style controls, cutter dimensions had to be set very precisely to agree with the tool path defined in the part program. Alternative mettods for ensuring accurate tool path definition have been incorporated into CNC controls. One method involves manually entering the actual tool dimensions into the MCU. These actual dimensions may differ from those originally programmed. Compensations are then automatically made in the computed tool path. Another method involves use of a tool length sensor built into the machine. In this technique. the cutter is mounted in the spindle and the sensor measures its length. This mensured value is then used to correct the programmed tool path.
- Acceleration and deceleration ralculotions. This feature is applicable when the cutter moves at high feed rates. It is designed to avcid tool marks on the work surface that would be generated due to machine tool dynamics when the cutter path changes abruptly. Instead, the feed rate is smoothly decelerated in anticipation of a tool path change and then accele rated back up to the programmed feed rate after the direction change.
- Communications interface. With the trend toward interfacing and networking in plants today, most modern CNC controliers are equipped with a standard RS-232 or other communications interface to allow the machine to be linked to other computers and computer-driven devices. This is usefui for various applications, such as: (1) downloading part programs from a eentral data file as in distributed NC; (2) collecting operational data such as workpiece counts, cycle times, and machine utilization; and (3) interfacing with peripheral equipment, such as robots that luad and unload parts.
- Diagnostucs. Many modern CNC systems possess an on-lime diagnostics capability that monitors certain aspects of the machine tool to detect malfunctions or signs of impending malfunctions or to diagnose system breakdowtis. Some of the common features of a CNC diagnostics system are listed in Table 6.2

TABLE 6.2 Common Features of a CNC Diagnostics System
Controistert-up diagnostics. This diagnostic check is applied when the CNC system is in itially powered up. It checks the integrity of system components, such as the CPU, servo controls, and input/output $\{1 / \mathrm{O}\}$ board, indicating which components have failed or malfunctioned during startup.
Malfunction and faibore analysis When a malfunction is detected during regular machine operation, a message is displayed on the controller's CRT montor indicating the nature of the problem. Depending on the seriousness of the malfunction, the machine can be stopped cr maintenance can be scheduled for a nomproduction period. In the event of a machine breakdown, the analysis feature can help the repair crew determine the reason for the breakdown, One of the biggest problems when a machine failure occurs is diagnosing the reason for the breakdown. Bymonitoring and aralyzing its own operation, the system can determine and communicate the reason for the failure. In many diagnostics systems, a communications link can be established with the machine tool builder to provide repair support to the user.
Extended diagnostics for individual components. If an intermittent problem is suspected of a certain component, a continuous check of the component can be initiated.
Tool life monitoring. Tool life data for each cutting tool are entered into the system. The system accumulates the actual run time of each tool, and when its life expectancy is reached, a tool change notice is displayed. In some CNC systems, the worn tool will be replaced by an identical tool if one is available in the tool drum.
Preventive maintenance notices. This feature indicates when normal preventive maintenance routines must be performed, such as checks on cutting fluid levels, hydraulic fluid, and bearing fitting changes.
Programming diagnostics. This feature consists of a graphics simulator to check new part programs. Some systems calculate data such as machining eycle times and actual cutting time of each tool during the cycle.

Source: Noakeril61 and others.

### 6.2.2 The Machine Control Unit for CNC

The MCL is the hardware that distinguishes CNC from conventional NC. The general contiguration of the MCU in a CNC system is illustrated in Figure 6.7. The MCU consists of the following components and subsystems: (1) central processing uit, (2) memory, (3) LO interface. (4) controls for machine tool axcs and spindle speed, and (5) sequence controls for other machine tool functions. These subsystems are interconnected by means of a system bus, as indicated in the figure.


Figure 6.7 Configuration of CNC machine control unit.

Central Processing Unit. The central processing unit (CPU) is the brain of the MCU. It manages the othet components in the MCU based on software contained in mains memory. The CPU can be divided into three sections: (1) control section, (2) arithmetic-logic unit, and (3) immediate access memory. The control section retrieves commands and data from memory and generates signals to activate other components in the MCU In short, it sequences, coordinates. and regulates all of the nctivities of the MCU computer. The arith-metic-logic unit (AL.U) consists of the circuitry to perform various calculations (addition, subtraction, multiplication, counting. and logical functions required by software residing in memory. The immediate access memory provides a temporary storage for data being processed by the CPU. It is connected to main memory by means of the sytem data bus.

Memory. The immediate access memory in the CPU is not intended for storing CNC software. A much greater storage capacity is required for the various programs and data noeded to operate the CNC system. A.s with most other compuler systems, CNC nemory can be divided into two categories: (1) main memory and (2) secondary memory. Main memory (also known as primary storage) consists of ROM (read-only memory) and RAM (random access memory) devices. Operatimg system software and machine interface programs (Section 6.2.3) are generally stored in ROM. These programs are usually installed by the manutacturer of the MCU. Numerical control part programs are stared in RAM devices. Current programs in RAM can be erased and replaced by new programs as jobs are changed.

High-capacity secondary memory (also called auxiliary sorage or secondary storage) devices are used to store large programs and data files, which are transferred to main memory as needed. Common among the secondary memory devices are floppy diskeltes and hard disks. Floppy diskettes are portable and have replaced much of the punched paper tape traditionally used to store part programs. Hard disks are high-capacity storage devices that are permanently installed in the CNC machine control unit. CNC secondary memory is used to store part programs, macros, and other software.

Inpuvoutput Interface. The I/O interface provides communication between the various components of the CNC system, other computer systems, and the machine operator. As its name suggests, the I/O interface transmits and receives data and signals to and from external devices, several of which are indicated in Figure 6.7. The operator control panel is the basic interface by which the machine operator communicates to the CNC system. This is used to enter commands relating to part program editing, MCU operating mode (e.g., program control vs. manual control), speeds and feeds, cutting fluid pump on/off, and similar functions. Either an alphanumeric keypad or keyboard is usually included in the operator control panel. The I/O interface also includes a display (CRT or LED) for communication of data and information from the MCU to the machine operator. The display is used to indicate current status of the program as it is being executed and to warn the operator of any malfunctions in the CNC system.

Also included in the $1 / O$ interlace are one or more means of entering the part program into storage. As indicated previously, NC part programs are stored in a variety of ways, including punched tape magnetic tape, and floppy disks. Programs can also be entered manually by the machine operator or stored at a central computer site and transmitted via local area network (LAN) to the CNC system. Whichever mcans isemployed by the plant, a suitable device must be included in the T/O interface to allow input of the program into MCU memory.

Controls for Machine Tool Axes and Spindle Speed. These are hardware components that control the pusition and velocity (feed rate) of each machine axis as well as the rotational speed of the machine tool spindic. The control signals generated by MCU must be converted to a form and power level suited to the particular position control systems used to drive the machine axer. Positioning systems can be classificd as open-loop or closech-loop, and different hardware compenents are required in each case. A more-detaijed discussion of these hardware elements is presented in Section 6.6 , together with an analysis of how they operate togenher to achieve position and feed rate control. For our purposes here. it is sufficient to indicate that some of the hardware components are resident in the MCL:

Depending on the type of machine trol. the spindle is used to drive either (1) the workpiece or (2) a rotating cutter. Turning exemplifics the first case, whereas milling and drilling exemplify the second. Spindle speed is a programmed parameter for most CNC machine tools. Spindle speed control components in the MCL usually consist of a drive control circuil and a feedback sensor interface. The particular hardware components depend on the type of spindle drive.

Sequence Controls for Other Machine Tool Functions. In addition to control of lable position, feed rate, and spindle speed, several additional functions are accomplished ander part program control. These auxiliary functions are generally on/off (binary) actuations, interlocks. and discrete numerical data. A sampling of these functions is presented in Table 6.3. To avoid overloading the CPU. a programmable logic controller (Chapter 8) is sometimes used to manage the I'O interface for these auxiliary functions.

Personal Computers and the MCU. In growing numbers, personal computers $(\mathrm{PCs})$ are being used in the factory to implement process control (Section 4.4.6), and CNC is no exception. Two basic configurations are being applied [14]: (1) the PC is used as a separate front-end interface for the MCU, and (2) the PC contains the motion control board and other hardware required to operate the machine tool. In the second case, the CNC control board fits into a standard slot of the PC . In either configuration, the advantage of using a PC for CNC is its flexibility to execute a variety of user software in addition

TABLE 6.3 Examples of CNC Auxiliary Functions Often Implemented by a Programmable Logic Controlier in the MCU

| CNC Auxiliary Function | Type or Classification |
| :---: | :---: |
| Coolant control | On/off output from MCU to pump |
| Tool changer and tool storage unit | Discrete numerical data possible values limited to capacity of tool storage unit) |
| Fixture clamping device | On/off cutput from MCU to clamp actuator |
| Emergency warning or stop | Onfoff input to MCU from sensor; on/off output to display and alarm |
| Robot for part loading/unloading | Interlock to sequence loading and unloading operation: WO signals between MCU and robot |
| Timers | Continuous |
| Counters (e.g., piece counts) | Discrete numerical data (possible values limited to number of parts that can be produced in a given time period, such as a shift) |

to and concurrently with controlling the machine tool operation. The user software might include programs for shop-floor control, statistical process control, solid modeling, cutting tool management, and other computer-aided manufacturing software. Other benefits include improved case of use compared with conventional CNC and ease of networking the PCs. Possible disadvantages include (1) lost time to retrofit the PC for CNC, particularly when installing the CNC. motion controls inside the PC. and (2) current limitations in applications requing complex five-axis control of the machine tool-for these applications, traditional CNC is still more efficient. It should be mentioned that advances in the technology of PC-based CNC are likely to reduce these disadvantages over time. Companies are demanding open architecture in CNC products, which permits components from different vendors to be used in the same system [7].

### 6.2.3 CNC Software

The computer in CNC operates by means of software There are three types of software programs used in CNC systems: (1) operating system software, (2) machine interface software, and (3) application software.

The principal function of the operating system soffware is to interpret the NC part programs and generate the corresponding control signals to drive the machine tool axes. It is instafied oy the controller manufacturer and is stored in ROM in the MCU.The operating system software consists of the following: (1) an editor, which permits the machine operator to input and edit NC part programs and perform other file management functions; (2) a control program, which decodes the part program instructions, performs interpolation and acceleration/deceleration calculations, and accomplishes other related functions to produce the coordinate control signals for each axis; and (3) an execuive program, which mant ages the execution of the CNC software as well as the I/O operations of the MCU. The operating system software also includes the diagnostics routines that are available in the CNC system (Table 6.2).

The machine interface software is used to operate the communication link between the CPU and the machine tool to accomplish the CNC auxiliary functions (Table 6.3). As previously indicated, the I/O signals associated with the auxiliary functions are sometimes implemented by means of a programmable logic controller interfaced to the MCU, and so the trachine interface software is often written in the form of ladder logic diagrams (Secticn 8.2).

Finally, the application software consists of the NC part programs that are written for machining (or other) applications in the user's plant. We postpone the topic of part programming to Section 6.5 .

### 6.3 DNC

Historical Note 6.2 describes several ways in which digital computers have been used to implement $N C$. In this section, we discuss two of these implementations that are distingaished from CNC: (1) direct NC and (2) distributed NC.

### 6.3.1 Direct Numerical Control

The first attempt to use a digitul computer to drive the NC machine tool was DNC This was in the late 1960s before the advent of CNC. As initially implemented. DNC involved the control of a number of machine tools by a single (mainframe) computer through direct
connection and in real time. Instead of using a punched tape reader to enter the part program into the MCU, the program was transmitted to the MCU directly from the computer, one block of instructions at a time. This mode of operation was referred to by the name behind the tape reader (BTR). The DNC computer provided instruction blocks to the machine tool on demand; when a machine aeeded control commands, they were communicated to it immediately. As each block was executed by the machine, the next block was transmitted. As far as the machine tool was concerned, the operation was no different from that of a conventional NC controller. In theory, DNC relieved the NC system of its least reliable components: the punched tape and tape reader.

The general configuration of a DNC system is depicted in Figure 6.8. The system consisted of four components: (1) central computer, (2) bulk memory at the central computer site, (3) set of controlled machines, and (4) telecommunications lines to connect the mactines to the central computer. In operation, the computer called the required part program from bulk memory and sent it (one block at a time) to the designated machine tool, This procedure was replicated for all machine tools under direct control of the computer. One commercially available DNC system during the 1970 s clained to be capable of controlling up to 256 machines.

In addition to transmitting data to the machines, the central computer also received data back from the machines to indicate operating performance in the shop (e.g., number of mathining tycles completed, machine utilization, and breakdowns). Thus, a central ubjective of DNC was to achieve two-way communication between the machines and the central computer.

Advantages claimed for DNC in the early 1970s included: (1) high reliability of a central computer compared with individual hard-wired MCUs; (2) elimination of the tape and tape reader, which were unreliable and error-prone: (3) control of multiple machines by one computer; (4) improved computational capability for circular interpolation: (5) part programs stored magnetically in bulk memory in a central location; and (6) computer located in an environmentally agreeable location. However, these advantages were not errough to persuade a conservative manufacturing community to pay the high investment cost for a DNC system, and some of the claimed advantages proved to be overly optimistic.


Figure 6.8 Gieneral configuration of a DNC system. Connection to MCU is behind the tape reader. Key: $\mathbf{B T R}=$ behind the tape reader, $\mathrm{MCU}=$ machine control unit.

For example, ctimination of tape readers was unrealistic because of the need for an alternative way to load part programs incase the central computer went down. The installations of DNC. were limited to the aerospace industry, which had been involved in NC technology since the begiming and possessed a large number of NC machines. These machines were often dispersed throughout large factories, and DNC represented an efficient way to distribute part programs to the machines.

### 6.3.2 Distributed Numerical Control

As the number of CNC machine installations grew during the 1970 s and 1980s, DNC emerged once again, but in the form of a distributed compuler system, or distributed humerical control (DNC). The configuration of the new DNC is very similas to that shown in Figure 6.8 except that the central computer is connccted to MCUs, which are themselves computers This permits complete part programs to be sent to the machitue tools. rather than one block at a time. It also permits easier and less costly installation of the overall systern, because the individual CNC machines can be put into service and the distributed NC can be added later. Redundant computers improve system reliability compared with the original DNC. The new DNC permits two-way communication of data between the shop floor and the central computer, which was one of the important features included in the old DNC. However, improvements in data collection devices as well as advances in computer and communications technologies have expanded the range and flexibility of the information that can be gathered and disseminated. Some of the data and information sets included in the two-way communication flow are itemized in Table 6.4. This flow of information in DNC is similar to the information flow in shop floor control, discussed in Chapter 26.

Distributed NC systems can lake on a variety of physical configurations, depending on the number of machine tools included, job complexity, security requirements, and equipment availability and preferences. There are several ways to configure a DNC system. We illustrate two types in Figure 6.9: (a) switching network and (b) LAN. Each type has sevcral possible variations.

The switching network is the simplest DNC system to configure. It uses a data switching box to make a connection from the central computer to a given CNC machine for downloading part programs or uploading data, Transmission of progrants to the MCU is accomplished through a RS-232-C connection. (Virtually all commercial MCUs include the RS-232-C or compatible device as standard equipment today.) Use of a swifehing box limits the number of machines that can be included in the DNC system. The limit depends on

TABLE 6.4 Flow of Date and information Between Central Computer and Machine Tools in DNC

| Data and information Downloaded from the <br> Central Computer to Machine Tools and Shop Floor | Data and information Loaded from the Machine <br> Tools and Shop Floor to the Central Computer |
| :--- | :--- |
| NC part programs |  |
| List of tools nemded for job | Piece counts |
| Machine tool setup instructions | Actual machining cycle times |
| Machine operator instructions | Tool life statistics |
| Machining cycle time for part program | Machine uptime and downtime statistics, from |
| Data about when program was last used | which machine utilization and reliability can be |
| Production schedule information | assessed |



Figure 6.9 Two configurations of DNC: (a) switching network and (b) LAN, Key: $\mathrm{MCU}=$ machine control unit, $\mathrm{MT}=$ machine tool.
factors such as part program complexity, frequency of service required to each machine, and capabilities of the central computer. The number of machines in the DNC system can be increased by employing a serial link RS-232-C multiplexer.

Local area networks have been used for DNC since the early 1980 s . Various network structures are used in DNC systems, among which is the centralized structure illustrated in Figure 6.9 (b). [n this arrangement, the computer system is organized as a hietarchy, with the central (host) computet coordinating several satelijte computers that are each responsible for a number of CNC machines. Alternetive LAN stractures are possible, each with its relative advantages and disadvantages. Local area networks in different sections and departments of a plant are often intereonnected in plant-wide and corporate-wide networks.

### 6.4 APPLICATIONS OF NG

The operating principle of NC has many applications. There are many industrial operitons in which the position of a workhead must be controlled relative to a part or product heing processed. The applications divide into two categories: (1) machine tool applications
and (2) non-machine toul applications. Machine tool applications are those usually associated with the metalworking industry. Non-mactine tool applications comprise a diverse group of operations in other industries. It should be noted that the apptications are not always identified by the name "numetical control"; this term is used principally in the machine tool industry.

### 6.4.1 Machine Tool Applications

The most common applications of NC are in machine fool control. Machining was the first application of NC , and it is still one of the most important commercially. In this section, we discuss NC machine tool applications with emphasis on metal machining processes.

Machining Operations and NC Machine Tools. Machining is a manufacturing process in which the geometry of the work is produced by removing excess material (Section 2.2 .1 , By controlling the relative motion between a cutting tool and the workpiece, the desired geometry is created. Machining is considered one of the most versatile processes because it can be used to create a wide variety of shapes and surface finishes. It can be performed at relatively high producikn zates to yjeld highly accurate parts at relatively low cost.

There are four common types of machining operations: (a) turning, (b) driling, (c) milling, and (d) grinding. The four operations are shown in Figure 6.10. Each of the machining operations is carried out at a certain combination of speed, feed, and depth of cut, collectively called the cutting conditions for the operation. The terminology varies somewhat for grinding. These cutting conditions are ilustrated in Figure 6.10 for (a) turning, (b) drilling and (c) milling, Consider milling. The cutting speed is the velocity of the tool (milling cutter) rclative to the work. measured in meters per minute (feet per minute). This is usually programmed into the machine as a spindle rotation speed (revolutions per minute). Cutting speed can be converted into spindle rotation speed by means of the following equation:

$$
\begin{equation*}
N=\frac{v}{\pi D} \tag{6.1}
\end{equation*}
$$

where $N=$ spindle rotation speed (rev $/ \mathrm{min}$ ), $v=$ cutting speed ( $\mathrm{m} / \mathrm{min}, \mathrm{ft} / \mathrm{min}$ ). and $D=$ milling cutier diameter ( $\mathrm{m}, \mathrm{ft}$ ). In milling, the feed usually means the size of the chip formed by each tooth in the milling cutter, often referred to as the chip load per tooth. This must nomally be programmed into the NC machine as the feed rate (the travel rate of the machine tool table). Therefore, feed must be converted to feed rate as follows:

$$
\begin{equation*}
f_{\mu}=N n_{\mathrm{t}} f \tag{6.2}
\end{equation*}
$$

Where $f_{f}=$ feed ate $(\mathrm{mm} / \mathrm{min}, \mathrm{in} / \mathrm{min}) . N=$ rotational speed $\langle\mathrm{rev} / \mathrm{min}), n_{t}=$ number of teeth on the milling cutter, and $f=$ feed (mm/tooth, in/tooth). For a turning operation, feed is defined as the lateral movement of the cutting tool per revolution of the workpiece. so the units are millimeters per revolution (inches per revolution). Depth of cut is the distance the tool penetrates below the original surface of the work ( mm , in). These are the parameters that must be controlled during the operation of an NC machine through motion or position commands in the part. program.

Each of the four machining processes is traditionally carried out on a machine tool designed to perfom that process. Turning is perfomed on a lathe, drilling is done on a drill


Figure 6.10 The four common machining operations: (a) turming, (b) drilling. (c) peripheral milling, and (d) surface grinding.
press, milling on a milling machine, and so on. The common NC machine tools are listed in the following along with their typical features:

- NC lathe, either horizontal or vertical axís Turning requires two-axis, continuous path control, either to produce a straight cylindrical geometry (called straight turning) or to create a profile (contour turning).
- NC boring mill, horizontal and vertical spindle. Boring is similar to turning, except that an internal cylinder is created instead of an external cylinder. The operation requires continuous path, two-axis control.
- NC drill press. These machines use point-to-point control of the workhead (spindle containing the drill bit) and two axis ( $x-y$ ) control of the worktable. Some NC drill presses bave turrets containing six or eight drill bits. The turret position is programmed under NC control, thus allowing different drill bits to be applied to the same workpart during the machine cycle without requiring the machine operator to manually change the tool.
- NC milling machine. Milling machines requize continuous path control to perform straight cut or contouring operations. Figure 6.11 illustrates the features of a fouraxis milling machine.


Figure 6.11 (a) Four-axis CNC horizontal milling machine with safety panels installed and (b) with safety panels removed to show typical axis configuration for the borizontal spindle.

- NC cyindrical grinder. This machine operates like a turning machinc, except that the tool is a grinding wheel. It has continuous path two-axis control, similar to an NC lathe.

Numerical control has had a profound influence on the design and operation of machine tools. One of the effects has been that the proportion of time spent by the machine cutting metal is significantly greater than with manually operated machines. This causes certain components such as the spindle, drive gears, and feed screws to wear more rapidly. These componerts must be designed to last longer on NC machines. Second, the addition of the electronic control unit bas increased the cost of the machine, therefore requiring higher equipment utilization. Instead of running the machine during only one shift, which is usually the convention with manually operated machines, NC machines are often operated during two or even three shifts to obtain the rcquired economic payback. Third, the increasing cost of labor has altered the relative roles of the human operator and the machine tool. Consider the role of the operator. Instead of being the highly skilled worker who controlled every aspect of part production, the tasks of the NC machine operator have been reduced to part loading and unloading, tool-changing, chip clearing, and the like. Owing to these reduced responsibilities, one operator can often run two or three automatic machines

The functions of the machine tool have also changed. NC machines are designed to be highly automatic and capable of combining several operations in one setup that formerly required several different machines. They are also designed to reduce the time consumed by the noncutting elements in the operation cycle, such as changing tools and loading and unloading the workpart. These changes are best exemplified by a new type of machine
that dib not exist prior to the advent and development of NC : machining centers. A machining center is a machine toul capable of performing multiple machining operations on a single workpiece in one setup. The operations in yolve rotating cutters, such as milling and drilling, and the feature that enables more than one operation to be perfomed in one setup watumatic tool-changing. We discuss machining centers and refated machine tools in our coverage of sugle station manufacturing cells (Section 14.3.3).

NC Application Characteristics. In general, NC technology is appropriate for low-to-mediunt production of medium to-high varicty product. Using the terminology of Section 2.3 .1 , the product is low-to-nedium $Q$.medum-to-high $P$. Over many years of machine shop practice.certain part characterictics have come to be identified as being most suited to the application of NC. These characteristics are the following:

1. Batif production. NC is most appropsiate for parts produced in small or medium lot sipes (batch sizes ranging from as low as one unit up to several hundred units). DedLeated autumation would be unecomomical for these quantities because of the high tixed cont. Mamal production would require many separate machine setups and would result in higher labor cosi, longer lead cime, and higher scrap rate.
2. Reptat orders. Batches of the same parts are produced at random or periodic intervals. Once the NC part program has been prepared, parts can be coonomically produced in subsequent batches using the same part program.
3. Complex part geometry. The part geometry includes complex curved surfaces such as those found on airfoils and turbine blades. Mathematically defined surfaces such as circhs and helixes can also be accomplished with NC. Some of these geonetries would he difficult if not impossible to achieve accurately using conventional machine tools.
4. Mifch metal needs ts be removed from the workpart. This condition is often associated with complex part geometry. The volume and weight of the final machined part is a relatively small fraction of the starting block. Such parts are common in the aircraft industry to fabricate large structural sections with low weights.
5. Munv weparate machinthg oporations on the puyt. This applies to parts consisting of many machined features requiring different cutting tools, such as drilled andior tapped holes, slus. flats, and so ont. If these operations were machined by a series of manual uperations. many semps would be needed. The number of setups can usually be reduced significantly using NC .
6. The partis expersive. This factor is offen a consequence of one or more of preceding factors 3,4 , and 5 . It can also result from asing a high-cost starting work material. When the part is expensive, and mistakes in processing would be costly, the use of NC helps to reduce rework and scrap losses.

These characteristics are summarized in Table 6.5 , which is organized as a checklist for potettial $N \mathbf{C}$ users to evaluate their operations in terms of NC applicability. The mose check marks falling in the "YES" column, the more likely that NC will be successful. Although the list pertains to machining, the characteristics are adaptabic to other production applications.

NC for Other Metabworking Processes. In addition to the machining process, NC machine tools have also been developed for other metal working processes. These machines include the following.

TABLE 6.5 Checkist to Determine Applicability of NC in Machine Shop Operations
Production Characteristic

1. Batch production in small or medium lot sizes
2. Repeat orders at random or periodic intervals
3. Complex part geometry
4. Much metal needs to be removed from the part
5. Many separate machining operations on the part
6. The part is expensive
Total check marks in each column

- Punch presses for sheet metal hole puncting. The two-axis NC operation is similar to that of a drill press except that holes are produced by punching rather than by drilling.
- Presses for sheet metal bendirg. Instead of cutting shect metal, these systems bend sheet metal according to programmed commands.
- Welding machites. Buth spot welding and continuous arc welding machines arc available with automatic controls based on NC.
- Thermal cufting machines, such as oxyfuel cutting, lascr cutting, and plasma are cutting. The stock is usually flat; thus, two-axis control is adequate. Some laser cutting machines can cut holes in preformed sheet metal stock, requiring four or-five axis control.
- Tube bending machines. Automatic tube bending machines are programmed to control the location (along the length of the tube stock) and the angle of the bend. Im. portant applications include frames for bicycles and motorcycies.


### 6.4.2 Other NC Applications

The operating principle of NC has a host of other applications besides machine tool control. However, the applications are not always referred to by the term "numerical control." Some of these machines with NC-type controls that position a workhead relative to an object being processed are the following:

- Electrical wire wrap machines. These machines, pioneered by Gardner Denver Corporation, have been used to wrap and string wires on the back pins of electrical wiring boards to establish connections between components on the from of the board. The program of coordinate positions that define the back panel connections is determined from design data and fed to the wire wrap machine. This type of equipment has been used by computer firms and other companies in the electronics industry.
- Component insertion machincs. This equipmeat is used to position and jnsert components on an $x-y$ plane, usually a flat hoard or panel. The program specifies the $x$ and $y$-axis positions in the plane where the components are to be located. Component insertion machines find extensive applications for inserting electronic components
into pronted circuit boards. Machines are available for either through-hole or surfacemount applications as well as similar insertion-type mechanical assembly operations.
- Drafting machines. Automated drafting machines serve as one of the output devices for a CAD/CAM (computer-aided desinn/computer-aided manufacturing) system. The design of a product and its components are developed on the CAD/CAM system. Design iterations are developed on the graphics monitor rather than on a me chanical drafting board. When the design is sufficiently finalized for presentation, the output is plotted on the drafting machine, basically a high speed $x-y$ plotter.
- Coordinate measuring machine. A coordinate measuring machine (CMM) is an inspection machine used for measuring or checking dimensions of a part. The CMM has a probe that can be manipulated in three axes and identifies when contact is made against a part surface. The location of the probe tip is determined by the CMM control unit, thereby indicating some dimension on the part. Many coordinate measuring machines are programmed to perform automated inspections under NC. We discuss coordinate measuring machines in Section 23.4.
- Tape laying machines far polymer composites. The workhead of this machine is a dispenser of uncured polymer matrix compositc tape. The machine is programmed to lay the tape onto the surface of a contoured mold, following a back-and-forth and crisscross pattern to build up a required thickness. The result is a multilayered panel of the same shape as the mold.
- Filament winding machines for polymer composites. This is similar to the proceding except that a filament is dipped in uncured polymer and wrapped around a rotating pattert of roughly cylindrical shape.

Additional applications of NC include cloth cutting, knitting, and riveting.

### 6.4.3 Advantages and Disadvantages of NC

When the production application satisfies the characteristics in Table 6.5, NC yields many benefits and advantages over manual production methods. These benefits and advantages translate into economic savings for the user company. However, NC is a more-sophisticated technology than conventiunal production methods are, and there are drawbacks and costs that must be considered to apply the technology effectively. In this section, we examine the advantages and disatvantages of NC.

Advantages of $N C$. The advantages generally attributed to $N C$, with emphasis on machine tool applications, are the following:

- Nonproductive sime is reduced. NC cannot optimize the metal cutting process itself, but it does increase the proportion of time the machine is custing metal. Reduction in noncutring time is achieved through fewer setups, less setup time, reduced workpiece handling time, and automatic tool changes on some NC machines. This advantage translates into labor cost savings and lower elapsed times to produce parts.
- Greater accuracy and repeatability. Compared with manual production methods, NC reduces or eliminates variations that are duc to operator skill differences, fatigue, and other factors attributed to inherent human variabilities. Parts are made closer to nominal dimensions, and there is less dimensional variation among parts in the batch.
- Lower scrup rates. Bectuse greater accuracy and repeatability are achieved, and because human errors are reduced during production, more parts are produced within tolerance. As a consequence, a lower scrap allowance can be planned into the production schedule so fewer parts are made in each batch with the result that production time is saved.
- Invectrion requiremonts are reduced Less inspection is needed when NC is used because party produced from the same NC part program are virtually identical Once the program has been verified, there is no need for the high level of sampling inspection that is required when parts are produced by conventional manual methods. Except for tool wear and equipment malfunctions, NC produces exact repicates of the part each cycle.
- More-complex part geomeirie: are possibte. NC technology has extended the range of possible part geomelries beyond what is practical with manual machining methods. This is an advantage in product design in several ways: (1) More functional features can be designed into a single part. thus reducing the total number of parts in the prodwel and the associated cost of assembly; (2) mathematically defined surfaces can be fabricated with high precision; and (3) the space is expanded within which the designer's imagination can wander to create new part and producl geometries.
- Engmpering changes cart be accommodated more gracefilly. Instead of making alterations in a complex fixture so that the part can be machined to the engineering change, revisions are made in the NC part program to accomplish the change.
- Simpler fixtures are needed. NC requires simpler fixtures because accurate positioning of the tool is accomplished by the NC machine tool. Tool positioning does not have to be designed into the $j \mathrm{ig}$.
- Shorter manufacturing lead times. Jobs can be set up more quickly and fewer setups are required per part when NC is used. This results in shorter elapsed time between order release and completion.
- Reduced parts inventory. Because fewer setups are required atd job changeovers are easier and faster. NC permits production of parts in smaller lot sizes. The economic lot suze is lower in NC than in conventional batch production. Average parts inventory is therefore reduced.
- Less floorspace required. This results from the fact that fewer NC machines are required to perform the same amount of work compared to the number of convenLional machine tools needed. Reduced parts inventory also contributes to lower iloor space requirements.
- Operaior skill-level requirements are reduced. The skill requirements for operating an NC machine are generally less than those required to operate a conventional machine tool. Tending an NC machine tool usually consists only of loading and unloading patts and periodically changing tools. The machining cycle is carried out under program control. Performing a comparable machining cycle on a conventional mach ine requires much more participation by the operator, and a higher level of training and skill are needed.

Disadvantages of NC. On the opposing side. there are certain commitments to NC technology that must be made by the machine shop that installs NC equipment; and these commitments, most of which involve additional cost to the company, might be seen as disadrantages. The disadvantages of NC inciude the following:

- Higher investment coss. An NC machine tool has a higher first cost than a comparable conventional machinc tool. There are several reasons, why, (1) NC mathines include ( NC controls and electronics hardware: (2) software development costs of the CNC controls manufacturer must be incuded in the cost of the machine: (3) morereliable mechanical components are generally used in NC machines; and (4) NC machine tools often possess addionzal features mot induded on conventhume mathinessuch as automatic toof changers and part changers (Section 14.3.3).
- Higher mantenance effor. In gencral, NC equipment requircs a higher level of maintenance than conventional equipment reguires, which translates to higher maintenance and repair costs. This is due largely to the computer and other electronio that are included in a modern NC system. The maintenance staff must inelude personnel who are trained in maintaining and repairing this type of equipment.
- Part programming. NC equipment must be programmed. To be fair, it should be mentioned that process planning mast be accomplished for any part, whether or not it is produced on NC equipment. However. NC part programming is a special preparation step in batch production that is absent in conventional machine shop operations.
- Higher utilization of NC equipment. To maximize the cconomic benctis of an NC machine tool. it usually must be operated multiple shifts. This might mean additg one of wo exita shifts tu the pland's nomal operations, with the requirement for supervision and other staff support.


### 6.5 NC PART PROGRAMMING

NC part programming consists of planning and documenting the sequence of processing steps to be performed on an NC' machine. The part programmer must have a knowledge of machining (or other processing technology for which the NC machine is designed) as well as geometry and trigonometry. The documentation portion of part programming involves the input medium used to transmit the program of instructions to the NC machine control unit (MCU). The traditional input medium dating back to the first NC machines in the 1950 s is 1 -inch wide punched tape. More recently, the use of magnetic tape and floppy disks have been growing in popularity as storage technologies for NC. The atvantage of these input media is their much higher data density.

Part programming can be accomplished using a variety of procedures ranging from highly manual to highly automated methods. The methods are: (1) manual part programming, (2) computer-assisted part programming. (3) part programming using CAD/CAM, and (4) manual data input. These parl programming techniques are described in this section. Let us begin our presentation by explaining the NC coding system used to convey the part program to the machine tool.

### 6.5.1 NC Coding System

The program of instructions is communicaled to the machine tool using a coding system based on binary numbers. This NC coding system is the low-level machine language that can be understood by the MCU. When higher level languages are used, such as AFT (Section 6.5.4), the statements in the program are converted to this basic code. In the present section, we discuss how instructions are written in this NC code to control the relative positions of the tool and workpiece and to accomplish the other functions of the machine tool.

Binary Numbers and the Binary Coded Decimal System. In the binary number system, each digit can take on either of two values, 0 or 1 . The meaning of consecutive digits in the binary system is based on the number 2 raised to successive powers. Starting from the right, the first digit is $2^{0}$ | which equals 1 ), the second digit is $2^{1}$ (which equals 2 ), the thitd is $2^{2}$ (which equals 4), the fourth is $2^{3}$ (which equals 8 ). and so forth. The two numbers, 0 or 1 , in successive digit qusilians, indicate the presence or absence of the value. For example, the binary number 0101 is equal to the decimal number 5 . The conversion from binary to decimal operates as follows:

$$
\begin{aligned}
\left(0 \times 2^{3}\right)+\left(1 \times 2^{2}\right)+\left(0 \times 2^{1}\right)+\left(1 \times 2^{0}\right) & =(0 \times 8)+(1 \times 4)+(0 \times 2)+(1 \times 1) \\
& -4+1=5
\end{aligned}
$$

Conversion of the 10 digits in the decimal number system into binary numbers is shown in Table 6.6. Four binary digits are required to represent the ten single-digit numbers in decimal. Of course, the numerical data required in NC includes large decimal values; for example, the coordinate position $x=1250 \mathrm{~mm}$. To encode the decimal value 1250 in the binary number system requires a total of 11 digits: 10011100010. Another problem with the binary number system is the coding of decimal fractions, for example, feed $=0.085 \mathrm{~mm} / \mathrm{rev}$.

To deal with these problems in NC, a combination of the binary and decimal number systems has been adopted, called the binary-coded decimal ( BCD ) system. In this coding scheme each of the ten digits ( $0-9$ ) in the decimal system is coded as a four-digit binary number, and these binary numbers are added in sequence as in the decinal number system. For example, the decimal value 1250 would be coded in BCD as follows:

| Number sequence |  | Binary numbar |
| :--- | :---: | :---: |
| First | 0001 | Decimal value |
| Second | 0010 | 1000 |
| Third | 0101 | 200 |
| Fourth | 0000 | 50 |
| Sum |  | 0 |

EIA and ISO Coding Standards. In addition to numerical values, the NC coding system must also provide for alphabetical characters and other symbols. Eight binary dig. its are used to represent all of the characters required for NC past programming. There are two standard coding systems currently used in NC: (1) the Electronics Industry Association (EIA) and (2) the International Standards Organization (ISO). The Electronics Industry Association system is known as EIA RS 244-B. The ISO code was originally developed as the American Standard Code for Information Interchange (ASCII) and has been adopted by ISO as its NC standard. The complete listings of EIA and ISO (ASCII) codes for NC are shown in Table 6.7. Many NC controllers are capable of reading either code.

TABLE 6.6 Comparison of Binary and Decimal Numbers

| Binary | Decimal |  | Binary | Dacimat |
| :---: | :---: | :---: | :---: | :---: |
| 0000 | 0 |  | 0101 | 5 |
| 0001 | 1 | 0110 | 8 |  |
| 0010 | 2 | 011 | 7 |  |
| 0011 | 3 | 1000 | 8 |  |
| 0100 | 4 |  | 1001 | 9 |

TABLE 6.7 Standard EIA and ISO (ASCII) Codes for Numerical Control Programming. Originally Designed for Punched Tape

| eia Code |  |  |  |  |  |  |  |  | Character or interpretation | ISO Code (ASCII) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 7 | 5 | 5 | 4 |  | ${ }_{3}{ }_{2}$ |  |  |  | 8 | 7 | 6 | 5 | 4 |  |  | 21 |
|  |  | $\square$ |  |  | - |  |  |  | a |  |  | 0 | O |  | 。 |  |  |
|  |  |  |  |  | $\bigcirc$ |  |  | O | 1 | 0 |  | 0 | O |  | - |  | 0 |
|  |  |  |  |  | - | 0 | D |  | 2 | 0 |  | 0 | 0 |  | - |  | $\bigcirc$ |
|  |  |  | 0 |  | $\cdots$ | $\bigcirc$ | 0 | - | 3 |  |  | 0 | 0 |  | - | 0 | 00 |
|  |  |  |  |  |  | 0 |  |  | 4 | 0 |  | 0 | 0 |  | - 0 | - |  |
|  |  |  | 10 |  | - | O |  | 0. | 5 |  |  | $\bigcirc$ | 0 |  | - 0 | - | $\bigcirc$ |
|  |  |  | 0 |  | - | 0 |  |  | 6 |  |  | of | - |  | - 0 | - 0 | $\bigcirc$ |
|  |  |  |  |  | - | 010 | 0 | O | 7 | 0 |  | 0 | O |  | - 0 | 0.0 | 00 |
|  |  |  |  | 1 | - |  |  |  | 8 | 0 |  | 0. | 0 | $\bigcirc$ | - |  |  |
|  |  |  | 0 | O | - |  |  | 0 | 9 | 0 | \% | 0 | - |  |  | O |  |
|  | $\bigcirc$ | 0 |  |  | - |  |  | 0 | A |  | O |  |  |  | - |  | 0 |
|  | $\bigcirc$ | O |  |  | $\bigcirc$ |  | 0 |  | B |  | $\bigcirc$ |  |  |  | - |  | $\bigcirc$ |
|  | $\bigcirc$ | D | 0 |  | - |  | 0 | 0. | C | 0 | $\bigcirc$ |  |  |  | - |  | 00 |
|  | $\square$ | $\square$ |  |  | - | 0 |  |  | 0 |  | 0 |  |  |  | - 0 | $\bigcirc$ |  |
|  | $\bigcirc$ | 0 | 10 |  | - | 0 |  | 0 | E | 0 | $\bigcirc$ |  |  |  | - 0 | 0 | 0 |
|  | $\bigcirc$ | $\bigcirc$ | 0 |  | - | 0.0 | - |  | F | 0 | O |  |  |  | - 0 | 0 | - |
|  | 0 | 5 |  |  | -1 | 10 | 00 | $0]$ | G |  | $\bigcirc$ |  |  |  | c 10 | $\bigcirc$ | 010 |
|  | 0 | $\bigcirc$ |  | $\bigcirc$ | 0 |  |  |  | H |  | 0 |  |  | - | - |  |  |
|  | $\bigcirc$ | 01 | To | 0 | - |  |  | 0 | 1 |  | O |  |  | 0 | - |  | 0 |
|  | 0 |  | 0 |  | - |  |  | 0 | $J$ | 0 | 1 |  |  | $\bigcirc$ | - | $\bigcirc$ | 0 |
|  | $\bigcirc$ |  | 10 |  | - | $\bigcirc$ | O |  | K |  | 0 |  |  | 0 | - |  | 0.0 |
|  | - |  |  |  | - | $\bigcirc$ | 00 | 0 | L | 0 | 0 |  |  | - | - 0 | $\bigcirc$ |  |
|  | $\bigcirc$ |  | 0 |  | $\bigcirc$ | 0, |  |  | M |  | 0 |  |  | $\bigcirc$ | - 0 | $\bigcirc$ | 0 |
|  | $\bigcirc$ |  |  |  | - | 0 |  | 0 | N |  | 0 |  |  | $\bigcirc$ | - 0 | 0.0 | 0 |
|  | 0 |  |  |  | - | 00 |  |  | 0 | $\bigcirc$ | 0 |  |  | $\bigcirc$ | - 0 | 0 | 010 |
|  | - |  | 0 |  | - | O10 | 0 | 0 | P |  | 0 |  | 0 |  | - |  |  |
|  | 0. |  | - | 0 | - |  |  |  | $\bigcirc$ |  | O |  | $\bigcirc$ |  | - |  | 0 |
|  | 0 |  |  | 0 | - |  |  | 0 | R |  | 10 |  | $\bigcirc$ |  | - |  | 3 |
|  |  | 0 | $\bigcirc$ |  | - | $\bigcirc$ | $\bigcirc$ |  | S |  | 10 |  | ㅇ. |  | - 0 | O 3 | 0 |
|  |  | 0 |  |  | $\bigcirc$ | 0 | O |  | $T$ | 0 | O |  | 0 |  | - | O |  |
|  |  | 3. | 10 |  | - | 0 |  |  | U |  | 0 |  | $\bigcirc$ |  | O | $\bigcirc$ | 0 |
|  |  | 5 |  |  | - | $\bigcirc$ |  | 0 | V |  | 0 |  | - |  | O | 00 | 0 |
|  |  | 0 |  |  | - | -2. |  |  | W | - | $\bigcirc$ |  | $\bigcirc$ |  | $\bigcirc$ | $\bigcirc$ | 0 |
|  |  | 3 | O |  | 10 | O. 3 | 2.0 | 0 | X | O | O. |  | 0.0 | 0. | - |  |  |
|  |  | 0 | O | $\bigcirc$ | - |  |  |  | Y |  | 0 |  | 00 | 0 | - |  | 0 |
|  |  | $\bigcirc$ |  | 0 | - |  |  | 0 | Z |  | 0 |  | 0 | 0. | - | 2 | 0 |
|  |  | 10 | - | - | - | OD |  |  | Tab |  |  |  |  | 0 | - |  | $\bigcirc$ |
| 0 |  |  |  |  | - |  |  |  | End-of-Block |  |  |  |  | 0. | - | $\bigcirc$ | $\bigcirc$. |
|  |  |  | 0 |  | - |  |  |  | Space | 0 |  | $\bigcirc$ |  |  | - |  |  |
|  | 0 | 0 | 0 |  | $\bigcirc$ |  |  |  | Positive sign $+1+$ |  |  | 0 |  | 0 | - |  | 0.0 |
|  | 0 |  |  |  | $\bigcirc$ |  |  |  | Negative sign (-) |  |  | 0 |  | 0. | - 0 | $\bigcirc$ | 0 |
|  | 0 | 0 |  | $\bigcirc$ | -1 |  |  | a) | Period (decimal point a $_{\text {d }}$ |  |  | 0 |  | 0 | . 10 | 010 |  |
|  |  | 0 | - | O | -1 | 0 | 10 |  | Comma L ) | 0 |  | $\bigcirc$ | 0 | 0. | - 0 |  |  |

Note: Coturnn numbars identify columns on the punched tape; Os represent holes in the tape.

Both EIA and ISO coding schenzes were cleveloped when punched tape was the predominant medium for storing NC part programs. Although punched tape has been largely superseded by more mokern media. it is still widely used in industry, if only for backup storage. To ensure the correctness of the punched tape, the eight binary digits in the EIA and ISO codes include a parity check. Here's how the parity check works, explained here for the EIA code. In the LIA system, the tape reader is instructed to count an odd number of holes across the width of the tape. Whenever the particular number or symbol being punched requires an even number of holes. an extra hole is punched in column 5 , hence making the total an odd number. For example, the decimal number 5 is coded by means of holes in columns 1 and 3 . Since this is an even number of holes, a parity hole woutd be added. The decimal 7 requires an odd number of holes (in columns 1,2 , and 3 ), so no parity hole is needed. The parity check helps to ensure that the tape punch mechanism has perforated a complete hole in all required positions. If the tape reader counts an even number of holes, then a signal is issued that a parity error has occurred.

The difference between the EIA and ISO systems is that the parity check in the ISO code is an even number of holes, called an even parity. The EIA system uses an odd pari$t y$. Also. whereas the parity bole is in the fifth-digit position in the EIA coding system, it is in the eighth position in the ISO system. These differences can be seen in Table 6.7.

How Instructions Are Formed. A binary digit is called a bit. In punched tape, the values 0 or 1 are represented by the absence or presence of a hole in a certain row and column position (rows run across the tape;columns run lengthwise along the tape). Out of one row of bits a character is formed. A character is a combination of bits representing a numerical digit ( $0-9$ ), an alphabetical letter (A-Z), or a symbol (Table 6.7). Ott of a sequence of characters, a word is formed. A nord specifies a detail about the operation, such as $x$ position, $y$-position, feed rate, or spindle speed. Out of a coltection of words, a block is formed. A block is one complete NC instruction. It specifies the destination for the move, the speed and feed of the cutting operation, and other commands that detemine explicitly what the machine tool will do. For example, an instruction biock for a two-axis NC milling machine would likely include the $x$-and $y$-coordinates to which the machine table should be moved, the type of motion to be performed (linear or circular interpolation), the rotational speed of the milling cutter, and the feed rate at which the milling operation should be performed. Instruction biocks are separated by an end-of-block (EOB) symbol (a hole in column 8 in the EIA standard or holes in columns 2 and 4 in the ISO standard, as in Table 6.7).

The essential information in a part program is conveyed to the MCU by means of words that specify coordinates, feeds and speeds, tooling, and other commands necessary to operate the machine tool. Given the varicty of machine tool types and the many different companies that build NC machine tools and MCUs, it is no surprise that several different formats have been developed over the years to specify words within an instruction block. These are often referred to as tape formats, because they were developed for punched tapes. More generally, they are known as block formats. At least five block formats have been developed [8]; these are briefly described in Table 6.8 , with rwo lines of code for the drilling sequence shown in Figure 6.12.

The word address format with TAB separation and variable word order has been standardized by ElA as RS-274. It is the block format used on all modern controtlers and is the format we will discuss here. It is usually referted to simply as the word address format even though it has been enhanced by tab separation and variable word order. Common letter prefixes used in the word address format are defitred in Table 6.9.

TABLE 6.8 Five Block Formats Used in NC Programming
Block Format (Tape Formath
Example for Figure 6.12

Fixed sequential format. This format was used on many of the first commercially available NC machines. Each instruetion block contains five words specified in only numerical data and in a very fixed order.
Fixed sequential format with TAB ignored. This is the same as the fixed sequential format except that TAB codes are used to separate the words for easier reading by humans.
Tab sequential format. This is the same as the preceding format except that words with the same value as in the preceding block can be omitted in the sequence.
Word address format. This format uses a letter prefix to identify the type of word. See Table 6.9 for detinition of prefixes. Repeated words can be omitted. The words run together, which makes the code difficult to read (for humans).
Word address format with TAB separation and variable word order. This is the same format as the previous, except that words are separated by TABs, and the words in the block can be listed in any order. See Table 6.9 for definition of letter prefixes.

00100070000300003 00200070000600003

00100070000300003
00200070000600003
00100070000300003
$00200 \quad 06000$
N001G00X07000Y03000M103 N002Y06000

N001 G00 K07000 Y03000 M03 N002 Y06000

Note: Examples indicate point-to-point moves to two hole locations in Figure 6.12.

Words in an instruction block are intended to convey all of the commands and data needed for the machine tool to execute the move defined in the block. The words required for one machine tool type may differ from those required for a different type; for example, urning requires a different set of commands than milling. The words in a block are usually given in the following order (although the word address format allows variations in the order):

- sequence number ( N -word)
- preparatory word (G-word): see Table 6.10 for definition of $G$-words
- coordinates (X-, Y-, Z-words for línear axes, A-, B-, C-words for retational axes)
- feed rate (F-word)


Figure 6.12 Example diilling sequence for block formats described in Table 6.8. Dimensions are in millimeters.

TABLE 6.9 Common Word Prefixes Used in Word Address Format

| Word Prefix | Example | Function |
| :---: | :---: | :---: |
| N | N01 | Sequence number: identifies block of instruction. From one to four digits can be used. |
| G | G21 | Preparatory word; prepares controller for instructions given in the block. See Table 6.10. There may be more than one G-word in a block. (Example specifies that numericai values are in millimeters. |
| $X, Y, Z$ | K75.0 | Coordinate data for three linear axes. Can be specified in either inches or millimeters. (Example defines $x$-axis value as 75 mm .) |
| U, W | 1 L 25.0 | Coordinate data for incremental moves in turning in the $x$ - and $z$-directions. respectively. Example specifies an incremental move of $\mathbf{2 5} \mathbf{~ m m}$ in the $x$ direction.) |
| A, B, C | A90.0 | Coordinate data for three rotational axes. A is the rotational axis about $\kappa$-axis; $B$ rotetes ebout $y$ axis; and $C$ rotates about $r$-axis. Specified in degrees of rotation (Example defines $90^{\circ}$ of rotation about $x$-axis.) |
| R | R100.0 | Radius of arc; used in circular interpolation. iExample defines radius $=100 \mathrm{~mm}$ for circular interpolation.) The R-code can also be used to enter cutter radius data for defining the tool path offset distance from the part edge. |
| I, J, K | 132 J 67 | Coordinate values of arc center, corresponding to $x$ - $y$, and $z$-axes, respectively; used in circular interpolation. Example defines center of arc for sircular interpolation to be at $x=32 \mathrm{~mm}$ and $y=67 \mathrm{~mm}$.) |
| F | G94 F40 | Feed rate per minute or per revolution in either inches or millimeters, as specified by G-words in Tabie 6.10. Example specifies feed rate $=\mathbf{4 0} \mathrm{mm} / \mathrm{min}$ in milling or drilling operation.) |
| S | \$0800 | Spindle rotation speed in revolutions per minute, expressed in four digits. For some machines, spindle rotation speed is expressed as a percentage of maximum speed available on machine, expressed in two digits. |
| T | T14 | Tool selection, used for machine tools with automatic tool changers or tool turrets. \|Example specifies that the cutting tool to be used in the present instruction block is in position 14 in the toot drum.) |
| D | D05 | Tool diameter word used in contouring moves for offsetting the tool from the workpart by a distance stored in the indicated register, usually the distance is the eutter radius, (Example indicates that the radius offset distance is stored in offet register number 05 in the controller.) |
| P | P05 R15.0 | Used to store cutter radius data in offset register number 05. (Example indicates that a cutter radius value of 15.0 mm is to be stored in offset legister 05. |
| M | M03 | Miscelaneous command. See Table 6.11. (Example commands the machine to start spindle rotation in clockwise direction.) |

Note: Dimensicnal values in the examples are specified in millimeters.

- spindle speed (S-word)
- tool selection (F-word)
- miscellaneous command (M-word); see Table 6.11 for definition of M-words
- end-of-block (EOB symbol)

G-words and M-words require some elaboration. G-words are called preparatory words. They consist of two numerical digits (following the "G" prefix in the word address for-
mat) that prepare the MCU for the instructions and data contained in the block. For example, 002 prepares the controller for clockwise circular intcrpolation, so that the subsequent data in the block can be properly interpreted for this type of move. In some cases, more than one G-word is needed to prepare the MCU for the move. Most of the common G-words are presented in Table 6.10. While G-words have been standardized in the machine tool industry, there are sometimes deviations for particular machincs. For instance, there are several differences between milling and turning type machines; these are identified in Table 6. 10.

TABLE 6.10 Common G-words (Preparatory Word)

| G-word | Function |
| :---: | :---: |
| G00 | Point to-point movement irapid traversel between previdus point and endpoint defined in current block. Block must include $x-y$-z coordinates of end position. |
| G01 | Linear interpolation movernent. Block must include $x-y-z$ coordinates of end position. Feed rate must also be specified. |
| 602 | Circular interpolation, clockwise. Block must include either arc radius or arc center; coordinates of end position must also be specified. |
| G03 | Circular interpolation, counterclockwise. Block must include elther are radius or are center; coordinates of end position must also be specified. |
| G04 | Dwall for a specified time. |
| G10 | Input of cutter offset data, followed by a P-code and an R-code. |
| G17 | Selection of $x-y$ plane in milling. |
| G 18 | Se\|ection of $x-2$ plane in milling. |
| G19 | Selection of $y$-z plane in milling. |
| G20 | Input values specified in inches. |
| G21 | Input values specified in millimeters. |
| G28 | Return to reference point. |
| G32 | Thread cutting in turning. |
| G40 | Cancei offset compensation for cutter radius \{nose radius in turningl. |
| G41 | Cutter offset compensation, left of part surface. Cutter radius (nose radius in turning) must be specified in block. |
| G42 | Cutter offset compensation, right of part surface. Cutter radius (nose radius in turning) must be specified in block. |
| G50 | Specify location of coordinate axis system origin relative to starting location of cutting tool. Used in some lathes. Milling and drilling machines use G92. |
| G90 | Programming in absolute coordinates. |
| G91 | Programming in incremental coordinates. |
| 692 | Specity location of coordinate axis system origin relative to starting location of cutting tool. Used in milting and driling machines and some lathes. Other lathes usa G50. |
| G94 | Specify feed per minute in milling and drilling, |
| G95 | Spocify feed per revolution in milling and driling. |
| G98 | Specity feed per minute in turning. |
| G99 | Specify feed per revolution in turning. |

Note: Some G-wards apply to milling endiot drilling only, whereas others apply to turning only.

TABLE 6.11 Common M-words Used in. Word Address Format

## M-word

Function
M00 Pragram stop; used in middle of program. Operator must restart machine.
M01 Optional program stop; active only witen optional stop button on control panel has been depressed.
M02 End of program. Machine stop.
M03 Start spindle in clockwise direction for milling machine (forward for turning mechinel.
M04 Start spincle in counterclockwise direction for milling machine (reverse for turning machine).
M05 Spindle stop.
M06 Execute to of change, either manual $y$ or automatically. If manually, operator must restart machine. Does not include selection of tool, which is done by T-word if automatic, by operator if manual.
M07 Turn cutting flaid on flood.
M08 Turn cutting fluid on mist.
Mog Turn cutting fluid off
M10 Automatic clamping of fixture, machine slides, etc.
M11 Automatic unclamping.
M13 Start spindle in clockwise direction for milling rnachine (forward for turning machine) and turn on cutting fluid.
M14 Start spindie in counterclockwise direction for milling machine (reverse for turning machine) and turn on cutting fluid.
M17 Spindle and cutting fluid off.
M19 Turn spindle off at oriented position.
M30 End of program. Machine stop. Rewind tape (on tape-controlled machinest.

M-words are used to specify miscellaneous or auxiliary functions that are available on the machine tool. Examples include starting the spindle rotation, stopping the spindle for a tool change, and turning the cutting fluid on or off. Of course, the particular machine tool must possess the function that is being called. Many of the common M-words are explained in Table 6.11. Miscellaneous commands are normally placed at the end of the block.

### 6.5.2 Manual Part Programming

In manual part programming, the programmer prepares the NC code using the low-level machine language previously described. The program is either written by hand on a form from which a punched tape or other storage media is subsequently coded, or it is entered directly into a computer equipped with NC part programming software, which writes the program onto the storage medid. In any case the part program is a block-by-block listing of the machining instructions for the given job, formatted for the particular machine tool to be used.

Manual part progranuming can be used for both point-to-point and contouring jobs. It is most suited for point-to-point machining operations such as drilling. It can also be used for simple contouring jobs, such as milling and turning when only two axes are in-
volved. However, for complex three-dimensional machining operations, there is an advantage in using computer-assisted patt programming.

Instructions in Word Address Format. Instructions in word address format consist of a series of words, each identified by a prefix label. In our coverage, statements are illustrated with dimensions given in millimeters. The values are expressed in four digits ittcluding one decimal place. For example. $\mathbf{X 0 2 0 . 0}$ means $x=20.0 \mathrm{~mm}$. It should be noted that many CNC machines use formats that differ from ours, and so the instruction manual for each particular machine tool must be consulted to determine its own proper format. Our format is designed to convey principles and for easy reading.

In preparing the NC part program, the part programmer must initially define the origin of the coordinate axes and then reference the succeeding motion commands to this axis system. This is accomplished in the first statement of the part program. The directions of the $x$ -,$y$-, and/or $z$-axes are predetermined by the machine tool configuration, but the origin of the coordinate system can be located at any desired position. The part programmer defines this position relative to some part feature that can be readily recognized by the machine operator. The operator is instructed to move the tool to this position at the beginning of the job. With the too! in position, the G92 code is used by the programmer to define the origin as follows:

$$
\text { G92 X0 Y-050.0 Z } 010.0
$$

where the $x, y$, and $z$ values specify the coordinates of the tool location in the coordinate system; in effect, this defines the location of the origin. In some CNC lathes and turning centers, the code G50 is used instead of G92. Our $x$. $y$, and $z$ values are specified in millimeters, and this would have to be explicitly stated. Thus, a more-complete instruction block would be the following:

## G21 G92 X0 Y-050.0 Z010.0

where the G2l code indicates that the subsequent coordinate values are in millimeters. Motions are programmed by the codes G00, G01. G02, and G03. G00 is used for a point-to-point rapid traverse movement of the took to the coordinates specified in the command; for example.

G00 X050.0 Y086.5 Z100.0
specifies a rapid traverse motion from the current location to the location defined by the coordinates $x=50.0 \mathrm{~mm} . y=86.5 \mathrm{~mm}$, and $z=100.0 \mathrm{~mm}$. This command would be appropriate for NC drilling machines in which a rapid nove is desired to the next hole location. with no specification on the tool path. The velocity with which the move is achieved in rapid traverse mode is set by parameters in the MCU and is not specified numerically in the instruction block. The G00 code is not intended for contouring operations,

Linear interpolation is accomplished by the G01 code. This is used when it is desired for the tool to execute a contour cutting operation along a straight line path. For example. the conmand
specifies that the tool is to move in a straight line from its current position to the location defined by $x=50.0 \mathrm{~mm}, y=86.5 \mathrm{~mm}$, and $z=100.0 \mathrm{~mm}$, at a feed rate of $40 \mathrm{~mm} / \mathrm{min}$ and spindle speed of $800 \mathrm{rev} / \mathrm{min}$.

The G02 and G03 codes are used for circular interpolation, clockwise and counterclockwise, respectively. As indicated in Table 6.1, circular interpolation on a milling machine is limited to one of three planes, $x-y, x-z$, ot $y-z$. The distinction between clockwise and counterclockwise is established by viewing the plane from the front view. Selection of the desired plane is accomplished by entering one of the codes, G17, G18, or G19, respectively. Thus, the instruction

## G02 G17 X088.0 Y040.0 R028. 0 F30

moves the tool along a clockwise circular trajectory in the $x$ - $y$ plane to the final coordinates defined by $x=88 \mathrm{~mm}$ and $y=40 \mathrm{~mm}$ at a feed rate of $30 \mathrm{~mm} / \mathrm{min}$. The radius of the circular are is 28 mm . The path taken by the cutter from an assumed starting point ( $x=40$, $y=60$ ) is illustrated in Figure 6.13

In a point-to-point motion statement ( G 00 ), it is usually desirable to position the tool so that its center is located at the specified coordinates. This is appropriate for operations such as drilling, in which a hole is to be positioned at the coordinates indicated in the statement. But in contouring motions, it is almost always desirable that the path followed by the center of the tool be separated from the actual surface of the part by a distance equal to the cutter radius. This is shown in Figure 6.14 for profile milling the outside edges of a rectangular part in two dimensions. For a three-dimensional surface, the shape of the end of the cutter would also have to be considered in the offset computation. This tool path compensation iscalled the cutter offset, and the calculation of the correct coordinates of the endpoints of each move can be time consuming and tedious for the part programmer. Modern CNC machine tool controllers perform these cutter offset calculations automatically when the programmer uses the G40, G41, and G42 codes. The G40 code is used to cancel the cutter offset compensation. The G41 and G42 codes invoke the cutter offset compensation of the tool path on the left-or right-hand side of the part, respectively. The left- and right-hand sides are defined according to the tool path direction. To illustrate, in the rectangular part


Figure 6.13 Tool path in circular interpolation for the statement: G02 G17 X088.0 Y040.0 R028.0. Units are millimeters.


Figure 6.14 Cuiter ulfset for a simple rectangular part. The coul pallı is separated from the part perimeter by a distance equal to the cutter radius. To invoke cutter offset compensation, the G41 code is used to follow the clockwise path, which keeps the tool on the lefttrand side of the part. G42 is used to follow the counterclock wise path, which keeps the tool on the right-hand side of the part.
in Figure 6.14, a clock wise tool path around the part would always position the tool on the left-hand side of the edge being cut, so a G41 code would be used to compute the cutter offset compensation. By contrast, a counte rclock wise tool path would kcep the tool on the right-hand side of the part, so G42 would be used. Accordingly, the instruction for profile milling the bottom edge of the part, assuming that the cutter begins along the bottom left comer, would read:

## $\mathrm{G} 42 \mathrm{G} 01 \mathrm{X} 100.0 \mathrm{Y} 040,0 \mathrm{D} 05$

where D05 refers to the cutter radius value stored in MCU memory. Certain registers are reserved in the control unit for these cutter offset values. The $\mathbb{D}$-code references the value contained in the identified register. D0S indicates that the radius offset distance is stored in the number 5 ofiset register in the controller. This data can be entered into the controller in either of two ways: (1) as manual input or (2) as an instruction in the part program. Manual input is more flexible because the tooling used to machine the part may change from one setup to the next. At the time the job is run, the operator knows which tool will be used, and the data can be loaded into the proper register as one of the steps in the setup. When the offset data is entered as a part program instruction, the statement has the form:

> G10P05 R10.0
where G10 is a preparatory word indicating that cutter offset data will be entered; P05 indicates that the data will be entered into offset register number 05; and R10.0 is the radius value here 10.0 mm .

Some Part Programming Examples. To demonstrate manual part programming we present two examples using the sample part shown in Figure 6.15. The first example is a point-to-point program to drill the three holes in the part. The second example is a twoaxis contouring program to accomplish profile milling around the periphery of the part.


Figure 6.15 Sample part to illustrate NC part programming. Dimensions are in millimeters. General tolerance $= \pm 0.1 \mathrm{~mm}$. Work material is a machinable grade of aluminum.

## EXAMPLE 6.1 Point-to-Point Drilling

This example presents the NC part program in word address format for drilling the three holes in the sample part shown in Figure 6.15. We assume that the outside edges of the starting workpart have been rough cut (by jig sawing) and are shghtly oversized for subsequent profile milling. The three holes to be drilled in this cxample will be used to locate and fixture the part for profile milling in the following example. For the present drilling sequence, the part is gripped in place so that its top surface is 40 mm above the surface of the machine took table to provide ample clearance beneath the part for hole drilling. We will define the $x$ - $y$-, and $z$-ares as shown in Figure 6.16. A $7.0-\mathrm{mm}$ diameter drill, corresponding to the specified hole size, has been chucked in the CNC dril! press, The drill will be operated at a feed of $0.05 \mathrm{~mm} / \mathrm{rev}$ and a spindle speed of $1000 \mathrm{rev} / \mathrm{min}$ (corresponding to a surface speed of about $0.37 \mathrm{~m} / \mathrm{sec}$, which is slow for the aluminum work material). At the beginning of the job, the drill point will be positioned at a target point located at $x=0, y=-50$, and $z=+10$ (axis units are millimeters). The program begins with the tool positioned at this target point.

## NC Part Program Code

N[01 G21 G90 G92 X0 Y-050.0 Z010.0;
N002 G00 X070.0 Y030.0;
N003 G01 G95 Z-15.0 F0.05 S1000 M03;
N 004 G01 Z010.0;
N005 G00 Y060.0;
N006 G01 G95 Z-15.0 F0.05;
N:107 G01 Z010.0;

## Comments

Define origin of axes.
Rapid move to first hole location.
Drill first hole.
Retract drill from hole.
Rapid nove to second hole location.
Drill second hole.
Retract drill from hole.


Figure 6.16 Sample part aligned relative to (a) $x$ - and $y$-axes, and (b) $z$-axis. Coordinates are given for significant part features in (a).

| N008 G00 X120.0 Y030.0; | Rapid move to third hole location, |
| :--- | :--- |
| N000 G01 G95 Z-15.0 F0.05; | Drill third hole. |
| N010 G01 Z010.0: | Retract drill from hole. |
| N011 G00 X0 Y-050.0 M05; | Rapid move to target point. |
| N012 M30: | End of program, stop machine. |

## EXAMPLE 6.2 Two-Axis Milling

The three holes dilled in the previous example can be used for locating and holding the workpart to completely mill the outside edges without re-fixturing. The axis coordinates are shown in Figure 6.16 (same coordinates as in the previous drilling sequence). The part is fixtured so that its top surface is 40 mm above the surface of the machine tool table. Thus, the ongin of the axis system will be 40 mm above the table surface. A $20-\mathrm{mm}$ diameter end mill with four teeth will be used. The cutter has a side tooth engagement length of 40 mm . Throughout the machining sequence, the bottom tip of the cutter will be positioned 25 mm below the part top suriace, which corresponds to $z=-25 \mathrm{~mm}$. Since the part is 10 mm thick, this $z$-position will allow the side cutting edges of the miliing cutter to cut the full thickness of the part during profile milling. The cutter will be operated at a spindle speed $=1000 \mathrm{rev} / \mathrm{min}$ (which corresponds to a surface speed of about $1.0 \mathrm{~m} / \mathrm{sec}$ ) and a feed rate $=50 \mathrm{~mm} / \mathrm{min}$ (which corresponds to $0.20 \mathrm{~mm} /$ tooth). The tool path to be followed by the cutter is shown


Figure 6.17 Cutter path for profile milling outside perimeter of sample part.
in Figure 6.17, with numbering that corresponds to the sequence number in the program. Cutter diameter data has been manually entered into offset register 05. At the beginning of the job, the cutter will be positioned so that its center tip is at a target point focated at $x=0, y=-50$, and $z=+10$. The program begins with the tool positioned at this location.

NC Part Program Code
N001 G21 G90 G92 X0 Y-050.0 Z010.0,
N002 G00 Z-025.0 \$1000 M03;
N003 G01 G94 G42 Y0 D05 F40;
N004 G01 X160.0;
N005 G01 Y060.0;
N006 G17 G03 X130.0 Y090.0 R030.0;
N007 G01 X035.0;
N008 G01 X0 Y0,
N009 G40 G00 X-040.0 M05;
N010 G00 X0 Y-0500;
N011 M30;

## Comuments

Define origin of axes.
Rapid to cutter depth, turn spitdle on.
Engage part, start cutter offset.
Mill lower part edge.
Mill right straight edge.
Circular interpolation around are.
Mill upper part edge.
Mill left part edge.
Rapid exit from part. cancel offset.
Rapid move to target point.
End of program, stop machine.

### 6.5.3 Computer-Assisted Part Programming

Manual part programming can be time consuming, tedious, and subject to errors for parts possessing complex geometries or requiring many machining operations. In these cases, and even for simpler jobs, it is advantageous to use computer-assisted part programming. A num-
ber of NC part programming language systems have been developed to accomplish many of the calculations that the programmer would otherwise have to do This saves time and results in a more-accurate and efficient part program. In computer-assisted part programming, the various tasks are divided between the human part programmer and the computer.

In computer-assisted part programming, the machining instructions are written in English-ike statements that are subsequently translated by the computer into the lowlevel machine code that can be interpreted and executed by the machine tool controller. When using one of the part programming languages, the two main tasks of the programmer are: (1) defining the geometry of the workpart and (2) specifying the tool path and operation sequence.

Defining the Part Geometry. No matter how complicated the workpart may appear, it is composed of basic geometric elements and mathematically defined surfaces Consider our sample part in Figure 6.18. Athough its appearance is somewhat irregular, the outline of the part consists of intersecting straight lines and a partial circle. The hole locations in the part can be defined in terms of the $x$ - and $y$-coordinates of their centers Nearly any component that can be conceived by a designer can be described by points, straight lines, planes, circles, cylinders, and other mathematically defined surfaces. It is the part programmer's task to identify and enumerate the geometric elements of which the part is comprised. Each element must be defined in terms of its dimensions and location relative to other elements. A fcw examples will be instructive here to show how geometric elements are defined. We will use our sample part to illustrate. with labels of geometry elements added as shown in Figure 6.18.

Let us begin with the simplest geomctric element, a point. The simplest way to define a point is by means of its coordinates; for example,

$$
\mathrm{P} 4=\mathrm{POINT} / 35,90,0
$$

where the point is identified by a symbol (P4), and its coordinates are given in the order $x, y, z$ in millimeters ( $x=35 \mathrm{~mm}, y=90 \mathrm{~mm}$, and $z=0$ ). A line can be defined by two points, as in the following:

$$
\mathrm{L} 1=\mathrm{LINE} / \mathrm{P} 1, \mathrm{P} 2
$$



Figure 6.18 Sample part with geometry elements (points, lines, and circle) labeled for computer-assisted part programming.
where L1 is the line defined in the statement, and P1 and P2 are two previously defined points. And finally, a circie can be defined by its center location and radius:

## $\mathrm{C} 1=$ CIRCLE/CENTER, P8,RADIUS, 30

where C1 is the newly defited circle, with center at previously defined point P8 and radius $=30 \mathrm{~mm}$. Our examples are based on the APT language, which offers many alternative ways to define points, lines circles, and other geometric elements. The APT language is described in Section 6.5.4, and a listing of APT word definitions is provided in the Appendix to this chapter.

Specifying Toof Path and Operation Sequence. After the part geometry has been defined, the part programmer must next specify the tool path that the cutter will follow to machine the part. The tool path consists of a sequence of connected line and arc segments, using the previously defined geometry elements to guide the cutter. For example, suppose we are machining the outline of our sample part in Figure 6.18 in a profile milling operation (contouring). We have just finished cutting along surface L1 in a counterclockwise direction around the part, and the tool is presently located at the intersection of surfaces LI and $\mathrm{L2}$. The following APT statement could be used to command the tool to make a left turn from L1 onto L2 and to cut along L2:

## GOLFT/L2,TANTO,Cl

The tool proceeds along surface L2 until it is tangent to (TANTO) circle C1, This is a contiruous path motion command. Point-to-point commands tend to be simpler; for example, the following statement directs the tool to go to a previously defined point P0:

## GOTO/PO

A variety of contouring and point-to-point motion commands are available in the APT language.

Other Functions. In addition to defining part geometry and specifying tool path, the programmer must also accomplish various other programming functions, such as:

- naming the program
- identifying the machine tool on which the job will be performed
- specifying cutting speeds and feed rates
- designating the catter size (cutter radius, tool length, etc.)
- specifying tolerances in circular interpolation

Computer Tasks in Computer-Assistad Part Programming. The computer's role in computer-assisted part programming consists of the following tasks, performed more or less in the sequence noted: (1) input translation, (2) arithmetic and cutter offser computations, (3) editing, and (4) postprocessing. The first three tasks are carried out under the supervision of the language processing program. For example, the APT language uses a processor designed to interpret and process the words, symbols, and numbers written in A.PT. Other languages require their own processors. The fourth task, postprocessing, re-


Figure 6.19 Tasks in computer-assisted part programming.
quites a separate computer program The sequence and relationship of the tasks of the part programmer and the computer are portrayed in Figure 6.19.

The part programmer enters the program using APT or some other high-level part programming language. The input translation module converts the coded instructionscontained in the program into computer-usable form, preparatory to further processing. In APT, input translation accomplishes the following tasks: (1) syntax check of the inpul code to identify errors in format, punctuation, spelling, and statement sequence; (2) assigntng a sequence number to each APT statement in the program; (3) converting geometry elements into a suitable form for computer processing; and (4) generating an intermediate file called PROFIL that is utilized in subsequent arithmetic calculations.

The arithmetic module consists of a set of subroutines to perform the mathematical computations required to define the part surface and generate the tool path. including compensation for cutter offset. The individual subroutines are called by the various statements used in the part programming language. The arithmetic computations are performed on the PROFIL file. The aritimetic module frees the programmer from the time-consuming and error-prone geometry and trigonometry calcuiations to concentrate on issues related to workpart processing. The output of this module is a file called CLFILE, which stands for "cutter location file." As its name suggests. this file consists mainly of tool path data.

In editing, the CLFILE is edited, and a new file is generated called CLDATA. When printed, CLDATA provides readable data on cutter locations and machine tool operating commands. The machine tool commands can be converted to specific instructions during postprocessing. Some of the editing of CLFILE involves processing of special functions associated with the part programming language. For example, in A PT, one of the special functions is a COPY command, which provides for copying a tool path sequence that has been generated in the preceding computations and translating the sequence to a new location. Another APT instruction processed in the editing phase is TRACUT. which stands for "transform cutter locations." This instruction allows a tool path sequence to be transformed from one coordinate system to another, based on matrix manipulation. Other editing functions are concerned with constructing tool paths for machines having rotational axes, such as tour- and five-axis machining centers. The output of the editing phase is a part program in a format that can be postprocessed for the given machine tool on which the jol will be accomplished.

NC machine tool systems are different. They have different features end capabilities. High-level part programming languages, such as APT, are generally not intended for only one machine toul type. They are designed to be general purpose. Accordingly, the final task of the computer in computer-assisted part programming is powiprocessing, in which the cutter location data and machining commands in the CLDATA file are converted into low-level code that can be interpreted by the $N C$ controller for a specific machine tool. The output of postprocessing is a part program consisting of G-codes, $x-y$-,
and $z$-coordinates. S, F. M. and other functions in word address format. The postprocessor is separate from the high-level part programming language. A unique postprocessor must be written for each machine tool system.

### 6.5.4 Part Programming with APT

In this section, we present some of the basic principles and vocabulary of the APT language. APT is an acronym that stands for Automatically Programmed Tooling. It is a threedimensional NC part programming system that was developed in the late 1950s and early 60s (Historical Note 6.3). Today it remains an important and widely used language in the United States and around the world. APT is also important because many of the concepts incorporated into it formed the basis for other subsequently developed languages. APT was originally intended as a contouring language, but modern versions can be used for both point-to-point and contouring operations in up to five axes. Our discussion will be limited to the three linear axes, $x, y$, and $z$. APT can be used for a varicty of machining operations. Our coverage will concentrate on drilling (point-to-point) and milling (contouring) operations. There are more than 500 words in the APT vocabulary. Only a small (but important) fraction of the total lexicon will be covered here. The Appendix to this chapter lists some of these important APT words.

## Historical Note 6.3 APT: Automatically Programmed Tool [2], [16], [18].

The reader must remember that the work described in this historical note was started in the 1950s, a ume when digital computer technology was in its infancy, and so were the associated computer programming languages and methods. The APT project was a pioncering effort, not only in the development of NC technology, but also in computer programming concepts, computer graphics, and computer-aided design (CAD).

It was recognized carly in the NC development research at MIT that part programming would be a time-consuming task in the application of the new technology, and that there were opporturities to reduce the programming time by delegating portions of the task to a gener-al-purpose computer. In lunte 1951, even before the tirst experimental NC machine was operating, a study was undertaken to explore how the digital computer might be ased as a programming aid. The result of this study was a recommendation that a set of computer programs be developed to perform the mathematical computations that otherwise woutd have to be accomplished by the part programmer. In hindsight, the drawback of this approach was that, whie it automated certain steps in the part programming task, the basic mantal programming procedure was preserved.

The significant breakthrough in computer-assisted part programrining was the development of the automatically programmed tool systern (APT) during the years 1956-1959. It was the brainchild of mathematician Douglas Ross, who worked in the MIT Servomechanisms Lab at the time. Ross envisioned a part programming system in which (1) the user would prepare instructions for operating the machine tool using English-like words, (2) the digital computer Would translate these instructions into a language that the computer could understand and process, (3) the computer would carry out the arithmetic and geometric calculations needed to execute the instructions, and (4) the computer would further process (postriocess) the instructions su that they could be interpreted by the machine tool controlles. He further recognized that the programming system should be expandable for applications beyond those considered in the immediate research (milling applications). The actonym "APT" was coned
in December 1950 while Ross was preparing the first of many interim reports to the project sponsor, the U.S. Air Furce.

Around this time, the Aircraft Induscries Association (AlA, renamed the Aerospace Industries Association in 1959 ) was attempting to deal with NC part programming issues through its Subommittee on Numerical Contrel (SNC). Ross was invited to attend a mecting of the SNC in January 1957 to present his views on computer-assisted part programming. The result of this mecting was that Ross's work at MIT was established as a focal point for NC programming within the ALA. A project was initiated in April 1957 to develop a two-dimensionat version of AP「, with mine aituraft companies plus IBM Corporation participating in the joint elfort and MLT as project coordinator. The 2D-APT system was ready for field evaluation al plants of participating companties in April 1958. Testing, debugging, and refining the programming system took approximately three years, during which time the AIA assumed responsibility for further APT development. In 1961, the Illinois Institute of Technology Rescarch institute (UTRI) was selected by the AIA to become the agency responsibic for long-rarge maintenance and upgrading of APT, In 1962, IITRI announced completion of APT[II. a commercial version of APT for three-dimensional part programming. in 1974, APT was accepted as the US. standard for programming NC metal cutting machine tools. In 1978, it was accepted by the ISO as the international standard.

One of the initial problems with APT when it was released in the early 1900s was that a very large computer was required io execute it, thereby limiting the number of companies that could use it, Several part programming languages based directly on APT were developed to addiess this problem. Two of the more important APT-based languages were ADAPT and EXAPT. ADAPT (A Daptation of API) was developed by IBM under Air Force contract to include many of the features of AFT but required a mach smafler compuret. ADAPT can be used for both point-to-point and contouring jobs. EXA.PT (EXtended subset of APT) was another NC part programming language hased on APT. EXAPT was developed in Germany around 1964 in three versions: (1) EXAPT I was designed for point-to-point applications, such us drilling and straight milling; (2) EXAPT II was developed for turnimg operations; and (3) EXAPT $1 I 1$ was capable of limited contouring for milling.

APT is not only a language; it is also the computes program that processes the APT statements to calculate the corresponding cutter positions and generate the machine tool control commands. To program in APT. the part geometry must first be defined. Then the tool is directed to various point locations and along surfaces of the workpart to accomplish the required machining operations. The viewpoint of the programmer is that the workpiece remains stationary, and the tool is instructed to move relative to the part. To complete the program, speeds and feeds must be specified, tools must be called, tolerances must be given for circular interpolation, and so forth. Thus, there are four basic types of statements in the APT language:

1. Geometry statements, also called definition statements, are used to define the geometry elements that comprise the part.
2. Motion commands are used to specify the tool path.
3. Postprocessor statements control the machine toof operation, for example, to specify speeds and feeds, set tolerance values for circular interpolation, and actuate other capabilities of the machine tool.
4. Auxiliary statements, a group of miscellaneous statements used to name the part program. insert comments in the program and accomplish similar functions.

These statements are constructed of APT vocabulary words, symbols, and numbers, all arranged using appropriate punctuation. APT vecabulary words consist of six or fewer characters. 1 he characters are almust always efters of the alphâbet. Only a very few APT vocabulary words contain numerical digits-so few in fact that we witl not encounter any of them in our reatment of APT in this chapter. Most APT statements include a slash (/) as part of the punctuation. APT vocabulary words that immediately precede the slash are called major words, whercas thuse that follow the slash are catled minor words.

Geometry Statements. The geometry of the part must be defincd to idenify the surfaces and feaures that are to be machined. Accordingly, the points, lines, and surfaces must be defined in the program prior to specifying the motion statements. The general form of an APT geometry statement is the following:
SYMBOL = GEOMETRY TYPE/descriptive data

An example of such a statement is

$$
\mathrm{P} 1=\mathrm{POINT} / 20.0,40.0,60.0
$$

An APT geometry statement consists of three sections. The first is the symbol used to identify the geometry element. A symbol can be any combination of six or fewer alphabetical and numerical characters, at least one of which must be alphabetical. Also, the symbol cannot be an APT yocabulaty word. Some examples are presented in Table 6.12 to illustrate what is permissible as a symbol and what is not. The second section of the APT geometry statement is an APT major word that identifies the type of geometry element, Examples are POINT, LINE, CIRCLE, and PLANE. The third section of the APT geometry statement provides the descriptive data that define the element precisely, completely, and uniquely. These data may include numerical values to specify dimensional and position data, previously defined geometry elements, and APT minor words.

Punctuation in an APT geometry statement is indicated in Eq. (6.3). The definition statement is written as an equation, the symbol being equated to the geometry element type, followed by a slash with descriptive data to the right of the slash. Commas are used to separate the words and numerical values in the descriptive data.

There are a variety of ways to specify the various geometry elements. The Appendix to this chapter presents a sampling of statements for defining the geometry elements we

TABLE 6.12 Examples of Permissible and Impermissible Symbols in APT Geometry Statements

| Symbol |  |
| :--- | :--- |
| Permissible |  |
| PZL | Permissible |
| ABCDEF | Permissible |
| PABCDEF | Not permissible, too many characters |
| 123456 | Not permissible, all numerical characters |
| POINT | Not permissible, APT voeabulary word |
| P1.5 | Not permissible, only alphabetic and numerical characters are allowed |

will be using in our treatment of APT: points, Iines, planes, and circles. The reader may benefit from a few examples:

Points. Specification of a point is most easily accomplished by designating its $x-y$, and $z$-coordinates.

$$
P 1=P O I N 1 / 20.0,40.0,60.0
$$

where the descriptive data following the slash indicate the $x$-, $y$, and $z$-coordinates The specification can be done in cither inches or millimeters (metric) We use metric values in our examples. As an alternative, a point can be defined as the intersection of two intersecting lines, as in the following:

## $\mathbf{P} 2=\mathrm{POINT} / \mathrm{NT}$ OF.L1.L2

where the APT word INTOF in the descriptive data stands for "intersection of." Other methods of defining points are given in the Appendix under POINT.

Lines. A line defined in APT is considered to be of infinite length in thoth directions. Also, APT treats a line as a vertical plane that is perpendicular to the $x-y$ plane. The easiest way to specify a line is by two points through which it passes:

$$
\mathrm{L} 3=\operatorname{LINE} / \mathrm{P} 3 . \mathrm{P} 4
$$

In some situations, the part programmer may find it more convenient to define ancw line as being parallel to another line that has been previously defined; for example,

$$
L 4=\operatorname{LINE} / P 5, \text { PARLEL, } \mathrm{L} 3
$$

where PARLEL is APT's way of spelling "parallel." The statement indicates line L-4 passes through point Ps and is parallel to line L3.

Planes. A plaue can be defined by specifying three points through which the plane passes, as in the following:

$$
\text { PL1 }=\text { PLANE/P1,P2, P3 }
$$

Of course, the three points must he non-collinear. A plane can also be defined as being parallel to another plane that has been previously defined: for instance.

$$
\text { PL2 }=\text { PLANE/P2, PARI.EL, PL1 }
$$

which states that plane PL2 passes through point P2 and is parallel to plane PL1. In APT, a plane extends indefinitely.

Circles. In APT, a circle is considered to be a cylindrical surface that is perpendicular to the $x-i$ plane and extends to infinity in the $z$-dircction. The easiest way to define a circle is by its center and radius, us in the following:

$$
\mathrm{C} 1=\mathrm{CIRCLE} / \mathrm{CENTER}, \mathrm{PI}, \text { RADIUS, } 25.0
$$

By convention. the circle is located in the $x y$ plane. An alternative way of defining a cirche is to specify that it passes through three points, for example.

$$
\mathrm{C} 2=\mathrm{CIRCLE} / \mathrm{P} 4, \mathrm{P} 5, \mathrm{P} 6
$$

where the three points must not be collinear There are many other ways to define a circle, several of which are listed in the Appendix under CIRCLE.

Certain ground rules must be obeyed when formulating APT geometry statements. Following are four importint APT rules:

1. Corrdinate data must be specified in the order $x$, then $y$, then $z$, because the statement

$$
P 1=P O I N T / 20.5,400,60.0
$$

is interpreted to meat $x=20.5 \mathrm{~mm}, y=40.0 \mathrm{~mm}$, and $z=60.0 \mathrm{~mm}$.
2. Any symbols used as descriptive data must have been previously defined; for example, in the statement

$$
\mathrm{P} 2=\mathrm{POINT} / \mathrm{NTOF}, \mathrm{~L} 1, \mathrm{~L} 2
$$

the two lines L1 and L2 must have been previously defined. In setting up the list of geometry statements, the APT programmer must be sure to define symbols before using them in subsequent statements.
3. A symbol can be used to define only one geometry element. The same symbol cannot be used to define two different elements. For example, the following statements would be incorrect if they were included in the same program:

$$
\begin{aligned}
& \mathrm{P} 1=\boldsymbol{P O I N T} / 20,40,60 \\
& \mathbf{P I}=\mathrm{POINT} / 30,50,70
\end{aligned}
$$

4. Only one symbol can be used to define any given element. For example, the following two statements in the same fart program would be incorrect:

$$
\begin{aligned}
& \mathbf{P} 1=\mathrm{POINT} / 20,40,60 \\
& \mathbf{P} 2=\mathbf{P O I N T} / 20,40,60
\end{aligned}
$$

## EXAMPLE 6.3 Part Geometry Using APT

Let us construct the geometry of our sample part in Figure 6.15. The geometry elements of the part to be defined in APT are labeled in Figure 6.18. Reference is also made to Figure 6.16, which shows the coordinate values of the points used to dimension the part. Only the geometry statements are given in the APT sequence that follows:

$$
\begin{aligned}
& \mathbf{P} 1=\mathbf{P O I N T} / 0,0,0 \\
& \mathbf{P} 2=\mathrm{PO} / \mathrm{NT} / 160,0,0,0 \\
& \mathbf{P} 3=\mathrm{PO} / \mathrm{NT} / 160,0,60.0,0
\end{aligned}
$$

$$
\begin{aligned}
& P 4=P O I N T / 35.0 .90 .0 .0 \\
& \mathrm{P} 5=\mathrm{PO}[\mathrm{NT} / 70.0 .30 .0 .0 \\
& \mathrm{P6}=\mathrm{POLNT} / 120.0,30,0,0 \\
& \mathrm{P} 7=\mathrm{POINT} / 70.0 .60 .0,0 \\
& \mathrm{PS}=\mathrm{POINT} / 130,0,60,0,0 \\
& \text { L1 }=\text { LINE/P1, P2 } \\
& \mathrm{L} 2=\mathrm{LINE} / \mathrm{P} 2, \mathrm{P} 3 \\
& \mathrm{Cl}=\text { CIRCLE/CENTER, P8, RADIUS, } 30.0 \\
& \text { L3 }=\text { LINE/P4, PARLEL, L1 } \\
& \mathrm{L} 4=\mathrm{LINE} / \mathrm{P} 4, \mathrm{P} 1
\end{aligned}
$$

Motion Cormmands. All APT motion statements follow a common format, just as geometry statements have their own format. The format of an APT motion command is:

> MOTION COMMAND/descriptive data

An example of an APT motion statement is

## GOTOPP1

The statement consists of two sections separated by a slash. The first section is the basic command that indicates what move the tool should make. The descriptive data following the slash rell the tool where to go. In the above example, the tool is directed to go to (GOTO) point Pl, which has been defined in a previous geometry statement.

At the teginning of the sequence of motion statements, the tool must be given a starting point. This is likely to be the target point, the location where the operator has positioned the tool at the start of the job. The part programmer keys into this starting position with the following statement:

> FROM/PTARG
where FROM is an APT vocabulary word indicating that this is the initial proint from which all others will be referenced; and PTARO is the symbol assigned to the starting point. Another way to make this statement is the following:

$$
\text { FROM } /-20.0,-20.0,0
$$

where the descriptive data in this case are the $x$ - $y$-, and $z$-coordinates of the starting point. The FROM statement occurs only at the start of the motion sequence.

In our discussion of APT motion statements, it is appropriate to distinguish between point-to-point motions and contouring motions For point-to-point motions, there are only two commands: GOTO and GODLTA. The GOTO statemens instructs the tool to go to a particular point location specified in the descriptive data. Two examples are:

$$
\begin{align*}
& \text { GOTOFP }  \tag{6.6a}\\
& \text { GOTO/25.0,40.0,0 } \tag{6.6b}
\end{align*}
$$

In the first command, P 2 is the destination of the tool point. In the second command, the tool has been instructed to go to the location whose coordinates are $x=25.0, y=40.0$, and $z=0$.

The GODLTA command specifies an incremental move for the tool. To illustrate, the following statement instructs the tool to move from its present position by a distance of 50.0 mm in the $x$-ditection, 120.0 mm in the $y$-direction, and 40 mm in the $z$-direction:

GODLTA/50.0, 120.0.40.0
The GODLTA statement is useful in drilling and related machining operations. The tool can be directed to go to a given hole location; then the GODLTA command can be used to drill the hole, as in the following sequence:

## GOTO/P2

GODLTA/0, 0, -50.0
GODLTA/0,0,50.0
Contouring motion commands are more complicated than PTP commands are because the tool's position must be continuously controlled throughout the move. To exercise this controi, the tool is directed along two intersecting surfaces until it reaches a third surface, as shown in Figure 6.20. These three surfaces have specific names in APT: they are:

1. Drive surface. This is the surface that guides the side of the cutter. It is pictured as a plane in our figure.
2. Part surface. This is the surface, again pictured as a plane, on which the bottom or nose of the tool is guided.


Figure 6.20 Three surfaces in AFT contouring motions that guide the cutting tool.
3. Check surface. This is the surface that stops the forward motion of the tool in the execution of the current command. One might say that this surface "checks" the advance of the tool.

It should be noted here that the "part surface" may or may not be an actual surface of the part The part programmer may elect to use an actual part surface or some other previously defined surface for the purpose of maintaining continuous path control of the tool. The same qualification goes for the drive surface and check surface.

There are several ways in which the check surface can be used. This is determined by using any of four APT modifier words in the descriptive data of the motion statement. The four modifier words are TO, ON, PAST, and TANTO. As depicted in Figure 6.21, the word TO positions the leading edge of the tool in contact with the check surface; ON positions the center of the tool on the check surface; and PAST puts the tool beyond the check surface, so that ins rrailing edge is in contact with the check surface. The fourth modifier word TANTO is used when the drive surface is tangent to a circular check surface, as in Figure 6.22. TANTO moves the cutting tool to the point of tangency with the circular surface.

An APT contouring motion command causes the cutter to proceed along a trajectory defined by the drive surface and part surface; when the tool reaches the check surface it stops according to one of the modifier words TO, ON, PAST, or TANTO. In writing a


Figure 6.21 Use of APT modifier words in motion statements: (a) TO moves the tool into initial contact with the check surface; (b) ON positions the tool center on the check surface; and (c) PAST moves the tool just beyond the check surface.


Figure 6.22 Use of the APT modifier word TANTO.TANTO moves the tool to the point of tangency between two surfaces, at least one of which is a circular surface.


Figure 6.23 Use of the APT motion words. The tool has moved from a previous position to its present position. The direction of the next move is determined by one of the APT motion words GOLFT, GORGT, GOFWD, GOBACK, GOUP. or GODOWN.
motion statement, the part programmer must keep in mind the direction from which the tool is coming in the preceding motion command. The programmer must pretend to be riding on top of the tool, as if driving a car. After the tool reaches the check surface in the preceding move, does the next move involve a right turn or left turn or what? The answer to this question is determined by one of the following six motion words, whose interpretations are ilfustrated in Figure 6.23:

- GOLFT conmands the tool to make a left tum relative to the last move.
- GORGT commands the tool to make a right turn relative to the last move.
- GOFWD commands the tool to move forward relative to the lasi move.
- GOBACK commands the tool to reverse direction relative to the last move.
- GOUP commands the tool to move upward relative to the last move.
- GODOWN commands the tool to move down relative to the last move.

In many cases, the next move will be in a direction that is a combination of two pure directions. For example, the direction might be somewhere between go forward and go right. In these cases, the proper motion command would designate the largest direction component among the choices available.

To begin the sequence of motion commands, the FROM statement, Eq. (6.5) is used in the same manner as for point-to-point moves. The statement following the FROM command defines the initial drive surface part surface, and check surface. With reference to Figure 6.24 , the sequence takes the following form:


Figure 6.24 Initialization of APT contouring motion sequence.

> FROMPTARG
> GO/ГO. PL1,TO, PL2, TO PL3

The symbol PTARG represents the target point where the operator has set up the 1001. The GO command instructs the tool to move to the intersection of the drive surface (PL1), the part surface (PL2), and the check surface (PL3). Because the modificr word TO has been used for each of the three surfaces, the circursference of the cutter is tangent to PL1 and PL3, and the bation of the cutter is on PL2. The three surfaces included in the GO statement must be specified in the order: (1) drive surface, (2) part surface, and (3) check surface.

Note that GO/TO is not the same as the GOTO command. Eq. (6.6). GOTO is used only for PTP motions. The $\mathrm{GO} /$ command is used to initialize a sequence of contouring motions and may take alternative forms such as GO/ON, GO/TO, or GO/PAST.

After initialization, the tool is dirceted along its path by one of the six motion command words. it is not necessary to redefine the part surface in every motion command after it has been initially defined as long as it remains the same in subsequent commands. In the preceding motion command, Eq. (6.7), the cutler has been directed from PIARG to the intersection of surfaces PL1, PL2, and PL3. Suppose it is now desired to move the tool along plane PL3 in Figure 6.24, with PL2 memaining as the part surface. The following command would accomplish this motion:

> GORGT/PL3, PAST. PLA

Note that PL2 is not mentioned in this new command. PL3, which was the check sirrface in the preceding command, Eq. (6.7), is the drive surface in the new command. And the new check surface is PL 4. Although the part surface may remain the same throughout the motion sequence. the drive surface and check surface must be redefined in each new contouring motion command.

There are many parts whose features can all be defined in two axes, $x$ and $y$. Although such parts certainly possess a third dimension, there are no features to be machined in this direction. Our sample part is a case in point. In the engineering drawing, Figure 6.15, the sides of the part appear as lines, although they are three-dimensional surfaces on the physical part. In cases like this, it is more convenient for the programmer to define the part profile in terms of lines and circles tather than planes and cylinders. Fortunately, the APT language system allows this because in APT, lines are treated as planes and circles are treated as cylinders, which are both perpendicular to the $x-y$ plane. Hence, the planes around the part outline in Figure 615 can be reptaced by lines (call them L1, L2, L3, and L4), and the APT commands in Eqs (6.7) and (6.8) can be replaced by the following:

## FROM/PTARG

GOTO. L1,TO, PL2,TO L3
GORGT/L3, PAST,L4
Substitution of lines and circles for planes and cylinders in APT is allowed only when the sides of the part are perpendicular to the $x-y$ plane. Note that plane PL2 has not been converted to a line. As the "part surface" in the motion statement, it must maintain its status as a plane parallel to the $x$ - and $y$-axes.

## EXAMPLE 6.4 APT Contouring Motion Commands

Let us write the APT motion commands to profile mill the outside edges of our sample workpart. The geometry clements are labeled in Figure 6.18. and the tool path is shown in Figure 6.17. The tool begins its motion sequence from a target point PTARG located at $x=0, y=-50 \mathrm{~mm}$ and $z=10 \mathrm{~mm}$. We also assume that "part surface" PL2 has been defined as a plane parallel to the $x-y$ plane and focated 25 mm below the top surface of the part (Figure 6.16). The reason for defining it this way is to ensure that the cutter will machine the entire thickness of the part.

FROMIPTARG
GOTTO.L1, TO, PL2.ON, LA
GORGT/LL, PAST, L2
GOLFT/L2,TANTO,C1
GOFWD/C1, PAST. L3
GOFWDIL3, PAST, LA
GOLFT/A4, PAST, L1
GOTO/P0

Postprocessor and Auxiliary Statements. A complete APT part program must include functions not accomplished by geometry statements and motion commands. These additional functions are implemented by postprocessor statements and auxiliary statements,

Postprocessor seatements control the operation of the machine tool and play a supporting role in generating the tool path. Such statements are used to define cutter size, specify speeds and feeds, turn coolant flow on and off, and control other features of the particular machine tool on which the machining job will be performed. The general form of a postprocessor statement is the following:

## POSTPROCESSOR COMMAND/descriptive data

where the POSTPROCESSOR COMMAND is an APT major word indicating the type of function or action to be accomplished, and the descriptive data consists of APT minor words and numerical values. In some commands, the descriptive data is omitted. Some exampics of postprocessor statements that appear in the Appendix at the end of the chapter are the following:

- UNITSMM indicates that the specified units used in the program are INCHES or MM.
* INTOL $/ 0.02$ specifies inward tolerance for circular interpolation.
- OUTTOL/0.02 specifies outward tolerance for circular interpolation.
- CUTTER/20.0 defines cutter diameter for tool path offset calculations; the length and other dimensions of the tool can also be specified, if necessary, for threedimensional machining.
- SPINDL/1000, CLW specifies spindle rotation speed in revolutions per minute. Either CLW (clockwise) or CCLW (counterclockwise) can be specified.
- SPINDL/OFF stops spindle rotation.
- FEDRAT/40, IPM specifies feed rate in millimeters per minute or inches per minute. Minor words IPM or IPR are used to indicate whether the feed rate is units per minute or units per revolution of the cutter, where the units are specified as inches or millimeters in a preceding UNITS statement.
- RAPID engages rapid traverse (high feed rate) for next muye(s).
- COOLNT/FLOOD tums cutiing fluid on.
- LOADTL/01 used with automatic toolchangers to identify which cuting tool should be loaded into the spindle.
- DELAY/30 temporarily stops the machine tool for a period specified in seconds.

Auxiliary siatemenas are used to identify the part program, specify which postprocessor to use. insert remarks into the program, and so on. Auxiliary statements have no effect on the generation of tool path. The following APT words used in auxiliary statements are defined in the Appendix:

- PARTNO is the first statement in an API program, used to identify the program: for example,


## PARTNO SAMPLE PART NUMBER ONE

- MACHIN/ permits the pait programmer to specify the postprocessor, which in effect specifies the machine tool.
- CLPRNT stands for "cultes location print," which is used to print out the cutter location sequence.
- REMARK is used to insert explanatory comments into the program that are not interpreted or processed by the APT processor.
- FINL indicates the end of an APT program.

The major word MACHIN requires a slash (i) as indicaled in our list above, with descriptive data that identify the postprocessor to be used. Words sach as CLPRNT and FINI are complete without descriptive data. PAKTNO and REMARK have a format that is an exception to the normal APT statement structure. These are words that are followed by descriptive data, but without a siash separating the APT word from the descriptive data. PARTNO is used at the very beginning of the part program and is followed by a series of alphanumeric characters that label the program. REMARK permits the programmer to insert comments that the APT processor does not process.

Some APT Part Programming Examples. As examples of APT, we will prepare two part programs for our sample part, one to dritl the three holes and the second to profile mill the outside edges As in our example programs in Section 6.5.2. the starting workpicce is an aluminump plate of the desired thickness, and its perimeter has been fough cut slighty oversized in anticipation of the profile milliag operation. In cffect, these APT programs will accomplish the same uperations as previous Examples 6.1 and 6.2 in which manual part programming was used.

## EXAMPLE 6.5 Driling Sequence in APT

Let us write the APT program to perform the drilling sequence for our sample part in Figure 6.15. We will show the APT geometry statements only for the three hole locations, saving the remaining elements of geonetry for Example 6.6.

```
PARTNO SAMPIF PART DRILLING OPERATION
MACHIN/DRILL, 01
```


## CLPRNT

## UNITS/MM

```
REMARK Part geometry. Points are defined 10 mm above part surface.
PTARG \(=\) POINT \(/ 0,-50.0,10.0\)
\(\mathrm{P} 5=\mathrm{POINT} / 70.0,30.0,10.0\)
PG \(=\) POINT/120.0. \(30.0,10.0\)
\(P_{7}=\operatorname{POINT} / 70.0,600,10.0\)
REMARK Drill bit motion statements.
FROMIPTARG
RAPID
GOTO/PS
SPINDL/1000.CLW
FEDRA'/0.05, IPR
GODLTA \(/ 0,0,-25\)
GODLTA/0,0,25
RAPID
GOTO/P6
\$PINDL/1000. CLW
FEDRAT/0.05, IPR
GODLTA \(/ 0,0,-25\)
GODLTA/ \(0,0.25\)
RAPID
GOTO/P7
SPINDL/1000, CLW
FEDRAT/0.05, LPR
GODLTA/0,0,-25
GODLTA \(/ 0,0,25\)
```


## RAPID

GOTO/PTARG
SPINDL/OFF
FINI

## EXAMPLE 6.6 Two-Axis Profile Milling in APT

The three holes drilled in Example 6.5 will be used for locating and holding the workpart for milling the outside edges. Axis coordinates are given in Figure 6.16. The top surface of the part is 40 mm above the surface of the machine table. A $20-\mathrm{mm}$ diameter end mill with four teeth and a side tooth engagement of 40 mm will be used. The bottom tip of the cutter wili be positioned 25 mm below the top surface during machining, thus ensuring that the side cutting edges of the cutter will cut the full thickness of the part. Spindle speed $=1000 \mathrm{rev} / \mathrm{min}$ and feed rate $=50 \mathrm{~mm} / \mathrm{min}$. The tool path, shown in Figure 6.17 , is the same as that followed in Example 6.2.

## PARTNO SAMPLE PART MILLING OPERATION

MACHIN/MILLING, 02
CLPRNT
UNITS/MM
CUTTER/20.0
REMARK Part geometry. Points and lines are defined 25 mm below part top surface.
PTARG $=$ POINT/0. $-50.0,10.0$
$\mathrm{P} 1=\mathrm{POINT} / 0,0,-25$
$\mathrm{P} 2=\mathbf{P O I N T} / 160,0,-25$
$\mathbf{P} 3=\mathrm{POINT} / 160,60,-25$
P4 - POINT/35, $90,-25$
$\mathrm{P} 8=\mathrm{POINT} / 130.60,-25$
$\mathrm{Ll}=\operatorname{LINE} / \mathrm{P} 1, \mathrm{P} 2$
$\mathrm{L} 2=\mathrm{LINE} / \mathrm{P} 2, \mathrm{P} 3$
$\mathrm{Cl}=$ CIRCLE/CENTER, P8, RADIUS, 30
L3 = LINE/P4, LEFT,TANTO,C1
L4 = LINE/P4, P1
PLI $=$ PLANE/P1, P2, P4
REMARK Milling cutter motion statements.
FROM/PTARG

SPINDL/F1000, CLW<br>FEDRAT/50, JPM<br>GO/TO, 11,TO, PLI, ON,LA<br>GORGT/L1, PAST.L2<br>GOLFT/L2.TANTO, CL<br>GOFWD:C1, PAST.L3<br>GOFWD/L3, PAST,L4<br>GOLFT/LA, PAST, L1<br>RAPID<br>GOTOIPTARG<br>SPINDL/OFF<br>FINI

### 6.5.5 NC Part Programming Using CAD/CAM

A CAD/CAM system is a computer interactive graphics system equipped with software to accomplish certain tasks in design and manufacturing and to integrate the design and manufacturing functions. We discuss CAD/CAM in Chapter 24. One of the important tasks performed on a CAD/CAM system is NC part prograrming. In this method of part programming, portions of the procedure usually done by the part programmer are instead done by the computer. Recall that the two main tasks of the part programmer in comput-er-assisted programming are (1) defining the part geometry and (2) specitying the tool path. Advanced CAD/CAM systems automate portions of both of these tasks.

Geometry Definition Using CAD/CAM. A fundamental objective of CAD/CAM is to integrate the design engineering and manufaciaring engineering functions. Certainly one of the important design functions is to design the individual components of the product. If a CAD/CAM system is used, a computer graphics model of each part is developed by the designer and stored in the CAD/CAM data base. That model contains all of the geometric, dimensional, and material specifications for the part.

When the same CAD/CAM system, or a CAM system that has access to the same CAD data base in which the part model resides, is used to perform NC part programming. it makes litlle sense to recreate the geometry of the part during the programming procedure instead, the programmer has the capability to retrieve the part geometry model from storage and to use that model to construct the appropriate cutter path. The significant advantage of using CAD/CAM in this way is that it eliminates one of the time-consuming steps in computer-assisted part programming: geometry definition. After the parl geometry has been retricved, the usual procedure is to label the geometric elements that will be used during part programming. These labels are the variable names (symbols) given to the lines, circles, and surfaces that comprise the part. Most systems have the capacity to automatically label the geometry elements of the part and to display the labels on the monitor. The programmer can then refer to those labeled elements during tool path construction.

If the NC programmer does not have access to the data base, then the geometry of the part musi be defined. This is done by using similar interactive graphics techniques that the product designcr would use to design the part. Points are defined in a coordinate system
using the computer graphics system, lines and circles are defined from the points, surfaces are defined. and so forth, to construct a geometric model of the part. The advantage of using the interactive graphics system over conventional computer-assisted part programming is that the programmer receives immediate visual verification of the definitions being created. This tends to improve the speed and accuracy of the geometry definition process.

Tooi Path Generation Using CAD/CAM. The second task of the NC programmer in computer-assisted part programming is tool path specification. The first step in specifying the tool path is to select the cutting tool for the operation. Most CAD/CAM systems have tool libraries that can be called by the programmer to identify what tools arc available in the tool crib. The programmer must decide which of the available toots is most appropriate for the operation under consideration and specify it for the tool path. This permits the tool diameter and other dimensions to be entered automatically for tool offset calculations. If the desired cutting tool is not available in the library, an approptiate tool can be specified by the programmer. It then becomes part of the library for future use.

The next step is tool path definition. There are differences in capabilities of the various CAD/CAM systems, which result in different approaches for generating the tool path. The most basic approach involves the use of the interactive graphics systern to enter the motion commands one-by-one, similar to computer-assisted part programming. Individual statements in APT or other part programming language are entered, and the CAD/CAM system provides an immediate graphic display of the action resulting from the command, thereby validating the statement.

A more-advanced approach for generating 100 l path commands is to use one of the automatic software modules available on the CAD/CAM system. These modules have been developed to accomplish a number of common machining cycles for milling, drilling, and turning. They are subroutines in the NC programming package that can be called and the required parameters given to exectite the machining cycle. Several of these modules are identified in Table 6.13 and Figure 6.25.

When the complete part program has been prepared, the CAD/CAM system can provide an animated simulation of the program for validation purposes.

Computer-Automated Part Programming. In the CAD/CAM approach to NC part programming, several aspects of the procedure are automated. In the future, it should be possible to automate the complete NC part programming procedure. We are referring to this fully automated procedure as computer-automated part programming. Given the geometric model of a part that has been defined during product design, the computerautomated system would possess sufficient logic and decision-making capability to accomplish NC part programming for the entire part without human assistance.

This can most readily be done for certain NC processes that involve well-defined, relatively simple part geometries. Examples are point-to-point operations such as NC drilling and electronic component assembly machines. In these processes, the program consists basically of a series of locations in an $x-y$ coordinate system where work is to be performed (e.g., holes are to be drilled or components are to be inserted). These locations are determined by data that are generated during product design. Special algorithms can be developed to process the design data and generate the NC program for the particular system. NC contouring systems will eventually be capable of a simitar level of automation. Automatic programming of this type is closely related to computer-automated process planning (CAPP), disclissed in Chapter 25.

## TABLE 6.13 Some Common NC Modutes for Automatic Programming of Machining Cycles

| Module Type | Brief Doscription |
| :---: | :---: |
| Profile milling | Generates cutter path around the periphery of a part, usually a 2-D contour where depth remains constant, as in Exemple 6.8 and Figure 6.17. |
| Pocket milling | Generates the tool path to machine a cavity, as in Figure 6.25(a). A series of cuts is usually fequired to complete the bottom of the cavity to the desired depth. |
| Lettering (engraving, milling) | Generates tool path to engrave (mitl) alphanumeric characters and other symbols to specified font and size. |
| Contour turning | Generates tool path for a series of turning cuts to provide a defined contour on a rotational part, as in Figure 6.25(b). |
| Facing (turning) | Generates tool path for a series of facing cuts to remove excess stock from the part face or to create a shoulder on the part by a series of facing operations, as in Figure $6.25(\mathrm{c})$. |
| Threading (turning) | Generates tool path for a series of threading cuts to cut external, internat, or tapered threads on a rotational part, as in Figure $6.25(\mathrm{~d})$ for external threads. |



Figure 6.25 Examples of machining cycles available in automatic programming modules (a) pocket milling, (b) contour turning (c) facing and shoulder facing, and (d) threading (external).

### 6.5.6 Manual Data Input

Mantual and compurer-assisted part programming require a selatively high degree of formal documentation and procedure. There is lead time required to write and validate the programs. CAD/CAM part programming autonates a substantial portion of the proccdure, bul a significant commitment in equipment. software, and training is required by the company that utilizes CAD/CAM programming A potential method of simplifying the procedure is to have the machinc operator perform the part programming task at the machine tool. This is called manual data input (aboreviated MDI) because the operator manually enters the part geometry data and motion commands directly into the MCU prius to running the job. MDI. also known as conversational programming [9], is perceived as a way for the small machine shop to introduce NC into its operations without the need to acquire special NC part programming equipment and to hire a part programmer. MDI permits the shop to make a minimal imitial investment to begin the transition to modern CNC technology. The limitation, or potential limitation, of manual data input is the risk of programming errors as jobs become more complicated. For this reason, MDI is usuatly applied for relatively simple parts.

Communication between the machine operator-programmer and the MDI system is accomplished using a display monitor and alphanumeric keyboard. Entering the programming commands into the controlier is typically done using a mentu-driven procedute in which the operator responds to prompts and questions posed by the NC system about the job to be machined. The sequence of questions is designed so that the operator inputs the part geometry and machining commands in a logical and consistent manner. A computer graphics capability is included in modem MDl programming systems to permit the operator to visualize the machining operations and verify the program. Typical verification features include tool path display and animation of the tool path sequence.

A minimum of training in NC part programming is required of the machine operator. The skills needed are the ability to read an engineering drawing of the part and to be familiar with the machining process. An imporfant application note in the use of MDI is to make certain that the NC system does not become an expensive toy that stands idle while the operator is entering the programming instructions. Efficient use of the system requires that programming for the next part be accomplished while the current part is being machined. Most MDI systerns permit these two functions to be performed simultaneously to reduce changeover time between jobs.

### 6.6 ENGINEERING ANALYSIS OF NC POSITIONING SYSTEMS

The NC positioning system converts the coordinate axis values in the NC part program into relative positions of the tool and workpart during processing. Let us consider the simple positioning system shown in Figure 6.26. The system consists of a cutting tool and a worktable on which a workpart is fixtured. The table is designed to move the part relative to the tool. The worktable moves linearly by means of a rotating leadscrew, which is driven by a stepping motor or servomotor. For simplicity, we show only one axis in our sketch. To provide $x \cdot y$ capability, the system shown would be piggybacked on top of a second axis perpendicular to the first. The leadscrew has a certain pitch $p$ (in/thread, mm/thread). Thus, the table moves a distance equal to the pitch for each revolution. The velocity of the worktable, which corresponds to the feed rate in a machining operation, is determined by the rotational speed of the leadscrew.


Figure 6.26 Motor and leadscrew arrangement in an NC positioning system.

There are two types of positioning systems used in NC systems: (a) open loop and (b) closed loop, as shown in Figure 5.27. An open-loop system operates without verifying that the actual position achieved in the move is the same as the desired position. A closedloop control system uses feedback measurements to confirm that the final position of the worktable is the location specified in the program. Open-loop systems cost less than closedtoop systems and are appropriate when the force resisting the actuating motion is minimal. Closed-loop systems are normally specified for machines that perform continuous path operations such as milling or turning, in which there are significant forces resisting the forward motion of the cutting tool.


Figure 6.27 Two types of motion control in NC: (a) open loop and (b) closed loop.

### 6.6.1 Open-Loop Positioning Systems

An open-loop positioning system typically uses a stepping motor to rotate the leadscrew. A stepping motor is driven by a series of electrical pulses, which are generated by the MCU in an NC system. Each pulse causes the motor to rotate a fraction of one revolution, called the step angle. The possible step angies must be consistent with the following relationship:

$$
\begin{equation*}
\alpha=\frac{360}{n_{s}} \tag{6.10}
\end{equation*}
$$

where $\alpha=$ step angle (degrees), and $n_{5}=$ the number of step angles for the motor, which must be an integer. The angle through which the motor shaft rotates is given by

$$
\begin{equation*}
A_{m}=n_{p} \alpha \tag{6.11}
\end{equation*}
$$

where $A_{m}=$ angle of motor shaft rotation (degrees), $n_{p}=$ number of pulses received by the motor. and $\alpha=$ step angle (degrees/pulse). The motor shaft is generally connected to the leadscrew through a gear box, which reduces the angular rotation of the leadscrew. The angle of the leadscrew rotation must take the gear ratio into account as follows:

$$
\begin{equation*}
A=\frac{n_{p} \alpha}{r_{g}} \tag{6.12}
\end{equation*}
$$

where $A=$ angle of leadscrew rotation (degrees), and $r_{g}=$ gear ratio, defined as the number of tums of the motor for each single turn of the leadscrew. That is,

$$
\begin{equation*}
r_{g}=\frac{A_{\mu t}}{A}=\frac{N_{r t}}{N} \tag{6.13}
\end{equation*}
$$

where $N_{m}=$ rotational speed of the motor (rev/min), and $N=$ rotational speed of the leadscrew (rev/min).

The linear movement of the worktable is given by the number of full and partial rotations of the leadscrew mutiplied by its pitch:

$$
\begin{equation*}
x=\frac{p A}{360} \tag{6.14}
\end{equation*}
$$

where $x=x$-axis position relative to the starting position (mm, inch), $p=$ pitch of the leadscrew ( $\mathrm{mm} / \mathrm{rev}, \mathrm{in} / \mathrm{rev}$ ), and $A / 360=$ number of leadscrew revolutions. The number of pulses required to achieve a specified $x$-position increment in a point-to-point system cen be found by combining the two preceding equations as follows:

$$
\begin{equation*}
n_{p}=\frac{360 x r_{g}}{p \alpha} \text { or } \frac{n_{1} \boldsymbol{x} r_{\kappa}}{p} \tag{6.15}
\end{equation*}
$$

where the second expression on the right-hand side is obtained by substituting $n$, for $360 / \alpha$, which is obtained by rearranging Eq. (6.10).

Control pulses are transmitted from the pulse generator at a certain frequency, which drives the worktable at a corresponding velocity or feed rate in the direction of the leadscrew axis. The rutational speed of the leadscrew depends on the frequency of the pulse train as follows:

$$
\begin{equation*}
N=\frac{60 f_{p}}{n_{1} r_{g}} \tag{6.16}
\end{equation*}
$$

where $N=$ leadscrew rotational speed (rev/min), $f_{p}=$ pulse train frequency ( Hz , puls$\mathrm{es} / \mathrm{sec}$ ), and $n_{s}=$ steps per revolution or pulses per revolutiont. For a two-axis table with continuous path control, the relative velocities of the axes are coordinated to achieve the desired travel direction.

The table travel speed in the direction of leadscrew axis is determined by the rotational speed as follows:

$$
\begin{equation*}
v_{t}=f_{r}=N p \tag{6.17}
\end{equation*}
$$

where $\nu_{1}=$ table travel speed ( $\mathrm{mm} / \mathrm{min}, \mathrm{in} / \mathrm{min}$ ), $j_{r}=$ table feed rate ( $\mathrm{mm} / \mathrm{min}, \mathrm{in} / \mathrm{min}$ ), $N=$ leadscrew rotational speed (rev/min), and $p=$ leadscrew pitch ( $\mathrm{mm} / \mathrm{rev}, \mathrm{in} / \mathrm{rev}$ ).

The required pulse train frequency to drive the table at a specified linear travel rate can be obtained by combining Eqs. (6.16) and (6.17) and rearranging to solve for $f_{F}$ :

$$
\begin{equation*}
f_{f}=\frac{v_{i} n_{s} r_{\mathrm{s}}}{60 p} \text { or } \frac{f_{i} n_{s} r_{z}}{60 p} \tag{6.18}
\end{equation*}
$$

## EXAMPLE 6.7 NC Open-Loop Positioning

The worktable of a positioning system is driven by a leadscrew whose pitch $=6.0 \mathrm{~mm}$. The leadscrew is connected to the output shaft of a stepping motor through a gearbox whose ratio is 5:1 is turns of the motor to one turn of the leadscrew). The stepping motor has 48 step angles The table must move a distance of 250 mm from its present position at a linear velocity $=500 \mathrm{~mm} / \mathrm{min}$. Determine (a) how many pulses are required to move the table the specified distance and (b) the required motor speed and pulse rate to achieve the desired table velocity
Solution: (a) Rearranging Eq. (6.14) to find the leadscrew rotation angle $A$ corresponding to a distance $x=250 \mathrm{~mm}$.

$$
A=\frac{360 x}{p}=\frac{360(250)}{6.0}=15,000^{\circ}
$$

With 50 step angles, each step angle is

$$
\alpha=\frac{360}{48}-7.5^{n}
$$

Thus, the number of pulses to move the table 250 mm is

$$
n_{p}=\frac{360 x r_{g}}{p \alpha}=\frac{A r_{g}}{\alpha}=\frac{15,000(5)}{7.5}=10,000 \text { pulses }
$$

(b) The rotational speed of the leadscrew corresponding to a table speed of $500 \mathrm{~mm} / \mathrm{min}$ can be determined from Eq. (6.17):

$$
N=\frac{v_{t}}{p}=\frac{500}{6}=83.333 \mathrm{rev} / \mathrm{min}
$$

Equation (6.13) can be used to find the motor speed:

$$
N_{n}=r_{8} N=5(83.333)=416.667 \mathrm{rev} / \mathrm{min}
$$

The applied pulse rate to drive the table is given by Eq. (6.18):

$$
f_{\mathrm{P}}=\frac{v_{t} n_{s} r_{\mathrm{g}}}{60 p}=\frac{500(48)(5)}{60(6)}=333.333 \mathrm{~Hz}
$$

### 6.6.2 Closed-Loop Positioning Systems

A closed-foop NC system, illustrated in Figure 6.27(b), uses servomotors and feedback measurements to ensure that the worktable is moved to the desired position. A common feedback sensor used for NC (and also for industrial robots) is the optical encoder, shown in Figure 6.28. An optical encoder consists of a light source and a photodetector on either side of a disk. The disk contains slots uniformly spaced around the outside of its face. These slots allow the light source to shine through and energize the photodetector. The disk is connected, either directly or through a gear box, to a rotating shaft whose angular position and velocity are to be measured. As the shaft rotates, the slots cause the light source to be seen by the photocell as a series of flashes. The flashes are converted into an equal number of electrical pulses. By counting the pulses and computing the frequency of the pulse train, worktable position and velocity can be determined.

The equations that define the operation of a closed-loop NC positioning system are similar to those for an open-loop system. In the basic optical encoder, the angle between slots in the disk must satisfy the following requirement:

$$
\begin{equation*}
\alpha=\frac{360}{n_{s}} \tag{6.19}
\end{equation*}
$$



Figure 6.28 Optical encoder: (a) apparatus and (b) series of pulses emitted to measure rotation of disk.
where $\alpha=$ angle between slots (degrees/slot), and $n_{s}=$ the number of slots in the disk (slots/rev). For a certain angular rotation of the encoder shaft, the number of pulses sensed by the encoder is given by

$$
\begin{equation*}
n_{p}=\frac{A_{e}}{\alpha} \tag{6.20}
\end{equation*}
$$

where $n_{p}=$ pulse count emitted by the encoder, $A_{c}=$ angle of rotation of the encoder shaft (degrees), and $\alpha=$ angle between slots, which converts to degrees per pulse. The pulse count can be used to determine the linear $x$-axis position of the worktable by factoring in the leadscrew pitch and the gear reduction between the encoder shaft and the leadscrew. Thus.

$$
\begin{equation*}
x=\frac{p n_{p}}{n_{s} r_{g e}} \tag{6.21}
\end{equation*}
$$

where $n_{p}$, and $n_{s}$ are defined above, $p=$ leadscrew pitch ( $\mathrm{mm} / \mathrm{rev}$ in $/ \mathrm{rev}$ ), and $r_{g c}=$ gear reduction between the encoder and the leadscrew, defined as the number of turns of the encoder shaft for each single turn of the leadscrew. That is,

$$
\begin{equation*}
r_{g^{e}}=\frac{A_{e}}{A}=\frac{N_{e}}{N} \tag{6.22}
\end{equation*}
$$

where $A_{t}=$ encoder shaft angle (degrees), $A=$ leadscrew angle (degrees), $N_{e}=$ rotational speed of encoder shaft (rev/min), and $N=$ rotational speed of leadscrew (rev $/ \mathrm{min}$ ). The gear reduction $r_{s e}$ between the encoder shaft and the leadscrew must not be confused with the gear ratio between the drive motor and the leadscrew $r_{g}$ defined in Eq. (6.13).

The velocity of the worktable, which is normally the feed rate in a machining operation, is obtained from the frequency of the pulse train as follows:

$$
\begin{equation*}
v_{t}=f_{r}=\frac{60 p f_{p}}{n_{s} r_{g e}} \tag{6.23}
\end{equation*}
$$

where $v_{i}=$ worktable velocity ( $\mathrm{mm} / \mathrm{min}, \mathrm{in} / \mathrm{min}$ ), $f_{r}=$ feed rate ( $\mathrm{mm} / \mathrm{min}$, in $/ \mathrm{min}$ ), $f_{p}=$ frequency of the pulse train emitted by the optical encoder ( Hz , pulses/sec), and the constant 60 converts worktable velocity and feed rate from millimeters per second (inches per sec) to millimeters per minute (inches per minute). The terms $p, n_{s}$, and $r_{\mathrm{gc}}$ have been previously defined.

The pulse train generated by the encoder is compared with the coordinate position and feed rate specified in the part program, and the difference is used by the MCU to drive a servomotor, which in turn drives the worktable. A digital-to-analog converter (Section 5.4) converts the digital signals used by the MCU into a continuous analog curfent that powers the drive motor. Closed-loop NC systems of the type described here are appropriate when a reactionary force resists the movement of the table. Metal cutting machine tools that perform continuous path cutting operations, such as milling and turning, fall into this category.

EXAMPLE 6.8 NC Closed-Loop Positioning
An NC worktable operates by closed-loop positioning. The sysiem consists of a servomotor, leadscrew, and optical encoder. The leadscrew has a pitch $=6.0 \mathrm{~mm}$
and is coupled to the motor shaft with a gear ratio of $5: 1$ ( 5 turns of the drive motor for each turn of the leadscrew). The optical encoder generates 48 pulses/rev of its output shaft. The encoder output shaft is coupled to the leadscrew with a $4: 1$ reduction (4 turns of the encoder shaft for each turn of the leadscrew). The table has been programmed to move a distance of 250 mm at a feed rate $=500 \mathrm{~mm} / \mathrm{min}$. Determine (a) how many pulses should be received by the control system to verify that the table has moved exactly 250 mm , (b) the puise rate of the encoder, and (c) the drive motor speed that correspond to the specified feed rate.
Solution: (a) Rearranging Eq. (6.21) to find $n_{p}$,

$$
n_{p}=\frac{x n_{r} r_{g e}}{p}=\frac{250(48)(4)}{6.0}=8000 \text { pulses }
$$

(b) The pulse rate corresponding to $500 \mathrm{~mm} / \mathrm{min}$ can be obtained by rearranging Eq. (6.23):

$$
f_{p}=\frac{f_{r} H_{s} r_{g}}{60 p}=\frac{500(48)(4)}{60(6.0)}=266.667 \mathrm{~Hz}
$$

(c) Motor speed - table velocity (feed rate) divided by leadscrew pitch, worrected for gear ratio:

$$
N_{m}=\frac{r_{k} f_{i}}{P}=\frac{5(500)}{6.0}=416.667 \mathrm{rev} / \mathrm{min}
$$

Note that motor speed has the same numerical value as in Example 6.7 because the table velocity and motor gear ratio are the same.

### 6.6.3 Precision in NC Positioning

For accurate machining or other processing performed by an NC system, the positioning system must possess a high degree of precision. Three measures of precision can be defined for an NC positioning system: (1) control resolution. (2) accuracy, and (3) repeatability. These terms are most readily explained by considering a single axis of the positioning system, as depicted in Figure 6.29. Control resolution refers to the control system's ability to


Figure 6.29 A portion of a linear positioning system axis, with definition of control resolution. accuracy, and repeatability.
divide the total range of the axis movement into closely spaced points that can be distinguished by the MCU. Control resolution is defined as the distance separating two adjacent addressable points in the axis movement. Addressable points are locations along the axis to which the worktable can be specifically directed to go. It is desirable for control resolution to be as small as possible. This depends on limitations imposed by: (1) the electromechanical components of the positioning system and/or (2) the number of bits used by the controller to define the axis coordinate location.

A number of electromechanical factors affect control resolution, including: leadscrew pitch, gear ratio in the drive system, and the step angle in a stepping motor for an open-loop system or the angle between slots in an encoder disk for a closed-loop system. For an openloop positioning system driven by a stepper motor, these factors can be combined into an expression that defines control resolution as follows:

$$
\begin{equation*}
\mathrm{CR}_{1}=\frac{p}{n_{r} r_{g}} \tag{6.24a}
\end{equation*}
$$

where $\mathrm{CR}_{1}=$ control resolution of the electromechanical components (mm,in), $p=$ leadscrew pitch (mm/rev, in/rev), $n_{s}=$ number of steps per revolution, and $r_{g}=$ gear ratio between the motor shaft and the leadscrew as defined in Eq. (6.13). A similar expression can be developed for a closed-loop positioning system. except that the gear reduction between the leadscrew and the encoder shaft must be included:

$$
\begin{equation*}
\mathrm{CR}_{1}=\frac{p}{n_{s} r_{g} r_{g^{e}}} \tag{6.24b}
\end{equation*}
$$

The second factor that limits control resolution is the number of bits used by the MCU to specify the axis coordinate value. For example, this limitation may be imposed by the bit storage capacity of the controller. If $B=$ the number of bits in the storage register for the axis, then the number of control points into which the axis range can be divided $=2^{B}$. Assuming that the control points are separated equally within the range, then

$$
\begin{equation*}
\mathrm{CR}_{2}=\frac{L}{2^{8}-1} \tag{6.25}
\end{equation*}
$$

where $\mathrm{CR}_{2}=$ control resolution of the computer control system (nm, in), and $L=$ axis range ( $\mathrm{mm}, \mathrm{in}$ ). The control resolution of the positioning system is the maximum of the two values; that is,

$$
\begin{equation*}
\mathrm{CR}=\operatorname{Max}\left\{\mathrm{CR}_{1}, \mathrm{CR}_{2}\right\} \tag{6.26}
\end{equation*}
$$

A desirable criterion is for $\mathrm{CR}_{2} \leftrightharpoons \mathrm{CR}_{1}$, meaning that the electromechanical system is the limiting factor that determines control resolution. The bit storage capacity of a modern computer controller is sufficient to satisfy this criterion except in unusual situations. Resolutions of $0.0025 \mathrm{~mm}(0.0001 \mathrm{in})$ are within the carrent state of NC technology.

The capability of a positioning system to move the worktable to the exact location defined by a given addressable point is limited by mechanical errors that are due to various imperfections in the mechanical system. These imperfections include play between the leadscrew and the worktable, backlash in the gears, and deflection of machine components.

We assume that the mechatical errors form an unbiased normal statistical distribution about the control point whose mean $\mu=0$. We further assume that the standerd deviation $\sigma$ of the distribution is constant over the range of the axis under consideration. Given thest assumptions, then nearly all of the mechanical errors $(99.74 \%)$ are contained within $\pm 3 \sigma$ of the control point. This is pictured in Figure $\begin{array}{r}\text { n. } 29 \text { for a portion of the axis range that in- }\end{array}$ cludes two control points.

Let us now nake use of these defintions of control resolution and mechanical error distribution to define accuracy and repeatability of a positioning system. Accuracy is defined under worst case conditions in which the desired target point lies in the middle between two adjacent addressable points. Since the table can only be moved to one or the other of the addressable points, there will be an error in the fintil position of the worktable. This is the maximum possible positioning error, because if the target were closer to either one of the addressable points, then the table would be moved to the clases control point and the error would be smaller. It is appropriate to define accuracy under this worst case scenario. The accuracy of any given axis of a positioning system is the maximum possible errot that can occar between the desired target point and the actual position taken by the system: in equation form,

$$
\begin{equation*}
\text { Accuracy }=\frac{\Gamma \mathrm{R}}{2}+3 \sigma \tag{6.27}
\end{equation*}
$$

where $\mathrm{CR}=$ zontrol resolution ( mm , in), and $\sigma=$ standard deviation of the error distribution. Accuracies in machine tools are generally expressed for a certain range of table


Repeatability refers to the capabiity of the positioning system to return to a given addressable point that has been previously programmed. This capability can be measured in terms of the location errors encountered when the system attempts to position itself at the addressable point. Location errors are a manifestation of the mechanical errors of the positioning system, which follow a nomal distribution, as assumed previously. Thus, the repeatability of any given axis of a positioning system is $\pm 3$ standard deviations of the mechanical crror distribution associated with the axis. This can be written:

$$
\begin{equation*}
\text { Repeatability }=+3 \sigma \tag{6.28}
\end{equation*}
$$

The repeatability of a modern NC machine tool is around $\pm 0.0025 \mathrm{~mm}( \pm 0.0001 \mathrm{in})$.

## EXAMPLE 6.9 Control Resolution, Accuracy, and Repeatability in NC

Suppose the mechanical inaccuracies in the open-loop positioning system of Example 6.7 are described by a normal distribution with standard deviation $\sigma=0.005 \mathrm{~mm}$. The range of the worktable axis is 1000 mm , and there are 16 bits in the binary register used by the digital controller to store the programmed position. Other relevant parameters from Example 6.7 are: pitch $p=6.0 \mathrm{~mm}$, gear ratio beiween motor shaft and leadscrew $s_{5}=5 n_{\text {, and number of step an- }}$ gles in the stepping motor $n_{s}=48$. Determine (a) the control resolution. (b) the accuracy and (c) the repeatability for the positioning system.

Solution: (a) Control resolution is the greater of $\mathrm{CR}_{1}$ and $\mathrm{CR}_{2}$ as defined by Eqs. (6.24) and (6.25).

$$
\begin{aligned}
\mathrm{CR}_{1} & =\frac{p}{n_{s} r_{\mathrm{g}}}=\frac{6.0}{48(5.0)}=0.025 \mathrm{~mm} \\
\mathrm{CR}_{2} & =\frac{1000}{2^{10}-1}=\frac{1000}{65,535}=0.01526 \mathrm{~mm} \\
\mathrm{Cr} & =\operatorname{Max}\{0.025,0.01526\}=0.025 \mathrm{~mm}
\end{aligned}
$$

(b) Accuracy is given by Eq. (6.27):

$$
\text { Accuracy }=0.5(0.025)+3(0.005)=0.0275 \mathrm{~mm}
$$

(c) Repcatability $= \pm 3(0.005)= \pm 0.015 \mathrm{~mm}$
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## PROBLEMS

## NC Applications

6.1 A machinable grade of alumnum is to be milled on an NC machine with a $20-\mathrm{mm}$ diameter four-tooth end milling cutter. Cutting speed $=126 \mathrm{~m} / \mathrm{min}$ and feed $=0.08 \mathrm{~mm} /$ tooth. Convert these values to revolutions per minute and millimeters per minuke, respectively.
6.2 A cast iron workpiece is to be face milled on an NC machine using cemented carbide inserts. The cutter has 16 teeth and is 120 mm in diameter. Cuting speed $=200 \mathrm{~m} / \mathrm{min}$ and fead $=0.05 \mathrm{~mm} /$ tooth, Convert these values to revolutions per minute and millimeters per munte, respcctively.
6.3. An end milling operation is performed on an NC machining center. The totai length of travel is 625 mm along a straight line path to cut a particular work piece. Cutting specd $=2.0$ $\mathrm{mo} / \mathrm{sec}$ and chp load (feed/tooth) $=0.075 \mathrm{~mm}$. The end milling cutter has two teeth and its diameter $=15.0 \mathrm{~mm}$. Determine the teed tate and time to complete the cut.
6.4 A turning aperation is to be performed on an NC lathe. Cutting speed $=2.5 \mathrm{~m} / \mathrm{scc}$, feed $=0.2 \mathrm{~mm} / \mathrm{rev}$, and depth $=4.0 \mathrm{~mm}$. Workpiece diameter $=100 \mathrm{~mm}$ and its length $=400 \mathrm{~mm}$. Determine (a) the rotational speed of the workbar. (b) the feed rate, (c) the metal removal rate and (d) the time to travel from one end of the part to the other.
6.5 A A NC drill press drils four $10.0-\mathrm{mm}$ diameter holes at four locations on a flat aluminum plate in a production work cycle. Although the plate is only 12 mm thick, the Jrill must travel a full 20 mirn vertically at each hole location to allow for clearance above the plate and breakthrough of the drill on the underside of the plate. Cutting conditions specd $=0.4$ $\mathrm{m} / \mathrm{sec}$ and feed $=0.10 \mathrm{~mm} / \mathrm{rev}$. Hole locations are indicated in the following table:

| Hole Number | $x$-coordinate (mm) | $y$-coordinate (mm) |
| :---: | :---: | :---: |
| 1 | 25.0 | 25.0 |
| 2 | 25.0 | 100.0 |
| 3 | 100.0 | 100.0 |
| 4 | 100.0 | 25.0 |

The drill starts out at point $(0,0)$ and returns to the same position after the work cycle is completed. Tavel rate of the table in moving from one coordinate position to another is $500 \mathrm{~mm} / \mathrm{min}$. Owing to effects of acceleration and deceleration and the time required for the control system to achieve final positioning, a time loss of 3 sec is expetienced at cach stopping position of the table. Assume that all muves are made to minimize the total cycle time. If loading and unloading the plate take 20 sec (total handling time), detemine the time required for the work cycle.

## NC Mantal Part Programming

6.6 Write the parl program to drill the holes in the part shown in Figure P6.6. The part is 12.0 mm thick. Cutting speed $=100 \mathrm{~m} / \mathrm{min}$ and feed $=0.06 \mathrm{~mm} / \mathrm{rev}$. Use the lower left comen of the parl as the origin in the $x-y$ axis system. Write the part programin the word address formal with TAB separation and variable word order. Use absohte positioning. The program style should be similar to Example 6.1 .


Figure P6.6 Part drawing for Problem 6.6. Dimensions are in millimeters.
6.7 The part in Figure P6.7 is to be drilled on a turret-type drill press. The part is 15.0 mm thick. There are three drill sizes to be used: $8 \mathrm{~mm}, 10 \mathrm{~mm}$, and 12 mm . These drils are to be specified in: the part program by tool turret positions T01, T02, and T03. All tooling is high speed steel. Cutting speed $=75 \mathrm{~mm} / \mathrm{min}$ and feed $=0.08 \mathrm{~mm} / \mathrm{rev}$. Use the lower left corner of the part as the origin in the $x-y$ axis system. Write the part program in the word address format with TAB separation and variable word onder. Use absolute positioning. The program style should be similar to Example 6.1.


Figure P6.7 Part drawing for Problem 6.7. Dimensions are in millimeters.
6.8 The outline of the part in previous Problem 6.7 is to be profile milled using a $30-\mathrm{mm}$ diameter end mill with four teeth. The part is 15 mm thick. Cutting speed $=150 \mathrm{~m} / \mathrm{min}$ and
teed $=0.085 \mathrm{~mm} /$ tooth Use the lower left corner of the part as the origin in the $x \cdot y$ axis system. Two of the holes in the part have already been drilled and will be used for clamping the part during profile mifling. Write the part program in the word address format with TAB sepsration and variable word order. Use absolute positioning. The program style should be similar to Fxample 6.2
6.9 The outline of the part in Figure P6. 9 is to be profile milled, using a 20 -mm diameter end mill with two tecth. The part is 10 mm thack. Cuting speed $=125 \mathrm{~m} / \mathrm{min}$ and feed $=0.10 \mathrm{~mm}$ ' tooth. Use the luwer left comer of the part as the orgin in the $x-y$ axis system. The two holes in the part have already been crilled and will be used for clamping the part during cuilling. Write the part program in the word address format with TAB separation


Figure P6.9 Part drawing for Problem 6.9. Dimensions are in millimeters.
and variable word order. Use absolute positioning. The program style should be similar to Example 6.2.

## NC Part Programming in APT

6.10 Write the APT geometfy statements to define the hole positions of the part in Figure P6.6. Use the lower left comer of the part as the origin in the $x$ - $y$ axis system.
6.11 Write the coraplete APT part program: to perform the drilling operations for the part drawing in Figure P6.6. Cutting speed $=0.4 \mathrm{~m} / \mathrm{sec}$, feed $=0.10 \mathrm{~mm} / \mathrm{rcv}$, and table travei speed betwera holes $=500 \mathrm{~mm} / \mathrm{min}$. Postprocessor call statement is MACHIN/DRILL 04 .
6.12 Write the APT geometry statements to define the bole positions of the part in Figure P6. 7. Use the lower left conner of the part as the origin in the $x$ - $y$ axis system.
6.13 Wite the APT part progrann to perform the drilling operations for the part drawing in Figure P6.7. Use the TURRET command to call the different drilis required. Cutting speed $=0.4 \mathrm{~m} / \mathrm{sec}$, feed $=0.10 \mathrm{~mm} / \mathrm{rev}$, and tahle travel speed betweca holes $=500 \mathrm{~mm} / \mathrm{min}$. Postprocessor call stalement is MACHIN/TURDRL, 02.
6.14 Write the APT geometry statements to define the outline of the part in Figure P6.7. Use the lower left corner of the part as the origin in the $x$ - $y$ axis system.
6.15 Write the complete APT part program to profile mill the outside edges of the part in Figure P6.7 The part is 15 mm thick. Tooling $=30-\mathrm{mm}$ diameter end mill with four teeth, cu:ting speed $=150 \mathrm{~mm} / \mathrm{min}$. and fecd $=0.085 \mathrm{~mm} /$ tooth. Use the lower left corner of the part as the origin in the $x \cdot y$ axis system. Twe of the holes in the part have already been drilled anc will be used tor clamping the part during profile milling. Postprocessor call statement is MACHIN/MILL, 06 .
6.16 Write the APT geometry statemens to detine the part geomerry shown in Figure P6.9. Use the lower eft comer of the part as the origin in the $x-y$ axis system.
6.17 Write the complete A.PT part program to perform the profile milling operation for the part drawing in Figure P6.9. Tooling $=20-\mathrm{mm}$ diameter end mill with two teeth, cutfing speed $=125 \mathrm{~mm} / \mathrm{mir}$, and fecd $=0.10 \mathrm{~mm} /$ tooth. The part is 10 mm theck. Use the towar lett cornet of the part as the origin in the $x-y$ axis system. The two holes in the part have already been drilled and will be used for clamping the part during milling. Poseprocessor call starement is MACHIN/M1LL, 01 .
6.18 Writc the APT geometry statements to define the outline of the cam shown in Figure P6.18.


Figure P6.18 Part drawing for Problem 6.18. Dimensions are in millimeters.
6.19 The outline of the cam in. Figure $\mathbf{P} 6.18$ is to be machined in an end milling operation, using a 12.5 mm diameter end mill with two teeth. The part is 7.5 mm thick. Write the complete APT program for this job, using a feed rate $=80 \mathrm{~mm} / \mathrm{min}$ and a spindle speed $=500$ rev $/$ mim. Postprocessor call statement is MACHIN/MILL, 03. Asstme the rough outline for the part has been obtained in a band saw operation. Ignore clamping issues in the problem.
6.20 The part outine in Figure P6.20 is to be profile milled in several passes from a rectangular slab (outline of slab shown in dashed lines), using a 25 -mm diameter end mill with four teeth. The initial passes are to remove no more than 5 mm of material from the periphery of the part, and the final pass should fernove no more than 2 mm to cut the outline to final shapc. Write the APT geometry and motion statements for this job. The final part thickness is to be the same as the starting slab thickness, which is 10 mm , so no machining is required on the top and bottom of the part
6.21 The top surface of a large cast iron plate is to be face mitled. The area to be machined is 400 mm wide and 700 mm long. The insert type face milling cutter has eight teeth and is 100 mm in diameter. Define the origin of the axis system at the lower left corner of the part with the long side parallel to the $x$-axis. Write the APT geometry and motion statements for this job.


Figure P6.20 Patt drawing for Problem 6.20. Dimensions are in millimeters
6.22 Write the APT geometry statements to define the part geometry shown in Figure P6.22.


Figure P6.22 Part drawing for Problem 6.22. Dimensions are in millimeters.
6.23 The part in Figure P 6.22 is to be milled. using a $20-\mathrm{mm}$ diameter cnd mill with four teeth. Write the APT geometry and motion statements for this job Assume that preliminary pesses have been completed so that only the final pass ("to size") is to be completed in this program. Cutting speed $=550 \mathrm{rev} / \mathrm{min}$, and feed rate $\rightarrow 250 \mathrm{~mm} / \mathrm{min}$. The starting slab thickness is 15 man, so ne machining is zequired on the top or bottom surfaces of the part. The three holes have been predrilled for fixturing in this milling sequence.

## Analysis of Open-Loop Positioning Systems

6.24 Two stepping motors are used in an open-loop system to drive the leadscrews for $x-y$ positioning. The range of each axis is 250 mm . The shafts of the motors are connected directly to the leadscrews. The pitch of each leadscrew is 3.0 mm , and the number of step angles on the stepping motor is 125. (a) How closely can the position of the table be controlled, assuming there are no mechanical errors in the positioning system? (b) What are the required pulse train frequencies and corresponding rotational speeds of each stepping motor to drive the table at $275 \mathrm{~mm} / \mathrm{min}$ in a straight line from point $(x-0, y-0)$ to point $(x-130 \mathrm{~mm}$, $y=220 \mathrm{~mm}$ )?
6.25 One axis of an NC positioning system is driveri by a stepping motor. The motor is connected to a leadscrew whose pitch is 4.0 mm , and the leadscrew drives the table. Control resolution for the table is specified as 0.015 mm . Determine (a) the number of step angles required to achieve the specified control resolution, (b) the size of each step angle in the motor, and (c) the linear travel rate of the motor at a pulse frequency of 200 pulses per second
6.26 The worktable in an NC positioning system is driven by a leadscrew with a $4-\mathrm{mm}$ pitch. The leadscrew is powered by a stepping motor that has 250 step angles. The worktable is progranamed to move a distance of 100 mm from its present position at a travel speed of $300 \mathrm{~mm} / \mathrm{min}$. (a) How many pulses are required to move the table the specified distance? (b) What are the required motor speed and (c) pulse rate to achieve the desired tabic spece?
6.27 A stepping motor with 200 step angles is coupled to a leadscrew through a gear reduction of $5: 1$ ( 5 rotations of the motor for each rotation of the lead screw). The leadscrew has 2.4 threads $/ \mathrm{cm}$. The worktable driven by the leadscrew must move a distance $=25.0 \mathrm{~cm}$ at a feed rate $=75 \mathrm{~cm} / \mathrm{min}$. Determine (a) the number of pulses required to move the table, (b) the required motor speed, and (c) the pulse rate to achieve the desired table specd.
6.28 A component insertion machine takes 2.0 sec to put a component into a printed circuit (PC) board, once the board has heen positioned under the insertion head. The $\boldsymbol{x}-\boldsymbol{y}$ table that p 0 sitions the PC board uses a stepper motor directly linked to a leadscrew for each axis. The leadscrew has a pitch $=5.0 \mathrm{~mm}$. The motor step angle $=7.2$ degrees and the pulse train frequency $=400 \mathrm{~Hz}$ Two components are placed on the $\mathbf{P C}$ board, one each at pasitions ( 25 , 25) and ( 50,150 ), where coordinates are in millimeters. The sequence of positions is ( 0,0 ), $(25,25),(50.150),(0,0)$. Tine required to unkoad the completed board and load the next blank onto the machine table $=5.0 \mathrm{sec}$. Assume that 0.25 sec . is lost due to acceleration and deceleration on each move. What is the hourly production rate for this PC board?

## Analysis of Closed-Loop Positioning Systerns

6.29 A de servomotor is used to drive one of the table axes of an NC milling machine. The motor is coupled directly to the leadscrew for the axis, and the leadscrew pitch $=5 \mathrm{~mm}$. The optical encoder attached to the leadscrew emits 500 pulses per revolution of the leadscrew. The motor rotates at a normal speed of 300 rev/min. Determine (a) the control resolution of the system, expressed in linear travel distance of the table axis, (b) the frequency of the pulse train cmitted by the optical encoder when the servomotor operates at full speed. and (c) the travel rate of the table at normal revolutions per minute of the motor.
6.30 In Problern 6.3, the axis corresponding to the feed rate uscs a deservomotor as the drive unit and an optical encoder as the fecdback sensing device. The motor is geared to the leadscrew with a $10: 1$ reduction ( 10 ums of the motor for each turn of the leadscrew). If the leadscrew pitch $=5 \mathrm{~mm}$, and the optical entoder emits 400 pulses per revolution, determine the rotational specd of the motor and the pulse rate of the encoder to achieve the feed rate indicated.
6.31 The worktable of an NC mactine is driver by a closed-loop positioning system that consists of a servomotor, leadscrew, and optical encoder. The leadscrew pitch $=4 \mathrm{~mm}$ and is coupled
difectly to the motorshaft (gear matio $=1: 1$ ). The optical encoder generates 225 pulses per motor revolution. The table has been programmed to move a distance of 200 mom at a focd rate $=450 \mathrm{~mm} / \mathrm{min}$, (a) How many pulses are received by the control systern to verify that the table has moved the programmed distance? What are (b) the pulse rate and (c) the motor speed that cortespond to the specified feed rate?
6.32 A NC: machine tool table is powered by a servomotor, leadscrew, and optical encoder. The leadscrew has a pitch $=5.0 \mathrm{~mm}$ and is connected to the motor shaft with a gear ratio of 16:1 (16 turns of the motor for each turn of the leadscrew). The optical encoder is connected directy to the leadscrew and generates 200 pulses/rev of the leadscrew. The table musi move a distance $=101 \mathrm{~mm}$ at a feed rate $=500 \mathrm{~mm} / \mathrm{min}$. Determine (a) the pulse count recrived by the control system to verify that the table has moved exactly 100 mm and (b) the pulse rate and (c) motor speed that correspond to the feed rate of $500 \mathrm{~mm} / \mathrm{min}$.
6.33 Same as previous Problem 6.32, except that the optical encoder is directly coupled to the motor shaft rather than to the leadscrew.
6.34 A leadscrew coupled directly to a de servomotor is used to drive one of the table axes of an $N$ N milling machine. The leadscrew has 2.5 threads $/ \mathrm{cm}$. The optical encoder attached to the leadscrew emits 100 pulses/rev of the leadscrew. The motor rotates at a maximum speed of $800 \mathrm{rev} / \mathrm{min}$. Determine (a) the control resolution of the system, expressed in !inear cravel distance of the table axis; (b) the frequency of the pulse train emitted by the optical encoder when the servomotor operates at maximum speed; and (c) the travel speed of the table at maximum motot speed.
6.35 Solve previous Problem 6.34, only the servomotor is connected to the leadscrew through a gear box whose reduction ratio $=10: 1$ ( 10 revolutions of the motor for each revolution of the leadscrew).
6.36 A milling operation is performed on an NC machining center. Total travel distance $=300 \mathrm{~mm}$ in a direction paraliel to one of the axes of the worktable. Cutting speed $=1.25 \mathrm{~m} / \mathrm{sec}$ and chip load $=0.05 \mathrm{~mm}$. The end milling cutler has fous teeth and its diameter $=20.0 \mathrm{~mm}$. The axis uses a de servomotor whose output shaft is coupled to a leadscrew with pitch $=6.0 \mathrm{~mm}$. The feedback sensing device is an optical encoder that emits 250 pulses per revolution. Determine (a) the feed rate and time to complete the cut, (b) the rotational speed of the motor, and (c) the pulse rate of the encoder at the feed rate indicated.
6.37 A de servomotor drives the $x$-axis of an NC milling machine table. The motor is coupled directly to the table leadscrew, whose pitch $=6.25 \mathrm{~mm}$. An optical encoder is connected to the leadscrew using a $1: 5$ gear racio fone turn of the leadscrew converts to 5 turns of the encoder disk). The optical encodet emits 125 pulses per revolution. To ekecute a certain programmed instruction, the table must move from point $(x=87.5 \mathrm{~mm}, y=35.0)$ to point $(x=25.0 \mathrm{~mm}$, $y=180.0 \mathrm{~mm}$ ) in a straight-line trajectory at a feed rate $=200 \mathrm{~mm} / \mathrm{min}$. Determine (a) the control resolution of the system for the $r$-axis, (b) the rotational speed of the motor, and (c) the frequency of the pulse train emitted by the optical encoder at the desired feed rate.

## Resolution and Accuracy of Positioning Systems

6.38 A two-axis NC system is used to control a machine tool table uses a bit storage capacity of 16 bits in its control menory for each axis. The range of the $x$-axis is 600 mm and the range of the $y$-axis is 500 mm . The mechanical accuracy of the machine table can be represented by a normal distribution with standard deviation $=0.002 \mathrm{~mm}$ for both axes. For each axis of the NC system, determne (a) the control resolution, (b) the accuracy, and (c) the repeatability.
6.39 Stepping motors are used to drive the two axes of an insertion machine used for electronic assembly. A printed circuit board is mounted on the table, which must be positioned accurately for reliable insertion of components into the board. Range of each axis $=700 \mathrm{~mm}$. The
leadscrew used to drive each of the two axes has a putch of 3.0 mm . The inherent mechanical cerors in the table positioning can be characterized by a normal distribution with standard deviation $=0.005 \mathrm{~mm}$. If the required accuracy for the table is 0.04 mm , determine (a) the number of step angles that the stepping motor must have and (b) how many bits are required ir the control memory for cach axis to uniquely identify each control position.
6.4a Referring back to Problem 6.26, the mechanical inaccuracies in the open-toop positioning systen can be described by a numal distribution whose standard deviation $=0.005 \mathrm{~mm}$. The range of the worktable axis is 500 mm , and thete are 12 bits in the binary register used by the digital controller to store the programmed position. For the positioning system, determine (a) the control resolution, (b) the accuracy, and (c) the repeatability. (d) What is the minimum numoer of bits that the hinary register should have so that the mechatical drive system becomes the limiting component on control resolution?
6.41 The positioning table for a component insertion machine uses a stepping motor and leadscrew mechanism. The design specifications require a table speed of $0.4 \mathrm{~m} / \mathrm{sec}$ and an accuracy $=0.02 \mathrm{~mm}$. The pitch of the lead-screw $=5.0 \mathrm{~mm}$, and the gear ratio $=2: 1$ (2 turns of the rnotor for each turn of the lead-screw) The mechanical errors in the motor, gear box, lead-screw, and table connection are characterized by a normal distribution with standard deviation $=0.0025 \mathrm{~mm}$. Dctermine (a) the minimum number of step angles in the stepping motor and (b) the frequency of the pulse train required to drive the table at the desired maximum specd.
6.42 The two axes of an $x-y$ positioning table are cach driven by a stepping motor connected to a leadscrew with a 10:1 gear reduction. The number of step angles on cach stepping motor is 20 . Each leadscrew has a pitch $=4.5 \mathrm{~mm}$ and provides an axis range $=300 \mathrm{~mm}$. There are 16 bits in each binaty register used by the controller to store position data for the two axes. (a) What is the control resolution of each axis? (b) What are the required rotational speeds and corresponding pulse train frequencies of cach stepping motor to drive the table at $500 \mathrm{~mm} / \mathrm{min}$ in a straight hine from point $(30,30)$ to point ( 100.200 ) Ignore acceleration and deceleration.

## APPENDIX APT WORD DEFINTIONS

ATANGL At angle (descriptive data). The data that follows this APT word is an angle, specified in degrees. See LINE.

CENTER Center (descriptive data). The data that follows this APT word specifies the location of the center of a circle or circular arc. See CIRCIE.

CIRCLE Circle (geometry type). Used to define a circle in the $x$ - $y$ plane Methods of definition include:

1. Using the coordinates of its center and its radius (see Figure A6.1):

$$
\mathrm{Cl}=\mathrm{CIRCLE} / \mathrm{CENTER}, 100,50,0, \text { RADIUS, } 32
$$

2. Using the point identifying its center and its radius (sce Figure A6.1):

$$
\mathrm{Cl}=\mathrm{CIRCLE} / \mathrm{CENTER}, \text { P1. RADJUS, } 32
$$

3. Using the point identifying its center and a line to which it is tangent (see Figure A6.1):

$$
\mathrm{C} 1=\mathrm{CIRCLE} / \mathrm{CENTER}, \mathrm{P} 1, \text { TANTO, } \mathrm{L} 1
$$



Figure A6.1 Defining a citcle.


Figure A6.2 Defining a circle using two intersecting lines.
4. Using three points on its circumference (see Figure A6.1):
$\mathrm{C} 1=\mathrm{CIRCLE} / \mathrm{P} 2, \mathrm{P} 3, \mathrm{P} 4$
5. Using two intersecting lines and the radius of the circle (see Figure A6.2):

$$
\begin{aligned}
& C 2=\text { CIRCLE/XSMALL, L2, YSMALL, L3, RADIUS, } 25 \\
& C 3=\text { CIRCLE/YLARGE, L2,YLARGE,L3, RADIUS, } 25 \\
& C 4=\text { CIRCLE/XLARGE, L2,YLARGE,L3, RADIUS, } 25 \\
& C 5=\text { CIRCLE/YSMALL, L2. YSMALL,L3, RADIUS, } 25
\end{aligned}
$$

CLPRNT Cutter location print (auxiliary statement). Used to obtain a computer printout of the cutter location sequence.

COOLNT Coolant (postprocessor statement), Actuates various coolant options that may be available on the machine tool; also turns coolant off. Examples:

COOLNT/MIST (corresponds to M007)
COOLNI/FLOOD (corresponds to M008)
COOLNT/OFF (corresponds to M009)
CUTTER Cuther (postprocessor statement). Defines cutter diameter and other cutting tool dimensions required in cutter offset calculations. Examples:

1. For two axis profile milling, only cutter diameter is required, specified here in mem (see Figure A6.3a):

## CUTTER/21

2. For three-axis contouring, the diameter and corner radius are required (see Figure A6.3b); additional parameters are required for some cutter geometries (not shown here).

CUTTER/20,5
DELAY Delay (postprocessor command). Used to delay the machine tool operation by a certain period of time, specified in secunds. For example, the following command would cause a delay of 5 seconds:

## DELAY/S

END End (postprocessor statement). Stops the program at the end of a section, turning off spindle rotation and coolant, if applicable (corresponds to a M02 or M30). Meaning may vary between machine tools. To continue program, a FROM statement should be used.

FEDRAT Feed rate (postprocessor statement). Used to specify feed rate. Methods of specification include:

1. Feed rate given in units per mimute (inches or mm, depending on units specification given in UNITS statement), here specified as $120 \mathrm{~mm} / \mathrm{min}$ :

FEDRAT/120, IPM (corresponds to G94F120 or G98 F120)

(a)

(b)

Figure A6.3 Cutter definition for a 20 mm diameter milling cutter: (a) where corner radius is zero, (b) where comer radius $=5 \mathrm{~mm}$.
2. Feed rate given in units per revolution (inches or mm , depending on units specification given in UNIIS statement), here specified as 0.2 mm rev:

FEDRAT0.2, IPR (corresponds to G95 F0.2 or G99 F0.2)
FINI Finish (ausifiary statement). Indicates the end of the API program. Must be the last word in the APT program.

FROM From the starting location (motion startup command). Used to specify the starting location of the cutter, from which subsequent tool motions are referenced. This starting location is defined by the part programmer and set up on the machine tool by the machine operator when the program is executed. The FROM statement itself results in no tool motion. Methods of specification:

1. Using a previously defined starting point (PTARG):

FROM/PTARG
2. Using the coordinates of the starting point, specified here in mm:

FROM0,-50,10
GO Go (motion startup command in contouring). Used to position the cutter from the starting location against the drive surface, part surface, and check sufface. In the following statement, the starting drive surface is PL1, the starting part surface is PL2, and the check surface is PL3.

> GO/TO, PL1,TO, PL2, TO, PL3

GOBACK Go hack (contouring motion command). Used to move the tool backwards relative to its previous direction of movement. The following statement directs the tool to move along drive surface PL3 in a direction that is generally backwards relative to the direction of motion executed in the previous motion command. The motion is checked by surface PLA.

GOBACK/PL3, PAST, PLA
GODLTA Go delta (point-to-point motion command). Used to move the tool incrementally from its current location. Commonly used to perform drilling operations. In the following statement, the tool is instructed to move from its present position 0 mm in the $x$-direction, 0 mm in the $y$ direction, and -35 mm in the $z$ direction.

GODLTA $0,0,-35$
GODOWN Go down (contouring motion command). Used to move the tool down relative to its previous direction of movement. See GOBACK for format.

GOFWD Go forward (contouring motion cummand). Used to move the tool forward relative to its previous direction of movement. See GOBACK for format.

GOLFT Go left (contouring motion command). Used to move the tool to the left relative to its previous difection of movement. See GOBACK for format.

GORGT Go right (contouring motion command). Used to move the tool to the right relative to its previous direction of moverment. See GOBACK for format.

GOTO Go to (point-to-point motion command). Used to move the tool to a specified point location. Methods of specification:

1. By naming a previously defined point:

## GOTO/P1

2. By defining the coordinates of the point:
GOTO/25,40,0

GOUP Go up (contouring motion command). Used to move the tool upward relative to its previous direction of movement. See GOBACK for format.

INTOF Intersection of (descriptive data). Used to indicate the intersection of two geometric elements. Examples:
£. Defining a point P1 by the intersection of two lines, L1 and L2:
P1 = POINT/INTOF, L1, L2
2. Defining a line L1 by the intersection of two planes, PL1 and PL2:

## L1 $=$ LINE/INTOF, PL1, PL2

INTOL Inward tolerance (postprocessor statement). Indicates the maximum aliowable inward deviation between a defined curved surface and the straight line segments used to approximate the curve (see Figure A6.4). In the following example, the inward tolerance is set at 0.02 mm :

INTOL0.02


Figure A6.4 Definition of INTOL (inward tolerance).

See OUTTOL and TOLER INTOL and OUTTOL can be used together to specity allowable inward and outward tolerances.

IPM Feed specification in inches of mm per minute (descriptive data). Used in conjunction with FEDRAT. Originally, IPM denoted inches per minute; however, it is now used for both inches per minute and mm per minute, which must be specified with a UNITS command.

IPR Feed specification in inches or mm per revolution (descriptive data). Used in conjunction with FEDRAT. Originally. IPM denoted inches per revolution; however, it is now used for both inches per revolution and mm per revolution, which must be specified with a UNITS command.

LEFT Left (descriptive data). Incicates which of two alternatives, left or right, is applicable for the data that follows this APT word. See LINE.

LINE Line (geometry type). Used to define a line. The line is interpreted in APT as a plane that is perpendicular to the $x-y$ plane. Methods of definition include:
h. Using the coordinates of two points through which the line passes (see Figure A6.5):

$$
\mathrm{L} 1=\mathrm{LINE} / 20,30,0.70,50.0
$$

2. Using two previously defined points (sce Figure A6.5):

$$
\mathrm{L} 1=\operatorname{LINE} / \mathbf{P} 1, \mathrm{P} 2
$$

3. Using a point and a circle to which the line is tangent (see Figure A6.6) In the following statements, the descriptive words LEFT and RIGHT are used by looking from the first named point P1 toward the circle:
70


$$
10^{L}-\frac{i}{10}-\frac{1}{20}-\cdots \frac{i}{30} \quad 40-\frac{1}{50} \quad 60 \quad-\frac{1}{70}-\frac{1}{80} \quad 7
$$

Figure A6.5 Defintitg a line using two points.


Figure A6.6 Defining a line using a point and a circle.


Figure A6.7 Defining a line using a point and the $x$-axis or another line.

$$
\begin{aligned}
& \mathrm{L} 1=\mathrm{LINE} / \mathrm{P} 1, \text { LEFT, TANTO, C1 } \\
& \mathrm{L} 2=\text { LINE/P1,RIGHT,TANTO,Cl }
\end{aligned}
$$

4. Using a point and the angle of the line with the $x$-axis or some other line (see Figure A6.7):

$$
\begin{aligned}
& \mathrm{L3}=\mathrm{LINE} / \mathrm{P} 1, \text { ATANGL, } 20, \mathrm{XAXIS} \\
& \mathrm{LA}=\mathrm{LINE} / \mathrm{P} 1, \text { ATANGL, } 30, \mathrm{~L} 3
\end{aligned}
$$

5. Using a point and parallelism or perpendicularity to some other line or to an axis. Examples (see Figure A6.8):

$$
\begin{aligned}
\mathrm{L} 5 & =\mathrm{LINE} / \mathrm{P} 2, \text { PARLEL. } \mathrm{L} 3 \\
\mathrm{~L} 6 & =\mathrm{LINE} / \mathrm{P} 2, \text { PERPTO,L3 } \\
\mathrm{L} 7 & =\mathrm{LINE} / \text { P2, PERPTO, XAXIS }
\end{aligned}
$$



Figure A6.8 Defining a line using a point and parallelism or perpendicularity to another line.


Figure A6.9 Defining a line using its tangency to two circles.
6. Using :wo circles to which the line is tangent (see Figure A6.9). In the following examples the descriptive words LEFT and RIGHT are used by looking from the first named circle toward the second circle:

$$
\begin{aligned}
\mathrm{L} 8 & =\text { LINE/LEFT, TANTO, C3, LEFT,TANTO, C4 } \\
1.9 & =\text { LINE/EFF, TANTO, C3, RIGHT,TANTO, C4 } \\
\text { L10 } & =\text { LINE/RIGHT,TANTO, C3, LEFT,TANTO,C4 } \\
\text { L11 } & =\text { LINE/RIGHT, TANTO, C3, RIGHT,TANTO, C4 }
\end{aligned}
$$

LOADTL Load tool (postprocessor command). This command causes a tool change on a machine tool equipped with automatic tool changer. Descriptive data identifying the tool must be included. In the following example, tool number 14 in the tool storage drum is to be loaded into the spindle; the tool presently in the spindle must be stored back into the tool drum during actuation of the tool changer.

## LOADTL/14

MACHIN Machine (auxiliary statement). Used to specify the postprocessor and machine tool. This statement tisually follows the PARTNO statement. See PARTNO In the following statement, MILL54 is the name of the posiprocessor program, and number 66 identifies the machine tool selected by the part programmer to run the job:

## MACHIN/MILL54, 66

ON On (motion modifier word). One of four motion modifier words to indicate the position relative to a specified surface (usually the check surface) where the cutter motion is to be terminated (see Figure 6.21 in main chapter). See other motion modifier words are TO, PAST, and TANTO.

OUTTOL Outward tolerance (postprocessor statement). Indicates the maximum allowable outward deviation between a defined curved surface and the straight line


Figure A6.10 Definition of OUTIOL (outward tolerance).
segments used to approximate the curve (see Figure A6.10). In the following example, the outward tolerance is spectied as 0.02 mm :

OUTTOL/0.02
See INTOI and TOLER. INTOL and OUTTOL can be used together to specify allowable inward and outward tolerances.

PARLEL Paralle! (descriptive data). Used to define a line or plane as being parallel to another line or plane. See LINE and PLANE.

PARTNO Part number (auxiliary statement). Used at the beginning of an APT part program (generally the first statement) to identify the program. It is not followed by a slash. Example:

PARTNO MECHANISM PLATE 46320
PAST Past (motion modifier word). See ON.
PERPTO Perpendicular to (descriptive data). Used to define a line or plane as being perpendicular to another line or ptane. See LINE and PLANE.

PLANE Plane (geometry type). Used to define a plane. Methods of definition include:

1. Using three points that do not lie on the same straight line (see Figure A6.I1):

$$
\mathrm{PL} 1=\mathrm{PLANE} / \mathrm{P} 1, \mathrm{P} 2, \mathrm{P} 3
$$

2. Using a point and parallelism to another plane (see Figure A6.12):
PL2 = PLANE/P4,PARLEL, PL1
3. Using two points and perpendicularity to another plane (see Figure A6.13):

$$
\text { PL3 }=\mathrm{PLANE} / \mathrm{P5}, \mathrm{P} 6, \mathrm{PFRPTO}, \mathrm{PL} 1
$$



Figure An. 11 Defining a piane uxing threr points.


Figure A6.12 Defining a plane using a point and parallelism to another plane.

POINT Point (geometry type). Used to define a point. Methods of definition include:

1. Using its $x, y$, and $z$ coordinates (see Figure A6.14):

$$
\mathrm{P} 1=\mathrm{POINT} / 80,40,0
$$



Figure A6.13 Defining a plane using two points and perpendicularity to another plane.


Figure A6.14 Defining a proint using its $x, y$, and $z$ coordinates.
2. Using the intersection of two lines (see Figure A6.14):
P1 - POINT/INTOF, L1, L2
3. Using the intersection of a line and a circle (see Figure A6.15):

$$
\begin{aligned}
& \mathbf{P} 2=P O I N T / Y L A R G E, \text { INTOF }, \mathbf{L} 3, C 2 \\
& P 3=P O I N T / X L A R G E, \text { INTOF, L3, C2 }
\end{aligned}
$$

Note that these points could also be defined using the words YSMALL and XSMALL; that is:


Figure A6.15 Defining a point using intersections of lines and circles.

$$
\begin{aligned}
& \mathrm{P} 2=\mathrm{POINT} / \mathrm{XSMALI}, \text { INTOF, } \mathrm{I} 3, \mathrm{C} 2 \\
& \mathrm{P} 3=\mathrm{POINT/YSMALL}, \text { INTOF }, \mathrm{L} 3, \mathrm{C} 2
\end{aligned}
$$

4. Using two intersecting circles (see Figure A6.15):

$$
\begin{aligned}
\mathrm{P} 4 & =\mathrm{POINT} / \mathrm{YLARGE}, \text { INTOF }, \mathrm{C} 1, \mathrm{C} 2 \\
\mathrm{P} 5 & =\mathrm{POINT} / \mathrm{YSMALL}, \text { INTOF, } \mathrm{C}, \mathrm{C}
\end{aligned}
$$

5. Naming the center of a circle, where the circle has been previously been defined without using the center in the definition (see Figure A6.15):
P6 = POINT/CENTER,C1
6. Using the intersection of a circle and a radial line defined by an angle (see Figure A6.15):

$$
\mathbf{P} 7=\text { POINT/C2,ATANGL, } 45
$$

RADIUS Radius (descriptive data). Used to indicate the radius of a circle. See CIRCLE.
RAPID Rapid traverse feed (motion command). Used for rapid point-to-point movement of cutting tool (corresponds to G00 in word address format). The command appties to all subsequent motion commands, until superseded by a FEDRAT specification.

REMARK Remark (auxiliary statement). Used to insert a comment. which is not interpreted by the APT processor No slash is used to separate REMARK from the comment thal follows it. Example:

REMARK The following statements define geometry elements.

RIGHT Right (descriptive data). Indicates which of two alternatives, left or right, is applicable for the data that follows this APT word. See LINE.
\$PINDL Spindle (postprocessor command).Turns on the spindle at a specified rotational speed; also, turns the spindle off. Must be followed by descriptive data. Applications:

1. Turn spindle on at specified rpm in a clock wise direction:

SPINDLE/1000, CLW (corresponds to $\$ 1000 \mathrm{M} 03$ )
2. Turn spindle on at specified rpm in a counterclockwise direction:

SPINDLE/750,CCLW (corresponds to $\$ 750 \mathrm{MO4}$ )
3. Turn spindle off,

## SPINDLE/OFF (corresponds to M05)

STOP Stop (postprocessor command). Temporarily stops the execution of the program (corresponds to $\mathrm{M00}$ ). Used for manually changing the cutter, making adjustments in the setup, changing clamps on the fixture, inspecting the part, and so forth. Program execution resumes when the operator depresses the start button on the machine tool controller.

TANTO Tangent to (descriptive data or motion modifier word). Two uses:

1. As descriptive data, TANTO is used to indicate the tangency of one geometric element to another. See CIRCLE and LINE.
2. As a motion modifier word, TANTO is used to terminate the tool motion at the point of tangency between the drive surface and the check surface, when either or both of these surfaces are circular (see Figure 6.22 in main chapter).

TO To (motion modifier word). See ON
TOLER Tolerance (postprocessor command). Used to specify the outward tolerance when the inward tolerance is zero. See OUTTOL.

TURRET Turret (postprocessor statement). Used to specify the turret position on a turret lathe or drill or to call a specific tool from an automatic tool changer.
Example:

## TURRET/T3

UNITS Units specification (postprocessor command). Used to specify inches or mm as the units used in programming. The units can be changed during the program. The two alternative commands are:

1. Units specified as inches:
2. Units specified as millimeters:

UNTTSMM (corresponds to G21)
XAXIS X-axis (descriptive data). Used to identify $x$-axis as a reference line.
XLARGE Larger of two alternative $x$-axis locations (descriptive data). Used to indicate the position of one geometric element relative to another when there are two possible alternatives.

XSMALL Smalter of two alternative $x$-axis iocations (descriptive data). See XLARGE.
YAXIS Y-axis (descriptive data). Used to identify $y$-axis as a reference line.
YLARGE Larger of two alternative $y$-axis locations (descriptive data). See XLARGE.
YSMALL Smaller of two alternative $y$-axis locations (descriptive data). See XLARGE.

## chapter 7

## Industrial Robotics
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An industrial robot is a general-purpose, programmable machine possessing certain anthropomorphic characteristics. The most obvious anthropomorphic characteristic of an industrial robot is its mechanical arm, that is used to perform various industrial tasks. Other human-like characteristics are the robot's capability to respond to sensory inputs, communicate with other machines, and make decisions. These capabilities permit robots to perform a variety of uscful tasks. The development of robotics technology followed the developmen of numereal control (Historical Note 7.1), and the two technologies are quite similar. They both involve coordinated control of multiple axes (the axes are called joints in robotics), and they both use dedicated digital computers as controllers. Whereas NC machines are designed to perform specific processes (e.g., machining, sheetmetal hole punching, and thermal cutting), robots are designed for a wider variety of tasks. Typical production applications of industrial robots include spot welding, material transfer, machine loading, spray painting, and assembly.

Reasons for the commercial and technological importance of industrial robots include the following:

- Robolscan be substituted for humans in hazardous or uncomfortable work environments.
- A robot performs its work cycle with a consistency and repeatability that cannot be attained by humans.
- Robots can be reprogrammed. When the production run of the current task is completed, a robot can be reprogrammed and equipped with the necessary tooling to perform an altogether different task.
- Robots are controlled by computers and can therefore be connected to other computer systems to achieve computer integrated manufacturing.


## Historical Note 7.1 A short history of industrial robots [6]

The word "robot" entered the English language through a Caechoslovakian play titled Rossum's Universal Robofs, written by Karel Capek in the early 1920. The Czech word "robota" means forced worker. In the Enghish translation, the word was converted to "robot." The story line of the play centers around a scientist named Rossum who invents a chemical substance similar to protoplasm and uses it to produce robots. The scjentist's goal is for robots to serve humans and perform physical labor, Rossum continues to make improvements in his invention, ultimately perfecling it. These "perfect beings" begin to resent their subservient rok in society and turn against their masters, killing off all human life.

Rossum's invention twas pure science fiction (at least in the 1920 s; howcret, advances in the modern field of biotechnoiggy may ultmately be capable of producing such robotic beings). Our short history must also include mention of two real inventors who made original contribetions to the technology of industrial robotics. The first was Cyzil W. Keriward, a British inventor whe devised a mampulator that moved on an $x-y z z$ axis system. In 1954, Kenward applied for a British patent for his rubutic device, and the patent was issued in 1457 .

The second inventor was an American named George C. Devol. Deval is credited with two inventions related to robotics. The first was a devise for magnetically recording electrical signals so that the signals could be played back to control the operation of machinery. This device was invented around 1946, and a U.S. patent was issued in 1952. The second invention was a robotic device developed in the 19.0.s. that Devol called "Prngrammed Article Transfer." This device was intended for parts handling. The U.S. patent was finally issued in 1961. It was a rough prototype for the hydraulically driven robots that were later built by Unimation, Ine.

Although Ken ward's robot was chronologically the first (at least in terms of patent date), Devol's proved ultimately to be far more important in the developnean and conmercialization of robotics technology. The reason for this was a catalyst in the person of Joseph Engelberger. Eagelberger had graduated with a degree in physics in 1949. As a student, he had read science fiction novels about robots. By the mid- 1950 . be was working for a company that made control systems for jet engines. Hence, by the time a chance meating occurred between Engelberger and Devol in 1956, Engelberger was "predisposed by education, avocation, and occupation :oward the notion of robotics ${ }^{n 11}$ The meeting took place at a cocktail party in Fairfield, Connecticut. Devol described his programmed article transfer invention to Engelberger, and they subsequertly began considering how to develop the device as a commercial product for industry in 1962, Unimation, Inc. was founded, with Engelberger as president. The name of the company's first product was "Unimate," a polar configuration robot. The first application of a Unimate robot was for urloading a die casting machine at a Ford Motor Company plant.
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### 7.1 ROBOT ANATOMY AND RELATEO ATTRUBUTES

The manipulator of an industrial robot is constructed of a series of joints and finks. Robet anatorny is concerned with the types and sizes of these joints and links and other aspects of the manipulator's physical construction.

### 7.1.1 Joints and Links

A joint of an industrial robot is similar to a joint in the human body: It provides relative motion between two parts of the body. Each joint, or axis as it is sometimes called, provides the robot with a so-called degree-of-freedom (d.of.) of motion. In nearly all cases, only one degree-of-freedom is associated with a joint. Robots are often classified according to the total number of degrees-of-freedom they possess. Connected to each joint are two links, an input link and an output link. Links are the rigid components of the robot manipulator. The purpose of the joint is to provide controlled relative movement between the input link and the outpuitink.

Most robots are mounted on a stationary base on the floor. Let us refer to that base and its connection to the first joint as link 0 . It is the inpul link to joint 1 , the first in the series of joints used in the construction of the robot. The output link of joint 1 is link 1 . Link 1 is the input ink to joint 2 , whose output link is link 2 , and so forth. This joint-link numbering scheme is illustrated in Figure 7.1.

Nearty all industrial robots have mechanical joints that can be classified into one of five types: two types that provide translational motion and three types that provide rotary motion. These joint types are illustrated in Figure 7.2 and are based on a scheme described in [6]. The five joint types are:
(a) Linear joint (type L joint). The relative movement between the input link and the output link is a translational sliding motion, with the axes of the two links being parallel.
(b) Onhogonal joint (type O joint). This is also a translational sliding motion, but the input and output links are perpendicular to each other during the move.


Figure 7.1 Diagram of robot construction showing how a sobot is made up of a series of joint-link combinations.
(a)

(b)

(c)

(d)

(c)


Figure 7.2 Five types of joints commonly used in industrial robot construction: (a) linear joint (type L joint), (b) orthogonal joint (type $O$ joint), (c) rotational joint (type R joint), (d) twisting joint (type $T$ joint), and (c) revolving joint (type $V$ joint).
(c) Rotational yont (type $R$ joint). This type provides rotational relative motion, with the axis of rotation perpendicular to the axes of the inpul and output links.
(d) 7 wisting join (type'T joint). This joint also involves rotary motion, but the axis of rotation is parallel to the axes of the two links.
(e) Revolving joini (type $V$ joint, $V$ from the " $v$ " in revolving). In this joint type, the axis $\sigma$ : the input link is parallel to the axis of rotation of the joint, and the axis of the output link is perpendicular to the axis of rotation.

Each of these joint types has a range over which it can be moved. The range for a manslational joint is usually less than a meter. The three types of totary joints may have a range as small as a few degrees or as large as several complete turns.

### 7.1.2 Common Robot Configurations

A robot manipulator can be divided into two sections: a body-and-arm assembly and a wrist assembly. There are usually three degrecs-of-freedom associated with the body-andarm, and either two or three degrees-of-freedom associated with the wrist. At the end of the manipulator's wrist is a device related to the task that must be accomplished by the robot. The device, called an end effector (Section 7.3), is usually either (1) a gripper for holding a wurkpart or (2) a tool for performing some process. The body-and-arm of the robpt is used to position the end effector, and the robot's wrist is used to orient the end effector.

Body-and-Arm Configurations. Given the five types of joints defined above, there are $5 \times 5 \times 5=125$ different combinations of joints that can be used to design the body-and-arm assembly for a three-degree-of-freedom robot manjpulator. In addition, there are design variations within the individual joint types (e.g.. physical size of the joint and range of motion). It is somewhat remarkable, the refore, that there are only five basic configurations commonly available in conmercial industrial robots. ${ }^{2}$ These five configurations are:

1. Polar configuration. This configuration (Figure 7.3) consists of a sliding arm (L joint) actuated relative to the body, that can rotate about both a vertical axis ( T joint) and a horizontal axis ( R joint).
2. Cylindrical configuration. This robot configuration (Figure 7.4) consists of a vertical column, relative to which an arm assembly is moved up or down. The arm can be moved in and out relative to the axis of the column. Our figure shows one possible way in which this configuration can be constructed, using a $T$ joint to rotate the column about its axis. An $L$. joint is used to move the arm assembly vertically along the column, while an O joint is used to achieve radial movement of the arm.
3. Cartesian coordinate robot. Other names fer this configuration include rectilinear robot and $x-y$ - $z$ robot. As shown in Figure 75.it is composed of three sliding joints, two of which are orthogonal.
4. Jointed-arm robot. This robot manipulator (Figure 7.6) has the general configuration of a human arm. The jointed arm consists of a vertical column that swivels about the
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Figure 7.3 Polar coordinate body-and-arm assembly.


Figure 7.5 Cartesian coordinate body-and-arm assembly.


Figure 7.4 Cylindrical body-and-arm assembly.


Figure 7.6 Jointed-arm body-and-arm assembly.
base using a $T$ joint. At the top of the column is a shoulder joint (shown as an $\mathbf{R}$ joint in our figure), whose output link connects to an elbow joint (another $R$ joint).
5. SCARA. SCARA is an acronym for Selective Compliance Assembly Robot Arm. This contiguration (Figure 7.7) is similat to the jointed arm robot except that the shoulder and elbow rotational axes are vertical, which means that the arm is very rigid in the vertical direction, but compliant in the horizontal direction. This permits the robol to perform insertion tasks (for assembly) in a vertical direction, where some side-to-side alignment may be needed to mate the two parts properly.


Figure 7.7 SCARA body-and-arm assembly.


Figure 7.8 rypical configuration of a three-degree-offreedom wrist assembly showing rolt, pitch, and yaw.

Wrist Configurations. The robot's wrist is used to establish the orientation of the end effector. Robot wrists usually consist of two or three degrees-of-freedom. Figure 7.8 illustrates one possible contiguration for a three-degree-of-freedom wrist assembly. The three joints are defined as: (1) roll, using a T joint to accomplish rotation about the robot's ammaxis; (2) pitch, which involves up-and-down rotation, typically using a $R$ joint; and (3) yaw, which involves right-and-left rotation, also accomplished by meass of an R-joint. A two-d of wrist typically includes only roll and pitch joints ( $\mathbf{T}$ and $\mathbf{R}$ joints).

To avoid confusion in the pitch and yaw definitions, the wrist roll should be assumed in its center position, as shown in our figure. To demonstrate the possible confusion, consider a two-jointed wrist assembly. With the roll joint in its center position, the second joint ( R joint) provides up-and-down rotation (pitch). However, if the roll position were 90 de grees from center (either clockwise or counterclockwise), the second joint would provide a right-left zotation (yaw).

The SCARA robot configuration (Figure 7.7) is unique in that it typically does not heve a separate wrist assembly. As indicated in our description, it is used for insertion type assembly operations in that the insertion is made from above. Accordingly the orientation requirements are minimal, and the wrist is therefore not needed. Orientation of the object to be inserted is sometimes required, and an additional rotary joint can be provided for this purpose. The other four body-and-amm configurations possess wrist assemblies that almost always consist of combinations of rotary joints of types $R$ and $T$.

Joint Notation System. The fetter symbols for the five joint types (L, O, R, T, and V) can be used to define a joint notation system for the robot manipulator. In this notation system, the maniputator is described by the joint types that make up the body-and-arm assembly, followed by the joint symbols that make up the wrist. For example, the notation TLR:TR represents a five degree-of-fteedom manipulator whose body-and-arm is made up of a twisting joint (joint $1=\mathrm{T}$ ), a linear joint (joint $2=\mathrm{L}$ ), and a rotational joint (joint $3=R$ ). The wrist consists of two joints, a twisting joint (joint $4=T$ ) and a rotational joint (joint $5=R$ ). A colon separates the body-and-arm notation from the wrist notation. Typ ical joint notations for the five common body-and-amm configurations are presented in Table 7.I. Common wrist joint notations are TRR and TR.

TARLE 7.1 Joint Notations for Five Common Robot Body-ond-Arm Configurations

| Bodv-znd-Arm | Joint Notation | Alfernative <br> Configurations |
| :--- | :--- | :--- |
| Polar | TRL (Figure 7.3) |  |
| Cylindrical | TLO (Figure 7.4) | LVL |
| Cartesian coordinate | LOO (Figure 7.51 | OOO |
| Jointed arm | TRR (Figure 7.6) | VVR |
| SCARA | VRO (Figure 7.71 |  |

Note: In some ceses, more than one joint notation is given because the configuretion can be consiructed using more than one series of joint typas

Work Volume. The work volume (the term work envelope is also used) of the manipulator is defined as the envelope or space within which the robot can manipulate the end of its wrist. Work volume is determined by the number and types of joints in the manipulator (body-and-arm and wrist), the ranges of the various joints, and the physical sizes of the links. The shape of the work volume depends largely on the robot's configuration. A polar configuration robot tends to have a partial sphere as its work volume, a cylindrical robot has a cylindrical work envelope, and a Cartesian coordinate robot has a rectangular work volume.

### 7.1.3 Joint Drive Systems

Robot joints are actuated using any of three possible types of drive systems: (1) electric, (2) hydraulic, or (3) pneumatic: Electric drive systems use electric motors as joint actuators (e.g., servomotors or stepping motors, the same types of motors used in NC positioning systems, Chapler 6). Hydraulic and pneumatic drive systems use devices such as linear pistons and rotary vane actuators to accomplish the motion of the joint.

Pneumatic dive is typically limited to smaller robots used in simple material transfer applications. Electric drive and hydraulic drive are used on more-sophisticated industrial robots. Electric drive has becone the preferred drive system in commercially available robots, as electric motor technology has advanced in tecent years. It is more readily adaptable to compter control, which is the dominant technology used today for robot controllers. Electric drive robots are relatively accurate compared with hydraulically powered robots. By contrast, the advantages of hydraulic drive include greater speed and strength.

The drive system, position sensors (and speed sensors if used), and feedback control systems for the joints determine the dynamic response characteristics of the manipulator. The speed with which the robot can achieve a programmed position and the stability of its motion are important characteristics of dynamic response in robotics. Speed refers to the absolute velocity of the manipulator at its end-of-arm. The maximum speed of a large robot is around $2 \mathrm{~m} / \mathrm{sec}(6 \mathrm{ft} / \mathrm{sec})$. Speed can be programmed into the work cycle so that different portions of the cycle are carried out at different velocities. What is sometimes more important than speed is the robot's capability to accelerate and decelerate in a controlled manner. In many work cycles, much of the robot's movement is performed in a confined region of the work volume; hence, the robot never achieves its top-rated velocity. In these cases, nearly all of the motion cycle is engaged in acceleration and deceleration rather than in constant speed. Other factors that influence speed of motion are the weight (mass) of the object that is being manipulated and the precision with which the object must be located
at the end of a given move. A term that takes all of these factors into consideration is speed of response, that refers to the time required for the manipulator to move from one point in space to the next. Speed of response is important because it influences the robot's cycle time, that in turn affects the production rate in the application. Stability refers to the amount of overshoot and oscillation that occurs in the robor motion at the end-of-arm as it attempes to move to the next programmed location. More oscillation in the motion is an indication of less stability. The problem is that robots with greater stability are inherently slower in their response, whereas faster robots are generally less stable.

Load carrying capacity depends on the robot's physical size and construction as well as the force and power that can be transmitted to the end of the wrist. The weight carrying capacity of commercial robots ranges from less than 1 kg up to approximately 900 kg ( 2000 lb ). Medium sized robots designed for typical industrial applications have capacities in the range 10 to 45 kg ( 25 to to0 lb). One factor that should be kept in mind when considering load carrying capacity is that a robot usually works with a tool or gripper attached to its wrist. Grippers are designed to grasp and move objects about the work cell. The net load carrying capacity of the robot is obviously reduced by the weight of the gripper. If the robot is rated at a 10 kg (22 lb) capacity and the weight of the gripper is $4 \mathrm{~kg}(9 \mathrm{lbs})$, then the net weight carrying capacity is reduced to 6 kg ( 13 lb ).

### 7.2 ROBOT CONTROL SYSTEMS

The actuations of the individual joints must be controlled in a coordinated fashion for the manipulator to perform a desired motion cycle. Microprocessor-based controllers are conmonty used today in robotics as the control system hardware. The controller is organized in a hie rarchical structure as indicated in Figare 7.9 so that each joint has its own feedback control system, and a supervisory controller coordinates the combined actuations of the joints according to the sequence of the robot program. Different types of control are required for different applications. Robot controllers can be classified into four categories [6]: (1) limited sequence control, (2) playback with point-to-point control. (3) playback with continuous path control, and (4) intelligent control.

Limited Sequence Control. This is the most elementary control type. It can be utilized only for simple motion cycles, such as pick-and-place operations (i.e., picking an object up at one location and placing it at another location). It is usually implemented by setting limits or mechanical stops for each joint and sequencing the actuation of the joints to


Figure 7.9 Hierarchical control structure of a robot microcomputer controller.
accomplish the cycle. Feedback loops are sometimes used to indicate that the particular joint accuation has been accomplished so that the next step in the sequence can be initiated. However, there is no servu-control to accomplish precise positioning of the joint. Many pneumatically driven robots are limited sequence robots.

Playback with Foint-to-Point Control. Playback robots represent a more-sophisticated form of control than limited seyuence robots. Ployback control means that the controller has a memory to record the sequence of motions in a given work cycle as well as the locations and other parameters (such as speed) associated with each motion and then to subsequently play back the work cycle during execution of the program. It is this playback feature that gives the control type its name. In point-to-point (PIP) control, individual positions of the robot arm are recorded into memory. These positions are not limited to mechanical stops for cach joint as in limited sequence robots. Instead, each position in the robot program consists of a sct of values representing locations in the range of each joint of the manipalator. For each position defined in the program, the joints are thus directed to actuate to their respective specified locations. Feedback control is used during the mution cycle to confirm that the individuah joins achieve the specified locations in the program.

Pla phack with Continuours Path Control. Continuous path robots have the same playback capability as the previous type. The difference between continuous path and point-to-point is the same in robotics as it is in NC (Section 6.1.3). A playback robot with continuous path control is capable of one or both of the following:

1. Greater storage capacity. The conlroller has a far greater storage capacity than its point-to-point counterpart, so that the number of locations that can be recorded into memory is far greater than for point-to-point. Thus, the points constituting the motion cycle can be spaced very closely together to permit the robot to accomplish a smooth continuous motion. In PTP, only the final location of the individual motion elements are controlled, so the path taken by the arm to reach the final location is not conrolled. In a continuous path motion, the novement of the arm and wrist is controlled during the motion.
2. Interpoktion calculations. The controlle rcomputes the path between the starting point and the ending point of each move using interpolation routines similar to those used in. NC. These routines generally include linear and circular interpolation (Table 6.1).

The difference between PTP and continuous path control can be distinguished in the following mathematical way. Consider a three-axis Cartesian coordinate manipulator in that the end-of-arm is moved in $x-y$ - $z$ space. In point-to-point systems, the $x, y$, and $z$ axes are controlled to achieve a specified point location within the robot's work volume. In continuous path systems, not only are the $x, y$, and $z$ axes controlled, but the velocities $d x / d t$. $d y / d t$, and $d z / d t$ are controlled simultaneously to achieve the specificd linear or curvilinear path. Servo-control is used 10 continuously regulate the position and speed of the manipulator. It should be mentioned that a playback nobot with continuous path control has the capacity tor FTP control.

Intelligent Control. Industrial robots are becorning increasingly intelligent. In this context. an imelligent robot is one that uxhibits behavior that makes it seem intelligent. Some of the cbaracteristics that make a robot appear intelligent include the capacity to:

- interact with its environment
- make decisions when things go wrong during the work cycle
- communicate with humans
- make computations during the motion cycle
* respond to advanced sensor inputs such as machine vision

In addition. robots with intelligent control possess playback capability for both PTP or continuous path control. These features require (1) a relatively high level of computer control and (2) an advanced programming language to input the decision-making logic and other "intelligence" into memory.

### 7.3 END EFFECTORS

In our discussion of robot configurations (Section 7.1.2), we mentioned that an end effector is usually attached to the robot's wrist. The end effector enables the robot to accomplish a specific task. Because of the wide variety of tasks performed by industrial robots, the end effector must usually be custom-engineered and fabricated for each different application. The two categories of end effectors are grippers and tools.

### 7.3.1 Grippers

Grippers are end effectors used to grasp and manipulate objects during the work cycle. The objects are usually workparts that are moved from one location to another in the cell. Machine loading and unloading applications fall into this category (Section 7.5.1). Owing to the variety of part shapes, sizes, and weights, grippers must usually be custom designed. Types of grippers used in industrial robot applications include the following:

- mechanical grippers, consisting of two or more fingers that can be actuated by the robot controller to open and close to grasp the workpart; Figure 7.10 shows a twofinger gripper
- vacuum grippers, in which suction cups are used to hold flat objects
- magnetized devices, for holding ferrous parts


Figure 7.10 Robot mechanical gripper.

- adhesive devices, where an adhesive substance is used to hold a flexible material such as a fabsic
- simple mechanical devices such as hooks and scoops.

Mechanical grippers are the most common gripper type. Some of the innovations and advanees in mechanical gripper technology include:

- Dual grappers, consisting of two gripper devices in one end effector, which are aseful for machine loading and unloading. With a single gripper, the robot must reach into the production machine twice once to unload the finished part from the machine, and the second time to load the next part into the machine. With a dual gripper, the robot picks up the next workpart while the machine is still processing the preceding part, when the machine finishes, the robot reaches into the machine once to remove the finished part and load the next part. This reduces the cycle time per part.
- Interchangeable fingers that can be used on onc gripper mechanism. To accommodate differen! parts, different fingers are attached to the gripper.
- Serisory feedback in the fingers that provide the gripper with capabilities such as: (1) sensing the presence of the workpart or (2) applying a specified limited force to the work part during gripping (for fragile workparts).
- Multiple fingered grippers that possess the general anatomy of a human hand.
- Standard gripper producis that are commercially available, thus reducing the need to custom-design a gripper for each separate robot application.


### 7.3.2 Tools

Tools are used in applications where the robot must perform some processing operation on the workpart. The robot therefore manipulates the tool relative to a stationary or slowly moving object (e.g., workpart or subassembly). Examples of the tools used as end effectors by robots to perform processing applications include:

- spot welding gun
- are welding tool
- spray painting gun
- rolating spindle for drilling, routing, grinding, and so forth
- assembly tool (e.g., automatic screwdriver)
- heating torch
- water jet cutting tool.

In each case, the robot must not only control the relative position of the tool with respect to the work as a function of time, it must also control the operation of the tool. For this purpose. the robot must be able to transmit control signals to the tool for starting, stopping, and otherwise regulating its actions.

In some applications, multiple tools musi be used by the robot during the work cycle. For example. several sizes of routing or drilling bits must be applied to the workpart. Thus, a means of rapidly changing the tools must be provided. The end effector in this case takes the form of a fast-change tool holder for quickly fastening and unfastening the various tools used during the work cycle.

### 7.4 SENSORS IN ROBOTICS

The general topic of sensors as components in control systems is discussed in Chapter 5 (Section 5.1). Here we discuss sensors as they are applied in robotics. Sensors used in industrial robotics can be classified into two categories (1) internal and (2) external. Internal sensors are those used for vontrolling position and velocity of the various joints of the robot. These sensors form a feedback control loop with the robot controller. Typical sensors used to control the position of the robot arm include potentiometers and optical encoders. To control the speed of the robot arm, tachometers of various types are used.

External sensors are used to coordinate the operation of the robot with other equipment in the cell, In many cases, these external sensurs are relatively simple devices, such as limit switches that determine wheiher a part has been positioned properly in a fixture or that indicate that a part is ready to be picked up at a conveyor. Other situations require more-advanced sensor technologies, including the following:

- Tactike sensors. Used to determine whether contact is made between the sensor and another object. Tactile sensors can be divided into two types in robot applications: (1) touch sensors and (2) force sensors Touch sensors are those that indicate simply that contact has been made with the object. Force sensors are used to indicate the magnitude of the force with the object. This might be useful in a gripper to measure and control the force being applied to grasp an object.
- Proximity sensors. Indicate when an object is close to the sensor. When this type of sensor is used to indicate the actual distance of the object, it is called a range sensor.
- Optical senwors. Photocells and other photometric devices can be utilized to detect the presence or absence of objects and are often used for proximity detection.
- Machine vision. Used in robotics for inspection, parts identification, guidance, and other uses. In Section 23.6, we provide a more-complete discussion of machine vision in automated inspection.
- Other sensors. This miscellaneous category includes other types of sensors that might be used in robotics, including devices for measurjing temperature, fluid pressure, fluid flow, electrical voltage, current, and various other physical properties.


### 7.5 WDUSTRIAL ROBOT APPLICATIONS

One of the earliest installations of an industrial robot was around 1961 in a die casting operation [5]. The robot was used to unload castings from the die casting machine. The typical enviromment in die casting is not pleasant for humans due to the heat and fumes emitted by the casting process. It seemed quite logical to use a robot in this type of work environment in place of a human operator. Work environment is one of sevetal characteristics that should be considered when selecting a robol application. The general characteristics of industrial work situations that tend to promote the substitution of robots for human labor are the following.

1. Hazardous work environment for humans. When the work environment is unsafe, unhealthful, hazardous, uncomfortable, or otherwise unpleasant for humans, there is reason to consider an industrial robot for the work. In addition to die casting, there are many other work situations that are hazardous or unpleasant for humans, in-
cluding forging, spray painting, continuous arc welding. and spot welding. Industrial robots ure utilized in all of these processes.
2. Repetifive work cycle. A sccond characteristic that tends to promote the use of robotics is a repe:itive work cycle. If the sequence of elements in the cycle is the same, and the elements consist of relatively simple motions, a robot is usually capable of performing the work cycle with greater consistency and repeatablity than a human worker. Greater consistency and repeatability are usually manifested as higher product quality than can he achicved in a manual operation.
3. Diffcult honding for humans. If the task involves the handling of parts or tools that are heavy or otherwise difficult to manipulate. it is likely that an industrial robot is available that can perform the operation. Parts or tools that are too heavy for humans to handle conveniently are well within the load carrying capacity of a large robot.
4. Muth hifif operation. In manual operations requiring second and third shifts, substitution of a robot will provide a much faster financial payback than a single shift operation. Instead of replacing one worker, the robot replaces two or three workers.
5. Infrequent changeovers. Most butch or job shop operations require a changeover of the physical workplace between one job and the next. The time required to make the changeover is nonproductive time since parts are not being made. In an industrial robot application, not only must the physical setup be changed, but the robot must also be reprogrammed, thus adding to the downtime. Consequently, robots have traditionally heen easier to justify for relatively long production runs where changeovers are infrequent. As procedures for off-line robot programming improve, it will be possible to reduce the time required to perform the scprogramming procedure. This will permit sinorter production runs to become more economical.
6. Fan position and orientation are established in the work cell. Most robots in today's industrial applications are withoul vision capability. Theit capacity to pick up an object during each work cycle relies on the fact that the part is in a known position and onentation. A means of presenting the part to the robot at the same location each cycle must be engineered.

These characteristics are summarized in Table 7.2, which might be used as a checklist of features to took for in a work situdion to determine if a robot application is feasible. The more check marks laling in the "YES" column, the more likely that an industrial robot is suitable for the application.

Robots are being used in a wide field of applications in industry. Most of the current applicatons of industrial robots are in marnufacturing. The applications can usually be classified into one of the following categories (1) material handling, (2) processing operations. and (3) assembly and inspection. At least some of the work characteristics discussed in Table 7.2 must be present in the application to make the installation of a robot technically and economically feasible

### 7.5.1 Material Handing Applications

Material handing applications are those in which the robot moves materials or parts from one place to another. To accomplish the transter, the tobol is equipped with a gripper type end effector. The geipper must be designed to handle the specific part or parts that are to be moved in the application. Included within this application category are the following

TABLE 7.2 Checklist to Determine Applicability of an Industrial Robot in a Given Work Situation

| Characteristics of the Work Situation | NO (Characteristic <br> Does Not Apply) | YES (Characteristic <br> Applies) |
| :--- | :--- | :--- |
| 1. Hazardous work environment for humans |  |  |
| 2. Repetitive work cycle |  |  |
| 3. Difficult handing tor humans |  |  |
| 4. Multishift operation |  |  |
| 5. Infrequent changeovers |  |  |
| 6. Part position and orientation are estabsished <br> in the work cell |  |  |
| Total check marks in each column |  |  |

cases: (1) material transfer and (2) machine loading and/or unloading. In nearly all material handling applications, the parts must be presented to the robot in a known position and orientation. This requires some form of material handling device to deliver the parts into the work cell in this defined position and orientation.

Material Transfer. These applications are ones in which the primary purpose of the rohot is to pick up parts at one location and place them at a new location. In many cases, reorientation of the part must be accomplished during the relocation. The basic application in this category is the relatively simple pick-and-place operation, where the robot picks up a part and deposits it at a new location. Transferring parts from one conveyor to another is an example. The requirements of the application are modest: a low-technology robot, (e.g, limited sequence type) is usually sufficient. Only two, three, or four joints are required for most of the applications. Fneumatically powered robots are often used.

A more-complex example of material transfer is palletizing, in which the robot must retrieve parts. cartons, or other objects from one location and deposit them onto a pallet or other container with multiple positions. The problem is illustrated in Figure 7.11. A1-


Figure 7.11 Typical part arrangement for a robot palletizing operation.
though the pickup point is the same for every cycle. the deposit iocation on the paliet is different for cach carton. This adds to the degree of difficulty of the task. Eithes the robot must be taught each position on the pallet using the powered leadthrough method (Section 7.6.1), or it must compute the location based on the dimensions of the pallet and the center distances between the cartons (in both $x$ - and $y$-directions).

Other applications that are similar to palletizing include depalletizing (removing parts from an ordered arrangement in a pallet and placing them at one location.eg. onto a moving conveyor), stacking operations (placing flat parts on top of each other, such that the vertical location of the drop-off position is continuously changing with cach cycle). and insertion operations (where the robot inserts parts into the compartments of a divided carton).

Machine Loading and/or Unloading. In machine loading and/or unloading applications, the robot transfers parts into andfor from a production machine. The three possible cases are:

1. Mactine loading. This is the case in which the robol loads parts into the production machine, but the parts are unloaded from the machine by some other means.
2. Machine untoading. In this case, the raw materials are fed into the machine without using the robot, and the robot unloads the finished parts.
3. Machine loading und urloading, This case involves both loading of the raw workpart and unloading of the finished part by the robot.

Industrial robot applications of machine loading and/or unloading include the following processes:

- Die casting. The robot unloads parts from the die casting machine. Peripheral operations sometimes performed by the robot include dipping the parts into a water bath for cooling.
- Piastic nolding. Plastic molding is a robot application simitar to die casting. The robot is used to unload molded parts from the injection molding machine.
- Meral machining operations. The robot is used to load raw blanks into the machine tool and unload finished parts from the machine. The change in shape and size of the part before and after machining often presents a problem in end effector design, and dual grippers (Section 7.3.1) are often used to deal with this issue.
- Forging. The robot is typically used to load the raw hot billet into the die, hold it during the forging blows, and remove it from the forge hammer. The hammering action and the risk of damage to the die or end effector are significant technical problems. Forging and related processes are difficuit as robot applications because of the severe conditions under which the robot must operate.
- Pressworking. Human operators work at considerable risk in sheetmetal pressworking operations because of the action of the press. Robots are used as substitutes for the human workers to reduce the danger. In these applications, the robot loads the blank into the press, the stamping operation is performed, and the part falls out the back of the machine into a container. In high-production runs, pressworking operations can be mechanized by using sheetmetal coils instead of individual blanks. These operations requite neither humans nor robots to participate directly in the process.
- Heat treating. These are often relatively simple operations in which the robot loads andor unloads parts from a furnace.


### 7.5.2 Processing Operations

Processing applications are those in which the robot performs a processing operation on a workpart. A distinguishing feature of this category is that the robot is equipped with some type of tool as its end effector (Section 7.3.21. Co perform the process, the robut must manipulate the tool relative to the part during the work cycle. In seme processing appications, more than one tool thust be used during the work cycle. In these instunces, a fastchange tool holder is used to exchange tools during the cycle. Examples of industrial robot applications in the processing categery include spot welding continuous arc welding, spray painting. and various machining and uther rotating spindle processes.

Spot Welding. Spot weiding is a metal joining process in which two sheet metal parts are fused together at localized points of contact. Two copper-based electrodes are used to squceze the metal parts together and then apply a large electrical current across the contact point to cause fusion io occur. The electrodes, together with the mechanism that actuates them, constitute the welding gun in spot welding. Because of its widespread use in the automobile industry for car body fabrication, spot welding represents one of the most common applications of industrial robots today. The end effector is the spot welding gun used to pinch the car panels together and perform the resistance welding process. The welding gun used for automobile spot welding is typically heavy. Prion to the use of robots in this application, human workers performed this operation, and the heavy welding tools were difficult for humans to manipulate accurately. As a consequence, there were many instances of missed welds, poorly focated welds, and other defects, resulting in overalf low quality of the finished product. The use of industrial robots in this application has dramatically improved the consistency of the weids.

Robots used for spot welding are usually large. with sufficient payload capacity to wield the heavy welding gun. Five or six axes are generally required to achie ve the required positioning and orientation of the welding gun. Playback robols with point-to-point arc used. Jointed arm coordinate robots are the most common anatomies in automobile spot welding lines, which may consist of several dozen robots.

Continuous Arc Welding. Continuous arc welding is used to provide continuous welds rather than individual welds at specific contact points as in spot welding. 't he resulting arc welded joint is substantially stronger than in spot welding. Since the weld is continuous, it can be used to make airtight pressure vessels and other weldments in which strength and continuity are required. There are various forms of continuous arc welding, but they all foliow the general description given here.

The working conditions for humans who perform are welding are not good. The welder must wear a face helmet for eye prolection against the ultraviolet radiation emitted by the arc welding process. The helmet window must be dark enough to mask the ultraviolet. However, the window is so dark that the worker cannot see through it unless the arc is on. High electrical current is used in the welding process, and this creates a hazard for the welder. Finally, there is the obvious danger from the high temperatures in the process, high enough to melt the steel, aluminum, or other metal that is being welded. A significant amount of hand-eye coordination is required by human welders to make sure that the are follows the desired path with sufficient accuracy to make a good weld. This, together with the conditions described above, tesults in a high level of worker fatigue. Consequently, the welder is only accomplishing the welding process for perhaps $20-30 \%$ of the time. This per-
centage is called the arc-on time, defined as the proportion of time during the shift when the welding are is on and performing the process. To assist the welder, a second worker, called the fitter, is usually present at the work site to set up the parts to be welded and to perform other similar chores in support of the welder.

Because of these conditions in manual are welding, automation is used where technically and economically feasible. For welding jobs involving long continuous joints that are accomplished repetitively, mechanized welding machines have been designed to pefform the process. These machines are used for long straight sections and regular round parts, such as pressure vessels tanks, and pipes.

Industrial robots can also be used to automate the continuous are welding process. The economics of robot are welding suggest that the application should involve a relatively long production run. The cell consists of the robot, the welding apparatus (power unit, controller, welding tool, and wire feed mechanism), and a fixture that positions the components for the robol. The fixture might be mechanized with one or two degrees-of-freedom so that it can present different portions of the work to the robot for welding. For greater productivity, a double fixture is often used so that a human helper can be unloading the completed job and loading the components for the next work cycte while the robot is simultaneously welding the present job. Figure 7.12 illustrates this kind of work place arrangement.


Figure 7.12 Robot arc welding celi.

The robot used in are welding jobs must be capable of continuous path control Jonted arm robols consisting of five or six joints are frequently used. In addition. a fixture consisting of one or two more degrees-of-freedom is often used to hold the parts during welding. The fixture must be designed specifically for the job. Programming for arc welding is usually costly. Therefore, most applications require a large batch size to justify the robot cell. In the future, as quick-change fixtures are developed and programming effort is reduced, shorter production runs will be possible in rebot arc welding applications.

Spray Coating. Spray coating makes use of a spray gun directed at the object to be coated. Fluid (e.g., paint) flows through the nozzle of the spray gun to be dispersed and applied over the surface of the object. Spray painting is the most common application in the category. The term spray coating indicates a broader range of applications that includes painting.

The work environment for humans who perform this process is filled with bealth hazards. These hazards include noxious fumes in the air, tisk of flash fires, and noise from the spray gun nozzle. The environment is also believed to pose a carcinogenic risk for workers. Largely because of these hazards, robots are being used with increasing frequency for spray coating tasks.

Robot applications include spray coating of appliances, automobile car bodies, engines, and other parts, spray staining of wood products, and spraying of porcelain coatings on bathroom fixtures. The robot must be capabie of continuous path control to accomplish the smooth motion sequences required in spray painting. The most convenient programming method is manual leadthrough (Section 7.6.1). Jointed arm robots seem to be the most conmon anatomy for this application. The robot must possess a long reach to access the areas of the workpart to be coated in the application.

The use of industrial robots for spray coating applications offers a number of benefits in addition to protecting workers from a hazardous environment. These other benefits include greater sniformity in applying the coating than humans can accomplish, reduced use of paint (less waste), lower needs for ventilating the work area since humans are not present during the process, and greater productivity.

Other Processing Applications. Spot welding, arc welding, and spray coating are the most familiar processing applications of industrial robots The list of industrial processes that are being performed by robots is continually growing. Among these processes are the following:

- Driling, routing, and other machining processes. These applications use a rotatirg spindle as the end effector. Mounted in the spindle chuck is the patticular cutting tool. One of the problems with this application is the high cutting forces encountered in machining. The robot must be strong enough to withstand these cutting forces and maintain the required accuracy of the cut.
- Grinding, wire brushing, and similar operations. These operations also use a rotating spindle to drive the tool (grinding wheel, wire brush, polishing wheel, etc.) at high rotational speed to accomplish finishing and deburring operations on the work.
- Waterjet cutting. This is a process in which a high pressure stream of water is forced through a small nozzle at high speed to cut plastic sheets, fabrics, cardboard, and other materials with precision. The end effector is the waterjet nozzle that is directed over the desired cutting path by the robot.
- Laser curting. The function of the robot in this application is similar to its funcion in waterjet cutting. The laser tool is attached to the robot as its end effector. Laser beam welding is a similar application,
- Rireting. Some work has been done in using robots to perform riveting operations in sheet metal fabrication. A riveting tool with a feed mechanism for feeding the rivets is mounted on the robot's wrist. The function of the robot is to place the riveting tool at the proper hole and acluate the device.


### 7.5.3 Assembly and Inspection

In some respects, assembly and inspection are hybrids of the previous two application categories: materal handling and processing. Assembly and inspection applications can involve either the handing of materials or the manipulation of a tool. For example, assembly operations typically involve the addition of components to build a product. This requires the movement of components from a supply location in the workplace to the product being assembled. which is material handling. In some cases, the fastening of the components requares a tool to be used by the robot (eg., staking, welding. driving a screw). Similarly some robot inspection operations requite that parts be manipulated, while other applications require ;hat an impection tool be manipulated.

Assembly and inspection are Iraditionally labor-intensive activities. They are also highly repet tive and usually boring. For these reasons, they are logical candidates for robotic applications. However assembly work typically involves diverse and sometimes difficult tasks, often requiring adjustments to be made in parts that don't quite fit together. A sense of feel is often required to achieve a close fitting of parts. Inspection work requires high precision and patience. and human judgment is often needed to determine whether a product is within quality specifications or not. Because of these complications in both types of work, the application uf robots has not been easy. Nevertheless, the potential rewards are so great :hat substantial efforts are being made to develop the necessary technologies to achieve success in these applications.

Assemb/y. Assembly involves the addition of two or more parts to form a new enrity, called a subassembly (or assembly). The new subassembly is made secure by fastening two or more parts together using mechanical fastening techniques (such as screws, nuts, and rivets) or joining processes (e.g., welding. brazing, soldering, or adhesive bonding), We have already discussed robot applications in welding, which are often considered separately from mechanical assembly applications (as we have separated them in our coverage here).

Because of the economic impontance of assembly, automated methods are often applied. Fixed automation (Chapter 1) is appropriate in mass production of relatively simple products, such as pens, mechanical pencils, cigarette lighters, and garden hose nozzles. Robots are usually at a disadvantage in these high-production situations because they cannot operate at the high speeds that fixed automated equipment can.

The most appealing application of industrial robots for assembly is where a mixture of similar products or models are produced in the same work cell or assembly line. Examples of these kinds of products include electric motors, small appliances, and various other small mechanical and electrical products. In these instances. the hasic configuration of the different models is the same, but these are vartations in size, geometry, optons, and other features. Such products are often made in batches on manual assembly lines. However, the
pressure to :educe inventories makes mixed model assembly lines (Section 17.2) more attractive Rojots can be used to substitute for some or all of the manual stations on these lines. What makes robots viable in nuixed model assembly is their capability to execule programmed variations in the work cycle to accommodate different product configurations.

Inctustrial robots used for the types of assembly operations described here are typically small, with light load capacities. An internal study at General Motors reveated that a large proportion of assembly tasks require a robot capable of lifting parts weighing 5 lb or less [7]. The most common conligurations are jointed arm. SCARA, and Cartesian coordinate, Accuracy requirements in assembly work are often more demanding than in other robol applications, and some of the more-precise tobots in this category have repeatabilities as close as $\pm 0.05 \mathrm{~mm}$ ( $\pm 0.002 \mathrm{in}$ ). In addition to the robot itself, the requirements of the end effector are often demanding, The end effector may have to perform multiple functions at a single workstation to reduce the number of robots required in the cell. These maltiple functions can include handling more than one part geometry and performing both as a gripper and an automatic assembly tool.

Inspection. There is often a need in automated production and assembly systems to inspect the work that is supposed to be done. Thesc inspections accomplish the following functions: (1) making sure that a given process has been completed, (2) ensuring that parts have been added in assembly as specified and (3) identifying flaws in raw materials and finished parts. The topic of automated inspection is considered in more detail in Chapter 22. Our purpose here is to identify the role played by industrial robots in inspection. Inspection tasks performed by robots can be divided into the following two cases:

1. The robot performs loading and unloading tasks to support an inspection or testing machine. This case is really machine loading and unloading, where the machine is an inspection machine. The robot picks parts (or assembties) that enter the cell, loads and unloads them to carry out the inspection process, and places them at the cell output. In some cases the inspection may result in parts sortation that must be accomplished by the robot. Depending on the quality level, the robot places the parts in differeni containers or on different exit conveyors.
2. The robot manipulates an inspection device, such as a mechanical probe, to test the product. This case is similar to a processing operation in which the end effector attached to the robot's wrist is the inspection probe. To perform the process, the part must be presented at the workstation in the correct position and orientation, and the robot manipulates the inspection device as required.

### 7.6 ROBOT PROGRAMMING

To do usefulwork, a robot must be programmed to perform its motion cycle. A robot pro. gram can be defined as a path in space to be followed by the manipulator, combined with peripheral actions that support the work cycle. Examples of the peripheral actions include opening and closing the gripper, performing logical decision making, and communicating with ocher pieces of equipment in the robot cell. A robot is programmed by entering the programming commands into its controller memory. Different robots use different methods of entering the commands.

In the case of limited sequence robots programming is accomplished by setting limit switches and mechanical slups to control the endpoints of its motions. The sequence in
when the motions occur is regulated by a sequencing device. This device determines the order in which each joint is actuated to form the complete motion cycle. Setting the stops and switches and witting the sequencer is more manual setup than programming.

Traday and in the foreseeable future, nearly all industrial robots have digital compurcrs as their controllers, together with compatible storage devices as their memory units. For these robots three programming methods can he distinguished: (1) leadthrough programming. (2) computer-like robol programming lenguages, and (3) off-linc programming

### 7.6.1 Leadthrough Programming

Leadthrough programming and robot language programming are the two methods mos 1 conmonly used toda; for entering the commands into computer memory. Robot language are diseucsed in Section 7.6 .2 . Lendthrough programming dates back to the early 1961 before computer control was prevalent. The same basic methods are used today for many computer controlied robots in leadthrough programming, the task is taught to the robo: by moving the manipulator through the required motion cycle.simultaneously entering the program into the controller memory for subsequent playback.

Powered Leadthrough Versus Manual Leadthrough. There are two methods of performing the leadthrough teach procedure: (1) powered leadthrough and (2) manual leadhrough The difference between the two is in the manner in which the manipulator is moved through the motion cycle during programming. Powered leadthrough is commonly used th the programming method for playback robots with point-to-point control. It involves the use of a teach pendant (hand-held control box) that has toggle switches and/or contact butons for controlling the movement of the manipulator joints. Figure 7.13 illustrates the important components of a teach pendant. Using the taggle switches or buttons. the programmer power drives the robot arm to the desired positions, in sequence, and records the positions into menory. During subsequent playback, the robot moves through the sequence of positions under its own power.

Manual luadfrough is convenient for programming playback robots with continuous path control where the continuuus path is an irregular motion pattern such as in spray painting This programming method requires the operator to physically grasp the end-of. arm or lool attached io the arm and manually move it though the motion sequente, recording the path into memory. Because the robot arm itself may have significant mass and would therelore he difficult to move, a special programming device often replaces the actual robot for the teach procedure. The programming device has the same joint configuration as the robot. and it is equipped with a trigger handle (or other control switch), which is activeted when the operator wishes to record motions into memory. The motions are recorded as a series of closely spaced points. During playback, the path is recreated by controlling the actual robot arm thruugh the same sequence of points.

Motion Programming. The leadthrough methods provide a very natural way of programming motion commands into the robet controller. In manuai leadthrough, the operator simply moves the arm through the required path to create the program. In powered leadthrough the operator uses a teach pendant to drive the manipulator. The teach pendant is equipped with a toggle switch or a pair of contact buttons for each joint Ry activating these switches or buttons it a coordinated fashion for the various joints, the programmer moves the manipulator to the required positions in the work space.


Figure 7.13 A typical robot teach pendant.
Coordinating the individual joints with the teach pendant is sometimes an awkward way to enter motion commands to the robot. For example, it is difficult to coordinate the individual joints of a jointed-arm robot (TRR configuration) to drive the end-of-arm in a straight line motion. Therefore, many of the robots using powered leadthrough provide two alternative methods for controlling movement of the manipulator during programming, in addition to individual joint controls. With these methods, the programmer can control the robot's wrist end to move in straight line paths. The names given to these atternatives are (1) world coordinate system and (2) tool coordinate system. Both systems make use of a Cartesian coordinate system. In the world coordinate system the origin and frame of reference are defined with respect to some fixed position and alignment relative to the robot base. This arrangement is illustrated in Figure 7.14(a). In the tool coordinate system, shown in Figure 7.14(b), the alignment of the axis system is defined relative to the orientation of the wrist faceplate (to which the end effector is attached). In this way, the programmer can orient the tool in a desired way and then control the robot to make linear moves in directions parallel or perpendicular to the tool.

The world coordinate system and the tool coordinate system are useful only if the robot has the capacity to move its wrist end in a straight line motion, parallet to one of the axes of the coordinate system. Straight line motion is quite natural for a Castesian coordinate robot (LOO configuration) but unnatural for robots with any combination of rotational joints (types R, T, and V). To accomptish straight line motion for manipulators with these types of joints requires a linear interpolation process to be carried out by the robot's controiler. In straight line interpolation. the control computer calculates the sequence of addressable points in space that the wrist end must move through to achieve a straight line path between two points.


Figure 7.14 (a) World coordinate system. (b) Tool coordinate system.

There are other types of interpolation that the robot can use. More common than straight line interpolation is joint interpolation. When a robot is commanded to move its wrist end between two points using joint interpolation, it actuates each of the joints simultaneously at its own constant speed such that all of the joints start and stop at the same time. The advantage of joint interpolation over straight line interpolation is that there is usualIy less total motion energy required to make the move. This may mean that the move could be made in slightly less time. It should be noted that in the case of a Cartesian coordinate robot, joint interpolation and straight line interpolation result in the same motion path.

Still another form of interpolation is that used in manual leadthrough programming. In this case, the robot must follow the sequence of closely space points that are defined during the programming procedure. In effect, this is an interpolation process for a path that usually consists of irregular smooth motions.

The speed of the robot is controlled by means of a dial or other input device, located on the teach pendant andior the main control panel. Certain motions in the work cycle should be performed at high speeds (e.g., moving parts over substantial distancs in the work cell), while other motions require low specd operation (e.g., niwtions that requic high precision in placing the workpart). Speed control also permits a given program to be tried out at a safe slow speed and then at a higher speed to be used during production,

Advantages and Disadvantages. The advantage offered by the leadthrough methods is that they can be readily leamel by shop personnel. Programming the robot by moving its am through the required motion path is a logical way for someone to teach the work cycle. It is not necessary for the programmer to possess knowledge of computer programming. The robot languages describod in the next section. eapecially the mote advanced languages. are moure easily learned by someone whose background inclides compater programming.

There are several inherent disadvantages of the leadthrough programming methods. First, regular production must be interrupted during the leadthrough programming procedures. In other words, leadthrough programming results in downtime of the robot cell or production line. The economic consequence of thes is that the leadthrough methods must be used for relatively long production runs and are inappropriate for small batch sizes.

Second, the teach pendant used with powered leadthrough and the programming devices used with manual leadithrough are limited in terms of the decision-making logic that can be incorporated into the program. It is much easier to write logical instructions using the computer-like robot languages than the lcadtriough methods.

Third, since the leadthrough methods were developed before computer control became common for robots, thesc methods are not readily compatible with modern com-puter-based tuchnologies such as CAD/CAM, manufacturing data bases, and local communications networks. The capability to readily interface the various computerautomated subsystems in the factory for transfer of data is considered a requirement tor achieving computer integrated manufacturing.

### 7.6.2 Robot Programming Languages

The use of textual programming languages became an appropriate programining the thod as digital computers took over the control function in robotics. Their use has been stimulated by the increasing complexity of the tasks that robots are called on to perform, with the concomitant need to imbed logical decisions into the robot work cycle. These com-puter-like programming languages are really on-line/off-line methods of programming. because the robot must still be taught its locations using the leadthrough method, Textual programming languages for robots provide the opportunity to perform the following functions that leadthrough programming cannot readily accomplish:

- enhanced sensor capabilities including the use of analog as well as digital inputs and outputs
- improved output capabilities for controlling external equipment
- program logic that is beyond the capabilities of leadthrough methods
- computations and data processing similar to computer programming languages
- communications with other computer systems

This section revicus some of the capabilities of the current generation robot programming languages. Many of the language statements are taken from actual robot programming !anguages.

Motion Programming. Motion programming with robot languages usually requires a combination of textual statements and leadthrough techniques. Accordingly, this method of programming is sometimes referred to as on-lineloff-line programming, The
textual statements are used to describe the motion, and the leadthrough methods are used to definc the position and orientation of the robot during and/or at the end of the motion. To illustrate, the basic motion statement is

## MOVE Pl

which commands the robot to move from its current position to a position and orientation defined by the variable name Pl. The point P1 must be defined, and the most convenient way to defitte P 1 is to use either powered leadthrough or manual leadthrough to place the robot at the desired point and record that point into memory. Statements such as

## HERE P1

01

## LEARN P1

are used in the leadthrough procedure to indicate the variable name for the point. What is recorded into the robot's control memory is the set of joint positions or coordinates used by the controller to define the point. For example, the aggregate

$$
(236.158,65,0.0,0)
$$

could be utilized to represent the joint positions for a six-jointed manipulator. The first three values $1236.158,65$ ) give the jont positions of the body-and-arm, and the last three values $(0,0,0)$ define the wrist joint positions. The values are specified in millimeters or degrees, depending on the joint types.

There are variants of the MOVE statement. These include the definition of straight line interpolation motions, incremental moves, approach and depart moves, and paths. For example, the statement

## MOVES PI

denotes a move that is to be made using straight line interpolation. The suffix $S$ on MOVE designates straight line motion.

An incremental move is one whose endpoint is defined relative to the current position of the manipulator rather than to the absoiute coordinate system of the robot. For example, suppose the robot is presently at a point defined by the joint coordinates (236, 158, $65.0,0,0$ ) and it is desired to move joint 4 (corresponding to a twisting motion of the wrist) from 0 to 125 . The following form of statement might be used to accomptish this move:

DMOVE $(4,125)$
The new joint coordinates of the robot would therefore be given by $236,158,65$, 125, 0, 0). The prelix D is interpreted as delta. so DMOVE represents a delta move, or incremental move.

Approach and depart statements are useful in material handling operations. The APPROACH statenent moves the gripper from its current position to within a certain distance
of the plckup (or drop-off) point, and then a MOVE statement is used to position the end cffector at the pickup point. Aftet the pickup is made. a DEPART stetement is used to move the gripper away from the point. The following statements illustrate the sequence:

## APPROACH Pl. 40 MM <br> MOVE P1

## (actuate gripper)

DEPART 40 MM
The final destination is point P1, but the APPROACH command moves the gripper to a safe distance $(\mathbf{4 0} \mathrm{mm})$ above the point. This might be usefu! to avoid obstacles such as other parts in a tote pan. The orientation of the gripper at the end of the APPROACH move is the same as that defined for the point P1, so that the final MOVE P1 is really a spatial translation of the gripper. This permits the gripper to be moved directly to the part for grasping.

A path in a robot program is a series of points connected together in a single move. The path is given a variable name, as iltustrated in the following statement:

> DEFINE PATH123 = PATH(P1,P2,P3)

This is a path that consists of points PL, P2, and P3. The points are defined in the manner described above. A MOVE statement is used to drive the robot through the path.

## MOVE PATH123

The speed of the robot is controlled by defining either a relative velocity or an absotute velocity. The following statement represents the case of relative velocity definition:

## SPEED 75

When this statement appears within the program, it is typically interpresed to mean that the manipulator should operale at $75 \%$ of the initially commanded velocity in the statements that follow in the program. The initial speed is given in a command that precedes the execution of the robot program. For example,

## SPEED 0.5 MPS

EXECUTE PROGRAM1
indicates that the program named PROGRAM1 is to be executed by the robot, and that the commanded speed during execution should be $0.5 \mathrm{~m} / \mathrm{sec}$.

Interlock and Sensor Commands. The two basic interlock cormands (Section 4.3.2) used for industrial robots are WAIT and SIGNAL. The WAIT command is used to implement an input interlock. For extmple,
would cause program execution to stop at this statement until the input signal coming into the robot controller at port 20 was in an "on" condition. This might be used to cause the tobot 10 wat for the completion of an automatic machine cycle in a loading and unloading application.

The SIGNAL statement is used to implement an output interlock. This is used to communicate to some external piece of equipment. For example,

## SIGNAL 10.ON

would switch on the signal at output port 10 , perhaps to actuate the start of an automatic machine cycie.

Both of the above examples indicate on/off signals. Some robot controllers possess the capacity to control analog devices that operate at various levels. Suppose it were desired to turn on an external device that operates on variable voltages in the range 0 to 10 V . The command

$$
\text { SIGNAL } 10,6.0
$$

is typical of a control statement that might be used to output a voltage level of 6.0 V to the device from controller output port 10.

All in the above interlock commands represent situations where the execution of the statement occurs at the point in the program where the statement appears There are other situations in which it is desirable for an external device to be continuously monitored for any change that might occur in the device. This might be useful, for example, in safety monitoring where a sensor is set up to detect the presence of humans who might wander into the robot's work volume. The sensor reacts to the presence of the humans by signaling the robot controiler. The following type of statement might be used for this case:

## REACT 25. SAFESTOP

This command would be weitten to continuously monitor input port 25 for any changes in the incoming signdl. If aud when a change in the signal occurs, regular program execution is interrupted, and control is transferred to a subroutine called SAFESTOP.This subroutine would stop the robot from further motion and/or cause some other safety action to be taken.

Endeffectors are devices that, although they are attached to the wrist of the manipulator, are actuated very much like external devices. Special commands are usually written for controlling the end effector. In the case of grippers, the basic commands are

## OPEN

ard

## CLOSE

which cause tae gripper to actuate to fully open and fully closed positions respectively. Grcater control over the gripper is available in some sensored and servo-controlled hands

For grippers that have force sensors that can be regulated through the robot controller, a command such as

CLOSE 2.0 N
controls the closing of the gripper until a $2.0-\mathrm{N}$ force is encountered by the gripper fingers. A similar command used to close the gripper to a given opening width is:

$$
\text { CLOSE } 25 \mathrm{MM}
$$

A special set of statements is often required to control the operation of tool-rype end effectors, such as spot welding guns, arc welding tools, spray painting guns, and powered spindles (for drilling, grinding, etc.). Spot weding and spray painting controls are typically simple binary commands (e.g., open/close and on/off), and these commands would be similar to those used for gripper controt. In the case of arc welding and powered spindles, a greater variety of control statements is needed to control feed rates and other parameters of the operation.

Computations and Program Logic. Many of the current generation robot languages possess capabilities for performing computations and data processing uperations that are similar to computer programming languages. Most present-day robot applications do not require a high level of computational power. As the complexity of robot applications grows in the future, it is expected that these capabilities will be better utilized than at present.

Many of today's applications of robots require the use of branches and subroutines in the program. Statements such as

GOTO 150
and

$$
\text { IF (logical expression) GO TO } 150
$$

cause tine program to branch to some other statement in the program (e.g, to statement number 150 in the above illustrations).

A subroutine in a robot program is a group of statements that are to be executed separately when called from the main program. In a preceding example, the subroutine SAFESTOP was named in the REACT statement for use in safety monjtoring- Other uses of subroutines include making calculations or performing repetitive motion sequences at a number of different places in the program, Rather tharl write the same steps several times in the program, the use of a subroutine is more efficient.

### 7.6.3 Simulation and Off-Line Programming

The trouble with leadthrough methods and textual programming techniques is that the robot must be taken out of production for a certain length of time to accomplish the programming. Off-line progrimming permits the robot program to be prepared at a remote computer terminal and downloaded to the robot controller for execution. In true off-line
programming, there is no need to physically locate the positions in the workspace for the robot as required with present textual programming languages. Some form of graphical computer simulation is required to validate the programs developed off-line, similar to offline procedures used in NC part programming. The advantage of true off-line programraing is thet new programs can be prepared and downloaded to the robot without interrupting production.

The off-line programming procedures being developed and commercially offered use graphical simulation to construct a three-dimensional model of a robot cell for evaluation and off-line programming. The cell might consist of the robot, machine tools, conveyors, and other hardware. The simulator permits these cell components to be displayed on the graphics monitor and for the robot to perform its work cycle in animated computer graphics, After the program has been developed using the simulation procedure, it is then converted into the textual language corresponding to the particular robot employed in the cell. This is a step in the off-line programming procedure that is equivalent to postprocessing in NC part programming.

In the current commercial off-lire programing packages, some adjustment must be performed to account for geometric differences between the three-dimensional model in the computer system and the actual physical cell. For example, the position of a machine tool in the physical layout might be slightly different than in the model used to do the offline programming. For the robot to reliably load and unload the machine, it must have an accurate location of the load/unload point recorded in its control memory. This module is used to calibrate the 3-D computer model by substituting location data from the actual cell for the approximate values developed in the original model. The disadvantage with calibrating the cell is that time is lost in performing this procedure.

In future programming systems, the off-line procedure described above will probably be augmented by means of machine vision and other sensors located in the cell. The vision and sensor systems would be used to update the three-dimensional model of the workplace and thus avoid the necessity for the calibration step in current off-line programming methods. The term sometimes used to describe these future programming systems in which the robot possesses accurate knowledge of its three-dimensional workplace is world modeling. Asscciated with the concept of world modeling is the use of very high-level language slatements, in which the programmer specifies a task to be done without giving details of the procedure used to perfom the task. Examples of this cype of statement might be

## ASSEMBLE PRINTING MECHANISM TO BRACKET

ог

## WELD UPPER PLATE TO LOWER PLATE

The statements are void of any reterence to points in space or motion paths to be followed by the robot. Instead, the three-dimensional model residing in the robot's control memory would identify the locations of the various items to be assembled or welded. The future robot would possess sufficient intelligence to figure out its own sequence of motions and actions for performing the task indicated.

### 7.7 ENGINEERING ANALYSIS OF INDUSTRIAL HOBOTS

In this section. we discuss two problem areas that are central to the operation of an industrial robot: (1) manipulator kinematics and (2) accuracy and repeatability with which the robot can position its end effector.

### 7.7.1 Introduction to Manipulator Kinematics

Manipulator kinematics is concerned with the position and orientation of the robot's end-of-arm, or the end effector attached io it, as a function of time but without regatd for the effects of force or mass. Of course, the mass of the manipulator's links and juints, not to mention the mass of the end effector and load being carried by the robot, will affect position and oricntation as a function of time, but kinematic analysis neglects this effect. Our treatment of manipulator kinematics will be limited to the mathematical representation of the position and orientation of the robot's end-of-arm.

Let us begin by defining terms. The robot manipulator consists of a sequence of joints and links. Let us name the joints $J_{1}, J_{2}$, and so on, starting with the joint closest to the base of the manipulator. Similarly, the links are identified as $L_{1}, L_{2}$, and so on, where $L_{1}$ is the output link of $J_{1}, L_{2}$ is the output link of $J_{2}$, and so on. Thus, the input link to $J_{0}$ is $L_{1}$, and the input link to $J_{1}$ is $L_{0}$. The final link for a manipulator with n degrees-of-freedom ( $n$ joints) is $L_{\mathrm{r}}$, and its position and orientation determine the position and orientation of the end effector attached to it. Figure 7.15 illustrates the joint and link identification method for two different manipulators, each having two joints. In Figure 7.15 (a), both joints are orthogunel types, so this is an OO robot according to our notation scheme of Section 7.1.2. Let us define the values of the $O$ joints as $\lambda_{1}$ and $\lambda_{2}$, where these values represent the po-


Figure 7.15 Two manipulators with two degrees-of-freedom:(a) an $O O$ robot and (b) an RR robot.
sitions of the joints relative to their respective input links. Figure 7.15 (b) shows a two de-gree-of-freedom tobot with configuration RR. Let us definc the values of the two joints as the angles $\theta_{2}$ and $\theta_{2}$, where $\theta_{1}$ is defined with respect to the horizontal base, and $\theta_{2}$ is defined relative to the direction of the inpui link to joint $J_{2}$, as illustrated in our diagram.

One way to mathematically represent the position and orientation of the manipulator*s end-of-am is by means of its joints. Thus, for the OO robol of Figure $7.15(\mathrm{a})$, the position and orientation are identified as follows:

$$
\begin{equation*}
P_{1}=\left(\lambda_{1}, \lambda_{2}\right) \tag{7.1}
\end{equation*}
$$

and similarly for the RR robot of Figure $7.15(\mathrm{~b})$,

$$
\begin{equation*}
P_{i}=\left(\boldsymbol{H}_{1}, \boldsymbol{H}_{2}\right) \tag{7.2}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \theta_{1}$, and $b_{2}$ are the values of the joints in the two robots, respectively. We might refer to this method of representation as the joint space method, because it defines position and orientation (symbolized as $P$ ) in terms of the joint values.

An alternative way to represent position is by the familiar Cartesian coordinate system, in robotics called the world space method. The origin of the Cartesian coordinatos in world space is usually located in the robot's base. The end-of-arm position $P_{\mathrm{r}}$ is defined in world space as

$$
\begin{equation*}
P_{\mu}=(x, z) \tag{7.3}
\end{equation*}
$$

where $x$ and $z$ are the coordinates of point $P_{w}$. Only two axes are needed for our two-axis robots because the only positions that can be reached by the robots are in the $x-z$ plane. For a robot with six joints operating in 3-D space, the end-of-arm position and orientation $P_{\mathrm{x}}$ can be defined as

$$
\begin{equation*}
P_{i v}=(x, y, z, \alpha, \beta, x) \tag{7.4}
\end{equation*}
$$

where $x, y$, and $z$ specify the Cartesian coordinates in world space (position); and $\alpha, \beta$, and $x$ specify the angles of rotation of the three wrist joints (orientation).

Notice that urientation cannol be independently established for our two robots in Figute 7.15. For the OO manipulator, the end-of-arm orientation is always vertical; and for the RR manipulator, the otientation is determined by the joint angles $\theta_{1}$ and $\theta_{2}$. The reader will observe that the RR robot has two possible ways of reaching a given set of $x$ and $z$ coordinates, and so there are two alternative orientations of the end-of-arm that are possible for all $x-z$ values within the manipulator's reach except for those coordinate positions making up the outer circle of the work volume when $\theta_{2}$ is zero. The iwo alternative pairs of joint values are iliustrated in Figure 7.16.

Forward and Backward Transformation for a Robot with Two Joints. Both the joint space and world space methods of defining position in the robot's space are important. The joint space method is important because the manipulator positions its end-ofarm by moving its joints to certain values. The world space method is important because applications of the robot are defined in terms of points in space using the Cartesian coordinate system. What is needed is a means of mapping from one space method to the other.


Figure 7,16 For most $x$-z coordinates in the RR robot's work volume. two alternative pairs of joint values are possible, called "above" and "below."

Mapping from joint space to world space is called forward transformation, and converting from world space to joint space is called backward transformation.

The forward and backward transformations are readily accomplished for the Cartesian coordinate robot of Figure 7.15 (a), because the $x$ and $z$ coordinates correspond directly with the values of the joints For the forward transformation,

$$
\begin{equation*}
x=\lambda_{2} \quad \text { and } \quad z=\lambda_{1} \tag{7.5}
\end{equation*}
$$

and for the backward transformation,

$$
\begin{equation*}
\lambda_{1}=z \text { and } \lambda_{2}=x \tag{7.6}
\end{equation*}
$$

where $x$ and $z$ are the coordinate values in world space, and $\lambda_{1}$ and $\lambda_{2}$ are the values in joint space.

For the RR robot of Figure 7.15 (b), the forward transformation is calculated by noting that the lengths and directions of the two links might be viewed as vectors in space:

$$
\begin{align*}
& \mathbf{r}_{1}=\left\{L_{1} \cos \theta_{1}, L_{1} \sin \theta_{2}\right\}  \tag{7.7a}\\
& \mathbf{r}_{2}=\left\{L_{2} \cos \left(\theta_{1}+\theta_{2}\right), L_{2} \sin \left(\theta_{1}+\theta_{2}\right)\right\} \tag{7.ib}
\end{align*}
$$

Vector addition of $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ (and taking account of link $L_{0}$ ) yields the coordinate values of $x$ and $y$ at the end-of-arm:

$$
\begin{align*}
& x=L_{1} \cos \theta_{1}+L_{2} \cos \left(\theta_{1}+\theta_{2}\right)  \tag{7.8a}\\
& z=L_{0}+L_{1} \sin \theta_{1}+L_{2} \sin \left(\theta_{1}+\theta_{2}\right) \tag{7,8b}
\end{align*}
$$

For the backward transformation, we are given the coordinate positions $x$ and $z$ in world space, and we must calculate the joint values that will provide those coordinate values. Fot our $R$ robot, we must first decide whether the robot will be positioned at the $x$; $z$ coordinates using an "above" or "below" configuration, as defined in Figure 7.16. Let us assume that the application calls for the below configuration, so that both $\theta_{\mathrm{t}}$ and $\theta_{2}$ will take
on positive values in our figure. Given the link values $L_{1}$ and $L_{2}$. the following equations can be derived for the two angles $\theta_{1}$ and $\theta_{2}$ :

$$
\begin{align*}
& \cos \theta_{2}=\frac{x^{2}+\left(z-L_{4}\right)^{2}-L_{1}^{2}-L_{2}^{2}}{2 L_{1} L_{2}}  \tag{7.9a}\\
& \tan \theta_{1}=\frac{\left\{\left(z \quad L_{0}\right)\left(L_{1} \mid L_{2} \cos \theta_{2}\right)-x L_{2} \sin \theta_{2}\right\}}{\left\{x\left(L_{1}+L_{2} \cos \theta_{2}\right)+\left(z-L_{0}\right) L_{2} \sin \theta_{2}\right\}} \tag{7.9b}
\end{align*}
$$

Forward and Backward Transformation for a Robot with Three Joints. Let us consider a manipulator with three degrees-of-freedom, all rotational, in which the third joint represents a simple wrist. The robot is a RR: R configuration, shown in Figure 7.17. We might argue that the arm-and-body (RR:) provides position of the end-of-arm, and the wrist (:R) provides orientation. The robot is still limited to the $x-z$ plane. Note that we have defined the origin of the axis system at the center of joint 1 rather than at the base of link 0 , as in the previous RR robot of Figure $7.15(b)$. This was done to simplify the equations.

For the forward transformation, we can compute the $x$ and $z$ coordinates in a way similar to that used for the previous RR zobot,

$$
\begin{align*}
& x=L_{1} \cos \theta_{1}+L_{2} \cos \left(\theta_{1}+\theta_{2}\right)+L_{3} \cos \left(\theta_{1}+\theta_{2}+\theta_{3}\right)  \tag{7.10a}\\
& z=L_{1} \sin \theta_{1}+L_{2} \sin \left(\theta_{1}+\theta_{2}\right)+L_{3} \sin \left(\theta_{1}+\theta_{2}+\theta_{3}\right) \tag{7.10a}
\end{align*}
$$

Let us define $\alpha$ as the orientation angle in Figure 7.17. It is the angle made by the wrist with the horizontal. It equals the algebraic sum of the three joint angles:

$$
\begin{equation*}
a=\theta_{1}+\theta_{2}+\theta_{3} \tag{7.10c}
\end{equation*}
$$

In the backward transformation, we are given the world coordinates $x, z$, and $\alpha$, and we want to calculate the joint values $\theta_{1}, \theta_{2}$, and $\theta_{3}$ that will achieve those coordinates. This is accomplished by first determining the coordinates of joint 3 ( $x_{3}$ and $z_{3}$ as shown in Figure 7.17). The coordinates ate:


Figure 7.17 A robot with RR:R configuration.

$$
\begin{align*}
& x_{3}=x-L_{3} \cos \alpha  \tag{7.11a}\\
& z_{2}=z-L_{3} \sin \alpha \tag{7.11~b}
\end{align*}
$$

Knowing the coordinates of joint 3. the problem of determining $\theta_{1}$ and $\theta_{2}$ is the same as for the previous RR configuration robot.

$$
\begin{align*}
& \cos \theta_{2}=\frac{x_{3}^{2}+z_{3}^{2}-L_{1}^{2}-L_{2}^{2}}{2 L_{1} L_{2}}  \tag{7.12a}\\
& \tan \theta_{1}=\frac{\left\{z_{3}\left(L_{1}+L_{2} \cos \theta_{2}\right)-x_{3} L_{2} \sin \theta_{2}\right\}}{\left\{x_{3}\left(L_{1}+L_{2} \cos \theta_{2}\right)+z_{3} L_{2} \sin \theta_{2}\right\}} \tag{7.12b}
\end{align*}
$$

The value of joint 3 is then determined as

$$
\begin{equation*}
\theta_{3}=a-\left(\theta_{1}+\theta_{2}\right) \tag{7.12c}
\end{equation*}
$$

## EXAMPLE 7.1 Backward Transformation for a RR;R Robot

Given the world coordinates for a RR:R robot (simitar to that in Figure 7.17) as $x=300 \mathrm{~mm} . z=400 \mathrm{~mm}$, and $\alpha=30^{\circ}$; and given that the links have values $L_{1}=350 \mathrm{~mm}, L_{2}=250 \mathrm{~mm}$, and $L_{3}=50 \mathrm{~mm}$, determine the joint angles $\boldsymbol{\theta}_{1}$, $\theta_{2}$, and $\theta_{3}$.

Solution: The first step is to find $x_{3}$ and $z_{3}$ using Eqs. (7.11) and the given coordinates $x=300$ and $z=400$.

$$
\begin{aligned}
& x_{3}-300-50 \cos 30=256.7 \\
& z_{3}=400-50 \sin 30=375
\end{aligned}
$$

Next, we find $\theta_{2}$ using Eq. (7.12a):

$$
\cos \theta_{2}=\frac{256.7^{2}+375^{2}-350^{2}-250^{2}}{2(350)(250)}=0.123 \quad \theta_{2}=82.9^{4}
$$

The angle $\theta_{1}$ is found using Eq. (7.12b):

$$
\begin{array}{ccc}
\tan \theta_{1}=\frac{375(350+250 \cos 82.9)-256.7(250) \sin 82.9}{256.7(350+250 \cos 82.9)+375(250) \sin 82.9}=0.4146 & \theta_{1}=22.5^{\circ} \\
\text { Finally, } \quad \theta_{3}=30^{\circ}-82.9^{\circ}-22.5^{\circ} & \theta_{3}=-75.4^{\circ}
\end{array}
$$

A Four-Jointed Robot in Three Dimensions. Most robots possess a work volume with three dimensions Consider the four degree-of-freedom robot in Figure 7.18. Its configuration is TRL: R. Joint 1 (type T) provides totation about the $z$ axis Joint 2 (type R) provides rotation about a horizontal axis whose direction is determined by joint $t$. Joint 3 (type L) is a piston that allows linear motion in a direction determined by joints 1 and 2. And joint 4 (type $R$ ) provides rotation about an axis that is parallel to the axis of joint 2.

The values of the four joints are, respectively, $\theta_{1}, \theta_{2}, \lambda_{1}$, and $\theta_{4}$. Given these values: the forward transiormation is given by:


Figure 7.18 A four degree-of-freedom robot with configuration TRL: R,

$$
\begin{align*}
& x=\cos \theta_{1}\left(\lambda_{3} \cos \theta_{2}+L_{4} \cos \alpha\right)  \tag{7.13a}\\
& y=\sin \theta_{1}\left(\lambda_{3} \cos \theta_{2}+L_{4} \cos \alpha\right)  \tag{7.13b}\\
& z=L_{1}+\lambda_{3} \sin \theta_{2}+L_{4} \sin \alpha \tag{7.13c}
\end{align*}
$$

where $\alpha=\theta_{2}+\theta_{4}$
In the backward transformation, we are given the world coordinates $x, y, z$, and $\alpha$, wherc $\alpha$ specifies orientation, at least to the extent that this conliguration is capable of orienting with only one wrist joint. To find the joint values, we define the coordinates of joint 4 as follows, using an approach similar to that used for the RR:R robot analyzed previously:

$$
\begin{align*}
\tan \theta_{1} & =\frac{y}{x}  \tag{7.14a}\\
x_{4} & =x-\cos \theta_{1}\left(L_{4} \cos \alpha\right)  \tag{7.14b}\\
y_{4} & =y-\sin \theta_{1}\left(L_{4} \cos \alpha\right)  \tag{7.14c}\\
z_{4} & =z-L_{4} \sin \alpha  \tag{7.14d}\\
\lambda_{3} & =\sqrt{x_{4}^{2}+y_{4}^{2}}+\left(z_{4}-L_{1}\right)^{2}  \tag{7.14e}\\
\sin \theta_{2} & =\frac{z_{4}-L_{1}}{\lambda_{3}}  \tag{7.140}\\
\theta_{4} & =\alpha-\theta_{2} \tag{7.14g}
\end{align*}
$$

## EXAMPLE 7.2 Backward Transformation for a TRL:R Robot

Given the world coordinates for a TRL: R robot (similar to that in Figure 7.18 ) as $x=300 \mathrm{~mm}, y=350 \mathrm{~mm} . z=400 \mathrm{~mm}$, and $\alpha=45^{\circ}$; and given that the inks have values $L_{0}-0 . L_{1}=325 \mathrm{~mm}, \lambda_{3}$ has a range from 300 to 500 mm , and $L_{4}=25 \mathrm{~mm}$, determine the joint angles $\theta_{1}, \theta_{2}, \lambda_{3}$, and $\theta_{4}$.

Solution: We begin by finding $\theta_{1}$ using Eq. (7.14a):

$$
\tan \theta_{1}=\frac{350}{300}=1.1667 \quad \theta_{1}=49.4^{\circ}
$$

Next, the position of joint 4 must be offer from the given $x-y-z$ world coordinates:

$$
\begin{aligned}
& x_{4}=300-\cos 49.4(25 \cos 45)=288.5 \\
& y_{4}=350-\sin 49.4(25 \cos 45)=336.6 \\
& z_{4}=400-25 \sin 45=382.3
\end{aligned}
$$

The required extension of linear joint 3 can now be determined:

$$
\lambda_{3}=\sqrt{288.5^{2}+336.6^{2}+(382.2-325)^{2}}=\sqrt{199815.1} \quad \lambda_{3}=447.0 \mathrm{~mm}
$$

Now $\theta_{2}$ can be found from Eq. (7.14f):

$$
\begin{array}{rr}
\sin \theta_{2}=\frac{382.3-325}{447.0}=0.1282 & \theta_{2}=7.36^{\circ} \\
\theta_{4}=45^{\circ}-7.36^{\circ} & \theta_{4}=37.64^{\circ}
\end{array}
$$

Finally,

Homogeneous Transformations for Manipulator Kinematics. Each of the previous manipulators required its own individual analysis, resulting in its own set of trigonometric equations, to accomplish the forward and backward transformations. There is a general approach for solving the manipulator kinematic equations based on homogeneous transformations. Here we briefly describe the approach to make the reader aware of its availability. For those who are interested in homogeneous transformations for robot kinematics, more complete treatments of the topic are presented in several of our references, including Craig [3], Groover et al. [6], and Paul [9].

The homogeneous transformation approach utilizes vector and matrix algebra to define the joint and link positions and orientations with respect to a fixed coordinate systern (world space). The end-of-arm is defined by the following $4 \times 4$ matrix:

$$
\mathbf{T}=\left[\begin{array}{llll}
n_{x} & o_{x} & a_{x} & p_{x}  \tag{7.15}\\
n_{y} & o_{y} & a_{y} & p_{y} \\
n_{z} & o_{z} & a_{z} & p_{z} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $\mathbf{T}$ consists of four column vectors representing the position and orientation of the end-of-arm or end effector of the robot, as illustrated in Figure 7.19. The vector $p$ defines the position coordinates of the end effector relative to the world $x y$ - coordinate system. The vectors a, a, and $\mathbf{n}$ define the orientation of the end effector. The a vector, called the approach vector, points in the direction of the end effector. The o vector, or orientation


Figure 7.19 The four vectors representing position and orientation of the robot's end effector relative to the world coordinates $x, y$, and $z$.
vector, specifies the side-to-side direction of the end effector. For a gripper, this is in the direction from one fingertip to the opposite fingertip. The in vector is the normal vector, which is perpendicular to a and 0 . Together, the vectors $a, 0$, and $\mathbf{n}$ constitute the coordinate axes of the tool coordinate system (Section 7.6.1).

A homogeneous transformation is a $4 \times 4$ matrix used to define the relative transla. tion and rotation between coordinate systems in three-dimensional space. In manipulator kinematics, calculations based on homogeneous transformations are used to establish the geometric relationships among links of the manipulator. For example, let $\mathbf{A}_{1}=\mathrm{a} 4 \times 4$ matrix that defines the position and orientation of link 1 with respect to the world coordinate axis system. Similarly, $\mathbf{A}_{2}=$ a $4 \times 4$ matrix that defines the position and orientation of the link 2 with respect to link 1 . Then the position and orientation of link 2 with respect to the world coordinate system (call it $\mathbf{T}_{2}$ ) is given by:

$$
\mathbf{T}_{2}=\mathbf{A}_{1} \mathbf{A}_{2}
$$

where $\mathbf{T}_{2}$ might represent the position and orientation of the end-of-arm (end of link 2) of a manipulator with two joints; and $A_{1}$ and $\mathbf{A}_{2}$ define the changes in position and orientation resulting from the actuations of joints 1 and 2 on links 1 and 2 , respectively.

This approach can be extended to manipulators with more than two links. In general. the position and orientation of the end-of-am or end effector can be determined as the product of a series uf homogencous transformations, usually one transformation for each joint-link combination of the manipulator. These homogeneous transformations mathematically define the rotations and translations that are provided by the manipulator's joints and tinks. For the four-jointed robot analyzed earlier, the tool coordinate system (pusition and orientation of the end effector) might be represented relative to the world coordinate system as:

$$
\begin{equation*}
\mathbf{T}=\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4} \tag{7.16}
\end{equation*}
$$

where $\mathbf{T}=$ the transformation matrix defining the tool coordinate system, as defined in Eq. (7.15); and $\mathbf{A}_{4}=$ transformation matrices $(4 \times 4)$ for each of the four links of the manipulator.

### 7.7.2 Aecuracy and Repeatability

The capacity of the robot to position and orient the end of its wrist with accuracy and repeatability is an important control attribute in nearly all industrial applications. Some assembly applications require that objects be located with a precision of $0.05 \mathrm{~mm}(0.002 \mathrm{in})$, Other applications, such as spot welding, usually require accuracies of $0.5-1.0 \mathrm{~mm}(0.020-$ $0 .(140$ in). Let us examine the question of how a robot is able to move its various joints to achieve accurate and repeatable positioning. There are several lems that must be defined in the context of this discussion: (1) control resolution, (2) accuracy, and (3) repeatability. These terms have the same basic meanings in robotics that they have in NC. In robotics, the characteristics are defined at the end of the wrist and in the absence of any end effector attached at the wrist.

Control resolution refers to the capability of the robot's controller and positioning system to divide the range of the joint into closely spaced points that can be identified by the controller. These are called addressable points because they represent locations to which the robot can be commanded to move. Recall from Section 6.6 .3 that the capability to divide the range into addressable points depends on two factors: (1) limitations of the electromechanical components that make up each joint-link combination and (2) the controller's bit storage capacity for that juint.

If the joint-link combination consists of a leadscrew drive mechanism, as in the case of an NC positioning system, then the methods of Section 6.6 .3 can be used to determine the control resolution. We identified this electromechanical control resolution as $\mathbf{C R}_{1}$. Unfortunately, from our viewpoint of attempting to analyze the control resolution of the robot manipulator, there is a much wider variety of joints used in robotics than in NC machine tools. And it is not possible to analyze the mechanical details of all of the types here. Let it suffice to recognize that there is a mechanical limit on the capacity to divide the range of each joint-link system into addressable points, and that this limit is given by $\mathrm{CR}_{1}$.

The secoud limit on control resotution is the bit storage capacity of the controller. If $\mathrm{B}=$ the number of bits in the bit storage register devoted to a particular joint, then the number of addressable points in that joint's range of motion is given by $2^{B}$. The control resolution is therefore defined as the distance between adjacent addressable points. This can be determined as

$$
\begin{equation*}
\mathrm{CR}_{2}=\frac{\mathrm{R}}{2^{\mathrm{B}}-1} \tag{7.17}
\end{equation*}
$$

where $\mathrm{CR}_{2}=$ control resolution determined by the robot controller; and $\mathrm{R}=$ range of the joint-link combination, expressed in lincar or angular units, depending on whether the joint provides a linear motion (joint types $L$ or $O$ ) or a rotary motion (joint types $R, T$, or $V$ ). The control resolution of each joint-link mechanism will be the maximum of $\mathrm{CR}_{4}$ and $\mathrm{CR}_{2}$; that is,

$$
\begin{equation*}
\mathrm{CR}=\mathrm{Max}\left[\mathrm{CR}_{\mathrm{t}}, \mathrm{CR}_{2}\right) \tag{7.18}
\end{equation*}
$$

In our discussion of control resolution for NC (Section 6.6.3), we indicated that it is desirable for $\mathrm{CR}_{2} \leq \mathrm{CR}_{\mathrm{d}}$, which means that the limiting factor in determining control resolution is the mechanical system, not the computer control system. Because the mechanical structure of a robot manipulator is much less rigid than that of a machine tool, the control resolution for cach joint of a robet will almost certainly be determined by mechanical factors ( $\mathrm{CR}_{\mathrm{i}}$ ).

Similar to the case of an NC positioning system, the ability of a robot manipulator to position any givea joint-link mechanism at the exact location defined by an addressable point is limited by mechanical errors in the joint and associated links. The mechanical errors arise from such factors as gear backlash, lirk defiection, hydraulic fluid leaks, and various other sources that depend on the mechanical construction of the given joint-link combination. If we characterize the mechanical errors by a normal distribution, as we did in Section 6.6.3, with mean $\mu$ at the addressable point and standard deviation $\sigma$ characterizing the magnitude of the error dispersion. then accuracy and repeatability for the axis can be defined.

Repeatability is the easier term to define. Repeatability is a measure of the robot's ability to position its end-of-wrist at a previously taught point in the work volume Each time the robot attempts to retum to the programmed point it will return to a slightly different position. Repeatability errors have as their principal source the mechanical errors previously mentioned. Therefore, as in NC , for a single joint-link mechanism,

$$
\begin{equation*}
\text { Repcatability }= \pm 3 \sigma \tag{7.19}
\end{equation*}
$$

where $\sigma=$ standard deviation of the error distribution.
Accuracy is a measure of the robot's ability to position the end of its wrist at a desired location in the work volume. For a single axis, using the same reasoning used to define accuracy in our discussion of NC, we have

$$
\begin{equation*}
\text { Accuracy }=\frac{C R}{2}+3 \sigma \tag{7,20}
\end{equation*}
$$

where $\mathrm{CR}=$ control resolution from Eq. (7.18).
The terms control resolution, accuracy, and repeatability are illustrated in Figure 6.29 of the previous chapter for one axis that is linear. For a rotary joint, these parameters can be conceptualized as either an angular value of the joint itself or an arc length at the end of the joint's output link.

## EXAMPLE 7.3 Control Resolution, Accuracy, and Repeatability in Robotic Arm Joint

One of the joints of a certain industrial robot has a type $L$ joint with a range of 0.5 m . The bit storage capacity of the robot controller is 10 bits for this joint. The mechanical errors form a normally distributed random variable about a given taught point. The mean of the distribution is zero and the standard deviation is 0.06 mm in the direction of the output tink of the joint. Determine the control resolution ( $\mathrm{CR}_{2}$ ), accuracy, and repeatability for this robot joint.
Solution: The number of addressable points in the joint range is $2^{10}=1024$. The control resolution is therefore

$$
\mathrm{CR}_{2}=\frac{0.5}{1024-1}=0.004888 \mathrm{~m}=0.4888 \mathrm{~mm}
$$

Accuracy is given by Eq. (7.20):

$$
\text { Accuracy }=\frac{0.4888}{2}+3(0.06)=0.4244 \mathrm{mml}
$$

Repeatability is defined as $\pm 3$ standard deviations
Repeatability $=3 \times 0.06=0.18 \mathrm{~mm}$

Our definitions of control resohtion, accuracy, and repeatability have been depicted using a single joint or axis. To be of practical value, the accuracy and repeatability of a robot manipulator should include the effect of all of the joints, combined with the effect of their mechanical errors. For a multiple degree-of-freedom robot, accuracy and repeatability will vary depending on where in the work volume the end-of-wrist is positioned The reason for this is that certain joint combinations will tend to magnify the effect of the control resolution and mechanical errors. For example, for a polar configuration robot (TRL) with its linear joint fully extended, any errors in the $R$ of $T$ joints will be larger than when the linear joint is fully retracted.

Robots move in three-dimensional space, and the distribution of repeatability errors is therefore three-dimensional. In 3-D, we can conceptualize the normal distribution as a sphere whose center (mean) is at the programmed point and whose radius is equal to three standard deviations of the repeatability error distribution. For conciseness, repeatability is usually expressed in terms of the radius of the sphere; for example, $\pm 1.0 \mathrm{~mm}$ ( $\mathbf{~} 0.040 \mathrm{in}$ ). Some of today's small assembly robots have repeatability values as low as $\pm 0.05 \mathrm{~mm}$ ( $\pm 0.002 \mathrm{n}$ ).

In reality, the shape of the error distribution will not be a perfect sphere in three dimensions. In other words, the errors will not be isotropic. Instead, the radius will vary because the associated mechanical errors will be different in certain directions than in others The mechanical arm of a robot is more rigid in certain directions, and this rigidity influences the errors. Also, the so-catled sphere will not remain constant in size throughout the robot's work volume. As with spatial resolution, it will be affected by the particular combination of joint positions of the manipulator. In some regions of the work volume, the repeatability errors will be larger than in other regions.

Accuracy and repeatability have been defined above as static parameters of the manipulator. However, these precision parameters are affected by the dynamic operation of the robot. Such characteristics as speed, payload, and direction of approach will affect the robot's accuracy and repeatability.
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PRORLEMS

## Robot Anatomy

7.1 Using the notation schenc for defining manipulator configurations (Section 7.1.2), draw diagrams (similar to Figure 7.1) of the following robots: (a) TRT, (b) VVR, (c) VROT.
7.2 Using the notation scheme for defining manipulator configurations (Section 7.1.2), draw diagrams (similar to Figure 7.1) of the following robots; (a) TRL. (b) OLO, (c) LVL.
7.3 Using the notation scheme for defining manipulator configurations (Section 7.1.2), draw diagrams (similar to Figure 7.1) of the following robots (a) TRT:R, (b) TVR:TR, (c) RR:T.
7.4 Discuss and sketch the work volumes of the robot configurations for each of the configurations in Problem 7.1.
7.5 Using the robot configuration notation scheme discussed in Section 7.1, write the configuration notations for some of the robots in your laboratory or shop.
7.6 Describe the differences in ornentation capabilitics and work volumes for a:TR and a:RT wist assembly. Use sketches as needed.

## Robot Applications

7.7 A robot performs a loading and unloading operation for a machine tool. The work cycle consists of the following sequence of activities:

| Seq. |  | Mine <br> (sec) |
| :---: | :---: | :---: |
| 1 | Robot reaches and picks part from incoming conveyor and loads into <br> fixture on machine tool. | 5.5 |
| 2 | Machining cycle (automatic). <br> Robot reaches in, retrieves part from machine tool, and deposits it <br> onto outgoing conveyor. | 33.0 |
| 4 | Move back to pickup position. | 1.8 |

The activities are performed sequentially as listed. Every 30 workparts, the cuting tools in the machine must be changed. This irregular cycle takes 3.0 min to accomplish. The uptime efficiency of the robot is $97 \%$; and the uptime efficiency of the machine tool is $98 \%$, not including interruptions for tool changes. These two efficiencies are assumed not to overlap (i.e., if the robot breaks down, the cell will cease to operate, so the machine tool will not have the opporturity to break down: and vice versa). Downtime results from electrical and mechartical malfunctions of the robot, machine tool, ard fixture. Determine the bourly production rate, taking into account the lost time due to tool changes and the uptime efficiency.
7.8 In Problem 7.7 . suppose that a double gripper is used instead of a single gripper as indicaled in that problem. The activitics in the cycle would be changed as follows:

| Seq. | Activity | Time (sec) |
| :---: | :---: | :---: |
| 1 | Robot reaches and picks raw part from incoming conveyor in one gripper and awaits completion of mochining cycle. This activity is performed simultaneously with machining cycle. | 3.3 |
| 2 | At completion of previous machining cycle, robot reaches in, retrieves finished part from machine, loads raw part into fixture, and moves a safe distance from machine. | 5.0 |
| 3 | Machining cycle (automatic). | 33.0 |
| 4 | Robot moves to outgoing conveyor and deposits part. This activity is performed simuitaneousiy with machining cycle. | 3.0 |
| 5 | Robot moves back to pickup position. This activity is performed simultaneously with machiring cycle. | 1.7 |

Steps 1,4 , and 5 are performed simultaneously with the automatic machining cycle. Steps 2 and 3 musi be performed sequentially. The same tool change statistics and uptime efficien. cies are applicable. Determine the hourly production rate when the double gripper is used, taking into account the lost time due to tool changes and the uptime efficiency.
7.9 Since the robot's portion of the work cycle requires much less time than the machine tool in Probiem 7.7 does, the possibility of installing a cell with two machines is being considered. The robot would load and unload both machines from the same incoming and outgoing conveyorts. The machines would be arranged so that distances between the fixture and the conveyors are the same for both machincs. Thus, the activity times given in Problem 7.7 are valid for the two-machine cell. The machining cycles would be staggered so that the robol would be servicing only one machine at a time. The tool change statistics and wptime efficiencies in Problem 7.7 arc applicable. Determine the hourly production rate for the twomachine cell. The lost time due to tool changes and the uptime efficiency should be accounted for. Assume that if one of the two machine tools is down, the other machine car: continue to operate, but if the robot is down, the cell operation is stopped.
7.10 Determine the hourly production rate for a wwo-machine cell as in Problem 79, only that the robot is equipped with a double gripper as in Problem 7.8. Assume the activity times from Problem 7.8 apply here.
7.11 The are-on time is a measure of efficiency in an arc welding operation. As jndicated in our discussion of are welding in Section 7.5.2, typical are-on times in manual welding range between $20 \%$ and $30 \%$. Suppose that a certain weiding operation is currently performed using a welder and a fitter. Production requiremencs are steady at 500 units per week. The fitter's job is to load the component patts into the fixture and clamp them in position for the weider. The welder then welds the components in two passes, stopping to reload the welding rod between the two passes. Some time is also lost each cycle for reprositioning the welding rad on
the work. The Eitter's and welder's actuvilies are done sequentially, with times for the various clements as follows:

|  | Worker and Activity | Time <br> (min) |
| :---: | :--- | :--- |
| 1 | Fitter: load and clamp parts | 4.2 |
| 2 | Welder: weld first pass | 2.5 |
| 3 | Welder: reload weld rod | 1.8 |
| 4 | Welder: weld second pass | 2.4 |
| 5 | Welder: repositioning time | 2.0 |
| 6 | Delay time between work cycles | 1.7 |

Because of fatigue, the welder must take a 20 -min rest at mid-morning and mid-afternoon and a 49 -min lunch break around noon. The fitter joins the welder in these rest breaks. The nominal tine of the work shift is 8 hr , but the last 20 min of the shift is nonproductive time for clean-up at each workstation. A proposal has been made to install a robot weiding ceil to perform the operation. The cell would be set up with two fixtures so that the robot could be welcing one job (the set of parts to be weided) while the fitter is unloading the previous job and loading the rext job. In this way, the welding robot and the human titter could be working simultaneously rather than sequentially. Also, a continuous wire feed would be used rather than individual welding rods. It has been estimated that the continuous wire feed must be changed only once every 40 parts, and the lost time will be 20 min to make the wire change. The times for the various activities in the regular work cycle are as follows:

| Seq. | Fitter and Robot Activities | Time <br> (min) |
| :--- | :--- | :--- |
| 1 | Fitter: load Bnd clamp parts | 4.2 |
| 2 | Robot: weid complete | 4.0 |
| 3 | Repositioning time | 1.0 |
| 4 | Delay time between work cycles | 0.3 |

A $10-m i n$ break would be taken by the fitter in the moming and another in the afternoon, and 40 min would be taken for lunch. Clcan-up time at the end of the shift is 20 min. In your calculations, assume that the proportion uptime of the robot will be $98 \%$. Determine the following: (a) arc-on times (expressed as a percentage, using the 8-hr shift as the base) for the manual welding operation and the robot welding station, and (b) bourly production rate on average throughout the 8 -hr shift for the manual welding operation and the robot welding scation.

## Frogramming Exercises

Note: The foliowing problems require access to industrial robots and their associated programming manuals in a laboratory setting.
7.12 The setup for this problem requires a felt-tipped pen mounted to the robot's end-of-arm (or held securely in the robot's gripper). Also required is a thick cardboard, mounted on the surface of the work table. Fieces of plain white paper will be pinned or taped to the cardboard surface. The exercise is the followang: Program the robot to write your initials on the paper with the fell-tipped pen.
7.13 As an enhancement of the previous programming exercise, consider the problemof programming the robot to write any letter that is entered at the alphanumeric keyboard. Obviously, a textual programming language is required to accomplish this exercise.
7.14 Apparatus requifed for this exercise consists of two wood or plastic blocks of two different colors that can be grasped by the robot gripper. The blocks should be placed in sflecific positions (call the positions $A$ and $B$ on cither side of a center location (called position C). The robot should be programmed to do the following: (1) pick up the block at position $A$ and place it at the central position $C,(2)$ pick up the block at position $B$ and place it at position $A_{+}$(3) pick up the block at position $C$ and place it at position B. (4) Repeat steps (1), (2), and (3) contitually.
7.15 Apparatus for this exercise consists of a cardboard box and a dowel about 4 in long (any straight thin cylinder will suffice, e.g, pen or pencil). The dowel is attached to the robot's end-of-arm or held in its gripper. The dowel is intended co simulate an are welding torch, and the edges of the cardboard box afe intended to represent the seams that are to be welded. The programming exercise is the following. With the box oriented with one of its corners pointing toward the robot, progrant the robot to weld the three edges that lead into the corner. The dowel (welding torch) must be continuously oriented at a $45^{\circ}$ angle with respect to the edge being welded. Scc Figure P7.15.


Figure P7.15 Orientation of arc welding torch for Problem 7.15.
7.16 This exercise is intended to simulate a palletizing operation. The apparatus includes: six wooden (or plastic or metal) cylinders approximately 20 mm in diameter and 75 mm in length, and a $20-\mathrm{mm}$ thick wooden block approximately 100 mm by 133 mm . The block is to have six holes of diameter 25 mm drilled in it as tllustrated in Figure P7.16. The wooden cylinders represent workparts and the wooden block represents a pallet. (As an alternative Lo the wooden block, the hayout of the pallet can be sketched on a plain piece of paper attached to the work table.) The programming exercise is the following: Using the powered leadthrough programming method, ptogram the robot to pick up the parts from a fixed position on the work table and place thern into the six positions in the pallet. The fixed posjtion on the table might be a stop point on a conveyor, (The student may have to manually place the parts at the position if a real conveyor is not available.)
7.17 This is the same problem as the previous exercise, except that a robot programming language should be used, and the positions of the pallet should be defined by calculating their $x$ and $y$ coordinates by whatever method is available in the particular programming language used.
7.18 Repeat Problem 7.17 , only in the reverse order, to simulate a depalletizing operation.


Figure P7.16 Approximate pallet dimensions for Problem 7.16.

## Manipulator Kinematics

7.19 The joints and links of the $R R$ manipulator in Figure 7.15 have the following values: $\theta_{1}=20^{\circ}, \theta_{2}-35^{\circ}, L_{0}=500 \mathrm{~mm}, L_{1}=400 \mathrm{~mm}$. and $L_{2}=300 \mathrm{~mm}$. Determine the values of $x$ and $z$ in world space coordinates.
7.20 The joints and links of the RR manipulator in Figure 7.15 have the following values: $\theta_{1}=45^{\circ}, \theta_{2}=-45^{\circ}, L_{0}=500 \mathrm{~mm}, h_{1}=400 \mathrm{~mm}$, and $L_{2}=300 \mathrm{~mm}$. Determine the values of $x$ and $z$ in world space coordinates.
7.21 The links of the RR manipulator in Figure 7.15 have the following lengths: $L_{0}=500 \mathrm{~mm}, L_{1}=400 \mathrm{~mm}$, and $L_{2}=300 \mathrm{~mm}$. Determine the values of $\theta_{1}$ and $\theta_{2}$ that postion the end-of-arm at the ( $x, z$ ) world coordinate values of ( $550 \mathrm{~mm}, 650 \mathrm{~mm}$ ). Assume the manipulator is in the "below" orientation (see Figure 7.16).
7.22 The points and links of the $\mathbf{R R}: \mathbf{R}$ maniputator in Figure 7.17 have the foilowing values: $\theta_{1}=20^{\circ}, \theta_{2}=15^{\circ}, \theta_{3}=25^{\circ}, L_{1}=500 \mathrm{~mm}, L_{2}=400 \mathrm{~mm}$, and $L_{3}=25 \mathrm{~mm}$. Determine the values of $x$ and $z$ in world space coordinates.
7.23 The joints and links of the RR: $R$ manipulator in Figure 7.17 have the following values: $\theta_{1}=45^{\circ}, \theta_{2}=45^{\circ}, \theta_{3}=-135^{\circ}, L_{1}=500 \mathrm{~mm}, L_{2}=400 \mathrm{~mm}$, and $I_{.3}=25 \mathrm{~mm}$. Determine the values of $x$ and $z$ in world space coordinates.
7.24 The links of the RR: $R$ manipulator in Figure 7.17 have the following lengths: $L_{1}=500 \mathrm{~mm}, L_{2}=400 \mathrm{~mm}$, and $L_{3}=25 \mathrm{~mm}$. Determine the values of $\theta_{1}, \theta_{2}$, and $\theta_{3}$ that position the end-of-arm at the $(x, z)$ world coordinate values of ( $650 \mathrm{~mm}, 250 \mathrm{~mm}$ ), and $\alpha=0$. Assume the manipulator is in the "below" orientation (see Figure 7.16).
7.25 Given the world coorditates for the RR*R robot in Figure 7.17 as $x=400 \mathrm{~mm}, z=300 \mathrm{~mm}$, and $\alpha=150^{\circ}$; and given that the links have values $L_{1}=350 \mathrm{~mm}, L_{2}=250 \mathrm{~mm}$, and $L_{3}=50 \mathrm{~mm}$. determine the joint angles $\theta_{1}, \theta_{2}$, and $\theta_{3}$. Assume the manipulator is in the "below" orientation (see Figure 7.16).
7.26 The joints and liaks of the TRL: R manipulator in Figure 7.18 have the following values: $\theta_{1}=0^{\circ}, \theta_{2}=45^{\circ}, \lambda_{3}=400 \mathrm{~mm}, \theta_{4}=30^{\circ}, L_{\uparrow}=0, L_{1}=500 \mathrm{~mm}$, and $L_{4}=20 \mathrm{mmn}$. Deter. mine the values of $x, y$, and $z$ in world space coordinates.
7.27 The joints and links of the TRL:R manipulator in Figure 7.18 have the following values: $\theta_{1}=45^{\circ}, \theta_{2}=45^{\circ}, \lambda_{3}=300 \mathrm{mrn}, \theta_{4}=-30^{\circ}, L_{0}=0, L_{1}=500 \mathrm{~mm}$, and $L_{4}=20 \mathrm{~mm}$. Detemminc the values of $x, y$, and $z$ in world space coordinates.
7.28 Given the world coordinates for the TRL: R robot in Figure 7.18 as $x=300 \mathrm{~mm}, y=0$, $z=500 \mathrm{~mm}$, and $\alpha=45^{\circ}$, and given that the links have values $L_{0}=0, L_{1}=400 \mathrm{~mm}, \lambda_{3}$ has a range from 200 mm to 350 mm , and $L_{4}=25 \mathrm{~mm}$, determine the joint values $\theta_{1}, \theta_{2}, A_{3}$ and $\theta_{4}$.
7.29 Given the world coordinates for the TRL; R robol in Figure 7.18 as $x=200 \mathrm{mrn}, y=300$, $z=500 \mathrm{~mm}$, and $\alpha=15^{\circ}$, and given that the links have values $L_{0}=0, L_{1}=500 \mathrm{~mm}, \lambda_{3}$
has a tange from 300 mm to 550 mm , and $L_{4}=25 \mathrm{~mm}$ determine the joint values $\theta_{1}, g_{2}$, $\lambda_{1}$, and $\theta_{4}$.

## Accuracy and Repeatabilty

7.30 The linear joint (type L) of a certain industrial robot is actuated by a piston mechanism. The fength of the joint when fully retracted is 800 mm and when fully extended is 1000 mm . If the robot's controller has an 8 -bit storage capacity, determine the control resolution for this robot.
7.31 In the previous problem, the mechanical errors associated with the linear joint form a normal distribution in the direction of the joint actuation with standard deviation $=0.08 \mathrm{~mm}$. De:emmine: (a) the spatial resolution, (b) the accuracy, and (c) the repeatability for the fobot.
7.32 The revolving joint (type V) of an industrial robot has a range of $240^{\circ}$ rotation. The mechanical errors in the joint and the inputioutput links can be described by a normal distribution with its mean at any given addressable point and a standard deviation of $0.25^{\circ}$. Determine the number of storage bits required in the controller memory so that the accuracy of the joint is as close as possible to, but less than, its repeatability. Use six standard deviations as the measure of repeatability.
7.33 A cylindrical robot has a T-type wrist axis that can be rotated a total of five rotations (each rotation is a full $360^{\circ}$ ). It is desired to be able to position the wrist with a control resolution of $0.5^{\circ}$ between adjacent addressable points. Determine the number of bits required in the binary register for that axis in the robot's control memory.
734 One axis of a RRL robot is a linear slide with a total range oi 950 mm . The robot's contiol memory has a 10 -bit capacity. It is assumed that the mechanical etrors associated with the arm are nomally distributed with a mean at the given taught point and an isotropic standard deviation of 0.10 mm . Determine: (a) the control resolution for the axis under consideration, (b) the spatial resolution for the axis, (c) the defined accuracy, and (d) the repeatability.
7.35 A TLR robot has a rotational joint (type $R$ ) whose output link is connected to the wrist ©ssembly. Considering the dexign of this joint only, the output link is 600 mm long, and the total range of rotation of the joint is $40^{\circ}$. The spatial resolution of this joint is expressed as a linear measure at the wrist and is specified to be $\pm 0.5 \mathrm{~mm}$. It is known that the nechanical inaccuracics in the joint restelt in an error of $\pm 0.018^{\circ}$ rotation, and it is assumed that the output link is perfectly rigid so as to cause no additional errors due to deflection. (a) With the given level of mechanical error in the joint, show that it is possible to achicve the spastial resolation specified. (b) Determine the minimum number of bits required in the robor's control memory to obtain the spatial resolution specified.
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Numerical control (Chapter 6) and industrial robotics (Chapter 7) are primarily concerned with motion control, because the applications of machine tools and robots involve the movement of a cutting tool or end effector, respectively. A more general control category is discrete control, defined in Section 4.2.2. In the present chapter, we provide a more-complete discussion of discrete control, and we examine the two principal industrial controlers used to implement discrete control: (1) programmable logic controllers (PLCs) and (2) personal computers (PCs).

### 8.1 DISCRETE PROCESS CONTROL

Discrete process control systems deal with parameters and variables that change at discrete moments in time. In addition, the parameters and variables themselves are discrete,
typically binary They can have either of two possible values, 1 or 0 . The values mean ON or OFF, true or false, object present or not present, high voltage value or bow voltage value, and so on, depending on the application. The binary variables in discrete process control are associated with input signals to the controller and output signals from the controller. Input signals are typically generated by binary sensors, such as limit switches or photosensors that are interfaced to the process. Output signals are generated by the controller to operate the process in response to the input signals and as a function of time. These output signals turn on and off switches, motors, valves, and other binary actuators related to the process. We have compiled a list of binary sensors and actuators, along with the interpretation of their 0 and 1 values, in Table 8.1. The purpose of the controller is to coordinate the various actions of the physical system, such as transferring parts into the workholder, feeding the machining workhead, and so on. Discrete process control can be divided into two categeries: (1) logic control, which is concerned with event-driven changes in the system: and (2) sequencing, which is concerned with time-driven changes in the system, Both are referred to as switching systems int the sense that they switch their output values on and off in response to changes in events or time.

### 8.1.1 Logic Control

A logic control system, also referred to as combinational logic control, is a switching system whose output at any moment is determined exclusively by the values of the inputs. A logic control system has no memory and does not consider any previous values of input sig nals in determining the output signal. Neither does it have any operating characteristics that perform directly as a function of time.

Let us use an example from robotics to illustrate logic control. Suppose that in a ma-chine-loading application, the rotot is programmed to pick up a raw workpart from a known stopping point along a conveyor and place it into a forging press. Three conditions must be salisfied to initiate the loading cycle. First, the raw workpart must be at the stopping point; second, the forge press must have completed the process on the previous part; and third, the previous part must be removed from the die. The first condition can be indicated by means of a simple limit switch that senses the presence of the part at the conveyor stop and transmits an ON signal to the robot controller. The second condition can be indicated by the forge press, which sends an ON signal after it has completed the previous cycle The third condition might be determined by a photodetector located so as to sense the prosence or absence of the part in the forging die. When the finished part is removed from the die, an ON signal is transmitted by the photocell. All three of these ON signals mast be received by the robot controller to initiate the next work cycle. When these

TABLE 8.1 Binary Sensors and Actuators Used in Discrete Process Control

| Sensor | One/Zero interpretation | Actuator | One/Zero Interpretation |
| :---: | :---: | :---: | :---: |
| Limit switch | Contact/no contact | Motor | Onfoti |
| Photodetector | On/off | Control relay | Contact/no contact |
| Push-button switch | Onfoti | Light | On/off |
| Timer | On/off | Valve | Closed/open |
| Control relay | Contact/no contact | Clutch | Engagedinot engaged |
| Circuit braaker | Contact/no contact | Solenoid | Enargizedfot energized |



Figure 8.1 Electrical circuit illustrating the operation of the logical AND gate.
input signals have been received by the controller, the robot loading cycle is switched on. No previous conditions or past history are needed.

Elements of Logic Controf. The basic elements of logic control are the logic gates AND, OR, and NOT. In each case, the logic gate is designed to provide a specified output value based on the values of the input(s). For both inputs and outputs, the values can be either of two levels, the binary vahues 0 or 1 . For purposes of industrial control, we define 0 (zero) to mean OFF, and 1 (one) to mean ON

The logical AND gate outputs a value of 3 if all of the inputs are 1 , and 0 otherwise. Figure 8.1 illustrates the operation of a logical AND gate.If both switches X1 and X2 (representing inputs) in the circuit are closed, then the lamp Y (representing the output) is on. The truth table is often used to present the operation of logic systems. A truth table is a tabulation of all of the combinations of input values to the corresponding logical output values. The truth table for the AND gate is presented in Table 8.2. The AND gate might be used in an automated production system to indicate that two (or more) actions have been successfully completed, therefore signaling that the next step in the process should be initiated. The interlock system in our previous rubot forging example illustrates the AND gate. All three conditions must be satisfied before loading of the forge press is allowed to occur.

The logical OR gate outputs a value of 1 if either of the inputs has a value of 1 , and 0 otherwise. Figure 8.2 shows how the OR gate operates. In this case, the two input signals X 1 and X 2 are arranged in a parallel circuit, so that if either switch is closed, the lamp Y will be on. The truth table for the OR gate is presented in Table 8.3. A possible use of the OR gate in a manufacturing system is for safety monitoring. Suppose that 1 wo sensors are

TABLE 8.2 Truth Table for the Logical AND Gate

| Inputs |  | Output |
| :---: | :---: | :---: |
| $\times 1$ | $\times 2$ | Y |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |



Figure 8.2 Electrical circuit illustrating the operation of the logical $O R$ gate.

| TABLE 8.3 | Truth Table for the <br> Logical OR Gate |  |
| :---: | :---: | :---: |
|  | Onputs | Output |



Figure 8.3 Electrical circuit ilhustrating the operation of the logical NOT gate.
utilized to monitor two different safety hazards. When either hazard is present, the respective sensor cmits a positive signal that sounds an alarm buzzer.

Both the AND and OR gates can be used with two or more inputs The NOT gate has a single input. The logical NOT gate reverses the input signal: If the input is 1 , then the output is 0 ; if the input is 0 , then the output is 1 . Figure 8.3 shows a circuit in which the input switch $X L$ is arranged in parallel with the output so that the voltage flows through the lower path when the switch is closed (thus $\mathrm{Y}=0$ ), and through the upper path when the switch is open (thus $\mathrm{Y}=1$ ). The truth table for the NOT gate is shown in Table 8.4.

In addition to the three basic elements. there are two more elements that can be used in switching circuits: the NAND and NOR gates. The logical NAND gate is formed by combining an AND gate and a NOT gate in sequence, yielding the truth table shown in Table 85(a). The logical NOR gate is formed by combining an OR gate followed by a NOT gate, providing the truth table in Table 8.5 (b).

Various diagramming techniques have been developed to represent the logic elements and their relationships in a given logic control system. The logic network diagram is one of the most common methods. Symbols used in the logic network diagram are illustrated in Figure 8.4. We demonstrate the use of the logic network diagram in several examples later in this section.

TABLE 8.4 Truth Table for the Logical NOT Gate

| mputs | Output |
| :---: | :---: |
| $\mathrm{X}_{1}$ | Y |
| 0 | 1 |
| 1 | 0 |

TABLE 8.5 Truth Tables for the Logical NAND Gete and Logical NOR Gate

| (a) NAND |  |  | (b) NOR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| thputs |  | Output | Inputs |  | Output |
| $\times 1$. | X2 | $Y$ | x 1 | X2 | $Y$ |
| 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 |


|  | U.S. symbol | [SO symbol |
| :---: | :---: | :---: |
| AND |  | $\begin{aligned} & \mathrm{x} 1-\mathrm{x} \\ & \mathrm{x} 2-2-\mathrm{x} \end{aligned}$ |
| OR |  | $\begin{aligned} & \mathrm{X} 1-21-\mathrm{Y} \\ & \mathrm{X} 2-2 \end{aligned}$ |
| NO'I |  | $x=10-x$ |
| NAND |  | $\begin{aligned} & x_{1}-\gamma-\gamma \\ & X_{2}-\infty \end{aligned}$ |
| NOR |  | $\begin{aligned} & x_{1}->1 \\ & x_{2}-r \end{aligned}$ |

Figure 8.4 Symbols used for logical gates: U.S and ISO.
Boolean Algebra. The logic elements fom the foundation for a special algebra that was developed around 1847 by George Boole and that bears his name. Its original purpose was to provide a symbolic means of testing whether complex statements of logic were TRUE or FALSE. It was not until about a century later that Boolean algebra was shown to be useful in digital logic systems. We briefly describe some of the fundamentals of Boolean slgebra here, with minimum elaboration. In Boolean algebra. the AND function is expressed as

$$
\begin{equation*}
\mathrm{Y}=\mathrm{X} 1 \cdot \mathrm{X} 2 \tag{8.1}
\end{equation*}
$$

This is called the logica! product of X 1 and X 2 . The results of the AND function for four possible combinations of two input binary variables are listed in the truth table of previous Table 8.2. The OR function in Boolean algebra notation is given by

$$
\begin{equation*}
Y=X 1+X 2 \tag{8.2}
\end{equation*}
$$

This is called the logical sum of X1 and X2. The output of the OR function for four possjble combinations of two input binary variables are listed in the truth table of Table 8.3.

The NOT function is referred to as the negation or inversion of the variable. It is indicated by placing a bar above the variable (e.g., NOT X1 $=\overline{\mathrm{X} 1}$ ). The trath table for the NOT function is listed in Table 8.4.

There are certain laws and theorems of Boolean algebra. We cite them in Table 8.6. These laws and theorems can often be applied to simplify logic circuits and redace the number of elements required to implement the logic, with resulting savings in hardware and/or programming time.

## EXAMPLE 8.1 Robot Machine Loading

The robot machine loading example described at the begioning of Section 8.1.1 required three conditions to be satisfied before the loading sequence was

TABIE 8.6 Laws and Theorems of Boolean Algebra

| Cormmutative Law: | Law of Absorption: |
| :--- | :---: |
| $X+Y=Y+X$ | $X \cdot(X+Y)=X+X \cdot Y=X$ |
| $X \cdot Y=Y \cdot X$ | De Morgan's Laws: |
| Associative Law: | $(X+\bar{Y})=\bar{X} \cdot Y$ |
| $X+Y+Z=X+(Y+Z)$ | $(\overline{X+Y})=\bar{X}+\bar{Y}$ |
| $X+Y+Z=(X+Y)+Z$ | ConsistencY Theorem: |
| $X \cdot Y \cdot Z=X \cdot(Y \cdot Z)$ | $X \cdot Y+X \cdot \bar{Y}=X$ |
| $X \cdot Y \cdot Z=(X \cdot Y) \cdot Z$ | $(X+Y) \cdot(X+\bar{Y})=X$ |
| Distributive Law: | Inclusion Theorem: |
| $X \cdot Y+X \cdot Z=X \cdot(Y+Z)$ | $X \cdot \bar{X}=0$ |
| $(X+Y) \cdot(Z+W)=X \cdot Z+X \cdot W+Y \cdot Z+Y \cdot W$ | $X+\bar{X}=1$ |

initiated. Determine the Boolean algebra expression and the logic network diagram for this interlock system.
Solution: Let $\mathrm{Xt}=$ whether the raw workpart is present at the conveyor stopping point ( $\mathrm{X} 1-1$ for piesent, $\mathrm{X} 1-0$ for not present). Let $\mathrm{X} 2=$ whether the press cycic for the previous part has completed ( $\mathrm{X} 2=1$ for completed, 0 for not completed). Let $\mathrm{X} 3=$ whether the previous part has been removed from the die ( $\mathrm{X} 3=1$ for removed, $\mathrm{X} 3=0$ for not removed). Finally, let $\mathrm{Y}=$ whether the loading sequence can be started ( $Y=1$ for begin, $Y=0$ for wait).

The Boolean algebra expression is:

$$
\mathbf{Y}=\mathrm{X} 1 \cdot \mathrm{X} 2 \cdot \mathrm{X} 3
$$

All three conditions must be satisfied, so the logical AND function is used. All of the inputs X1, X2, and X3 must have values of 1 before $Y=1$, hence initiating the start of the loading sequence. The logic network diagram for this interlock condition is presented in Figure 8.5.


Figure 8.5 Logic network diagram for the robotic machine loading interlock system in Example 8.1.

## EXAMPLE 8.2 Push-Button Switch

A push-button switch used for starting and stopping electric motors and other powered devices is a common hardware component in an industrial control system. As shown in Figure 8.6 (a), it consists of a box with two buttons, one for START and the other for STOP. When the START button is depressed momentarily by a human operator, power is supplied and maintained to the motor (or other load) until the STOP button is pressed. POWER-TO-MOTOR is the output of the push-button switch. The values of the variables can be defined as follows:

> START $=0$ normally open contact status
> STAKI $=1$ when the START button is pressed to contact


Figere 8.6 (a) Push-button switch of Example 8.2 and (b) its logic network diagram.

STOP $=0$ is normally closed contact status
STOP $=1$ when the STOP button is pressed to break contact
MOTOR $=0$ when off (not running)
MOTOR $=1$ when on
POWER-TO-MOTOR $=0$ when the contacts are open
POWER-TO-MOTOR $=1$ when the contacts are closed
The truth table for the push-button is presented in Table 8.7. From an initial motor off condition (MOTOR = 0), the motor is started by depressing the start button (START = 1). If the stop button is in its normally closed condition ( $\mathrm{STOP}=0$ ), power will be supplied to the motor (POWER-TO-MOTOR $=1$ ). While the motor is running ( $\mathrm{MOTOR}=1$ ), it can be stopped by depressing the stop bution ( $\mathrm{STOP}=1$ ). The corresponding network logic diagram is shown in Figure 8.6(b).

TABLE 8.7 Truth Table for Push-Button Switch of Example 8.2

| Start | Stop | Motor | Power-to-Motor |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 |
| 1 | 0 | 0 | 1 |
| 1 | 1 | 0 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 |

In a sense, the push-button switch of Example 8.2 goes slightly beyond our definition of a pure logic system because it exhibits characteristics of memory. The MOTOR and POWER-TO-MOTOR vatiables are virtually the same signal. The conditions that determine whether power will flow to the motor are different depending on the motor ON/OFF status. Compare the first four lines of the truth table with the last four lines in Table 8.7. It is as if the contral logic raust remember whether the motor is on or off to decide what conditions wili determine the value of the output signal. This memory feature is exhibited by the feedback loop (the lower branch) in the logic network diagram of Figure 8.6(b).

### 8.1.2 Sequencing

A sequencing system uses internal timing devices to determine when to initiate changes in output variables. Washing machines, dryers dishwashers, and similar appliances use sequencing systems to time the start and stop of cycle elements. There are many industrial applications of sequencing systems. For example, suppose an induction heating coil is used to heat the workpart in our previous example of a robotics forging application. Rather than use a temperature sensor, the heating cycle could be timed so that enough energy is provided to heat the workpart to the desired temperature. The heating process is sufficiently reliable and predictable that a certain duration of time in the induction coil will consistently beat the part to a certain temperature (with minimum variation).

Many applications in inctustrial automation require the controller to prowide a prescheduled set of ON/OFF values for the output variables. The outputs are often generated in an open-loop fashion, meaning that there is no feedback verification that the control function has actually been executed. Another feature that typifies this mode of control is that the sequence of output signals is usually cyclical: the signals occur in the same repeated pattern within each regular cycle. Timers and counters illusirate this type of control component. They are briefly described in Table 8.8 .

### 8.2 LADDER LOGIC DIAGRAMS

The logic network diagrams of the type shown in Figures 8.5 and 8.6 (b) are useful for displaying the reiationships between logic elements. Another diagramming technique that exhibits the logic and, to some extent, the timing and sequencing of the system is the ladder logic diagram. This graphical method also has an important virtue in that it is analogous to the electrical circuits used to accomplish the logic and sequence control. In addition, ladder logic diagrams are familiar to shop personnel who must construct, test, maintain, and repair the discrete control system.

TABLE 88 Common Sequencing Elements Used in Discrete Process Control SyStems

[^9]In a ladder logic diagram, the various logic elements and other components are displayed along horizontal fines or rungs connected on either end to two vertical rails. as iflustrated in Figure 8.7. The diagram has the general configuration of a ladder, hence its name. The elements and components are contacts (usually representing logical inputs) and loads (representing outputs). The power (e.g., 120 V ac) to the components is provided by the two vertical raik. It is custumay in ledder diagrams to lucate the inpuls to the left of each rung and the outputs to the right.

Symbols used in ladder diagrams for the common logic and sequencing components are presented in Figure 8.8. Normally open contacts of a switch or other similar device are symbolized by two short vertical lines along a horizontal rung of the ladder, as in Figure $8.8($ a). Nomally closed contacts are strown as the same vertical lines only with a diagonal line across them as in Figure 8.8(b). Both types of contacts are used to represent ON/OFF inputs to the logic circuit. In additiun to switches. inputs include relays, on/off sensors (e,g., limit switches and photodetectors), timers, and other binary contact devices.

Output loads such as motors, lights, alarms, solenoids, and other electrical components that are turned on and off by the logic control system are shown as nodes (eircles) as in Figure 8.8(c). Timers and counters are symbolized by squares (or rectangles) with appropriate inputs and outputs to properly drive the device as shown in Figure 8.8(d), (e). The simple timer requires the specification of the time delay and the input signal that activates the delay. When the input signal is received, the timer waits the specified delay time before switching on the output signal. The timer is reset (the output is set back to its initial value) by turning off the input signal.


Figure 8.7 A ladder logic diagram.

| Ladder symbol | Hardware component |
| :---: | :---: |
| (a) $\longrightarrow$ | Normally oper contacts (swith. relay, other UN/OFF devices) |
| (b) $\rightarrow$ | Normally closed contacts (switch, relay, ele.) |
| (c) | Output Ioads (motor, lamp, solenoid, alarm, ekc.) |
| $\text { (d) } \begin{gathered} \mathrm{TMR} \\ 3 \mathrm{l} \end{gathered}$ | Timer |
| (c) - CTR - | Counter |

Figure 8.8 Symbols for common logic and sequence elements used in ladder logic diagrams.

Counters require two inputs. The first is the pulse train (series of on/off signals) that is counted by the counter. The second is a signal to reset the counter and restart the counting procedure. Resetting the counter means zeroing the count for a count-up device and setting the starting value for a count-down device. The accumulated count is retained in memory for use if required for the application.

## EXAMPLE 8.3 Three Simple Lamp Circuits

The three basic logic gates (AND, OR, and NOT) can be symbolized in ladder logic diagrams. Consider the three lamp circuits illustrated in Figures 8.1. 8.2, and 8.3.

Solution: The three ladder diagrams corresponding to these circuits are presented in Figure 8.9(a)-(c). Note the similarity between the original circuit diagrams and the ladder diagrams shown here. Notice that the NOT symbol is the same as a normally closed contact, which is the logical inverse of a normally open contact.
(a)

(t)

(c)


Figure 8.9 Three ladder logic diagrams for lamp circuits in (a) Figure 8.1, (b) Figure 8.2, and (c) Figure 8.3.

## EXAMPLE 8.4 Push-Button Switch

The operation of the push-button switch of Example 8.2 can be depicted in a ladder logic diagram. From Figure 8.6, let START be represented by X1,STOP by X 2 , and MOTOR by Y .
Solution: The ladder diagram is presented in Figure 8.10. X 1 and X 2 are input contacts, and $Y$ is a load in the diagram. Note how $Y$ also serves as an input contact to provide the POWER-TO-MOTOR connection.


Figure 8.10 Ladder logic diagram for the push-button switch in Example 8.4.

## EXAMPLE 8.5 Control Relay

The operation of a control relay can be demonstrated by means of the ladder logic diagram presented in Figure 8.11. A relay can be used to control onjoff actuation of a powered device at some remote location It can also be used to define alternative decisions in logic control. Our diagram illustrates both uses. The relay is indicated by the load C(for control relay), which controls the on/off operation of two motors (or other types of output loads) Y1 and Y2. When the control switch $X$ is open, the relay is deenergized, thereby connecting the load if to the powet lines. In effect, the open switch $X$ turns on motor Y1 by means of the relay. When the control switch is closed, the relay becomes energized. This opens the normally closed contact of the second rung of the ladder and closes the normaly open contact of the third rung. In effect, power is shut off to load Y1 and lumed on to load Y2.


Figure 8.11. Ladder logic diagram for the control relay in Example 8.5.

Example 8.5 illustrates several important features of a ladder logic diagram. First, the same input can be used more than once in the diagram. In our example, the relay contact $R$ was used as an input on both the second and third rungs of the ladder. As we shall see in the following section, this feature of using a given relay contact in several different rungs of the ladder diagram to serve multiple logic functions provides a substantial advantage for the programmable controller over hardwired control units. With hardwired relays, separate contacts would have to he hailt into the controller for each logic function. A second feature of Example 8.5 is that it is possible for an output (load) on one rung of the diagram to be an input (contact) for another rung. The relay C was the output on the top rung in Figure 8.11, but that output was used as an input else where in the diagram. This same feature was illustrated in the push-hutton ladder diagram of Example 8.4.

## EXAMPLE 8.6

Consider the fluid storage tank illustrated in Figure 8.12. When the start button X 1 is depressed, this energizes the control relay C 1 . In turn, this energizes solenoid $\$ 1$, which opens a valve allowing fluid to flow into the tank. When the tank becomes full, the float switch FS closes, which opens relay C1, causing the solenoid S1 to be deenergized, thus tuming off the in-flow. Switch FS also activates timer 71, which provides a 190 -sec delay for a certain chemical reaction to occur in the tank. At the end of the delay time, the timer energizes a second relay $C$ C. which controls two devices: (1) It energizes solenoid \$2, which opens a valve to allow the fluid to flow out of the tank; and (2) it initiates timer T2, which waits


Figure 8.12 Fluid filling operation of Example 8.6.

90 sec to allow the contents of the tank to be drained. At the end of the 90 sec , the timer breaks the curtent and deenergizes solenoid $S 2$, thus chosing the outflow valve. Depressing the start bution X 1 resets the timers and opens their respective contacis. Construct the ladder logic diagram for the system.

Solution: The ladder logic diagram is constructed as shown in Figure 8.7.

The ladder logic diagram is an excellent way to represent the combinatorial logic control problems in which the output variables are based directly on the values of the inputs. As indicated by Example 8.6 , it can also be used to display sequential control (timer) problems, although the diagram is somewhat more difficult to interpret and analyze for this purpose. The ladder diagram is the principal technique for setting up the control programs in PLCS.

### 8.3 PROGRAMMABLE LOGIC CONTROLLERS

A programmable logic controller can be defined as a microcomputer-based controller that uses stored instructions in programmable memory to implement logic, sequencing, timing, counting and arithmetic functions through digital or analog input/output (I/O) modules, for controlling machines and processes. PLC applications are found in both the process industries and discrete manufacturing, but it is primarily associated with the latter industries to control machines, transfor lines. and material handling equipment. Before the PLC was introduced around 1970, hard-wired controllers composed of relays, coils, counters, timers, and similar components were used to implement this type of industrial control (Historical Note 8.1).

## Historical Note 8.1 Programmable logic controliers [2], [6], [8], [9].

It the mad-1960. Richard Morley was a partner in Bedford Associates, a New England consulting firm specializing in control systems for machine tool companies. Mosi of the firm's work involved replacing relays with manicomputers in machine tool controls. In January 1958, Morley dovised the notion and wrote the specifieations for the first pragrammable controller. ${ }^{1}$ It would cyercome some of the hmitations of annventional computers used for process control at the time; namely, it would be a real-time processor (Section 4.3.1), it would be predietable and reliable, and it wotuld be modular and rugged. Programming would be based on ladder logic, which was widcly used th the industrial controls. The controller that emerged was named the Modicon Model (i84. MODICON was an abbreviation of MOdular DIgital CONtroller. Model 084 was derived from the fact that this was the 84 th product developed by Bedford Associates. Morky and his assocmtes elected to start up a new company to produce the controllers and Modicon was incorporated in October 1968. In 1977. Modicon was sold to Gould and became Gould's PLC division.

In the same year that Morley invented the PLC. the Hydramatic Division of General Mo1ors Corporation developed a sel of specifications for a PLC. The specifications were motivated by the high cost and lack of flexibility of electromechanical relay-based controllers used extensively in the automntive industry to control transfer lines and other mechanized and automated svstems. The requirements included: (1) The device must be progranmable and reprogrammable, (2) It must lxe designed to operare in an industrial enviromment. (s) It must accept 120 V ac signals from standard push-buttons and limit switches. (4) Its outputs must be designed to wwitch and continuously uperate loads such as motors and relays of 2-A rating. (5) Its priee and installation cost must be competitive with relay and solid-state logic devices then in use. In adjition to Modicon, several other companics saw a commercial opportunty in the GM specifications and develoned various versions of the PLC.

Capahilities of the first PLCs were similar to those of the relay controls they replaced. They were limited to onfoff control. Within five years. product enhancentents included better operator interfaces, arithmetic capability. data manipulation, and computer communications. lmprovements over the next five years included larger memory, analog and positioning control. and remote //O (permitting remote dcvices to be connected to a satellite [/O subsystem) that was multiplexed to the PLC using twisted pair). Much of the progress was based on advancements taking place in mocroptocessor technology. By the mid-1 lyos, the micro PLC had been introduced. This was a down-sized PLC with much lower size (typical size $=75 \mathrm{~mm}$ by 75 mm by 125 mm ) and cost (less than $\$ 500$ ), By the mid- 1990 , the nano PLC had arrived. which was still smaller and less expensive.

[^10]There are significant advantages in using a PLC mather than conventional relays, timers, counters, and other hardware elements. These advantages include: (1) programming the PLC is easier than wiring the relay control panel; (2) the PLC can be reprogrammed, where as conventional controls must be rewired and are often scrapped instead; (3) PLCs take less floor space than do relay control panels: (4) reliability of the PLC is greater, and maintenance is easier; (5) the PLC can be connceted to computer systems more easily than re:ays: and (6) PLCs can perform a greater variety of control functions than can relay conırols.

In this section, we describe the components, programming, and operation of the PLC Although its principal applications are in logic control and sequencing (discrete control), many PLCs also perform additional functions. and we survey some of these at the end of the section.

### 8.3.1 Components of the PLC

A schematic diagram of a PLC is presented in Figure 8.13. The basic components of the PLC are the following: (1) processor, (2) memory unil, (3) power supply, (4) V/O module, and (5) programming device. These components are housed in a suitable cabinet designed for the industrial environment.

The processor is the central processing unit (CPU) of the programmable controller, It executes the various logic and sequencing functions by operating on the PLC inputs to determine the appropriate output signals. The typical CPU operating cycle is described in Section 8.3.2. The CPU consists of one or more microprocessors similar to those used in PCs and other data processing equipment but are designed to facilitate I/O transactions. PLC microprocessors include a range of bit sizes and clock specos. At the smaller end of the range are 8 -bit devices operating at a clock speed of 4 MHz . Medium-sized and larger PLCs use 16 - or 32 -bit microprocessors running at 33 MHz or faster.

Connected to the CPU is the PLC memory unit, which contains the programs of logic, sequencing, and I/O operations. It also holds data files associated with these programs, including I/O status bits, counter and timer constants, and other variable and parameter vaiues. This memory unit is referred to as the user or application memory because its contents are entered by the user. In addition, the processor also has a system memory that directs the execution of the control program and coordinates $7 / O$ operations. The contents of the system memory are entered by the PLC manufacturer and cannot be accessed or altered by the user. Typical PLC memory capacities range from less than 1 K ( 1000 ) words for small controllers to more than 64 K .

A power supply of 120 V alternating current (ac) is typically used to drive the PLC (some units operate on 240 V ac). The power supply converts the 120 V ac into direct current (dc) voltages of 45 V . These low voltages are used to operate equipment that may


Figure 8.13 Components of a PLC.

TABLE 8.9 Typical Classification of PLCs
by Number of Input/Output
Terminals

| PLC Size | $1 / 0$ Count |
| :--- | :---: |
| Large PLC | $\geq 1024$ |
| Medium PLC | $<1024$ |
| Smal PLC | $<256$ |
| Micro PLC | $\leq 32$ |
| Nano PLC | $\leq 16$ |

have much higher voltage and power ratings than the PLC itself. The power supply often includes a battery back up that switches in automatically in the event of an external power source failurc.

The input/output module provides the connections to the industrial equipment or process that is to be controlled. Inputs to the controller are signals from limit switches, push-buttons, sensors, and other on/off devices. Outputs from the controller are on/otf signals to operate motors, valves, and other devices required to actuate the process. In addition, meny PLCs arc capalle of accepting continuous signals from analog sensors and generating signals suitable for analog actuators. The size of a PLC is usually rated in terms of the number of its $1 / O$ terminats, as indicated in Table 8.9.

The PLC is programmed by means of a programming device. The programming device is usually detachable from the PLC cabinet so that it can be shared among different controllers. Different PLC manufacturers provide different devices, ranging from simple teach pendant type devices, similar to those used in robotics, to special PLC programming keyboards and CRI displays. Personal computers can also be used to program PLCs. A PC used for this purpose sometimes remains connected to the PLC to serve a process monitoring or supervision function and for conventional data processing applications related to the process

### 8.3.2 PLC Operating Cycle

As far as the PLC user is concerned, the steps in the control program are executed simultaneously and continuously. In truth, a certain amount of time is required for the PLC processor to execute the user program during one cycle of operation. The typical operating cycle of the PLC, called a scan, consists of three parts: (1) input scan. (2) program scan. and (3) output scan. During the input scon, the inputs to the PLC are read by the processor and the status of these inputs is stored in memory. Next, the control program is exccuted during the program scan. The input values stored in memory are used in the controllogic calculations to determine the values of the outputs. Finally, during the oupui scan, the outputs are updated to agree with the calculated values. The time to perform the scan is called the scan time, and this time depends on the number of inputs that must be read, the complexity of control functions to be performed, and the number of outputs that must be changed. Scar: time also depends on the clock speed of the processor. Scan times typically vary between 1 and $25 \mathrm{msec}[5]$.

One of the potential prohlems that can orcur during the scan cycle is that the value of an input can change immediately after it has been sampled. Since the program uses the
input value stored in memory, any output values that are dependent on that input are determined incorrectly. There is obviously a potential risk involved in this mode of operation. However, the risk is minimized because the time between updates is so short that it is unlikely that the output value being incorrect for such a short time duration will have a serious effect on process operation. The risk becomes most significant in processes in which the response times are very fast and where hazards can occur during the scan time. Some PLCS have special features for making "immediate" updates of output signals when input variables are known to cycle back and forth at frequencies faster than the scan time.

### 8.3.3 Additional Capabilities of a PLC

The logic control and sequencing functions described in Section 8.1 are likely to be the principal control operations accomplished by the PLC. These are the functions for which the programmable controller was originally designed. However, the PLC has evolved to include several capabilities in addition to logic control and sequencing. Some of these additional capabilities available on many commercial PLCs include:

- Analog control. Proportional-integral-derivative (PID) control is available on some programmable controllers. These control algorithms have traditionally been implemented on analog controllers. Today the anaiog control schemes are approximated using the digital computer, with either a PLC or a computer process controller.
- Arithmetic functions. These functions are addition, subtraction, multiplication, and division. Use of these functions permits more-complex control algorithms to be developed than what is possible with conventional logic and sequencing elements.
- Matrix functions. Some PLCs have the capability to perform matrix operations on stored vahues in memory. The capability can be used to compare the actual values of a set of inputs and outputs with the values stored in the PLC memory to determine if some error has occurred.
- Data processing and reporting. These functions are typically associated with business applications of PCs. PLC manufacturers have found it necessary to include these PC capabilities in their controller products. The distinction between PCs and PLCs is becoming less and less clear.


### 8.3.4 Programming the PLC

Programming is the means by which the user enters the control instructions to the PLC through the programming device. The most basic control instructions consist of switching, logic, sequencing, counting, and timing. Virtually all PLC programming methods provide instruction sets that include these functions. Many control applications require additional instructions to accomplish analog control of continuous processes, complex control logic, data processing and reporting, and other advanced functions not readily performed by the basic instruction set. Owing to these differences in requirements, a varicty of PLC programming languages have been developed. A standard for PLC programming was published by the International Electrotechnical Commission and released in 1992 entitled International Standard for Programmable Controllers (IEC 1131-3). This standard specifies three graphical languages and two text-based languages for programming PLCs, respectively: (1) ladder logic diagrams, (2) function block diagrams, (3) sequential functions

TABLE 8. 10 Features of the Five PLC Languages Specified in the IEC 1131-3 Standard

| Language | Abbreviation |  | Type |  |
| :--- | :---: | :---: | :---: | :---: |
| Ledder logic diagram | (LD) | Graphical | Discrete control |  |
| Function block diagram | (FBD) | Graphical | Continuous controt |  |
| Sequential function chart | (SFC) | Graphical | Sequencing |  |
| Instruction list | (IL) | Textual | Similar to ladder diagrams |  |
| Structured text | (ST) | Textual | Complex logic, computations, etc. |  |

charts, (4) instruction list, and (5) structured text. Table 8.10 lists the five languages along with the most suitable application of each. IEC 1131-3 also states that the five languages must be able to interact with each other to allow for all possible levels of control sophistication in any given application.

Ladder Logic Diagram. The most widely used PLC programming language today involves ladder diagrams (LDs), examples of which are shown in several previous figures. As indicated in Section 8.2, ladder diagrams are very convenient for shop personnel who are familar with ladder and circuit diagrams but may not be familiar with computers and computer programming. The use of ladder logic diagrams does not require them to learn an entirely new programming language.

Direct entry of the ladder logic diagram into the PLC memory requires the use of a keyboard and CRT with graphics capability to display symbols representing the components and their interrclationships in the tadder logic diagram. The symbols are similar to those presented in Figure 8.8. The PLC keyboard device is often designed with keys for each of the individuat symbols. Programming is accomplished by inserting the appropriate components into the rungs of the ladder diagram. The components are of two basic types:contacts and coils. Contaces are used to represent input switches, relay contacts, and similar elements. Coils are used to represent loads such as motors, solenoids, relays, timers, and counters. In effect. the programmer inputs the ladder logic circuit diagram rung by rung into the PLC memory with the CRT displaying the results for verification.

Function Block Diagrams. The function block diagram (FBD) provides a means of inputting high-level instructions. Instructions are composed of operational blocks. Each biock has one or more inputs and one or more outputs. Within a block, certain operations take place on the inputs to transform the signals into the desired outputs. The function blocks include operations such as timers and counters, control computations using equations (e.g,, proportional-integral-derivative control), data manipulation, and data transfer to other computer-based systems. We leave further description of these function blocks to other references, such as [5] and the operating manuals for commercially available PLC products.

Sequential Function Charts. The sequential funtion chart (SFC, also called the Grafcer method) graphically displays the sequential functions of an automated system as a series of steps and transitions from one state of the system to the next. The sequential function chart is described in Boucher [1]. It has become a standard method for documenting logic control and sequencing in much of Europe. However, its use in the United States is more limited, and we refer the reader to the cited reference for more details on the method.

Instruction List. Instruction list (IL) programming also provides a way of entering the ladder logic diagram into PLC memory. In this method, a low-level computer language is employed by the programmer to construct the ladder logic diagram by cntering statements that specily the various components and their relationships for each rung of the ladder diagram. Let us explain this approach by introducing a hypothetical PLC instruction sct. Our PLC "language" is a composite of various manufacturers' languages containing fewer features than most commercially available PLCs. We assume that the programming device consists of a suitable keyboard for entering the individual components on each rung of the ladder logic diagram. A CRT capable of displaying each ladder rung (and perhaps several rungs that precede it) is useful to verify the program.'The instruction set for our PLC is presented in Table 8.11 with a concise explanation of each instruction. Let us examine the use of these commands with several examples.

## EXAMPLE 8.7 Language Commands for AND, OR, and NOT Circuits

Using the command set in lable 8.11 . write the PLC programs for the three ladder diagrams from Figure 8.10. depicting the AND, OR, and NOT circuits from Figures 8.1, 8.2 and 8.3.

Solution: Commands for the three circuits are listed below. with explanatory comments.

|  | Command |
| :--- | :--- |
| (a) STR X1 | Comment |
| AND X2 | Store input X1 |
| OUT Y | Input X2 in series with X1 |
| (b) STR X1 | Output Y |
| OR X2 | Store input X1 |
| OUTY | Input X2 parallel with X1 |
| (c) STR NOT X1 | Output Y |
| OUTY | Store inverse of X1 |
| Output Y |  |

TABLE 8.11 Typical Low-Level Language Ingtruction Set for a PLC
STR Store a new input and stari a new rung of the ladder.
AND Logical AND referenced with the previously entered element. This is interpreted as a series circuit relative to the previously entered element.
OR Logical OR referenced with the previously entered element. This is interpreted as a paraliel circuit relative to the previously entered element.
NOT Logical NOT or inverse of entered element.
OUT Output element tor the rung of the ladder disgram.
TMR Timer element. Requires one input signal to initiate timing sequence. Output is delayed relative to input by a duration specified by the programmer in seconds. Resetting the timer is accomplished by interrupting (stopping) the input signal.
CTR Counter element. Requires two inputs: One is the incoming pulsa train that is counted by the CTR element, the other is the reset signal indicating a restart of the counting procedure.

## EXAMPLE 8.8 Language Comuands for Control Relay

Using the command sel in lable 8.11, write the PlC program for the control relay depicted in the ladder logic diagram of Figure 8.11.

Solution: Conmands for the threc circuits are listed below, with explanatory comments

Command
STR X
OLT C
STR NOTC
OUTY1
STR C
OUTY?

Comment
Strse input X
Output contact relay C
Store inverse of Coutput
Output load Y1
Store C output
Output loac Y2

The low-level languages are generally limited to the kinds of logic and sequencing functions thet can be defined in a ladder logic diagram. Although timers and counters have not been illustrated in the two preceding examples, some of the exercise prohlems at the end of the chapter require the reader to make use of them.

Structured Text. Structured text ( $S T$ ) is a high-levei computer-type language likely to become more common in the future to program PLCs and PCs for automation and control applizations. The principal advantage of a high-level language is its capability to perform data processing and calculations on values other than binary. Ladder diagrams and low-level PLC languages are usually quite limited in ther ability to operate on signals that are other than on/off types. The capability to perform data processing and computation permits the use of morecomplex control algorithms, communications with other computerbased systems, display of data on a CRT console, and input of data by a human operator. Another advantage is the relative ease with which a complicated control program can be interpreted by a user. Explanatory comments can be inserted into the program to facilitate interpretation.

### 8.4 PERSONAL COMPUTERS USNG SOFT LOGIC

In the early 1990 s, PC s began to encroach into applications formerly dominated by PLCs. Previously. PLCs were always seen to have the advantage of being designed for the harsh environment of the factory, while PC were designed for the office ensironment. In addition, with its huilt-in I/O interface, the PLC. could be readily connected to externai equipmont, whereas the PC required special 1/O cards to enable such connections. These advantages notwithstanding the technological evolution of PLCS has nol kept pace with the development of PCs, new generations of which are introduced with much greater frequency than PLCs are. There is much more proprictary software and architecture in PLCs than in PCs. Over time, this has resulted in a performance disadvantage for PLCs. At time of writing, PLC performance lags its PC counterpatt by as much as two years, and the gap is increasing. PC speeds are typically doubling every 18 months or so, accordingly to Moore's Law (Section 4.4.6 and Table 4.5), much more rapidiy than in PLC technology, which
requires that individual companies redesign their proprietary software and architectures for each new generation of microprocessors.

PCs are now available in more-sturdy enclosures for use in the plant. They can be equipped with membrane-type keyboards for protection against factory moisture, oif, and dirt. They can be ordered with 1/O cards and related hardware to provide the necessary devices to connect to the plant's equipment and processes. They come with Windows NT or other operating system designed for implementing control applications in addition to traditional office software. And they can be programmed with soft logic, a term used to describe a farmily of software products that emulate the operations of the built-in control software used in PLCs. PLC makers are responding to the PC challenge by including PC components and features in their controller products, calling them sofiPLC or similar names to distinguish them from conventional PLCs. Nevertheless, the future is likely to see PCs used in increasing numbers in factory control applications where $\mathrm{PI} . \mathrm{Cs}$ would have formerly been used.

An example of the soft logic products is FloPro ${ }^{2}$, a software package for PCs that uses a flowchart-based language rather than ladder logic diagrams. The argument for flowchart programming is that most computer software is developed using flowcharts. Before writing any computer code, the programmer develops a logical and sequential plan using flowcharts that detail what decisions and actions the software is to accomplish. With FloPro, the fluwchart is entered directly into the computer. In fact, the FloPro progranming tools allow the flowchart to be developed on the computer rather than manually beforehand. The control program can be written, debugged, and simulated on a conventional office PC before being loaded into the industrial control computer for the given application.

FloPro permits the development of multiple flowcharts, each desigaed to accomplish. a relatively simple control task. The fiowcharts execute their respective tasks simultaneously and utilize a common database, so that a change in a parameter value is available to all of the flowcharts that use that parameter. The typical program, consisting of many separate flowcharts, executes in a very short scan cycle, typically less than 10 msee for several hundred I/O points and less than 85 msec for $11,000 \mathrm{I} / \mathrm{O}$ points [4]. This makes the execution of a FloPro control program on a modern PC comparabie to or faster than executing the same control functions on a PLC.

There are three basic types of graphical symbols in a FloPro flowchart, as illustrated in Figure 8.14: (a) enable criteria. (b) action blocks, and (c) test blocks. The enable critcrio is used to determine whether a given flowchart in the larger flowehart program is permit-


Figure 8.14 Three types of flowehart symbols in FloPio: (a) enable criteria. (b) action hooks, and (c) test blocks.

[^11]ted to excecute. It is generally placed at the beginning of a flowehart. The action block causes an activity to occur in the control system. The activity may be to tum off a pump motor, start a timer. inctement or decrement a counter, begin a feed motion at a transfer line station, turn on an alarm signal, or sel a parameter value that will be used by another flowchart. As our example in Figure 8.14(b) indicates, a single action block can control multiple activities simultaneously The test black is a decision block that is used to branch to other blocks in the flowchart, depending on the status of a system parameter. Accordingly, the test block provides the control program with an interlock feature (Section 4.3.2) so that the activities of two or more devices in the system can be safely coordinated. In addition to FloPro, there are other soft logic products designed for implementation using PCs. These include (at time of writing) [7], ConirolSuite (Arbor Coast Software, Inc., affiliate of Xycom, Inc.), Gello (Event Technotogies ine.), OptoControl (Opto 22), and Visual Logic Controller (Steeplechase Software Inc.).
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## PROBLEMS

8.1 Write the Boolean loyic expression for the push-button switch of Example 8.2 using the following symbols: X1 $=$ START, X2 $=$ STOP,$Y 1-$ MOTOR, and Y2 $=$ POWER-TO-MOTOR.
8.2 Construce the ladder logic diagram fur the rohot interlock system in Example 8.1.
8.3 In the circuit of Figure 8. 1. suppose a photodetcctor is used to determine whether the lamp worked. If the lamp does nat light when both switches are closcd, the photodetector causcs a buzzer io sound. Construct the ladder loge diagram for this system.
8.4 Construel the ladder togic dagrams for (a) the NAND gate and (b) the NOR gate.
8.5 Construct the ladier ligge dagrams for the following Buolean logic equations: (a) $\mathrm{Y}=(\mathrm{X} 1+\mathrm{X} 2) \mathrm{X} 3$. (b) $\mathrm{Y}=(\mathrm{X} 1+\mathrm{X} 2)(\mathrm{X} 3+\mathrm{X} 4),(\mathrm{c}) \mathrm{Y}=(\mathrm{X} 1 \mathrm{X} 2)+\mathrm{X} 3,(\mathrm{~d}) \mathrm{Y}=\mathrm{X} 1 \mathrm{X} 2$.
8.6 Write the low-level language statements for the robot interiock system in Example 8.1 using the instruction set in Table 8.11.
8.7 Write the low-level language statements for the lamp and photodetector system in Problem 8.4 using the instrucion set in Table B. 11.
8.8 Write the low-level language statements for the fluid filling operation in Example 8.5 using the instruction set in Table 8. Ll .
8.9 Write the low-level language statements for the four parts of Problem 8.5 using the instruction set in Table 8.11.
8. 10 In the fluid filling operation of Exampie 8.f, suppose a sensot (e.g. a submerged float switch) is used to delermine whether the contents of the tank have been evacuated, rather than rely on timer $T 2$ to empty the tank (a) Construct the ladder logic diagram for this revised system, (b) Write the low-level linguage statements for the system using the PLC instruction set in Tabee 8.11.
8.11 In the manual operation of a sheet metal stamping press, a two-button safety interiock system is often ased to prevent the operator from inadvertently actuating the press while his hand is in the die. Both bultuns must be depressed to actuate the stamping cycle. In this systen, one press bution is located on one side of the press while the other button is located on the opposite side. During the work cycle, the operator inserts the part into the die and depresses both push-buttons, using both hands. (a) Write the truth table for this interlock system (b) Write the Boclean lugice expression for the system. (c) Construct the logic network diagram for the system. (d) Construct the ladder logic diagram for the system.
8.12 An emergency stop system is to be designed for a certain attomatic production machine. A single "start" button is used to turn un the power to the machine at the beginning of the day. In addition. there are three "slop" buttons located at different locations around the machine, any one of which can be pressed to mmediately turn off power to the machine. (a) Write the truth table for this systems. (b) Write the Boolean logic expression for the system. (c) Construct the logic network diagram for the system. (d) Censtruct the ladder logic diagran for the system.
8.13 An industrial robot performs a machine loading and unloading operation. A PLC is used as the robol cell controller. The cetl operates as follows: (1) a human worker places a workpart into a nest. (2) the robol meaches uver and picks up ine part and places it into an induction heating coil, (3) a time of 10 sec is allowed for the heating operation, and (4) the robot reaches in and retrieves the part and places it on an outgoing conveyor. A limit switch XI (normally open) will be used int the nest to indicate part presence in step (1). Output contact Y 1 will be used to signal the robot to execute step (2) of the work cycle. This is an output contact for the PLC but an input interlock for the robot controller. Timcr T1 will be uscd to provide the 10 -sec delay in step (3). Output contact Y2 will be used to signal the robot to execute step (4). (a) Construct the ladder logic diagram for the system. (b) Write the tow-level language statements for the system using the PLC instruction set in Table 8.11.
8.14 A PLC is used to control the sequence in an automatic drilling operation. A buman operawor loads and clamps a maw workpart into a fixture on the drill press table and presses a star: button to intiatc the automatic cycie. The drill spandle turns on, feeds down into the part to a certain depth (the depth is determined by limit swith), and then retracts. The fixture ther: inderes to a second drilling position, and the drill feed-and-retract is repeazed. After the
second Itilling operation, the spincle turns off, and the fixture moves back to the first position. The worker then unkoads the finished part and loads anoticer raw part (a) Specify the 1/O varkables for this system operation and define symbols for them (e.g., X1, X2, C1, Y1, etc.). (b) Construct the ladder logic diagram for the system, (c) Write the low-level language statemente for the system using the PLC instruction set in Table 8.11.
8.15 An undustral furnace is to bc controlled as follows: The contacts of a bimetallic strip inside the furnace close if the temperature falls below the sil point, and open when the tempera ture is above the sel pons. The contacts segulate a control relay that turns the heating elements of the furnace on and ofI. If the door to the furnace is opened, the heating elements are temporarily tumed off until the door is closed. (a) Specify the I/O variables for this system operation and define symbols for them (eg. X1, X2, C1, Y1). (b) Construct the ladder luga dagran for the system. (c) Write the low-level language statements for the system using the Pi.C instruction set in Table 8.11.
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## chapter 9

## Introduction to Material Handling
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Material handing is defined by the Material Handting Industry of Americal as "the movement, storage protection and control of materials throughout the manufacturing and distribution process including their consumption and disposal" $[5]$. The handling of materials must be performed safely, efficiently, at low cost, in a timely manner, accurately (the right materials in the right quantities to the right locations), and without damage to the materials. Material handling is an important yet often overlooked issue in production. The cost of material handing is a significant portion of total production cost, estimates averaging around $20-25 \%$ of total manufacturing labor cost in the United States [1]. The proportion varies, depending on the type of production and degree of attomation in the material handing function.

In this part of the book, we discuss the types of material handting equipment used in production systems The position of material handling in the larger production system is

[^12]

Figure 9.1 Material handing in the production system.
shown in Figure 9.1. Material transport equipment is surveyed in Chapter 10. Storage systems are discussed in Chapter 11. And material identification and tracking are described in Chapter 12. In addition, several kinds of material handling devices are discussed in other chapters of the text, including: industrial robots used for material handling (Section 7.5.1), pallet shuttles in NC machining centers (Section 14.2.2), conveyors in manual assembly lines (Section 17.1.2), transfer mechanisms in automated transfer lines (Section 18.1.2), and parts feeding devices in automated assembly (Section 19.1.2).

This opening chapter serves as an introduction to the subject of material handling. Here we discuss some of the general considerations and principles that are useful in designing and managing material handling systems. Let us begin by defining the various types of material handling equipment.

### 9.1 OVERVIEW OF MATERIAL HANDLING EQUIPMENT

A great variety of material handling equipment is available commercially. Material handling equipment includes: (1) transport equipment. (2) storage systems, (3) unitizing equipment. and (4) identification and racking systems.

Material Transport Equipment. Material transport includes equipment that is used to move materials inside a factory, warehouse, or other facility. This equipment can be divided into the following five categories, illustrated in Figure 9.2:
(a) Industrial trucks. Industrial trucks divide into two types: non-powered and powered. Nonpowered trucks are platforms or containers with wheels that are pushed or pulled by human workers to move materials. Powered industrial trucks are steered by human workers. They provide mechanized movement of materials.
(b) Attiomated guided vehicles (AGVs). AGVs are battery-powered, automatically steered vehicles that follow defined pathways in the floor. The pathways are unobtrusive. AGVs are used to move unit loads between load and unload stations in the facility. Routing variations are possible, meaning that different loads move between differ-


Figure 9.2 Examples of the five basic types of material handing equipment: (a) fork lift truck, industrial truck, (b) unit load automated guided vehicle, (c) monorail, (d) roller conveyor, and (e) jib crane with host.
ent stations. They are usually interfaced with other systems to achieve the full benefits of integrated automation.
(c) Munurails and other rail guided vehicles. These are self-propelled vehicles that fide on a fixed rail system that is cither on the floor or suspended from the ceiling. The vehicles operate independently and are usually driven by electric motors that pick up power from an electrified rail. Like AGVs, routing variations are possible in rail-guided vehicle systems.
(d) Conveyor: Conveyors constitute a large family of material transport equipment that are designed to move materials over fixed paths, generally in large quantities or volumes. Examples include roller, helt. and tow-line conveyors. Conveyors can be either powered or nonpowered. Puwered conveyors are distinguished from other types of powered material transport equipment in that the mechanical drive system is buil: into the fixed path. Nonpowered conveyors are activated either by human workers or by gravity.
(c) Cranes and hoists. These are handling devices for lifting, lowering, and transporting malcrials, often as very heavy luads. Hoists accomplish vertical lifting; both manually operated and powered types are available. Cranes provide horizontal travel and generally include one or more hoists.

In addition to the equipment types listed here, which are discussed in greater detail in Chapter 10, there are many kinds of transport equipment that move materials outside the factory or warehouse, including highway tractor-treiler trucks, railway trains, cargo aircraft, ships, and barges

Storage Systems. Although it is generally desirable to reduce the storage of materials in manufacturing it seems unayoidable that raw materials and work-in-process will spend some time being stored, even if only temporarily. And finished products are likely to spend some time in a warchouse or distribution center before being delivered to the final customer. Accordingly companies must give consideration to the most appropriate methods for storing materials and products prior to, during, and atter manufacture. Storage methods and equipment can be classified as follows:
(a) Buik storage. This consists of simply storing materials in an open floor area, generally in palfet loads of other containers. It requires littie or no storage equipment.
(b) Rack systems. Rack systems are structural frames designed to stack unit loads verti. cally thus increasing the vertical storage efficiency compared to bulk storage.
(c) Shelving and bins. Steel shelving comes in standard widths, depths, and heights to serve a variety of storage requirements. Shelves can include hins, which are containers for loose items.
(d) Drawer storage. This storage medium is more costly than shelves, but it is more convenient. Finding items stored in shelves can be difficult if the shelf level is too high or too low or too deep. Drawers compensate for this by pulling out to reveal their entire contents. Drawer storage is generally used for tools, hardware, and other small items.
(e) Automated storage systems. Automated and semiautomated systems are available to deposit and withdraw items into and from the storage compartments. There are two basic types: (1) automated storage/retrieval systems, consisting of rack and shelf systems that are accessed by an automated or mechanized crane, and (2) carousel systems that rotate storage bins past a stationary load/unload station.

These storage methods are described in greater detail in Chapter 11. Mathematical models are developed to predict throughput and other performance measures of the automated systems.

Unitizing Equipment. The term unitizing equipment refers to (1) containers used to hold individual items during handling and (2) equipment used to load and package the containers. Containers include pallets, boxes, baskets, barrels, pails, and drums, some of which are shown in Figure 9.3. Although seemingly mundane this type of equipment is very important for moving materials efficiently as a unit load, rather than as individual items. A given facility must often standardize on a specific type and size of container if it utilizes automatic rransport and/or storage equipment to handle the loads.

The second category of unitizing equipment, loading and packaging equipment, includes palletizers, designed to automatically load cartons onto pallets and shrink-wrap plastic film around them for shipping. Other wrapping and packaging machines are also included in this equipment category, as are depalletizers, designed to unioad cartons from pallets.

Identification and Tracking Systems. Material handling nust include a means of keeping track of the materials being moved or stored. This is usually done by affixing


Figure 9.3 Examples of unit load contamers for material handing: (a) wooden pallet, (b) pallet box, and (c) tote box.
some kind of label to the item, carton, or unit load that uniquely identifies it. The most common label used today consists of bar codes that can be read quickly and automatically by bar code readers. This is the same basic technology used by grocery stores and retail merchandisers. Other types of labels include magnetic stripes and radio frequency tags that are generally capable of encoding more data than bar codes. These and other automatic identification techniques ate discussed in Chapter 12.

### 9.2 CONSIDERATIONS IN MATERIAL HANDLING SYSTEM DESIGN

Material handling equipment is usually assembled into a system. The system must be specified and configured to satisty the requirements of a particular application Design of the system depends on the materials to be handled, quantities and distances to be moved, type of production facility served by the handling system, and other factors, including available budget. In this section, we consider these factors that influence the design of the material handling system.

### 9.2.1 Material Characteristics

For handling purposes, materials can be classified by the physical characteristics presented in Table 9.1. suggested by a classification scheme of Muther and Haganas [7]. Design of the material handling system must take these factors into account. For example, if the material is a liquid and is to be moved in this state over long distances in great volumes, then a pipeline is probably the appropriate transport means. But this handling method would be quite inappropriate for moving a liquid contained in barrels or other containers. Materials in a factory usually consist of solid items: raw materials, parts, and finished or semifinished products.

TABLE 9.1 Characteristics of Materials in Material Handling

| Category | Measures or Descriptors |
| :--- | :--- |
| Physical state | Solid, Ifquid, or gas |
| S.ze | Volume; length, width, height |
| Weight | Weight ner piene, weight per unit volume |
| S'rape | Long and flat, round, square, etc. |
| Condition | Hot, cold, wet, dirty, sticky |
| Risk of damage | Fragile, brittle, sturdy |
| Safety risk | Explosive, flammable, toxic, corrosive, etc. |

### 9.2.2 Flow Rate, Routing, and Scheduling

In addition to msterial characteristics, other factors must be considered in analyzing system requirements and determining which type of equipment is most appropriate for the application. Thesc other factors include (1) quantities and flow rates of materials to be moved, (2) routing factors, and (3) scheduling of the moves.

The amount or quantity of malerial to be moved affects the type of handling system that should oe installed. If large quantities of material must be handled, then a dedicated handling system is appropriate. If the quantity of a particular material type is small but there are many different material types to be moved. then the handling syslem must be designed to be shared by the various materials moved. The amount of material moved must be considered in the context of time, that is, how much material is moved within a given time feriod. We refer to the amount of material moved per unit time as the flow rate. Depending on the form of the material, flow rate is measured in pieces $/ \mathrm{hr}$, pallet loads/hr, tons $/ \mathrm{hr}$, $\mathrm{ft}^{3} /$ day, or similar units. Whether the material must be moved as individual units, in batches, or continuousiy has an effect on the selection of handling method.

Rouiting factors include pickup and drop-off locations, move distances, routing variations, and conditions that exist along the routes. Given that other factors remain constant. handling cost is directly related to the distance of the move: The longer the move distance, the greater the cost. Routing variations occur because different materials follow different flow patterns in the factory or warehouse. If these differences exist, the material handling system must be flexible enough to deal with them.Conditions along the route includa floor surface condition, traffic congestion whether a portion of the move is outdoors, whether the path is straight line or involves turns and changes in elevation, and the presence or absence of people along the path. All of these routing factors affect the design of the material transport system. Figure 9.4 is presented as a rough guide to the selection of material


Figure 9.4 General types of material transport equipment as a function of material quantity and distance moved.
handling equipment for some of the application characteristics we have discussed here, specificaliy flow rate and distance moved.

Scheduing relates to the timing of each individual delivery. In production as well as in many other material handing applications, the material must be picked up and delivered promplly 10 its proper destination to maintain peak performance and efficiency of the overall system. To the extent required by the application, the handling system must be responsive to this need lor timely pick up and delivery of the items. Rush jobs increase material handing cost. Scheduting urgency is often mitigated by providing space for buffer stoeks of materials at pickup and drop-off points. This allows a "lloat" of materials wexist in the system. thus reducing the prossure on the handing system for immediate response to a delivery request.

### 9.2.3 Płant Layout

Plant layout is an important factor in the design of a material handling system. In the case of a new facility, the design of the handling system should be considered patt of the layout design. In this way, there is greater opportunity to create a layout that optimizes material flow in the building and utilizes the nost appropriate type of handling system. In the case of an existing facility, there is less flexibility in the design of the handling system. The present arrangement of departments and equipment in the building usually limits the attainment of optimum flow patterns.

The plant layout design should provide the following data for use in the design of the handling system: total area of the facility and areas within specific departments in the plant. arrangement of equipnent in the layout, locations where materials musi be picked up (hoad stations) and delivered (unload stations), possible routes between these locations, and distances traveled. Opportunities to combine deliveries and potential locations in the layout where congestion might occur must be considered. Each of these factors affects flow pat. tems and selcetion of material handling equipment.

In Section 1.1, we described the conventional types of plant layout used in manufacturing: fixed-position layout, process layout, and product layout. Different material handling systems are generally required for the three layout types. In a fixed-position layout, the product is large and heavy and therefore remains in a single location during most of its fabrication. Heavy components and subassemblies must be noved to the product. HanUling systems used for these moves in fixed-position layouts are large and often mobilc. Cranes hoists, and trucks are common in this situation.

In frocess layouts, a variety of different products are manufactured in small or medium batch sizes The handling system must be flexible to deal with the variations. Considarable work-in-process is usually one of the characteristics of batch production, and the material handing system must be capable of accommodating this inventory. Hand trucks and forklift trucks (for moving pailet loads of parts) are commonly used in process type layouts. Factory applications of autionated guided vehicle systems are growirg because they represent a versatik means of handling the different load configurations in medium and low volume production. Work-in-progress is often stored on the factory floor near the next scheduled machines More systematic ways of managing in-process inventory include automated storage systems (Section 11.4).

Finally, a product layout involves production of a standard or ncarly identical types of product in relatively high quantities. Final assembly plants for cars, trucks, and appliances are usually designed as product layouts. The transport systern that moves the produet is typically characterized as fixed route mechanized, and capable of large flow rates. It

TABLE 9.2 Types of Material Handling Equipment Associated with Three Layout Types

| Layout Type | Characteristics | Typical Material Handling Equipment |
| :---: | :---: | :---: |
| Fixed-position | Large product size, low production rate | Cranes, hoists, industrial trucks |
| Process | Variations in product and processing. low and medium production rates | Hand trucks, forklift trucks, automated guided vehicle systems |
| Product | Limited product variety, Migh produttion rate | Convevors for product flow, trucks to deliver components to stations. |

sometimes serves as a storage area for work-in-prucess to reduce effects of downtime between production areas along the line of product llow. Conveyor systems are common in product layouls. Delivery of component parts to the various assembly workstations along the flow path is accomplished by trucks and similar unit load yehicles.

Table 9.2 summarizes the characteristics of the three conventional layout types and the kinds of matcrial handing equipment usually associated with each layout type.

### 9.3 THE 10 PRINCIPLES OF MATERIAL HANDLING

Over time certain principles have been found to be applicable in the analysis, design, and operation of material handling systems. The 10 principles of material handling are listed and explained in Table 9.3. Implementing these principles will result in safer operating conditions, lower coss, and better utilization and performance of material bandling systems

The urit load principle stands as one of the most important and widely applied principles in material handing In material handling, a unit load is simply the mass that is to be moved or otherwise handled at one time. The unit load may consist of only one part, it may consist of a container loaded with multiple parts, or it may consist of a pallet loaded with multiple containers of parts. In general, the urit load should be designed to be as large as is practical for the material handling system that will move or store it, subject to considerations of safety converience, and access to the materials making up the unit load. This principle is widely applied in the truck, rail, and ship industries. Palletized unit loads are collected into rruck loads, which then become unit loads themselves but larger. Then these truck loads are aggregated once again on freight trains or ships, in effect becoming even larger unit loads.

There are good reasons for using unit loads in material handling [9]: (1) Multiple itemy can be handled simultaneously, (2) the required number of trips is reduced, (3) loading and unloading times are reduced, and (4) product damage is decreased. These reasons result in lower cost and higher operating efficiency,

Included in the definition of unit load is the container that holds or supports the materials to be moved. To the extent possible, these containers are standardized in size and configuration to be compatible with the material handling system. Examples of containers used to form unit loads in material handling are illustrated in Figure 9.3. Of the available

[^13]TABLE 9.3 The 10 Principles of Material Handing [CICMHE]
Principle 1. Planning Principle: All material handing should be the result of a deliberate plan where the needs, performance objectives, and funcrionai specification of the proposed methods are completely defined at the outset.

- The plan should be developed in consultation between the planner(s) and all who will use and benefit from the equipment to be emploved.
- Success in planning large-scale material handing projects generally requires a team approach involving suppliers, consultants when appropriate, and end user specialists from management, engineering, computer and information systems, finance, and operations.
- The plan should promote concurrent engineering of product, process design, process layout, and material handing methods as opposed to independent and sequential design practices.
- The plan should reflect the strategic objectives of the organization as well as the more immediate needs.

Principle 2. Standardization Painciple: Material bandling methods, equipment, controls, and software should be standardized within the fimits of achieving overall performance objectives and without sacrificing needed Hexibility, modularity, and throughout.

- Standardization means less variety and customization in the methods and equipment employed.
* Standardization applies to sizes of containers and other load forming components as well as operating procedures and equipment
- The planner should select methods and equipment that can perform a variety of tasks under a variety of operating conditions and in anticipation of changing future requirements.
- Standardization, flexibility, and modularity must not be incompatible.

Principle 3. Work Phinciple: Material handing work should be minimized without sacrificing productivity or the level of service required of the operation.

- The measure of material handling work is flow rate (volume, weight, or count per unit of time) multiplied by distance moved.
- Consider each pickup and set-cown, or placing material in and out of storage, as distimet moves and components of the distance moved.
- Simplifying processes by reducing, combining, shortening, or eliminating unnecessary moves will reduce work.
- Where possible, gravity should be used to move materials or to assist in their movement while respecting consideration of satety and the potential for product damage.
- The Work Principle applies universally, from mechanized material handling in a factory to over-the-road trucking.
- The Work Principle is implemented best by appropriate layout planning: locating the production equipment into a paysical arrangement corresponding to the flow of work. This arrangement tends to minimize the distances that must be traveled by the materials being processed.
Principle 4. Eroonomic Painciple: Human capabilities and limitations must be recognized and respected in the design of material handfing tasks and equipment to ensure safe and effective operations.
- Ergonomics is the science that seeks to adapt work or working conditions to suit the abilities of the worker.
- The material handing workplace and the equipment must be designed so they are safe for people.
- The ergonomic principle embraces both physical and mantal tasks.
- Equipment should be selected that eliminates repetitive and strenuous manual labor and that effectively interacts with human operators and users.

Principle 5. Unit Load Paingipte: Unit loads shall be appropriatejy sized and configured in a way which achieves the material flow and inventory objectives at each stage in the supply chain.

- A unit load is one that can be stored or moved as a single entity at one time, such as a pallet, container, or tote, regardless of the number of individual items that make up the load.
- Less effort and work are required to colfect and move many individual items as a single load than to mave many items one at a time.
- Large unit loads are common both pre- and postmanufacturing in the form of raw materials and finished goods.
- Smallor unit loads are consistent with manufacturing strategies that embrace operating objectives such as flexibility, continuous flow and just-in-time delivery. Smaller unit loads (as few as one item) yield less inprocess inventory and shorter item throughput times.

TABLE 9.3 Continued
Principla 6. Space Utilization Principle: Effective and efficient use must be made of all avaliable space.

- Space in material handling is three-dimensional and therefore is counted as cubic space.
- In storage areas, the objective of maximizing storage density must be balanced against accessibility and selectivity.
- When transporting loads within a facility, the use of overhead space should be considered as an option. Use of overhead material handing systems saves valuable floor space for productive purposes.
Principle 7. System Primciple: Material movement and storage activities should be fulfy integrated to form a coordinated, operationai system that spans receiving, inspection, storage, production, assombiy, packaging, umitizing, order selection, shipping, transportation, and the handling of returns.
- Systems integration should encompass the entire supply chain, including reverse logistics. It should include suppliers, manufacturers, distributors, and customers.
- Inventory levels should be minimized at all stages of production and distribution while respecting considerations of process variability and customer service.
- Information flow and physical material flow should be integrated and treated as concurrent activities,
- Methods should be provided for easily identifying materials and products, for determining their location and status within facilities and within the supply chain, and for controlling their movement.
Principle 8. Automation Principle: Material handfing operations should be mechanized and/or automated where feasible to improve operational efficiency, incresse responsiveness, improve consistency and predictabijity, decrease operating costs, and eliminate repetitive or potentially unsafe manuel fabor.
- In any project in which automation is being cunsidered, pre-existing processes and methods should be simplified and/or re-engineered before any efforts to install mechanized or automated systems. Such analysis may lead to elimination of unnecessary steps in the method. If the method can be sufficiently simplified, it may not be necessary to automate the process.
- Items that are expected to be handled automatically must have standard shapes and/or features that permit mechanized andior automated handling.
- Interface issues are critical to successful automation, including equipment-to-equipment, equipment-toload, equipment-to-operator, and in-control communications.
- Computerized material handling systems should be considered where appropriate for effective integration of material flow and information management.

Principle 9. Envihonmental Principle: Enviromental impact and energy consumption should be considered as criteria when designing or selecting alternative equipment and material handiling systems.

- Environmental consciousness stems from a desire not to waste natural resources and to predict and eliminate the possibie negative effects of our daily actions on the environment.
- Containers, pallets, and other products used to form and protect unit loads should be designed for reusability when possible end/or biodegradability after disposal.
- Materials specified as hezardous have special needs with regard to spill protection, combustibility, and other risks.
Principle 10. Life Cycle Cost Principle: A thorough economic analysis should account for the entire Iffe cycle of sil materiai handling equipment and resuhting systems.
- Life cycle costs include all cash flows that occur between the time the first dollar is spent to pian a new material handling method or piece of equipment until that method and/or equipment is totaily replaced.
- Life cycle costs include capital investment, installation, setup and equipment programming, training. system testing and acceptance, operating !labor, utilties, etc.), maintenance and repair, reuse value, and ultimate disposal.
- A plan for preventive and predictive maintenance should be prepared for the equipment, and the estimated cost of maintenance and spare parts should be included in the economic analysis.
- A long-range plan for replacement of the equipment when it becomes obsolete should be propared.
- Although measurable cost is a primary factor, it is certainly not the only factor in selacting among alternatives. Other factors of a strategic nature to the organization and that form the basis for competition in the market place should be considered and quantified whenever possible.

TABLE 9.4 Standard Pallet Sizes Commonly Used in Factories and Warehouses

| Depth $=x$ Dimension | Width $=$ v Dimension |
| :---: | :---: |
| $800 \mathrm{~mm}(32 \mathrm{in})$ | $1000 \mathrm{~mm}(40 \mathrm{in})$ |
| $900 \mathrm{~mm}(36 \mathrm{in})$ | $1200 \mathrm{~mm}(48 \mathrm{in})$ |
| $1000 \mathrm{~mm}(40 \mathrm{in})$ | $1200 \mathrm{~mm}(48 \mathrm{in})$ |
| $1060 \mathrm{~mm}(42 \mathrm{in})$ | $1050 \mathrm{~mm}(42 \mathrm{in})$ |
| $1200 \mathrm{~mm}(48 \mathrm{in})$ | $1200 \mathrm{~mm}(48 \mathrm{in})$ |

Sources: [MHHE], ITM
containers paltets are probably the most widely used, owing to their versatility, low cost. and compatibility with various types of material handling equipment. Most factories and warehouses use forklift trucks to move materials on pallets. Table 9.4 lists some of the most popular standard pathet sizes it use today. We make use of these standard pallet sizes in some of our analysis of attomated storage/retrieval systems in Chapter 11.
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In this chapter we examine the five categories of material transport equipment commonly used to move parts and other materials in manufacturing and warehouse facilities: (1) industrial trucks, (2) automated guided vehicles, (3) monorails and other rail guided vehicles, (4) conveyors, and (5) cranes and hoists. Table 10.1 summarizes the principal features and kinds of applications for each equipment category. In Section 10.6, we consider quantitative techniques by which material transport systems consisting of this cquipment can be analyzed.
table 10.1 Summary of Features and Applications of Five Categories of Material Handing Equipment

| Material Hanaling Equipment | Features | Typical Applications |
| :---: | :---: | :---: |
| Industrial trucks, manuai | Low cost <br> Low rate of deliveries/hr | Moving light loads in a factory |
| Industrial trucks, powered | Medium cost | Movement of pallet loads and palletized containers in a factory or warehouse |
| Automated guided vehicle systems | High cost <br> Battery-powered vehicles <br> Flexible routing <br> Nonobstructive pathways | Moving pallet loads in factory or warehouse <br> Moving work-in-process along variable routes in low and medium production |
| Monoratls and other rail guided vehicles | High cost <br> Flexible routing <br> On-the-floor or overhead types | Moving singie assemblies, products, or pallet loads along variable routes in factory or warehouse Moving large quantities of items over fixed routes in a factory or warehouse |
| Conveyors, powered | Great variety of equipment in-Floor, on-the-floor, or overhead Mechanical power to move loads resides in pathway | Moving products along a manual assembly line <br> Sortation of items in a distribution center |
| Cranes and hoists | Lift capacities ranging up to more than 100 tons | Moving large, heavy items in factories, mills, warehouses, etc. |

### 10.1 INDUSTRIAL TRUCKS

Industrial trucks are divided into two categories: nonpowered and powered. The nonpowered types are often referred to as hand trucks because they are pushed or pulled by human workers. Quantities of material moved and distances are relatively low when this type of equipment is used to transpolt materials. Hand irucks are classified as either two-wheel or multiple-wheel. Two-wheel hand trucks, Figure 10.1(a), are generally easier to manipulate


Figure 10.1 Examples of non-powered industrial trucks (hand trucks): (a) two-wheel hand truck. (b) four-wheel dolly, and (c) handoperated low-lift pallet truck.
by the worker but are limited to lighter loads. Multiple-wheeled hand trucks are available in several types and sizes. Two common types are dollies and pallet trucks. Dollies are simple frames or platforms as shown in Figure 10.1(b). Various wheel configurations are possible including fixed wheels and caster-type wheels. Pallet trucks. Figure 10.1(c), have two forks that can be inserted through the openings in a pallet. A lift mechanism is actuated by the worker tolift and lower the pallet off the ground using small diameter wheels near the end of the forks. In operation, the worker inserts the forks into the pallet, elevates the load, pulls the truck to its destimation, then lowers the pallet. and removes the forks.

Powered trucks are self-propalled to relieve the worker of manually having to move the truck. Three common types are used in factories and warehouses: (a) walkie trucks, (b) fotklift rider trucks, and (c) towing tractors. Walkie trucks, Figure 10.2 (a), are batterypowered vehicles equipped with whecled forks for insertion into pallet openings but with no provision for a worker to ride on the vehicle. The truck is steered by a worker using a control handle at the front of the vehicle. The forward speed of a walkie truck is limited to around $3 \mathrm{mi} / \mathrm{hr}(5 \mathrm{~km} / \mathrm{hr})$. which is about equal to the normal walking speed of a human.

Forklift rider trucks. Figure 102(b), are distinguished from walkie trucks by the presence of a modest cab for the worker to sit in and drive the vehicle. Forklift trucks range in load carrying capacity from about 450 kg ( $1,000 \mathrm{bb}$ ) up to more than $4,500 \mathrm{~kg}$ ( $10,000 \mathrm{lb}$ ). The various applications for which forklift trucks are used have resulted in a variety of vehicle features and configurations. These include trucks with high reach capacities for accessing pallet loads on high rack systems and trucks capable of operating in the narrow


Figure 10.2 Three principal types of powered trucks: (a) walkie truck. (b) fork lift truck, and (c) towing tractor.
aisles of high-density storage racks. Power sources for forklift trucks are either internal combustion engines (gasoline, liquefied pelroleum gas, or compressed natural gas) or clectric motors (using on-board balleries).

Industrial towing tractors. Figure 10.2 (c) are designed to pull one or more trailing carts over the relatively smooth surfaces found in factories and warehouses. They are generally used for moving large amounts of materials between major collection and distributon areas. The runs between origination and destination points are usually fairly long Power is supplied either by electrical motor (battery-powered) or intemal combustion engite. Tow trictors also find significant applications in air transport operations for moving baggage and air freight in airports.

### 10.2 AUTOMATED GUIDED VEHICLE SYSTEMS

An automated guided vehicle system (AGVS) is a material bandling system that uses independently operated, self-propelled vehicles guided along defined pathways. The vehicles are poweted by on-board batteries that allow many hours of operation (8-16 ht is typical) between recharging. A distinguishing feature of an AGVS. compared to rail guided vehicle systems and most conveyor systems, is that the pathways are unobtrusive, An AGVS is appropriate where different materials are moved from varions ladad points to various unload points. An AGVS is therefore suitable for automating material handling in batch production and mixed model production. The first AGV was operated in 1954 (Historical Note 10.1)

## Historical Note 10.1 Automated guided vehicles [2], [6]

The first automated guided vebicle was developed in 1954 by A. M. Barrett, Jr. who used an overhead wire to guide a modified towing truck palling a trailer in a grocery warehousc. Commercial AGVs were subsequentiy introduced by Barrett.

Around 1973, Volvo, the Swedish camaker, developed automated guided vehicles to serve as assembly platforms for moving car budies through its final assembly plants. The primary purpose of Volvo's development project was not to markel the AGV commercially, but rather to advance a new method of assembly as an altemative to the traditional assembly line, The new assembly system emphasized tcamwork, job enlargement, and asynchronous movement of products through the plant. However. by developing the guided moving plationms in assembly the company had introduced a new type of AGY, the unit load vehicle. Volvo later entered the AGVS business and marketed therf unit load AGVs to other car companies.

Advances to AGVS rechnology have been motivated largely by rapid developments in electronies and computer technologies. By exploiting these technologies, the AGVS industry thas mede improvements and refinernents in vehicle guidance and navigation, on-board vehice inteligence and control, overall system management, and safety.

### 10.2.1 Types of Vehicles and AGVS Applications

Automated guided vehicles can be divided into the following three categorjes: (1) driverless trains. (2) pallet trucks. and (3) unit !oad carriers, illustrated in Figure 103. A drivertess train consists of a towing vehicle (which is the AGV) that pults one or more trailers to form a train as in Figure 103(a). It was the first type of AGVS to be introduced and is still widely used today. A common application is moving heavy payloads over large distances


Figure 10.3 Three types of automated guided vehicles: (a) driverless automated guided train, (b) AGV pallet truck, and (c) unit load carrie.
in warehouses or factories with or without intermediate pickup and drop-off points along the route. For trains consisting of five to ten trailers, this is an efficient transport system.

Automated guided pallet trucks. Figure 10.3 (b), are used to move palletized loads along predetermined routes. In the typical application the vehicle is backed into the loaded pallet by a human worker who steers the truck and uses its forks to elevate the load slightly. Then the worker drives the pallet truck to the guidepath, programs its destination, and the vehicle proceeds automatically to the destination for unloading. The capacity of an AGVS pallet truck ranges up to several thousand kilograms, and some trucks are capable of handling two pallets rather than one. A more recent introduction related to the pallet truck is the fork lift AGV. This vehicle can achieve significant vertical movement of its forks to reach loads on racks and shelves.

AGV unit load carriens are used to move unit loads from one station to another. They are often equipped for automatic loading and unloading of pallets or tote pans by means of powered rollers, moving belts, mechanized lift platforms, or other devices built into the vehicle deck. A typical unit load AGV is illustrated in Figure 10.3(c). Variations of unit load carriers include light load AGVs and assembly line AGVs. The light load AGV is a relatively small vehicle with corresponding light load capacity (typicalty 250 kg or less). It does not require the same large aisle width as a conventional AGV. Light load guided vehicles are designed to move small loads (single parts, small baskets or tote pans of parts, etc.) through plants of limited size engaged in light manufacturing. An assembly line AGV
is designed to carry a partially completed subassembly through a sequence of assembiy workstations to build the product.

Automated guided vehicle systens are used in a growing number and variety of applications The applications tend to parallel the vehicle types previously described. We have alteady described driverless train operations, which involve the movement of large quantities of material nver relatively large distances

A second application area is in storage and disurbution. Unit load carriers and pallet trucks are typically used in these applications. which involve movement of material in unit loads. The applications often interface the AGVS with some other automated handing or storage system. such as an automated storage/retrieval system (AS/RS, Section 11.4.1) in a distribution center. The AGVS delivers incoming unit loads contained on pallets from the receiving dock to the AS/RS, which places the items into storage, and the AS/RS retrieves individual palle! loads from storage and transfers them to vehicles for delivery to the shipping dock. Storageidistribution operations also include light manufacturing and assembly plants in which work-in-process is stored in a central storage area and distributed to individual workstations for processing. Electronics assembly is an example of these kinds of applications Components are "kitted" at the storage area and delivered in tote pans or trays by the guided vehicles to the assembly workstations in the plant. Light load AGVs are the appropriate vehicles in these applications.

AGV systems are used in assembly line applications, based on a trend that begon in Europe. Unit load carriers and light load guided vehicles are used in these lines. In the usual application. the production rate is relatively low (the product spending perhaps 4-10 min per station), and there are several different product models made on the line, each requiring a different processing time. Workstations are generally arranged in parallel to allow the line to deal with differences in assembly cycle time for different products. Between stations. components are kitted and placed on the vehicle for the assembly operations to be performed at the next station. The assembly tasks are usually performed with the work unit on-board the vehicle, thus avoiding the extra time required for unloading and reloading.

Another application area for AGVS technology is flexible manufacturing systems (FMSs, Chapier 16). In the typical operation, starting workparts are placed onto pallet fixtures by human workers in a staging area, and the AGVs deliver the parts to the individuat workstations in the system. When the AGV arrives at the assigned station, the palle is 1ransferred from the vehicle platform to the station (such as the worktable of a machine tool) for processing. At the completion of processing a vehicle returns to pick up the work and transport it to the rext assigned station. An AGVS provides a versatile material handing system to complement the flexibility of the FMS.

Other applications of automated guided vehicie systems include office mail delivery and hospial material transport. Hospital guided vehicles transport meal trays, linen, medical and laboratory supplies, and other materials between various departments in the building. These transports typically require movement of vehicles between different floors in the hospital, and hospital AGV systems have the capability to summon and use elevators for this purpose.

AGVS technology is still developing, and the industry is continually working to design new systems to respond to new application requirements. An interesting example that combines two iechmologies involves the use of a robotic manipulator mounted on an automated guided vehicle to provide a mobile robot for performing complex handing tasks
at various locations in a plant. These robot-vehicles have potential applications in clean rooms 1 the semiconductor industry.

### 10.2.2 Vehicle Guidance Technology

The guidance sysiem is the method by which AGVS pathways are defined and vehicles are controlled to follow the pathways. In this section, we discuss three technologies that are used in commercial systems for vehicle guidance: (1) imbedded guide wires, (2) paint strips, and (3) self-guided vehickes.
imbedded Guide Wires and Paint Strips. In the imbedded guide wire method, electrical wires are placed in a small channel cut into the surface of the floor. The channel is typically $3-12 \mathrm{~mm}(1 / \mathrm{R}-1 / 2 \mathrm{in})$ wide and $13-2 \mathrm{hmm}(1 / 2-1.0 \mathrm{in})$ deep. After the guide wire is installed, the channel is filled with cement to eliminate the discontinuity in the floor surface. The guide wire is connected to a frequency generator, which emits a low-voltage, low-carrent signal with a frequency in the range $1-15 \mathrm{kHz}$. This induces a magnetic field along the pathway that can be followed by sensors on-board each vehicle. The operation of a typicai system is illustrated in Figure 10.4. Two scnsors (coils) are mounted on the vehicle on either side of the guide wire. When the vehicle is located such that the guide wire is directly between the two coils, the intensity of the magnetic field measured by each coil will be equal. If the vehicle strays to one side or the other, or if the guide wire path changes direction, tic magnetic ficld intensity at the two sensors will be different. This difference is used to control the steering motor, which makes the required changes in vehicle direction to equalize the two sensor signals, thereby tracking the guide wire.

A typical AGVS layout contains multiple loops, branches, side tracks, and spurs, as weil as pickup and drop-off stations. The most appropriate route must be selected from the alternative pathways available to a vehicle in its movement to a specified destination in the system. When a vehicle approaches a branching point where the guide path forks into two (or more) pathways a means of deciding which path to take must be provided. The two principal methods of making this decision in commercial wire guided systems are: (1) the frequency sclect method and (2) the path switch select method. In the frequency select method, the guide wires leading into the two separate paths at the switch have different frequen-


Figure 10.4 Operation of the on-board sensor system that uses two coils to track the magnetic field in the guide wire.
cies. As the vehicle enters the switch. in seads an identification code on the floor to determine its location. Depending on its programmed destination, the vehicle selects the correct guidepath by following onty one of the frequencies. This method requires a separate frequency gencrator for each different frequency used in the guidepath layout. The path switch select method operates with a single frequency throughout the guidepath layout. To controt the path of a vehicle at a switch, the power is turned off in all other branches except the one that the wehicle is to travel on. To accomplish souting by the path switch select method. the guidepath layout is divided into hlocks that are electrically insulated from each other. The blocks can be turned on and off either by the vehicles themselves or by a central contrisl computer.

When paimt stres are used to define the pathway, the vehicle uses an optical sensor system capable of tracking the paint. The strips can be taped, sprayed, or painted on the floor. One system uses a $1-i n-w i d e$ paint strip containing fluorescent particles that reflect an uttravoler (UV) light source from the vehicle. An on-board sensor detects the reflected light in the strip and controls the steering mechanism to follow it. Paint strip guidance is useful in environments where electrical noise renders the guide wire system unreliable or when the installation of guide wires in the floor surface is not practical. One problem with thin guidance method is that the paint strip deteriorales with time. It must be kept clean and periodically repainted.

Self-Guided Vehicles. Self-guided vehicles (SGVs) represent the latest AGVS guidance technology. Unlike the pretious two guidance methods, SGVs operate without continuously defined pathways. Instead, they use a combination of dead reckoning and beacons located throughout the plant, which can be identified by on-board sensors. Dead reckoning refers to the capability of a vehicle to follow a given route in the absence of a defined pathway in the floor. Movement of the vehicle along the route is accomplished by computing the required number of wheel rotations in a sequence of specified steering angles. The computations are performed by the vehicle's on-board computer. As one would expect, positioning accuracy of dead reckoning decreases with increasing distance, Accordingly, the location of the self-guided vehicle must be periodically verificd by comparing the calculated position with one or more known positions. These known positions are estabtished using beacons located strategicalfy throughout the plant. There are various types of beacons used in commercial SGV systems. One system uses bar-coded beacons mounted along the aisles. These beacons can be sensed by a rotating laser scanner on the vehicle. Based on the positions of the beacons, the on-board navigation computer uses triangulation to update the positions calculated by dead reckoning. Another guidance system uses magnetic beacons imbedded in the plant floor along the pathway. Dead reckoning is used to move the vehicle between beacons, and the actual locations of the beacons provide data to update the computer's dead reckoning map.

It should be noted that dead reckoning can be used by AGV systems that are normally guided by in-floor guide wires or paint strips. This capability allows the vehicle to cross steel plates in the factory floor where guide wires cannot be installed or to depart from the guidepath for positioning at a load/unload station. At the completion of the dead reckoning maneuver, the vehicle is programmed to return to the guidepath to resume nommal guidance control.

The advantage of self-guidcd vehicle technology over fixed pathways (guide wires and paint strips) is its flexibility. The $5 G V$ pathways are defined in software. The path network can be changed by entering the required data into the navigation computer. New docking
points can be defined. The pathway network can be expanded by installing new beacons. These changes can be made quickly and without major alterations to the plant facility.

### 10.2.3 Vehicla Management and Safety

For the AGVS to operate efficiently, the vehicles must be well managed. Delivery tasks must be allocated to vehicles to minimize waiting times at load/unload stations. Traffic congestion in the guidepath network must be minimized. And the AGVS must be operated safeby. In this section we consider these issues.

Traffic Control. The purpose of traffic control in an automated guided vehicle system is to minimize interference between veticles and to prevent collisions. Two methods of traffic control used in commercial AGV systems are: (1) on-board vehicle sensing and (2) zone control. The two lechniques are often used in combination. On-board vehicle sensing, also called forward sensing, involves the use of one or more sensors on each vehicle to detect the presence of other vehicles and obstacles ahead on the guide path. Sensor technologies include optica! and ultrasonic devices. When the on-board sensor detects an obstacle in front of it, the vehicle stops. When the obstacle is removed, the vehicle proceeds. If the sensor system is $100 \%$ effective. collisions between vehicles are avoided. The effectiveness of forward sensing is limited by the capability of the sensor to detect obstacles that are in tront of it on the guide path. These systems are most effective on straight pathways. They are less effective at turns and convergence points where forward vehicles may not be directly in front of the sensor.

Ir zone control, the AGVS layout is divided into separate zones, and the operating rule is that no vehicle is permitted to enter a zone if that zone is already oceupied by another vehicse. The length of a zone is at least sufficient to hold one vehicle plus allowances for safety and other considerations. Other considerations include number of vehicles in the system, size and complexity of the layout, and the objective of minimizing the number of separate zone controls. For these reasons, the zones are normally much longer than a vehicle length. Zone control is illustrated in Figure 10.5 in its simplest form. When one vehicle occupies a given zone, any trailing vehicle is not allowed to enter that zone. The leading vehicle must proceed into the next zone before the trailing vehicle can occupy the current zonc. By controlling the forward movement of vehicles in the separate zones, collisions are prevented, and traffic in the overall system is controlled.

One means of implementing zone control is to use separate control units mounted along the guide path. When a vehicle enters a given zone, it activates the block in that zone to prevent any trailing vehicle from moving forward and colliding with the present vehicle. As the present vehicle moves into the next (downstream) zone, it activates the block

Guidepath


Figure 10.5 Zone control to implement blocking system, Zones A, $B$, and $D$ are blocked. Zone $C$ is free. Vehicle 2 is blocked from entering Zone A by Vehicle 1. Vehicle 3 is free to enter Zone C.
in that zone and deactivates the block in the previous zone. In effect, zones ate turned on and ott to control vehicle movement by the blacking system. Antother method to implement fone control is to use a central computer. which monitors the location of each vehicle and attempts to optimize the movement of all vehicles in the system.

Vohicle Dispatching. For an AGVS to serve its function, vehicles must be dispatched in a timely and efficient manner to the points in the system where they are needed. Several methods are used in ACiV systems to dispath vehicles: (1) on-board control panel. (2) remote call stations, and (3) central computer control. These dispatching methods are pencrally used in combination to maximize responsiveness and efficiency.

Each guided vehicle is equipped with some form of on-board control panel for the purpose of mantal vehicic control, vehicle programming and other functions. Most commercial vehicies can be dispatched by means of this control panel to a given station in the AGVS layout. Dispatching with an on-board control panel represents the lowest level of sophisication among the possible methods. It provides the AGVS with flexibility and timeliness in coping with changes and variations in delivery requirements.

Remote call srations represent another method for an AGVS to satisfy delivery requirements. The simplest call station is a press button mounted at the load/unload station. This transmits a hailing signal for any available vehicle in the neighborhood to dock at the station and cither pick up or drop off a load. The on-board control panel might then be tised to dispatch the yehicie to the desired destination point. More sophisticated remote call stations permit the vehicle's destination to be programmed at the same time the vehicle is callcd. This is a more-automated dispatching method that is useful in AGV systems capable of automatic loading and unloading operations.

In a large factory or watehouse involving a high degree of automation, the AGVS servicing the tacility must also be highly automated to achieve efficient operation of the entire production-storage-handling system. Central computer control is used to accomplish automatic dispatching of vehicles according to a preplanned schedule of pickups and deliverics in the layout and/or in response to calls from the various load/unload stations. In this dispatching method, the central computer issues commands to the vehicles in the system concerning their destinations and the operations they must perform. To acomplish the dispatching function, the central computer must possess current information on the location of each vehicle in the system so that it can make aypropriate decisions about which vehicles to dispatch to what locations. Hence, the vehicles must continually communicate their whereabouts to the central controller. Radio frequency ( $R F$ ) is commonly used to achieve the required communication links.

A usefui tool in systems management is a performance report for each shift (or other appropriate time period) of AGVS operation. Periodic feporting of system performance provides summary information about uptime and downtime, number of deliveries made during a shift, and other data about each station and each vehicle in the system. Reports containing this type of information permit managers to compare operations from shift to shift and month to month to identify difterences and trends and to maintain a high level of system pertiormance.

Safety. The safety of humans located along the pathway is an important objective in AGVS design. An inherent safety teature of an AGV is that its traveling specd is slower than the normal walking pace of a human. This minimizes the danger of overtaking a human walking along the guide path in front of the vehicle.

In adoition. AGVs are usually provided with several other features specifically for safety reasons. A safety feature included in most guidance systems is automatic stopping of the vehicle if it strays more than a short distance, typicaly $50-150 \mathrm{~mm}$ ( $2-6$ in), from the guide path. The distance is referred to as the vehicle's acquisition distance. This automatic stopping feature prevents a vehicle from running wild in the building. Alternatively, in the event that the vehicle is off the guidepath (e g. for loading). its sensor system is capable of locking onto the guide path when the vehicle is moved to within the acquisition distance.

Another safety device is an ohstacle detection sensor located on each vehicle. This is the same on-board sensor used for traffic control. The sensor can detect obstacles along the forward path, including humans. The vehicles are programmed either to stop when an obstacle is sensed ahead or to slow down. The reason for slowing down is that the sensed object may be located off to the side of the vehicle path or directly ahead but beyond a turn in the guide path, or the obstacle may be a person who will move out of the way as the AGV approaches. In any of these cases, the vehicle is permitted to proceed at a slower (safer) speed until it has passed the obstacle. The disadvantage of programming a vehicle to stop when it encounters an obstacle is that this delays the delivery and degrades systern performance.

A safety device included on virtually all commercial AGVs is an emergency bumper. This bumper is prominent in several of our figures. The bumper surrounds the front of the vehicle and protrudes ahead of it by a distance of 300 mm ( 12 in ) or more. When the bumper makes contact with an object, the vehicle is programmed to brake immediately. Depending on the speed of the vehicie, its load, and other conditions, the braking distance will vary from several inches to several feet. Most vehicles are programmed to require manual restarting after an obstacle has been encountered by the emergency bumper. Other safety devices on a typical vehicle include warning lights (blinking or rotating lights) andior warning bells, which alert humans that the vehicle is present.

### 10.3 MONORAILS AND OTHER RAIL GUDED VEHICLES

The thind category of material transpont equipment consists of motorized vehicles that are guided by a fixed rail system. The rail system consists of either one rail (called a monorail) or two parallet rails. Monorails in tactorjes and warehouses are typically suspended overhead from the ceiling. In rail guided vehicle systems using parallel fixed rails, the tracks generally protrude up from the floor. In either case, the presence of a fixed rail pathway distinguishes these systems from automated guided vehicle systems. As with AGVs, the vebicles operate asynchronously and are driven by an on-board electric motor. But unlike AGVs. which are powered by their own on-board batteries, rail guided vehicles pick up electrical power from an electrified rail (similar to an urban rapid transit rail system). This relieves the vehicle from periodic recharging of its battery; however, the electrified rail system introduces a safety hazard not present in an AGVS.

Routing variations are possible in rail guided vehicle systems through the use of switches, turntables, and other specialized track sections. This permits different loads to travel different routes, similar to an AGVS. Rail guided systems are generally considered to be more versatile than conveyor systems but less versatile than automated guided vehicle systerns. One of the original applications of nompowered monorails was in the meat processing industry before 1900 . For dressing and cleaning, the slaughtered animals were hung from meat hooks attached to overhead monorail crolleys. The trolleys were moved
through the different departments of the plant manually by the workers. It is likely that Henry Ford got the iden for the assembly line from observing these meat packing operalions. Today, the automotive industry makes considerable use of electrified overhead monorails to move large components and subassemblies in its manufacturing operations.

### 10.4 CONVEYOR SVSTEMS

Conveyors are used when material must be moved in relatively large quantities between specific locations over a fixed path. The fixed path is implemented by a track system. which may be in-the-floor, above-the-floor, or overhead. Conveyors divide into two basic categories (1) powered and (2) non-powered. In powered conveyors, the power mechanism is contained in the fixed path, using chains. belts, rotating rolls, or other devices to propel koads along the path. Powered conveyors are commonly used in automated material transport systems in manufacturing plants, warehoases, and distribution centers. In non-powered conveyors. materials are moved either manually by human workers who push the loads along the fixed path or by gravity from one elevation to a lower etevation.

### 10.4.1 Types of Conveyors

A variety of conveyor equipment is commercially available. In the following paragraphs, we describe the major types of powered conveyors. organized according to the type of mechanical power provided in the fixed path.

Roller and Skate Wheel Conveyors. These conveyors have rolls or wheels on which the loads ride. Loads must possess a flat bottom surface of sufficient area to span several adjacent collers. Pallets, tote pans, or cartons serve this purpose well. The two mainentries in this category are roller conveyors and skate wheel conveyors, pictured in Figure 10.6.

In roller conveyors, the pathway consists of a series of tubes (rollers) that are perpendicular to the direction of travel, as in Figure 10.6(a). The rollers are contained in a fixed trame that clevates the pathway above floor level from several inches to several feet. Fiat pallets or tote pans carrying unit loads are moved forward as the rollers rotate. Roller conveyors can either be puwcred or non-powered. Powered roller conveyors are driven


Figure 10.6 (a) Roller conveyor and (b) skate whee! conveyor.
by belts or chains. Non-powered roller conveyors are often driven by gravity so that the pathway has a downward slope sufficient to overcome rolling friction. Roller conveyors are used in a wide variety of applications, including manufacturing, assembly, packaging, sortation, and distribution.

Skate-whel conveyors are similar in operation to roller conveyors. Instead of rollers, they use skate wheels rotating on shafts connected to a frame to roll pallets or tote pans or other contairery along the pathway. as in Figure 106(b). This provides the skate wheel conveyor with a lighter weight constraction than the roller conveyor. Applications of skatewheel conveyors are similar to those of roller conveyors, except that the loads must generally be lighter since the contacts between the loads and the conveyor are much more concentrated. Because of their light weight, skate wheel conveyors are sumetimes buill as portable equipment that can be used for loading and unloading truck trailers at shipping and receiving docks at factories and warehouses.

Beht Conveyors. Belt convevors consist of a continuous loop: Half its length is used for delivering materials, atd the other half is the return run. as in Figure 10.7. The belt is made of reinforced elastonter (rubher), so that it possesses high flexibility but low extensibility. At one end of the conveyor is a drive roll that powers the belt. The fiexible belt is supported by a frame that has rollers or support sliders along its forward loop. Belt conveyors are available in two common forms: (1) flat belts for pallets, individual parts. or even certain types of bull materials; and (2) troughed beits for bulk materials. Materiats pleced on the belt surface travel along the moving pathway. In the case of troughed belt conveyors, the rollers and supports give the flexible belt a V -shape on the forward (delivery) loop to contain bulk materials such as coal, gravel, grain, or similar particulate materials.

Conveyors Driven by Chains and Cables. The conveyors in this group arc driven by a powered chain or cable that forms an endless loop. In some cases, the loop forms a straight line with a pulley at each end. This is usually in an over-and-under configuration. In other conveyors, the loop has a more-complex path, with more than two pulleys necded to define the shape of the path. We discuss the following conveyors in this category: (1) chain. (2) slat, (3) in-floor towline. (4) overbead trolley, and (5) power-and-free overhead trolley.

Chain conveyors consist of chain loops in an over-and-under configuration around powered sprockets at the ends of the pathway. One or more chains ope rating in parailel may


Figure 10.7 Beit (flat) conveyor (support frame not shown).
be used to form the conveyor. The chains travel along channess in the floor that provide support for the flexible chain sections. Either the chains slide aleng the channel or they ride on rollers in the channel. The loads are generally dragged along the pathway using bars that project up from the moving chain.

The shat convevor uses individual platiorms. caled slats, connected to a continuousIy moving chain. Although the drive mechanism is a powered chain, it operates much like a belt conveyor. Loads are placed on the slats and are transported along with them. Straight line flows are common in slat conveyor systems. However, because of the chain drive and the capability so alter the chain direction using sprockets, the conveyor pathway can have turns in ith continuous foop.

Another variation of the chain conveyor is the in-floor towline conveyr. These conveyors make use of four-wheel carts powered by moving chains or cables located in trenches in the floor, as in Figure 10.8. The chain or cable is called a towline: hence. the name of the conveyor. Pathways for the conveyor system are defined by the trench and cable, and the cable is driven as a powered pulley system. Switching between powered pathways is possible in a towline system to achie ve flexibility in routing. The carts use steel pins that project below flow level into the trench to engage the chain for towing. (Gripper devices are substituted for pins when cable is used as the pulley system, similar to the San Francisco trolley.) The pin can be pulted out of the chain (or the gripper releases the cable) to disengage the catt for loading, unioading, switching, accumulation of parts, and manually pushing a cart off the main pathway. Towline conveyor systems are used in manufacturing plants and warehouses.

All of the preceding chain and cable drive conveyors operate at floor level or slightly above. Chain-driven conveyors can also be designed to operate overhead, suspended from the ceiling or the facility so as not to consume floorspace. The most common types are overhead trolley conveyors. These are available sither as constant speed (synchronous) or as power-and-frce (asynchronous) systems.


Figure 10.8 In-floor towline conveyor.


Figure 10.9 Overhead trolley conveyor.

A trolley in material handling is a wheeled carriage running on an overhead rail from which loads can be suspended. An overhead trolley conveyor, Figure 10.9, consists of multiple trolleys, usually equally spaced along a fixed track. The trolleys are connected together and moved along the track by means of a chain or cable that forms a complete loop. Suspended from the trolieys are hooks, baskets, or other receptacles to carry loads. The chain (or cable) is attached to a drive wheel that supplies power to move the chain at a constant velocity. The conveyor path is determined by the configuration of the track system, which has turns and possible changes in elevation. Overhead trolley conveyors are often used in factories to move parts and assemblies between major production departments. They can be used for both delivery and storage.

A power-and-free overhead trolley conveyor is similar to the overthead trolley conveyor, except that the trolleys arc capable of being disconnected from the drive chain, providing this conveyor with an asynchronous capability. This is usually accomplished by using two tracks one just above the other. The upper track contains the continuously moving endless chain, and the trolleys that carry loads ride on the lower track. Each trolley includes a mechanism by which it can be connected to the drive chain and disconnected from it. When connected, the trolley is pulled along its track by the moving chain in the upper track. When disconnected, the trolley is idle.

Other Conveyor Types. Other powered conveyors include catt-on-track, screw, vibration-based systems, and vertical lift conveyors. Cart-on-track conveyors consist of individual carts riding on a track a few feet above floor level. The carts are driven by means of a rotating shaft, as illustrated in Figure 10.10. A drive wheel, attached to the bottom of the cart and set at an angle to the rotating tube, rests against it and drives the cart forward. The cart speed is controlled by regulating the angle of contact between the drive wheel and the spinning tube. When the axis of the drive wheel is $45^{\circ}$, the cart is propelled forward. When the axis of the drive wheel is parallel to the tube, the cart does not move. Thus, control of the drive wheel angle on the cart allows power-and-free operation of the conveyor. One of the advantages of cart-on-track systems reiative to many other conveyors is that the carts can be positioned with high accuracy. This permits their use for positioning work during production. Applications of cart-on-track systems include robotic spot welding lines in automobile body plants and mechanical assembly systems.


Figure 10.10 Cart-on-track conveyor. (Diagram courtesy of SI Handling Systems.)

Screw conveyors are based on the Archimedes screw, the water-raising device devised in ancient times (circa 236 B.C.), consisting of a large screw inside a cylinder, turned by hand to pump water up-hill for irrigation purposes. Vibranion-based conveyors use a flat track connected to an electromagnet that imparts an angular vibratory motion to the track to propel items in the desired direction. This same principle is used in vibratory bowl feedcrs to deliver components in automated assembly systems (Section 19.1.2). Vertical lifi conveyors include a variety of mechanical elevators designed to provide vertical motion, such as between fixars or to link floor-based conveyors with overhead conveyors. Other conveyor types include nonpowered chutes, ramps, and tubes, which are driven by gravity.

### 10.4.2 Conveyor Operations and Features

As indicated by our preceding discussion, conveyor equipment covers a wide variety of operations and features. Let us restrict our discussion here to powered conveyors, exciuding nonpowered types. Conveyor systems divide into two basic types in terms of the characteristic motion of the materials moved by the system:(1) continuous and (2) asynchronous. Contimuous motion conveyors move at a constant velocity $v_{c}$ along the path. They include belt, roller, skate-wheel, overhead trolley, and slat conveyors.

Asynchronotis conveyors operate with a stop-and-go motion in which loads, usually contained in carriers (e.g., hooks, baskets, carts), move between stations and then stop and remain at the station until released. Asynchronous handling allows independent movement of each camer in the system. Examples of this type include overhead power-andfree trolley. in-floor towline, and cart-on-track conveyors. Some roller and skate-wheel
conveyors can also be operated asynchronously. Reasons for using asynchronous conveyors include: (1) to accumulate loads (2) temporary storage, (3) to ahow for differences in production rates between adjacent processing areas, (4) to smooth production when cycle times vary at stations along the conveyor. and (5) to accommodate different conveyor speeds along the pathway.

Convcyors can also be classified as: (1) single direction, 12) continuous loop and (3) recirculating. In the following paragraphs, we describe the operating features of these categories. In Section 10.6.3. we present equations and techniques with which to analyze these conveyor systems. Single direction conveyors are used to transport loads one way from orgination point to destination point, as depicted in Figure 10.11(a). These systems are appropriate when there is no need to move loads in both directions or to retum con:tainers or carriers from the unloading stations back to the loading stations. Single direction powered conveyors include roller, skate wheel, belt, and chain-in-floor types. In addition, all gravity conveyors operate in one direction.

Continuous loop conveyors form a complete circuit, as in Figure 10.11(b). Atr overhead trolley conveyor is an example of this conveyor type. However, any conveyor type can be configured as a loop, even those previously defined as single direction conveyors, simply by connecting several single direction conveyor sections into a closed loop. A continuous loop system allows materials to be moved between any two stations along the pathway. Continuous loup conveyors aic used when loads are moved in cartiers (e.g, hooks, baskets) between load and unload stations and the carriers are affixed to the conveyor loop. In this design. the emply carriers are automatically returned from the unload station back to the load station.

The preceding description of a continuous loop conveyor assumes that items loaded at the load station are unloaded at the unload station. There are no loads in the return loop; the purpose of the return loop is simply to send the empty carriers back for reloading. This method of operation overlooks an important opportunity offered by a ciosedloop conveyor: to store as well as deliver parts. Conveyor systems that allow parts to remain on the retum loop for one or more revolutions are called recirculating conveyors. In providing a storage function, the conveyot system can be used to accumulate parts to smooth out effects of loading and unloading variations at stations in the conveyor. There are two


Figure 10.11 (a) Single direction conveyor and (b) continuous loop conveyor.
problems that can plague the operation of a recirculating conveyor system. One is that there may be times during the operation of the conveyor that no empty carriers are immediately available at the loading station when needed. The other problem is that no loaded carriers are immediately available at the unloading station when needed.

It is possible to construct branching and merging points into a conveyor track to permit different routings for different loads moving in the system. In nearly ail conveyor systems, it is possible to build switches, shutles, or other mechanisms to achieve these alternate routings. In some systems, a push-pull mechanism or lift-and-carty device is required to actively move the load from the current pathway onto the new pathway.
10.5 CRANES AND HOISTS

The fifth category of transport equipment in material handling consists of cranes and boists. Cranes are used for horizontal movement of materials in a facility, and hoists are used for vertical lifting. A crane invariably includes a hoist; thus, the hoist component of the crane lifts the load and the crane tratsports the load horizontally to the desired destination. This class of material handling equipment includes cranes capable of lifting and moving very heavy loads, in some cases over 100 tons.

A hoist is a mechanical device that can be used to raise and lower loads. As seen in Figure 10.12, a hoist consists of one or more fixed pulleys, one or more moving pulleys, and a rope, cablc, or chain strung between the pulleys. A hook or other means for attaching the load is connected to the moving pulley(s). The number of pulleys in the hoist determines its mechanical advantage, which is the ratio of the load weight to the driving force required to lift the weight. The mechanical advantage of the hoist in our illustration is $\mathbf{4 . 0}$. The driving force to operate the hoist is applied either manually or by electric or pneumatic motor.


Figure 10.12 A hoist with a mechanical advantage of 4.0 : (a) sketch of the hoist and (b) diagram to illustrate mechanical advantage.

Cranes include a variety of material handling equipment designed for lifting and moving heavy loads using one or more overhead beams for support. Principal types of cranes found in factories include: (a) bridge cranes, (b) gantry cranes, and (c) jib cranes In alf three types, at least one hoist is mounted to a trolley that rides on the overhead beam of the crane. A bridge crane consists of one or two horizontal girders or beans suspended between fixed rails on either end which are connected to the structure of the building, as shown in Figure 10.13(a). The hoist trolley can be moved along the length of the bridge, and the bridge can be moved the length of the rails in the building. These two drive capabilities provide motion in the $x$ - and $y$-axes of the building, and the hoist provides motion in the $z$-axis direction. Thus the bridge crane achieves vertical lifting due to its hoist and achieves horizontal movement of the material due to its orthogonal rail system. Large bridge cranes have girders that span up to $36.5 \mathrm{~m}(120 \mathrm{ft})$ and are capable of carrying loads up to $90,000 \mathrm{~kg}$ ( 100 tons). Large bridge cranes are controlled by operators riding in cabs on the bridge. Applications include heavy machinery fabrication, steel and other metal mills, and power-generating stations.

A gantry crane is distinguished from a bridge crane by the presence of one or two vertical legs that support the horizontal bridge. As with the bridge crane, a gantry crane includes one or more hoists that accomplish vertical lifting Gantries are available in a varicty of sizes and capacities, the largest possessing spans of about $45 \mathrm{~m}(150 \mathrm{ft})$ and load capacities of $136,000 \mathrm{~kg}$ ( 150 tons). A double ganiry crune has two legs. Other types include half gantries and cantilever gantries. A half gantry crane, Figure 10.13(b), has a single leg on one end of the bridge, and the other end is supported by a rail mounted on the wall or other atructural member of a building. A cantilever gantry crane is identified by the fact that its bridge extends beyond the span created by the support legs.

A ïb crane consists of a hoist supported on a horizontal beam that is cantilevered from a vertical column or wall support, as illustrated in Figure 9.2(e). The horizontal beam is pivoted about the vertical axis formed by the column or wall to provide a horizontal sweep


Figure 10.13 Two types of cranes: (a) bridge crane and (b) gantry crane (shown is a half gantry crane).
for the crane. The beam also serves as the track for the hoist trolley to provide radial travel along the length of the beam. Thus, the horizontal area included by a jib crane is circular or semmeircular As with other cranes, the hoist provides vertical lift and lower motions. Standard capacities of jib cranes range up to about 5000 kg . Wall-mounted jib cranes can achieve a swing of about $180^{\circ}$, while floor-mounted jib cranes using a column or post as its vertical support can sweep a full $36 \mathrm{f}^{\circ}$.

### 10.6 ANALYSIS OF MATERIAL TRANSPORT SYSTEMS

Charting lechniques are helpful for visualizing the movement of materials, and quantitative models are useful for analyzing material flow rates delivery cycle times, and other aspects of performance. Research on these analysis methods is encouraged and supported by the College Industry Council on Material Handling Education (CICMHE) and the Material Handling Institute (MHI) ${ }^{1}$, which hold a semiannual Research Colloquium whose Proceedings [11] are available through MHI. In this section, we discuss the following: (1) charting techniques in material handling, (2) analysis of vehicle-based systems, and (3) conveyor analysis

### 10.6.1 Charting Techniques in Material Handling

A useful charting technique for displaying information about material flow is the From-To Chart. illustrated in Table 10.2. In this table, the left-hand vertical column lists origination points (loading stations) from which trips are made, and the horizontal row at the top of the chart lists destination points (unload stations). The chart is organized for possible material flows in both directions between the load/unload stations in the layout. From-To Charts can be used to represent various parameters of the material flow problem, including number of deliveries or flow rates between locations in the layout and travel distances between from-to locations. Table 10.2 represents one possible format to display both flow rates and corresponding distances for a given material handling problem.

TABLE 10.2 From-To Chart Showing Flow Rates, loads/hr (Value Before the Slash Mark) and Travel Distances, $m$ (Value After the Slash Mark) Between Stations in a Layout

|  | $r_{0}$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| From | 1 | 0 | $9 / 50$ | $5 / 120$ | $6 / 205$ | 0 |
|  | 2 | 0 | 0 | 0 | 0 | $9 / 80$ |
|  | 3 | 0 | 0 | 0 | $2 / 85$ | $3 / 170$ |
|  | 4 | 0 | 0 | 0 | 0 | $8 / 85$ |
|  | 5 | 0 | 0 | 0 | 0 | 0 |

${ }^{1}$ The Material Hancling Instixute. based in Chatlote, North Carolina, is the research and cducation agency of the Material Handung Inviustry of America, the trade association representing companies that sell material handling products and services in the United States. The College Inciustry Council on Material Handling Education consists of academic and industry representatives and reports to the Material Handling Institute.


Figure 10.14 Flow diagram showing material deliveries between load/unload stations. Arrows indicate flow rates and distances (same data as in Table 10.2), and nodes represent load/unload stations.

Muther and Haganas [19] suggest several graphical techniques for visualizing transports, including mathematical plots and flow diagrams of different types. The flow diagram in Figure 10.14 indicates movement of materia!s and corresponding origination and destination points of the moves, In this dagram, origination and destination points are represented by nodes, and material flows are depicted by arrows between the points. The nodes might represent production departments between which parts are moved or load and unload stations in a facility. Our flow diagram portrays the same information as in the FromTo Chart of Table 10.2.

### 10.6.2 Analysis of Vehicle-Based Systems

Mathematical equations can be developed to describe the operation of vehicle-based material transport systems. Equipment used in such systems include industrial trucks (both hand trucks and powered trucks), automated guided vehicles, monorails and other rail guided vehicles, certain types of conveyor systems (e.g., in-floor towline conveyors), and certain crane operations. We assume that the vehicle operates at a constant velocity throughout its operation and ignore effects of acceleration, deceleration, and other speed differences that might depend on whether the vehicle is traveling loaded or empty or other reasons. The time for a typical delivery cycle in the operation of a vehicle-based transport system consists of; (i) loading at the pickup station. (2) travel time to the drop-off station, (3) unloading at the drop-off station, and (4) empty travel time of the vehicle between deliveries. The total cycle time per delivery per vehicle is given by

$$
\begin{equation*}
T_{c}=T_{L}+\frac{L_{A}}{v_{c}}+T_{e l}+\frac{L_{c}}{v_{c}} \tag{10.1}
\end{equation*}
$$

where $T_{c}=$ delivery cycle time (min/del), $T_{L}=$ time to load at load station (min), $L_{d}=$ distance the vehicle travels between load and untoad station ( $\mathrm{m}, \mathrm{ft}$ ). $v_{4}=\mathrm{carrier}$ velocity ( $\mathbf{m} / \mathrm{min}$, $\mathrm{ft} / \mathrm{min}$ ), $T_{U}$ - time to unioad at unload station (min), and $L_{e}=$ distance the vehicle travels empty until the start of the next delivery cycle ( $\mathrm{m}, \mathrm{ft}$ ).
$T_{c}$ calculated by Eq. (10.1) must be considered an ideal value, because it ignores any time losses due to reliability problems, traffic congestion, and other factors that may slow
down a delivery. In addition, not all delivery cycles are the same. Originations and destinations may be different irom one delivery to the next, which will affect the $L_{d}$ and $L_{r}$ terms in the preceding equation. Accordingly, these terms are considered to be average values for the population of loaded and empty distances traveled by the vehicle during the course of a shift or other period of analysis.

The delivery cycle time can be used to determine cortain parameters of interest in the vehicle-based transport system. Let us make use of $T_{c}$ to determine two parameters: (1) rate of deliveries per vehicle and (2) number of venicles required to satisfy a specified total delivery ruquirement. We will base our analysis on hourly rates and requirements; however, the equations can readily be adapted for other periods.

He hourly rate of deliveries per vehicle is 60 min divided by the delivery cycle time $T_{\text {, }}$, adjusting for any time losses during the hour. The possible time losses include: (1) avaitability, (2) traffic congestion, and (3) efficiency of manual drivers in the case of manually operated trucks. Availability (symbolized A) is a reliability factor (Section 2.4.3) defined as the propertion of total shift time that the vehicle is operational and not broken down or being repaired.

To deal with the time losses due to traffic congestion, let us define the traffic factor $T_{i}$ as a parameter for estimating the effect of these losses on system performance. Sources of incfficiency accounted for by the traffic factor include waiting at intersections, blocking of vehicles (as in an AGVS), and waiting in a queue at load/unload stations. If there is no blocking of vehicles, then $F_{t}=1.0$. As blocking increases, the value of $F_{\mathrm{t}}$ decreases. Blocking, wailing at intersections, and vehicles waiting in line at load/unload stations are affected by the number of vehicles in the system relative to the size of the layout. If there is only one vehicle $n$ the system, little or no blocking should occur, and the traffic factor will be very close to 1.0. For systems with many vehicles, there will be more instances of biocking and congection, and the trafic factor will take a lower value. Typical values of traffic factor for an AGVS range between 0.85 and 1.0 [4].

For systems based on industrial trucks, including both hand trueks and powered trucks that are operated by human workers, traffic congestion is probably not the main cause of the low opetating performance sometimes observed in these systems. Their performance is very dependent on the work efficiency of the operators who drive the trucks. Let us define efficiency here as the actual work rate of the human operator relative to work rate expected unde: standard or nommal performance. Let $E$ symbolize the worker efficiency.

With these factors defined, we can now express the available time per hour per vehicie as 60 min adpusted by $A, T_{\rho}$, and $E$. That is,

$$
\begin{equation*}
A T=60 A T_{f} E \tag{10.2}
\end{equation*}
$$

where $A T=$ available time (min $/ \mathrm{hr}$ per vehicle), $A=$ availability, $T_{f}=$ traffic factor, and $E=$ worker efficiency. The parameters $A, T_{f}$, and $E$ do not take into account poor vehicle routing, poor guidepath layout, or poor management of the vehicles in the system. These factors should be minimized, but if present they are accounted for in the values of $L_{d}$ and $L_{\ell}$.

We can now write equations for the two performance parameters of interest. The rate of deliverics per vehicle is given by:

$$
\begin{equation*}
R_{d \mathrm{v}}=\frac{A T}{T_{c}} \tag{10.3}
\end{equation*}
$$

where $R_{d}=$ hourly delivery rate per vehicle (del./hr per vehicle), $T_{c}=$ delivery cycle time computed by Eq. ( 10.1 ) ( $\mathrm{min} / \mathrm{del}$ ), and $A T=$ the available time in 1 hr with adjustments for time losses ( $\mathrm{min} / \mathrm{hr}$ ).

The total number of vehicles (1racks, AGVs. trolleys, catts, etc) needed to satisfy a specified total delivery schedule $R_{f}$ in the system can be estimated by first calculating the totul workload required and then dividing by the available time per vehicic. Workload is defined as the total amount of work, expressed in terms of time, that must be accomplished by the material transport system in 1 hr . This can be expressed as follows:

$$
\begin{equation*}
W L=R_{f} T_{c} \tag{10.4}
\end{equation*}
$$

where $W L=$ workload $(\mathrm{min} / \mathrm{hr}), R_{f}=$ specified flow rate of total deliveries per hour for the system ( $\mathrm{del} / \mathrm{hr}$ ), and $T_{c}=$ delivery cycle time (min/del). Now the number of vehicles required to accomplish this workload can be written as

$$
\begin{equation*}
n_{c}=\frac{W L}{A T} \tag{10.5}
\end{equation*}
$$

where $n_{c}=$ number of carriers required, $W L=$ workload ( $\mathbf{m i n} / \mathrm{hr}$ ), and $A T=$ available time per vehicle (min/hr per vehicle). It can be shown that Eq, (10.5) reduces to the following:

$$
\begin{equation*}
n_{c}=\frac{R_{j}}{R_{d t}} \tag{10,6}
\end{equation*}
$$

where $n_{e}=$ number of carriers required, $R_{f}=$ total delivery requirements in the system (del/hr), and $R_{d v}=$ delivery rate per vehicle (del/hr per vehicle). Although the traffic factor accounts for delays experienced by the vehicles, it does not include delays encountered by a load"unload station that must wait for the arrital of a vehicle. Because of the random nature of the loadiunload demands, workstations are likely to experience waiting time while vehicles are busy with other delivenies. The preceding equations do not consider this idle time or its impact on operating cost. If station idle time is to be minimized, then more vehicies may be needed than the number indicated by Eqs. (10.5) or (10.6). Mathematical models based on queueing theory are appropriate to analyze this more-complex stochastic situation.

## EXAMPLE 10.1 Determining Number of Vehicfes in an AGVS

Given the AGVS layout shown in Figure 10.15. Vehicles travel counterclockwise around the loop to deliver loads from the load station to the unload station. Loading time at the load station $=0.75 \mathrm{~min}$, and unloading time at the unfoad station $=0.50 \mathrm{~min}$. It is desired to detemine how many vehicles are required to satisfy demand for this layout if a total of $40 \mathrm{del} / \mathrm{hr}$ must be completed by the AGVS. The following performance parameters are given: vehicle velocity $=50 \mathrm{~m} / \mathrm{min}$, availability $=0.95$, traffic factor $=0.90$, and operator efficiency does not apply, so $\mathrm{E}=1.0$. Determine: (a) travel distances loaded and empty, (b) ideal delivery cycle time, and (c) number of vehicles required to satisfy the delivery demand.


Figure 10.15 AGVS loop layout for Example 10.1. Key: Unld $=$ unload, Man $=$ manual operation, dimensions in meters (ra).

Solution: (a) Ignoring effects of slightly shorter distances around the curves at corners of the loop, the values of $L_{d}$ and $L_{\text {, }}$, are readily determined from the layout to be 110 m and 80 m , respectively.
(b) Ideal cycle time per delivery per vehicle is given by Eq. (10.1).

$$
T_{s}=0.75+\frac{110}{50}+0.50+\frac{80}{50}=5.05 \mathrm{~min}
$$

(c) To determine the number of vehicles required to make $40 \mathrm{del} / \mathrm{hr}$, we compute the workload of the AGVS and the available time per hour per vehicle.

$$
\begin{aligned}
W L & =40(5.05)=202 \mathrm{~min} / \mathrm{hr} \\
A T & =60(0.95)(0.90)(1.0)=51.3 \mathrm{~min} / \mathrm{hr} \text { per vehicle }
\end{aligned}
$$

Therefore, the number of vehicles required is

$$
n_{c}=\frac{202}{51.3}=3.94 \text { vehicles }
$$

This value should be rounded up to $n_{c}=4$ vehicles, since the number of vehicles must be an integer.

Determining the average travel distances, $L_{d}$ and $L_{s}$, requires analysis of the particutar AGVS layout. For a simple loop layout such as in Figure 10.15, determining these values is straightforward. For a complex AGVS layout, the problem is more difficult. The following example illustrates this issue.

## EXAMPLE 10.2 Determining $L_{d}$ for a More-Complex AGVS Layout

The layout for this example is shown in Figure 10.16, and the From-To Chart is presented in Table 10.2. The AGVS includes load station 1 where raw parts


Figure 10.16 AGVS layout for production system of Example 10.2. Key: Proc $=$ processing operation. Aut $=$ automated. Unld $=u n-$ load. Man = manual operation, dimensions in meters $(\mathrm{m})$.
enter the system for delivery to any of three production stations 2,3, and 4. Unload station 5 receives finished parts from the production stations. Load and unload times at stations 1 and 5 arc each 0.5 min . Production rates for each workstation are indicated by the delivery requirements in Table 10.2. A complicating factor is that some parts must be transshipped between stations 2 and 3. Vehicles move in the direction indicated by the arrows in the figure. Determine the average delivery distance, $L_{d}$.
Solution. Table 10.2 shows the number of deliveries and corresponding distances between the stations. The distance values are taken from the layout drawing in Figure 10.16. To determine the value of $L_{d}$, a weighted average must be calculated based on the number of trips and corresponding distances shown in the FromTo Chart for the problem.

$$
L_{d}=\frac{9(50)+5(120)+6(205)+9(80)+2(85)+3(170)+8(85)}{9+5+6+9+2+3+8}=\frac{4360}{42}=103.8 \mathrm{~m}
$$

Determining $L_{r}$, the average distance a vehicle travels empty during a delivery cycle, is more complicated. It deperds on the dispatching and scheduling methods used
to decide how a vehicle should proceed from its last drop-off to its next pickup. In Figure 10.16, if each vehicle must travel back to station 1 after each drop-off at stations 2 , 3, and 4, then the empty distance between pick-ups would be very large indeed. $L_{e}$ would be greater than $L_{d}$, On the other hand, if a vehicle could exchange a raw workpart for a finished part while stopped at a given workstation, then emply travel time for the vehicle would be minimized. However, this would require a two-position platform at each station to enable the exchange. So this issue must be considered in the initial design of the AGVS. Ideally, $L_{e}$ should be reduced to zero- It is highly desirable to minimize the average distance a vehicle travels emply through good AGVS design and good scheduling of the vehicles. Out mathematical model of AGVS operation indicates that the delivery cycle time will be reduced if $L_{\epsilon}$ is minimized, and this will have a beneficial effect on the vehicle delivery rate and the number of vehicles required to operate the AGVS. Two of our exercise problems at the end of the chapter ask the reader to determine $L_{r}$ under different operating scenarios.

### 10.6.3 Conveyor Analysis

Conveyor operations have been analyzed in the research literature, some of which is identified in our list of references [8], [9], [14]-[17]. In our discussion here, we consider the Inree basic types ot conveyor operations discussed in Section 10.4.2: (1) single ditection conveyors, (2) continuous loop conveyors, and (3) recirculating conveyors.

Single Direction Conveyors. Consider the case of a single direction powered conveyor with one load station at the upstream end and one unload station at the downstream end, as in Figure 10.11(a). Materials are loaded at one end and unloaded at the other. The materials may be parts, cartons, pallet loads, or other unit loads. Assuming the conveyor operates at a constant speed, the time required to move materials from load station to unload station is given by:

$$
\begin{equation*}
T_{a}=\frac{I_{d}}{v_{v}} \tag{10.7}
\end{equation*}
$$

where $T_{d}=$ delivery time ( $\mathbf{m i n}$ ), $L_{d}=$ lenglh of conveyor between load and uaload stations $(\mathrm{m}, \mathrm{ft})$, and $v_{t}=$ conveyor velocity ( $\mathrm{m} / \mathrm{min}, \mathrm{ft} / \mathrm{min}$ ).

The flow rate of materials on the conveyor is determined by the rate of loading at the load station. The loading rate is limited by the reciprocal of the time required to load the materials. Given the conveyor speed, the loading rate establishes the spacing of materials on the conveyor. Summarizing these relationships,

$$
\begin{equation*}
R_{f}=R_{L}=\frac{v_{c}}{s_{c}} \leq \frac{1}{T_{L}} \tag{10.8}
\end{equation*}
$$

where $R_{f}=$ material flow rate (parts $/ \mathrm{min}$ ), $R_{L}=$ loading rate (parts $/ \mathrm{min}$ ), $s_{6}=$ center-to-center spacing of materials on the conveyor ( $\mathrm{m} / \mathrm{part}$, $\mathrm{ft} / \mathrm{part}$ ), and $T_{L}=$ loading time (min/part). One might be tempted to think that the loading rate $R_{L}$ is the reciprocal of the loading time $T_{L}$. However, $R_{L}$ is set by the flow rate requirement $R_{f}$, while $T_{L}$ is determined by ergonomix factors. The worker who loads the conveyor may be capable of performing the loading task at a rate that is faster than the required flow rate. On the other
hand. the flow rate requirement cannot be set faster than it is humanly possible to perform the loading task.

An additional requirement for loading and unloading is that the time required to unload the conveyor must be equal to or less than the loading time. That is,

$$
\begin{equation*}
T_{U} \leq T_{t} \tag{10.9}
\end{equation*}
$$

where $T_{\ell}=$ unloading time ( $\mathrm{min} / \mathrm{part}$ ). If unloading requires more time than loading, then unremoved loads may accumulate or be dumped onto the floor at the downstream end of the conveyor.

We are using parls as the material in Eqs. (10.8) and (10.9), but the relationships apply to other unit loads as well. The advantage of the unit load principle (Table 9.3, Principle 5) can be demonstrated by transporting $n_{p}$ parts in a carrier rather than a single part. Recasting Eq. (10.8) to reflect this advantage, we have

$$
\begin{equation*}
R_{f}=\frac{n_{p} v_{c}}{r_{c}} \leq \frac{1}{r_{L}} \tag{10.10}
\end{equation*}
$$

where $R_{f}=$ flow rate (parts $/ \mathrm{min}$ ), $n_{p}=$ number of parts per carrier, $s_{c}=$ center-to-center spacing of carriers on the conveyor ( $\mathrm{m} / \mathrm{carrier}$, ft/carrier) , and $T_{L}=$ loading time pet carrier (min/carrier). The flow rate of parts transported by the conveyor is potentially much greater in this case. However, loading time is still a limitation, and $T_{L}$ may consist of not only the time to load the carrier onto the conveyor but also the time to load parts into the carrier. The preceding equations must be interpreted and perhaps adjusted for the given application.

## EXAMPLE 10.3 Single Direction Conveyor

A rollet conveyor follows a pathway 35 m long between a parts production department and an assembly department. Velocity of the conveyor is $40 \mathrm{~m} / \mathrm{min}$. Parts are loaded into large tote pans, which are placed onto the conveyor at the load station in the production department. Two operators work the loading station. The tirst worker loads parts into tote pans, which takes 25 sec. Each tote pan holds 20 parts. Parts enter the ioading station from production at a rate that is in balance with this 25 -sec cycle. The second worker loads tote pans onto the conveyor, which takes only 10 sec. Determine: (a) spacing between tote pans along the conveyor, (b) maximum possible flow rate in parts/min, and (c) the minimum time required to unload the tote pan in the assembly department.
Solution: (a) Spacing between tote pans on the conveyor is determined by the loading time. It takes only 10 sec to load a tote pan onto the conveyor, but 25 sec are required to load parts into the tote pan. Therefore, the loading cycle is limited by this 25 sec . At a conveyor speed of $40 \mathrm{~m} / \mathrm{min}$, the spacing witl be

$$
s_{c}=(25 / 60 \mathrm{~min})(40 \mathrm{~m} / \mathrm{min})=16.67 \mathrm{~m}
$$

(b) Flow rate is given by Eq. (10.10):

$$
R_{j}=\frac{20(40)}{16.67}=48 \text { parts } / \mathrm{min}
$$

This is consistent with the parts loading rate of 20 parts in 25 sec, which is 0.8 parts/sec or 48 paris/min.
(c) The minimum allowable time to unload a tote pan must be consistent with the flow rate of 10te pans on the conveyor. This flow rate is one tote pan every 25 sec , so

$$
T_{U} \leq 25 \mathrm{sec}
$$

Continuous Loop Conveyors. Consider a continuous loop conveyor such as an overhead trolley in which the pathway is formed by an endless chain moving in a track loop, and carriers are suspended from the track and pulled by the chain. The conveyor moves parts in the carriers between a load station and an unload station. The complete loop is divided into two sections: a delivery (forward) loop in which the carriers are loaded and a return loop in which the carriers travel empty, as shown in Figure 10.11(b). The length of the delivery loop is $L_{t}$, and the length of the return loop is $L_{e}$. Total length of the conveyor is therefore $L=L_{d}-L_{e}$. The total time required to travel the complete loop is

$$
\begin{equation*}
T_{c}=\frac{L}{v_{\iota}} \tag{10.11}
\end{equation*}
$$

where $T_{c}=$ total cycle time ( min ), and $v_{c}=$ speed of the conveyor chain ( $\mathrm{m} / \mathrm{min}, \mathrm{ft} / \mathrm{min}$ ). The time a load spends in the forward loop is

$$
\begin{equation*}
T_{d}=\frac{L_{d}}{v_{c}} \tag{10.12}
\end{equation*}
$$

where $T_{d}=$ delivery time on the forward loop (min).
Carriers are cqually spaced aiong the chain at a distance $s_{c}$ apart. Thus, the total number of carriers in the loop is given by:

$$
\begin{equation*}
n_{c}=\frac{L}{s_{r}} \tag{10,13}
\end{equation*}
$$

where $n_{\theta}=$ number of carriers, $L=$ total length of the conveyor loop ( m . ft), and $s_{c}=$ center-to-center distance between carriers ( $m /$ /carrier, $\mathrm{ft} /$ carrier). The value of $n_{c}$ must be an integer, and so $L$ and $s_{c}$ must be consistent with that requirement.

Each carrier is capable of holding $n_{p}$ parts on the delivery loop, and it holds no parts on the return trip. Since only those carriers on the forward loop contain parts, the maximum number of parts in the system at any one time is given by:

$$
\begin{equation*}
\text { Total parts in systemn }=\frac{n_{p} n_{c} L_{d}}{L} \tag{10.14}
\end{equation*}
$$

As in the single direction conveyor, the maximum flow rate between load and unload stations is

$$
R_{f}=\frac{n_{f} v_{c}}{s_{c}}
$$

where $R_{f}=$ parts per minute. Again, this rate must be consistent with limitations on the time it lakes to load and unload the conveyor, as defined in Eqs (10.8)-(10.10).

Recirculating Conveyors: Kwo Analysis. Recall (Section 10.4.2) and the two problems complicating the operation of a recirculating conveyor system: 1) the possibility that no empty carriers are immediately available at the loading station when needed and (2) the possibility that no loaded carriers are immediately available at the unloading station when needed. In the Kwo analysis [8], [9]. the case of a recirculating conveyor with one load station and one unload station is considered. According to Kwo, there are three basic principles that must be obeyed in designing such a conveyor system:
(1) Speed Rule. This principle states that the operating speed of the conveyor must be within a certain range. The lower limit of the range is determined by the required loading and unloading rates at the respective stations. These rates are dictated by the external systems served by the conveyor. Let $R_{L}$ and $R_{U}$ represent the required loading and unloading rates at the two stations, respectively. Then the conveyor speed must satisfy the following relationship:

$$
\begin{equation*}
\frac{n_{F} v_{L}}{s_{c}} \geq \operatorname{Max}\left\{R_{L}, R_{U}\right\} \tag{10.15}
\end{equation*}
$$

where $R_{L}=$ required loading rate (parts $/ \mathrm{min}$ ), and $R_{U}=$ the corresponding unloading rate. The upper speed limit is determined by the physical capabilities of the material handlers to perform the toading and unfoading tasks. Their capabilities are defined by the time required to load and unioad the carriers, so that

$$
\begin{equation*}
\frac{v_{c}}{s_{c}} \leq \operatorname{Min}\left\{\frac{1}{T_{L}}, \frac{1}{T_{\nu}}\right\} \tag{10.16}
\end{equation*}
$$

Where $T_{L}=$ time required to load a carrier ( $\mathrm{min} / \mathrm{carrier}$ ), and $T_{U}=$ time required to unload a carrier. In addition to Eqs. (10.15) and (10.16), another limitation is of course that the speed must not exceed the technological linits of the mechanical conveyor itself.
(2) Capacity Constraint. The flow rate capacity of the conveyor system must be at least equal to the flow rate requirement to accommodate reserve stock and allow for the time elapsed between loading and unloading due to delivery distance. This can be expressed as follows:

$$
\begin{equation*}
\frac{n_{p} v_{c}}{s_{s}} \geq R_{f} \tag{10.17}
\end{equation*}
$$

In this case. $R_{f}$ must be interpreted as a system specification required of the recirculating conveyor.
(3) Liniformity Principle. This priaciple states that parts (loads) should be uniformly distributed throughout the length of the conveyor, so that there will be no sections of the convegor in which every carrier is full while other sections are virtually empty. The
reason for the uniformity principle is to avoid unusually long waiting times at the load or unload stations for empty or Iull carriers (respectively) to arrive.

## EXAMPLE 10.4 Recirculating Conveyor Analysis: Kwe

A recirculating conveyor has a total length of 300 m . Its speed is $60 \mathrm{~m} / \mathrm{min}$, and the spacing of part carriers along its length is 12 m . Each carrier can hold two parts. The task time required to load two parts into each carrier is 0.20 min and the unload time is the same. The required loading and unloading rates arc both defined by the specified flow rate, which is 4 parts/min. Evaluate the conveyor system design with respect to Kwo's three principles.

Solution: Speed Rule: The lower limit on speed is set by the required loading and unfoading rates, which is 4 parts $/ \mathrm{min}$. Checking this against Eq. (10.15),

$$
\begin{gathered}
\frac{n_{r} v_{c}}{s_{c}} \geq \operatorname{Max}\left\{R_{L} \cdot R_{i J}\right\} \\
\frac{(2 \text { parts } / \text { carrier })(60 \mathrm{~m} / \mathrm{min})}{12 \mathrm{~m} / \text { carrier }}=10 \text { parts } / \mathrm{min}>4 \text { parts } / \mathrm{min}
\end{gathered}
$$

Checking the lower limit:

$$
\frac{60 \mathrm{~m} / \mathrm{min}}{12 \mathrm{~m} / \text { carrier }}=5 \text { carriers } / \mathrm{min} \leq \operatorname{Min}\left\{\frac{1}{0.2}, \frac{1}{0.2}\right\}=\operatorname{Min}\{5,5\}=5
$$

The Speed Rule is satisfied.
Capaciy Consraint: The conveyor flow rate capacity $=10$ parts $/ \mathrm{min}$ as computed above. Since this is substantially greater than the required delivery rate of 4 part/min, the capacity constraint is satisfied. Kwo provides guidelines for determining the flow rate requirement that should be compared to the conveyor capacity [8], [9].

Uniformity Principle: The conveyor is assumed to be uniformly loaded throughout its length, since the loading and unioading rates are equal and the flow rate capacity is substantially greater than the load/ınload rate. Conditions for checking the uniformity principle are available, and the reader is referred to the original papers by Kwo [8], [9].

## REFERENCES

[1] BOSE, P. P., "Basics of AGV Systems," Special Report 784, American Machinist and Automated Mariuflucturing. March 1986. pp. 15S-122.
[2] CAs'elberry, G. The AGV Handbook, AGV Decisions, Inc., published by Braun-Brumfield, Inc., Ann Arbor, Michigan, 1991.
[3] Eastmax, R. M., Materials Handling, Mareel Dekker, Inc, New York, 1987.
[4] Fitzgerald. K R. "How to Estimate the Number of AGV's You Need," Modem Matrials Handing, October 19835, p. 79.
[5] Hammond, G., AGVS ar Work, IFS (Publications) Lid, UK end Springer-Verlag, Berlin, Germany, 1986.
[6] Kulwiec, R. A., Editor, Materials Handling Handbook, 2nd Edition, John Wiley \& Sons, Inc., New York, 1985.
[7] Kulwec, R., "Cranes for Overhead Handing," Modern Marerials Handting. July 1998, pp. 4347
[8] Kwo. T. T., "A Theory of Conveyors," Management Sctence, Vol. 5, No. 1, 1958, pp. 51.71.
[9] Kwo, T. T.,"A Method for Designing Irreversible Overhead Loop Conveyors." Journal of $/ n$ dustrial Engineering, Vol. 11, No. 6, 1960, pp. 459-466.
[10] Maloney, D. "Conveyots in Manufacturing: Modular Designs Carry the Future," Modern Moterials Hardimg, September 1999, pp. 43-45.
[11] Material Handling Insitute, Proceedings, [nternational Research Colloquium, (separate volumes fri) 1992, 1994, 1996, 1998.
[12] MAXHELL, W. L., and J. A. Muckstadt, "Design of Automated Guided Vehicle Systems," IIE Trantsactions. Vol. 14, No, 2. 1982, pe. 114-124.
[13] Mulcahy, D. E., Materials Handling Handbook, McGraw-Hill, New York, 1999.
[14] MuTr, E. J., "Analysis of Closed-Loop Conveyor Systems," AIIE Transactions, Vol. 4, No. 2, 1072, pp. 134-143.
[15] Mlth. E. J., "Analysis of Closed-Loop Conveyor Systems: the Discrete Flow Case." AIIE Transactions, Vol. 6. No. 1, 1974, pp. 73-83.
[16] Murt E. J. "Modeling and Analysis of Multistation Closed-Loop Conveyors," International Journai of Production Research, Vol. 13, No. 6, 1975, pp. 559-566.
[17] Muth, E. J., and J. A. White, "Conveyor Theory: A Survey," AlIE Transactions, Vol. 11, No. 4, 1979, pp. 270-277.
[18] MlLER, R. K., Automated Guided Vehtcle Systems, Co-published by SEAI Institute, Madison, Georgia and Technical Insights, Fort Lec, New Jerscy, 1983.
[19] Muther, R., and K. Haganas, Systematic Handlung Analysis, Management and Industrial Research Publications, Kansas City, Missouri, 1969.
[20] Tompkins, J. A., J. A. White, Y. A. Bozer, E. H. Frazelle, J. M. Tanchoco, and J. Trevino, Facilities Planning, Second Edition, John Wiley \& Sons, Tre, New York, 1996.
[21] Zollinger, H. A.. "Methodology to Concept Horizontal 'Transportation Probiem Solutions," Proceedings, MHI 1994 International Research Colloquium, Gtand Rapids, Michigan, June 1994.

## PROBLEMS

## Charting Techniques

10.1 A flexible manufacturing system is being planned. It has a ladder layout as pictured in Figure P10.1 and uses a rail guided vehicle sysiem to move parts between stations in the layout.All workparts are loaded into the system at station 1 , moved to one of three processing stations ( 2,3 , or 4 ), and then brought back to station 1 for unloading. Once loaded onto is RGV, each workpart stays onboard the vehicle throughout its time in the FMS. Load and unload times at station 1 are cach 1.0 min . Processing times at other stations are: 5.0 min at station $2,7.0 \mathrm{~min}$ at station 3 , and 9.0 min at station 4. Hourly production of parts through the system is: 7 parts through station 2,6 parts through station 3, and 5 parts through station 4. (a) Develop the From-To Charl for trips and distances using the same format as Table 10.2 .
(b) Develop the flow diagram for this data similar to Figure 10.14. The From-To Chart develoned here is used in Problem 10.4.
10.2 In Exampie 10.2 in the text, suppose that the vehicles operate according to the following scheduling rules: (1) vehicles delivering raw workparts from station 1 to stations 2,3 , and 4 must retum empty to station 5; and (2) vehicles picking up finished parts at stations 2,3, and


Figure P10.1 FMS layout for Problem 10.1.

4 for delivery to station 5 must travel empty from station 3. Dctermine ite empty tavel distences associated with each delivery and develop a From-To Chary in the farmal of'Iable 10.2 in the text. The From-To Chart developed here is used in Problem 10.5.
10.3 In Example 10.2 in the text, suppose that the vehicles operate according to the followng scheduling rule to minimize the distances the vehiches travel empty: Vehicles delivering raw workparts trom station 1 to stations 2,3 , and 4 must pick up finished parts at these respective stations for delivery to station 5. Determine the empty travel distances associated with each delivery and develop a From- To Chart in the format of Table 10.2 in the text. The FromTo Chart developed here is used in Problem 10.6.

## Analysis of Vehicfe-Based Systems

10.4 This is a continuation of Problem 10.1. Determine the number of rail guided vehicles that are needed to meet the tequirements of the flexible manufacturing system, it vehicle speed $=60 \mathrm{~m} / \mathrm{min}$ and the anticipated traffic factor $=0.85$. Assume avaitability $A=100 \%$ and cfFixiency 古 $=1.0$.
10.5 This problem is a continuation of Problem 10.2, which extends Example 10.2 in the text. Suppose the AGVs travel at a speed of $40 \mathrm{~m} / \mathrm{min}$, and the traffic factor $=0.40 . \mathrm{As}_{\mathrm{s}}$ determined in Example 10.2, the delivety dstance $=103.8 \mathrm{~m}$. (a) Determine the value of $i_{\text {. }}$ for the layout based on your table. (b) How many automated guided vehicles will be required to operate the system? Assume avatabilty $A=100 \%$ and erticiency $E=i .0$.
10.6 This problem is a contimution of Problem 10.3 , which extends Example 10.2 in the tex. Suppose the AGVs travel at a speed of $40 \mathrm{~m} / \mathrm{min}$, and the traffic factor - 15.90 . As determined in Example 102, the delivery disance $=103.8 \mathrm{~m}$. (a) Determane the value of 1. . 10 or the layous based on your tabic. (b) How many axtomated guided vehicles wall be required to operate the system? Assume availability $A=100 \%$ and cfficiency $E=1,0$
10.7 A planaed flect of forklift trucks has an average travel distance per delivery $=500 \mathrm{H}$ laaded and an average empty travel distance $=350$ ft. The fleet must make a total of 60 del/hr. Load and unload times are each 0.5 min and the speed of the vehicles $=300 \mathrm{ft} / \mathrm{min}$. The traffie factor for the system $=0.85$. Availability is expected to be 0.95 and worker efficiency is assumed to be 0.90 . Determine: (a) ideal cycle time per dehivery, (b) the resulting average number of deliveries per hour thei a forklift truck can make. and (c) how nany trucks are required to accomplish the $60 \mathrm{del} / \mathrm{hr}$.
10.8 An automated guided vehucle system has an average ravel distance per delwery -- 200 m and an average emply travel dismance $=150 \mathrm{~m}$. Load and unload dmes are each 29 samd the speed of the $\mathrm{AGV}=1 \mathrm{~m} / \mathrm{s}$. Traffic factor $=0.9$. How many vehictes are ueded to sitivts a delivery requirement of 30 del $/ \mathrm{hr}^{\prime}$ ' Assume $A=0.95$.
10.9 Fout forklif trucks are used to deliver paliet loads of parts between work cells in a factory. Average travel distance loaded is 350 ft , and the travel distance empty is estimated to be the same. The trucks are diven at an average speed of $3 \mathrm{mi} / \mathrm{hr}$ when loaded and $4 \mathrm{mi} / \mathrm{hr}$ when empty. Terminal time per delivery averages 1.0 min (load $=0.5 \mathrm{~min}$ and unload $=0.5 \mathrm{~min}$ ). If the traffic factor is assumed to be 0.90 , availability $=1.0$ and work efficiency $=0.95$, what is the maximum hourly delivery tate of the four trucks?
10.10 An AGVS has an average loaded travel distance per delivery $=400 \mathrm{ft}$. The average emply travel distance is nol known. Required number of deliveries per hour $=60$. Load and unload times are each 0.6 min and the $A O V$ speed $=125 \mathrm{ft} / \mathrm{min}$. Anticipated traffic factor $=0.80$. Availability $=0.95$. Develop an equation that relates the number of vehicies required to operate the system as a function of the average empty travel distance $L_{*}$.
10.11 A rail guided vehicle system is being planned as patt of an assembly cell. The system consists of two paratled lines, as in Figure $P 10.11$. In operation, a base part is loaded at station 1 and delivered to cither station 2 or 4 , where components are added to the base part. The RGV then goes to either scation 3 or 5 , respectively, where further assembly of components is accomplishad. From stations 3 or 5 , the product moves to station 6 for removal from the systom. Vehicles remain with the products as they move through the station sequence; thus, there is no toading and unloading of parts at stations 2,3,4 and 5. After unloading parts at station 6, the vehicles then travel empty back to station 1 for reloading. The hourly moves (parts/hr) and distances ( ft ) are listed in the table below. RGV speed $=100 \mathrm{ft} / \mathrm{min}$. Agsembly cycie times at stations 2 and $3=4.0$ min each and at stations 4 and $5=6.0 \mathrm{~min}$ each. Load and unload times at stations 1 and 6 , respectively, are each 0.75 min . Traffic factor $=1.0$. How many vehicles are required to operate the system? Assume A $\mathbf{- 1 . 0}$.

|  | To: | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| From: | 1 | 0/0 | 14L/200 | 0/NA | 9L/150 | 0/NA | 0/NA |
|  | 2 | 0/NA | 0/0 | 14L/50 | O/NA | D/NA | O/NA |
|  | 3 | O/NA | O/NA | 0/0 | O/NA | 0/NA | 14L/50 |
|  | 4 | O/NA | 0/NA | 0/NA | 0/0 | 9L/50 | O/NA |
|  | 5 | 0/NA | 0/NA | 0/NA | 0/NA | 0/0 | 9L/100 |
|  | 6 | 23E/400 | 0/NA | 0/NA | O/NA | 0/NA | 0/0 |



Figare P10.11 Layout for Problem 10.11.
10.12 An AGVS will be used to satisfy material flows indicated in the From-To Chart in the following lable, which shows deliveries per hour between stations (above the slash) and distances in meters hetween stations (below the slash). Moves indicated by "L" are trips in which the vehicie is loaded, while " $E$ " indicates moves in which the vehicle is empty $A$ iraffic factor $=0.85$ is assumed. Assume availability $A=0.90$. Speed of an $\mathrm{AGV}=0.9 \mathrm{~m} / \mathrm{s}$. If
load handling time per delivery $=1.0$ min, determine the number of vehicles needed to sat. isfy the indicated deliveries per hour"?

|  | To: | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Fiom: | 1 | $0 / 0$ | $9 \mathrm{~L} / 90$ | $7 \mathrm{~L} / 120$ | $5 \mathrm{~L} / 75$ |
|  | 2 | $5 \mathrm{E} / 90$ | $0 / 0$ | $0 / \mathrm{NA}$ | $4 \mathrm{~L} / 80$ |
|  | 3 | $7 \mathrm{E} / 120$ | $0 / \mathrm{NA}$ | $0 / 0$ | $0 / \mathrm{NA}$ |
|  | 4 | $9 \mathrm{E} / 75$ | $0 / \mathrm{NA}$ | $0 / \mathrm{NA}$ | $0 / 0$ |

10.13 An automated guided vehicle system is being proposed to deliver parts between 40 workstations in a factory. Loads must be moved from each station about once every hour; thus, the delivery rate $=40 \mathrm{lc} a d \mathrm{~s} / \mathrm{hr}$. Average travel distance loaded is estimated to be 250 ft and travel distance empty 18 estimated to be 300 ft . Vehicles move at a speed $=200 \mathrm{ft} / \mathrm{min}$. Total handling time per delivery $=1.5 \mathrm{~min}$ (load $=0.75 \mathrm{~min}$ and unioad $=0.75 \mathrm{~min}$ ). Traffic factor $F_{1}$ becomes increasingly significant as the number of vehicles $n_{c}$ increases; this can be modeled as:

$$
F_{1}=1.0-0.05\left(n_{6}-1\right) \quad \text { for } n_{1}=\text { Integer }>0
$$

Determine the minmum number of vehicles needed in the factory to meet the flow rate requirement. Assume $A=1.0$
10.14 An automatcd guided vehicle system is being planned for a warehouse complex. The AGVS will be a driverless train system, and each train will consist of the towing vehicle plus four pulled carts The speed of the trains will be 160 ft/min. Only the pulled carts carry loads. The average loaded travel distance per detivery cycle is 2000 ft and empty travel distance is the same. Anticipated travel factor $=0.95$. The load handling time per train per delivery is expected to $b=10 \mathrm{~min}$. If the requirements on the AGVS are 25 cart loads $/ \mathrm{hr}$, determine the number of trains required. Assume $A=1.0$.
10.15 The From-To Chart in the table below indicates the number of loads moved per 8-hr day (above the slash) and the distances in feet (below the slash) between departments in a particular factory. Fork lift trucks are used to transport meterials between departments. They move at an average speed $=275 \mathrm{ft} / \mathrm{min}$ (loaded) and $350 \mathrm{ft} / \mathrm{min}$ (empty). Load handling time per delivery is 1.5 min , and anticipated traffic factor $=0.9$. Assume $A=0.95$ and worker efficiency $=110 \%$. Determine the number of trucks required under cach of the following assumptions: (a) The trucks never travel empty, and (b) the trucks travel empty a distance equal to their loaded distance.

| To Dept. | $A$ | $B$ | $C$ | $D$ | $E$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| From Dept. | A | - | $62 / 500$ | $51 / 450$ | $45 / 350$ | 0 |
|  | B | 0 | - | 0 | $22 / 400$ | 0 |
|  | C | 0 | 0 | - | 0 | $76 / 200$ |
|  | D | 0 | 0 | 0 | - | $65 / 150$ |
|  | E | 0 | 0 | 0 | 0 | - |

10.16 Major appliances are assembled on a production line at the rate of 55 per hour. The products are moved along the line on work pallets (one product per pallet). At the final workslation the finished products are removed trom the pallets. The pallets are then removed from the lire and delivered back to the front of the line for reuse. Automated guided vehicles are used to transport the pallets to the front of the line, a distance of 600 ft . Return trip distance (empty) to the end of the line is also 600 ft . Each AGV carries four pallets and travels at a
speed of $150 \mathrm{ft} / \mathrm{min}$ (either loaded or empty). The pallets form queues at each end of the line, 50 that neither the production Ine ner the AGV are ever starved for pallets. Time required to load each pallet onto an $\mathrm{AGV}=15$ sec; tume to release a loaded AGV and move an empty AGV into position for loading at the end of the line $=12$ sec. The same times apply for pallet handling and recoase'positioning at the unload station located at the front of the production line. Assume the raffic fattor is 1.0 since the roue is a simple loop. Also, assume $A=1.0$. How many vehicles are needed to operate the AGV system?
10.17 For the production line in Problem 10.16, assume that a single AGV train consisting of a tractor and multiple trailers is used to make deliveries rather than separate vehicles. Time required to load a pallet onto a trailer $=15 \mathrm{sec}$, and the time to release a loaded train and move an empty train into position for loading at the end of the production line $=30 \mathrm{sec}$. The same times apply for pallet handling and relcase/positioning at the unload station located at the front of the production line. If each trailer is capable of carrying four pallets, how many trailers should be included in the train?

## Analysis of Conveyor Systems

10.18 An overhead trolley conveyor is configured as a continuous closed toop. The delivery toop has a lenglt of 120 m and the return $100 \mathrm{p}=80 \mathrm{~m}$. All parts loaded at the load station are unloaded at the unload station. Each book on the conveyor can botd one part. and the hooks are separated by 4 m . Conveyor speed $=1.25 \mathrm{~m} / \mathrm{s}$. Determine: (a) maximum number of parts in the conveyor system, (b) parts flow rate, and (c) maximum loading and unloading times that are compatible with the operation of the conveyor system.
10.19 A $300-\mathrm{fl}$ long roller conveyor, which operates at a velocity $=80 \mathrm{ft} / \mathrm{min}$, is used to move pallets between load and unfoad stations. Each pallet carries 12 parts. Cycle time to load a pallet is 15 sec , and one worker at the load station is able to load pallets at the rate of 4 per minute. It takes 12 sec to unload at the unload station. Determine: (a) center-to-center distance between pallets. (b) the number of palletson the conveyor at one time, and (c) hourly flow rate of parts. (d) By how much must conveyor speed be increased to jncrease flow rate to 3000 parts/hr?
10.20 A roller conveyor moves tote pans in one direction at $150 \mathrm{ft} /$ min between a load station and an urload station, a distance of 200 ft . The time to load parts into a tote pan at the load station is 3 sec per part. Each tote pan holds 8 parts. In addition, it takes 9 sec to load a tote pan onto the conveyor. Delermine: (a) spacing belween tote pan centers fiowing in the conveyon system and (b) flow rate of parts on the conveyor system. (c) Consider the effect of the urit load principle. Suppose the tore pans were smaller and could hold only one part rather than eight. Determine the flow rate in this case if it takes 7 sec to load a tote pan onto the conveyor (instead of 9 sec for the larger tote pan), and it takes the same 3 sec to load the part into the tote pan.
10.21 A closed loop overhead conveyor musl be designed to deliver parts from one load station to one unload station. The specified flow rate of parts that must be delivered between the two stations is 300 parts/hr. The conveyor has carriers spaced at a center-to-center distance that is to be determined. Each carrier holds one part. Forward and return loops will each be 50 m long. Conveyor speed $=0.5 \mathrm{~m} / \mathrm{s}$. Times to load and unloed parts at the respective statoons are each $=12 \mathrm{~s}$ Is the system feasible. and if so, what is the appropriate number of carriers and spacing between carriers that will achieve the specified flow rate?
10.22 Consider Problem 10.21, only that the carriers are larger and capable of holding up to four parts $\left(n_{p}=1,2,3\right.$, or 4). The loading time $T_{L}=9+3 n_{p}$, where $T_{1}$ is in seconds. With other parameters defined as in the provious problem, determine which of the four values of $n_{n}$ are feasible. For those values that are feasible, specify the appropriate design parametcrs for (a) spacing between carriers and (b) number of carriers that will achieve this flow rate.
10.23 A reci-culating conveyor has a total length of 700 ft and a speed of $90 \mathrm{ft} / \mathrm{min}$. Spacing of part casricry $=14 \mathrm{ft}$. Each carrief can hold one pert. Automatic riachines load and unload the conveyor at the load and unload stations. Time to load a part is 010 min , and unload time is the same. To satisfy production requirements, the loading and unloading rates are each 2.1 parts/min. F.valuate the conveyor system design with respect to the three prindples developed by Kwo.
10.24 A recerculating conveyor has a total length of 200 m and a speed of $50 \mathrm{~m} / \mathrm{min}$. Spacing of part carriers $=5 \mathrm{~m}$. Each carrier holds two parts. Time nceded to load a part carricr $=0.15$ min. Unloading time is the same. The required loading and unloading rates are 6 parts $/ \mathrm{min}$. Evaluate the conveyor system. design with respect to the three Kwo principles.
10.25 There is a plen to instail a continusus toop conveyor system with a total length of 1000 ft and a speed of $5 \mathrm{~J} \mathrm{ft} / \mathrm{min}$. The conveyor will have cartiers that are separated by 25 ft . Each carrier will be capable of holding une part. A load station and an unload station are to be located 500 ft apart along the conveyor loop. Each day, the conveyor system is planned to operate as follows, starting emply at the beginning of the day. The load station will load parts at the rate of one pait every 30 sec , continuing this loading operation for 10 min , then resting for 10 min, durng which no loading oceurs. It will repeat this 20 -min cycle throughout the 8 -hr shit. The unload station will wait until loaded carriers begin to arrive, then will unload parts at the rate of 1 parr/min during the 8 hr , continuing until all carriers are empty. (a) If the length of each station is 10 ft , and so loading and unloading must be accomplished on a moving convcyor within that space, what is the maximum time available to perform the loading and unloading operations? (b) Will the planned conveyor system work? Present calculations and arguments to justify your answer.
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The function of a material storage system is to store materials for a period of time and to permit access to those materials when required. Materials stored by manufacturing firms include a varicty of types, as indicated in Table 11.1. Categories (1)-(5) relate directly to the product, (6)-(8) refate to the process, and (9) and (10) relate to overall support of factory operations. The different categories of materials require different storage methods and controls. Many production plants use manual methods for storing and retrieving items. The storage function is often accomplished inefficiently, in terms of human resources, factory floor space, and material control. Automated methods are available to improve the efficiency of the storage function.

In this chapter, we begin by defining the most important measures of storage system performance. We also discuss the different strategies that can be used to decide appropriate locations for items in the storage system. We then describe the types of storage equipment and methods, dividing these into conventional and automated types. The final section

TABLE 11.1 Types of Materials Typically Stored in a Factory
Type Description

1. Raw materials
2. Purchased parts
3. Work-in-process
4. Finished product
5. Rework and scrap
6. Refuse
7. Tooling
8. Spare parts
9. Office supplies
10. Plant records

Raw stock to be processed \{e.g., bar stock, sheet metai, plastic molding compound
Parts from vendors to be processed or assembled ie.g., castings, purchased components)
Partially completed parts between processing operations or parts awaiting assembly
Completed product ready for shipment
Parts that are out of specification, either to be reworked or scrapped
Chips, swarf, oils, other waste products left over after processing; thase materials must be disposed of, sometimes using special precautions
Cutting tools, jigs, fixtures, molds, dies, welding wire, and other tooling used in manufacturing and assembly; supplies such as helmets, gloves, etc., are usually ineluded
Parts needed for maintenance and repair of factory equipment
Paper, paper forms, writing instruments, and other items used in support of plant office
Records on product, equipment, and personnel
presents a quantitative analysis of automated storage systems, whose performance is generally measured in terms of capacity and throughput.

### 11.1 STORAGE SYSTEM PERFORMANCE

The performance of a storage system in accomplishing its function must be sufficient to justify its investment and operating expense. Various measures used to assess the performance of a storage system include: (1) storage capacity, (2) density, (3) accessibility, and (4) throughput. In addition, standard measures used for mechanized and automated systems include (5) utilization and (6) reliability.

Storage capacity can be measured in two ways:(1) as the total volumetric space available or (2) as the total number of storage compartments in the system available for items or loads. In many storage systems, materials are stored in unit loads that are held in standard size containers (pallets, tote pans, or other containers). The standard container can readily be handled, transported, and stored by the storage system and by the material handling system that may be connected to it. Hence, storage capacity is conveniently measured as the number of unit loads that can be stored in the system. The physical capacity of the storage system should be greater than the maximum number of loads anticipated to be stored, to provide available empty spaces for materials being entered into the system and to allow for variations in meximum storage requirements.

Storage density is defined as the volumetric space available for actual storage relative to the total volumetric space in the storage facility In many warehouses, aisle space and wasted overhead space account for more volume than the volume available for actual storage of materiais. Floor area is sometimes used to assess storage density, because it is convenient to measure this on a floor plan of the facility However, volumetric density is usually a more-appropriate measure than area density.

For efficient use of space, the storage system should be designed to achieve a high density. However, as storage density is increased, accessibility, another important measure of
storage performance, is adversely affected. Accessibility refers to the capability to access any desired item or load stored in the system. In the design of a given storage system, tradeoffs must be made between storage density and accessibility.

System throughput is defined as the hourly fate at which the storage system (1) receives and puts loads into storage and/or (2) retrieves and delivers loads to the output station. In many factory and warehouse operations, there are certan periods of the day when the required rate of storage and/or retrieval transactions is greater than at other fimes. The storage system must be designed for the maximum throughput that will be required during the day.

Systen throughput is limited by the time to perform a storage or retrieval (S/R) transaction. A typical storage transaction consists of the following elements: (1) pick up toad it input station, (2) travel to storage location, (3) place load into storage location, and (4) travel back to input station. A retrieval transaction consists of: (1) travel to storage location, (2) piek itern from storage, (3) travel to output station, and (4) unload at output station. Each element takes time. The sum of the element times is the transaction time that determines throughput of the storage system. Throughput can sometimes be increased by combining storage and retrieval transactions in one cyde, thus reducing travel time; this is called a dual command cycie. When either a storage or a retrieval transaction alone is performed in the cycle, it is called a single command cycle.

There are variations in the way a storage/retrieval cycle is performed, depending on the type of storage system. In manually operated systems, time is often lost looking up the storage location of the item being stored or retricved. Also, element times are subject to the variations and motivations of human workers, and there is a lack of control over the operations. The ability to perform dual command eycles rather than single command cycles depends on demand and scheduling issues. If, during a cettain portion of the day, there is demand for only storage transactions and no retrievals, then it is not possible to include both types of transactions in the same cycle. If both transaction types are required, then greater throughput will be achicved by scheduling dual command cycles. This scheduling is more readily done by a computerized (automated) storage system.

Throughput is also limited by the capability of the material handting system that is interfaced to the storage system. If the maximum rate at which loads can be delivered to the storage system or removed from it by the handing system is less than the $\mathrm{S} / \mathrm{R}$ cycle rate of the storage system, then throughput will bc adversely affected.

Two additional performance measures applicable to mechanized and automated storage systems are utilization and availability. Utilization is defined as the proportion of time that the system is actually being used for performing storage and retrieval operations compared with the time it is available. Utilization varies throughout the day, as requirements change from hour to hour. It is desirable to design an automated storage system for relafively high utilization, in the range $80-90 \%$. If utilization is too low, then the system is probably overdesigned. If utilization is too high, then there is no allowance for rush periods or system breakdowns.

Availability is a measure of system reliability, defined as the proportion of time that the system is capable of operating (not broken down) compared with the normally scheduled shift hours. Malfunctions and failures of the equipment cause downtime. Reasons for downtime include computer failures, mechanical breakdowns, load jams, improper maintenance, and incorrect procedures by personnel using the system. The reliability of an existing system can be improved by good preventive maintenance procedures and by having repair parts on hand for critical components. Backup procedures should be devised to mitigate the effects of system downtime.

### 11.2 STORAGE LOCATION STRATEGIES

There are several strategies that can be used to organize stock in a storage system. These storage location strategies affect several of the performance measures discussed above. The two basic strategies are (1) randomized storage and (2) dedicated storage. Let us explain these strategics as they are commonly applied in warehousing operations. Each item type stored in a warehouse is known as a stock-keeping-unit (SKU). The SKU uniquely identifies that item type. The inventory records of the storage facility maintain a count of the quantities of cach SKU that are in storage. In randomized storage, items are stored in any availabic location in the storage system. In the usual implementation of randomized storage, incoming items are placed into storage in the nearest available open location. When an order is received for a given SKU. the stock is retrieved from storage according to a first-in-first-out policy so that the items held in storage the longest are used to make up the order.

In dedicated storage, SKUs are assigned to specific locations in the storage facility This means that locations are reserved for all SKUs stored in the system, and so the number of storage locations for each SKL musl be sufficient to accommodate its maximum inventory level. The basis for specifyng the storage locations is usuelly one of the following; (1) Items are stored in part number or product number sequence; (2) items are storad according to activity level, the more active SKUs being located closer to the input/output station; or (3) items are stored according to their activity-to-space ratios, the higher ratios being located closer to the input/output station.

When comparing the benefits of the two strategies, it is generally found that less total space is required in a storage system that uses randomized storage, but higher throughput rates can usually be achieved when a dedicated storage strategy is implemented based on activity level. Example 11.1 illustrates the advantage of randomized storage in terms of its better storage density.

## EXAMPLE 11.1 Comparison of Storage Strategies

Suppose that a total of 50 SKUs must be stored in a storage systern. For each SKU, average order quantity $=100$ cartons, average depletion rate $=2$ cartons/day, and satety stock level $=10$ cartons. Each carton requires one storage location in the system. Based on this data, each SKU has an inventory cycle that lasts 50 days. Since there are 50 SKUs in all, management has scheduled incoming orders so that a different SKU arrives each day. Determine the number of storage locations required in the system under two alternative strategies: (a) randomized storage and (b) dedicated storage.

Solution: Our cstimates of space requirements are based on average order quantities and other values in the problem statement. Let us first calculate the maximum inventory level and average inventory level for each \$KU. The inventory for each. SKI varies over time as shown in Figure 11.1. The maximum inventory level, which occurs just after an order has been received, is the sum of the order quantity and safety stock level.

$$
\text { Maximum insentory level }=100+10=110 \text { cartons }
$$

The average inventory is the average of the maximum and minimum inventory levels under the assumption of uniform depletion rate. The minimum value


Figure 11.1 Inventory level as a function of time for each $\$ K U$ in Example 11.1.
occurs just before an order is received when the inventory is depleted to the safety stock level.

$$
\text { Minimum inventory level }=10 \text { cartons }
$$

$$
\text { Average inventory level }=(110+10) / 2=60 \text { cartons }
$$

(a) Under a randomized storage strategy, the number of locations required for each $\$ K U$ is equal to the average inventory level of the item, since inconning orders are scheduled each day throughout the 50 -day cycle. This means that when the inventory level of one SKU near the beginning of its cycle is high, the level for another SKU near the end of its cycle is low. Thus, the number of storage tocations required in the system is:

Number of storage locations $=(50 \mathrm{SKUs})(60$ cartons $)=3000$ locations
(b) Under a dedicated storage strategy, the number of locations required for each SKU must equal its maximum inventory level. Thus, the number of storage locations required in the system is:
Number of storage locations $=(50$ SKUs $)(110$ cartons $)-5500$ locations

Some of the advantages of both storage strategies can be obtained in a class-based dedicated slorage allocation, in which the storage system is divided into several classes according to activity level, and a randomized storage strategy is used within each class. The classes containing more-active SKUs are located closer to the input/output point of the storage system for increased throughput, and the randomized locations within the classes reduce the total number of storage compartments required. We examine the effect of classbased dedicated storage on throughput in Example 11.4 and several of our end-of-chapter problems.

### 11.3 CONVENTIONAL STORAGE METHODS AND EOUIPMENT

A variety of storage methods and equipment are available to store the various materials listed in Table 11.1. The chocice of method and equipment depends largely on the material to be stored, the operating philosophy of the personnel managing the storage facility, and

TABLE 11.2 Application Characteristics of the Types of Storage Equipment and Methods

| Storage Equipment | Advantages and Disadvantages | Typical Applications |
| :---: | :---: | :---: |
| Bulk storage | Highest density is possible Low accessibility <br> Lowest possible cost per sq ft | Storage of how turnover, large stock or large unit loads |
| Rack systems | Low cost <br> Good storage density Good accessibility | Pailetized loads in warehouses |
| Shelves and bins | Some stock items not clearly visible | Storage of individual items on shelves Storage of commodity items in bins |
| Drawer storage | Contents of drawer sasily visible Gond accessibility <br> Relatively high cost | Small tools <br> Smalis stock items <br> Repair parts |
| Automated storage systems | High throughput rates Facilitates use of computerized inventory control system Highest cost equipment Facilitates interface to automated material handling systems | Work-in-process storage <br> Final product warehousing and distribution center <br> Order picking <br> Kitting of parts for electronic assembly |

budgetary limitations. In this section. we discuss the traditional (nonautomated) methods and equipment types Automated storage systems are discussed in the following section. Application chatacteristics for the different equipment types are summarized in Table 11.2.

Bulk Storage. Buik storage refers to the storage of stock in an open floor area, The stock is generally contained in unit loads on pallets or similar containers, and unit loads are stacked on top of each other to increase storage density. The highest density is achieved when unit loads are placed next to each other in both floor directions, as in Figure 11.2 (a). However, this provides very poor access to internal loads. To increase


Figure 11.2 Various bulk storage arrangements: (a) high-density hulk storage provides low accessibility: (b) bulk storage with loads arranged to form rows and blocks for improved accessibility.
accessibility, bulk storage loads can be organized into rows and blocks, so that natural aisles are created berween pallel loads, as in Figure 11.2(b). The block widths can be designed to provide an appropriate balance between density and accessibility. Depending on the shape and physical support provided by the items stored, there may be a restriction on how high the unit loads can be stacked. In some cases, loads cannot be stacked on top of each other, cither because of the physical shape or limited compressive strength of the individual loads. The inability to stack leads in bulk storage reduces storage density, removing one of its principal benefits.

Although bulk slorage is charactetized by the absence of specific storage equipment, material handing equipment must be used to put materials into storage and to reirieve them. Industrial trucks such as pallet trucks and powered forklifts (Section 10.1) are typically used for this purpose.

Rack Systems. Rack systems provide a method of stacking unit loads vertically without the need for the loads themsilves to provide support. One of the most common rack systems is the pallet rack, consisting of a frame that includes horizontal load-supporting beams, as illustrated in Figure 11.3. Pallet loads are stored on these horizontal beams Alternative storage rack systems include:

- Cuntiluver racks, which serve a similar function as pallet racks except the supporting hotizontal beams are cantilevered from the vertical central frame. Elimination of the vertical beans at the front of the frame provides unobstructed spans, which facilitates storage of long materials such as rods, bars, and pipes.
- Poriable racks, which consist of portable box-frames that hold a single pallet load and can be stacked on top of each other, thus preventing load crushing that might occur in bulk vertical storage.
- Drive-through racks. These consist of aisles, open at each end, having two vertical columns with supporting rails for pallet loads on either side but no obstructing beams spanning the aisle. The rails ate designed to support pallets of specific widths (Table 9.4). Forklift trucks are driven into the aisle to place the pallets onto the supporting rails. A related rack system is the drive-in rack, which is open at one end, permitting furklifts to access loads from one direction only.
- Flow-:hrough racks. In place of the horizontal load-supporting beams in a conventional rack system, the flow-through rack uses long conveyor tracks capable of supporting a row of unit loads. The unit loads are loaded from one side of the rack and unloaded from the other side, thus providing first-in-first-out stock rotation. The conveyor tracks are often inclined at a slight angle to allow gravity to move the loads toward the output side of the rack system.

Sheiving and Bins. Shelves represent one of the most common storage equipment types. A sheiff is a horizontal platiorm, supported by a walt or frame, on which materials are stored. Stecl shelving sections are manufactured in standard sizes, typically ranging from about 0.9 to 1.2 m ( 3 to 4 ft ) long (in the aisle direction), from 0.3 to 0.6 m ( 12 to $24 \mathrm{it})$ wide, and up to 3.0 m ( 10 ft ) tall. Shelving often includes birs. which are containers or boxes that hold toose items.

Drawer Storage. Finding items in shelving can sometimes be difficult, especially if the shelf is either far above or below eye level for the storage attendant. Storage draw-


Figure 11.3 Pallet rack system for storage of unit loads on pallets.
ers. Figure 11.4, can alleviate this problem because each drawer pulls out to allow its entire contents to be readily seen. Modular drawer storage cabinets are available with a variety of drawer depths for different item sizes and are widely used for storage of tools and maintenance items.

### 11.4 AUTOMATED STORAGE SYSTEMS

The storage equipment described in the preceding section requires a human worker to access the items in storage. The storage system itself is static. Mechanized and automated storage systems are available that reduce or elimitate the amount of human intervention


Figure 11.4 Drawer storage.
required to operate the system. The level of automation varies In less-automated systems, a human operator is required in each storage'retrieval transaction. In highly automated systems, loads are entered or retrieved under computer control, with no human participation except to input data to the computer. Table 11.2 iists the advantages and disadvantages as well as typical applications of automated storage systems.

An automated storage system represents a significant investment, and it often requires a new and different way of doing business. Companies have different reasons for automating the storage function. Table 11.3 provides a list of possible objectives that a company may want to achieve by automating its storage operations. Automated storage systems divide into two general types: (1) automated storage/retrieval systems and (2) carousel storage systems. These two types are discussed in the following sections.

### 11.4.1 Automated Storage/Retrleval Systems

An automated whrage/retrieval system (AS/RS) can be defined as a storage system that performs storage and retrieval operations with speed and accuracy under a defined degree of automation. A wide range of automation is found in commercially available AS/R

## TABLE 11.3 Possible Objectives for Automating a Company's Storage Operations

- To increase storage capacity
- To increase storage density
- To recover factory floor space presently used for storing work-in-process
- To improve security and reduce pilferage
- To reduce labor cost and/or increase labor productivity in storage operations
- To improve safety in the storage function
- To improve control over inventories
- To improve stock rotation
- To improve customer service
- To increase throughput
systems. At the most sophisticated level. the operations are totally automated, computer controlled, and fully integrated with factory and/or warchouse operations; at the other extreme, human workers control the equipment and perform the storage/retrieval transactions. Automated storage/retrieval sytiems are custom designed for each application, although the designs are based on standard modular components available from each respective $A S / R S$ suppitier.

Our definition can be interpreted to include ca rousel storage systems. However, in the materiai handling industry, the carousel-based systems are distinguished from AS/RSs. The biggest difference is in the construction of the equipment. The basic AS/R $\$$ consists of a rack structure for storing loads and a storage/retrieval mechanism whose motions are lincar ( $x-y$-z motions). By contrast, a basic carousel system uses storage baskets suspended from an overhead conveyor that revolves around an oval track loop to deliver the baskets to a load/unload station. The differences between an AS/RS and a carousel storage system are summarized in Table 11.4.

An AS/RS consists of one or more storage aisles that are each serviced by a storageiretrieval ( $\mathrm{S} / \mathrm{R}$ ) machine. (The $\mathrm{S} / \mathrm{R}$ machines are sometimes referred to as cranes.) The aisles have storage racks for holding the stored materials. The $\mathrm{S} / \mathrm{R}$ machines are used to defiver materials to the storage racks and to retrieve materials from the racks. Each AS/RS aisle has one or more input/output stations where materials are delivered into the storage system or moved out of the system. The input/output stations are called pickup-and-deposit (P\&D) stations in AS/RS terminology $\mathbf{P} \& D$ stations can be manually operated or interfaced to sume form of automated handling system such as a conveyor or an AGVS.

AS/RS Types and Applications. Several important caregories of automated storage/retrieval system can be distinguished. The following are the principal types:

- Unit load AS/RS. The unit load AS/RS is typically a large automated system designed to handle unit loads stored on pallets or in other standard containers. The system is computer controlled, and the $\mathrm{S} / \mathrm{R}$ machines are automated and designed to handle the unit load containers. A unit load AS/RS is pictured in Figure 11.5. The unit load system is the generic $\mathrm{AS} / \mathrm{RS}$. Other systems described below represent variations of the unit load AS/RS.

TABLE 11.4 Differences Between an AS/RS and a Carousel Storag̣e System

| Feature | Basic AS/RS | Basic Carousel Storage System |
| :---: | :---: | :---: |
| Storage structure | Rack system to support pallets or shelf system to support tote bins | Baskets suspended from overhead conveyor trolleys |
| Motions | Linear motions of $S / R$ machine | Revolution of overhead conveyor trolleys around oval track |
| Storage/retriaval operation | S/R machine travels to compertments in rack structure | Convevor revolves to bring baskets to load/unload station |
| Replication of storage capacity | Multiple aisles, each consisting of rack structure and S/R machine | Multiple carousels, each consisting of oval track and suspended bins |



Figure 11.5 A unit load automated storage/retrieval system.

- Deep-lane $A S / R S$. The deep-lane $A S / R S$ is a high-density unit load storage system that is appropriate when large quantities of stock are stored, but the number of separate stock types (SKUs) is relatively small. Insteed of storing each unit load so that it can be accessed directly from the aisle (as in a conventionat unit load system), the deeplane system stores ten or more loads in a single rack, one load behind the next. Each rack is designed for "flow-through," with input on one side and output on the other side. Loads are picked from one side of the rack by an S/R-type machine designed for retrieval, and another machine is used on the entry side of the rack for load input.
- Miniload $A S / R S$. This storage system is used to handle small loads (individual parts or supplies) that are contained in bins or drawers in the storage system. The $\mathbf{S} / \mathbf{R}$ machine is designed to retrieve the bin and deliver it to a P\&D station at the end of the aisfe so that individual items can be withdrawn from the bins The P\&D station is usually operated by a human worker. The bin or drawer must then be returned to its location in the system. A miniload AS/R system is generally smaller than a unit load $A S / R S$ and is often enclosed for security of the items stored.
- Man-on-board AS/RS. A man-on-board (also called man-aboard) storage/retrieval system represents an alternative approach to the problem of retrieving individual items from storage. In this system, a human operator rides on the carriage of the S/R
machine. Whereas the miniload system delivers an entire bin to the end-of-aisle pick station and must return it subsequently to its proper storage compartment, the man-on-board system permits individual items to be picked directly at their storage locations. This offers an opportunity to increase system throughput.
- Auromated item retrieval system. These storage systems are also designed for retrieval of individual items or mall product cartons however, the items are stored in lanes rather than bins or drawers. When an item is retricved, it is pushed from its lane and drops onto a conveyor for delivery to the pickup station. The operation is somewhat similar to a candy vending machine, excopt that an item retrieval system has more storage lanes and a conveyor to tramsport items to a central location. The supply of items in each lanc is periodically replenished, usually from the rear of the system so that there is flow-through of items, thus permitting first-in/first-out inventory rotation.
- Vertical lift siorage modides (VLSM) [10]. These are also called vertical lift automat ed storage/retric val systems (VL-AS/RS) [7]. All of the preceding AS/RS types are designed around a borizontal aisle. The same principle of using a center aisle to access loads is used except that the aisle is vertical. Vertical lift storage modules, some with heights of 10 m ( 30 ft ) or more, are capable of holding large inventories whilc saving valuable floor space in the factory.

Most applications of A S/RS tednolugy have been associated wilh warehousing and distribution operations. An ASRS can also be used to store raw materials and work-in-process in manufacturing. Three application areas can be distinguished for automated storage/retrieval systems: (1) unit load storage and handling, (2) order picking, and (3) work-in-process storage systems. Unit load storage and retrieval applications are represented by the unit load AS/RS and deep-lane storage systems. These kinds of applications are commonly found in warehousing for finished goods in a distribution center, rarely in manufacturing. Deep-lane systems are used in the food industry. As described above, order picking invoives retrieving materials in less than full unit load quantities Miniload, man-on-board, and item retrieval systems are used for this second application area.

Work-in-process (WIP) storage is a more recent application of automated storage technology. White it is desirable to minimize the amount of work-in-process, it is also important to effectively manage WIP that unavoidably does exist in a factory. Automated storage systems, either automated storage/retrieval systems or carouscl systems, rejresent an efficient way of storing materials between processing steps, particularly in batch and job shop production. In high production, work-in-process is often carried between operations by conveyor systems, which thus serves both storage and transport functions.

The merits of an automated WIP storage system for batch and job shop production can best be seen be comparing it with the traditional way of dealing with work-in-process. The typical factory contains multiple work cells, each performing its own processing operations on different parts. At each cell, orders consisting of one or more parts are waiting on the plant floor to be processed. while other completed orders are waiting to be moved to the next cell in the sequence. It is not unusual for a plant engaged in batch production to have hundreds of orders in progress simultaneously, all of which represent work-inprocess. The disadvantages of keeping all of this inventory in the plant include: (1) time spent searching for orders, (2) parts or even entire orders becoming temporarily or permanently lost, sometimes resulting in repeat orders to reproduce the lost parts, (3) orders not being processed according to their relative priorities at each cell. and (4) orders spending too much time in the factory, causing customer deliveries to be late. These problems indicate poor control of work-in-process.

Automated storage/retrieval systems are also used in high-production operations. Examples are found in the automobile industry, where some final assembly plants use large capacity ASR systems to temporarily store car and small truck bodies between major assembly steps. The ASIRS can be used for staging and sequencing the work units according to the most efficient production schedule [1].

Automated storage systems help to regain control over WIP. Reasons that justify the installation of automated storage systems for work-in-process include:

- Buffer storage in production. A storage system can be used as a buffer storage zone between two processes whose production rates are significantly different. A simple example is a two-process seguence in which the first processing operation feeds a second process, which operates at a slower production rate. The first operation requires only one shift to meet production requirements, while the second step requires two shifts to produce the same number of units. An in-process buffer is needed between these operations to tempofarily store the output of the first process.
- Support of just-in-time delivery. Just-in-time (IIT) is a manufacturing strategy in which parts required in production and/or assembly are received immediately before the $\gamma$ are needed in the plant (Section 26.7). This sesults in a significant dependency of the factory on its suppliers to deliver the parts on time for use in production. To reduce the chance of stock-outs due ro tate supplier deliveries, some plants have installed automated storage systems as storage buffers for incoming materials Although this approach subverts the objectives of JIT, it also reduces some of its risks.
- Kitting of parts for assembly. The storage system is used to store components for assembly of products or subassemblies. When an order is received, the required components are retrieved, collected into kits (tote pans), and delivered to the production floor for assembly.
- Compatible with automatic identification systems. Automated storage systems can be readily interfaced with automatic identification devices such as bar code readers. This allows loads to be stored and retrieved without human operators to identify the loads,
- Computer control and tracking of materials. Combined with automatic identification, an automated WIP storage system permits the location and status of work-in-process to be known.
- Support of factory-uide automation. Given the need for some storage of work-inprocess in batch production, an appropriately sized automated storage system becomes an important subsystem in a fully automated factory:

Components and Operating Features of an AS/RS. Virtually all of the automated storage/retrieval systems described above consist of the following components, shown in Figure 11.5: (1) storage structure, (2) S/R machine, (3) storage modules (e.g., pallets for unit loads!, and (4) one or more pickup-and-deposit stations In addition, a control system is required to operate the AS/RS

The storage structure is the rack framework, made of fabricated steel, which supports the loads contained in the AS/RS. The rack structure must possess sufficient strength and rigidity that it does not deflect significantly due to the loads in storage or other forces on the framework. The individual storage compartments in the structure must be designed to accept and hold the storage modules used to contain the stored materials. The rack strueture may also be used to support the roof and siding of the building in which the AS/RS resides. Another function of the storage structure is to support the aisle hardware required
to align the S/R machines with respect to the storage compartments of the AS/RS. This hardware includes guide rails at the top and bottom of the structure as well as end stops and other features required to provide safe operation.

The $S / R$ mathine is used to accomplish storage transactions, delivering loads from the input station into storage, and retrieving loads from storage and delivering them to the output station. To perform these transactions. the storage/retricval machine must be capabe of horizontal and vertical travel to align its carriage (which carries the load) with the storage compantment in the rack structure. The $\mathrm{S} / \mathrm{R}$ machine consists of a rigid mast on which is mounted a rail system for vertical motion of the carriage. Wheels are attached at the base of the mast to permit horizontal travel along a fail system that runs the length of the aisle. A parallel rail at the top of the storage structure is used to maintain alignment of the mast and carriage with respect to the rack structure.

The carriage includes a shuttle mechanism to move loads into and from their storage compartments. The design of the shuttle system must also permit loads to be transferred from the S/R machine to the P\&D station or ather material-handling interface with the AS/RS. The carriage and shutle are positioned and actuated automatically in the usual $A S R S$. Man-on-bodrd $S$ /R machines are equipped for a human operator to ride on the carriage.

To accomplish the desired motions of the $5 / \mathrm{F}$ machine, three drive systems are required: horizontal movement of the mast. vertical movement of the carriage, and shuttle transfer between the carriage and a storage compartment. Modem $S / R$ machines are available with horizontal speeds up to $200 \mathrm{~m} / \mathrm{min}(600 \mathrm{it} / \mathrm{min})$ along the aisle and vertical or lift speeds up to around $50 \mathrm{~m} / \mathrm{min}(150 \mathrm{ft} /$ min $)$. These speeds determine the time required for the carriage to travel from the P\&D station to a particular location in the storage aisle. Acceleration and deceleration have a more-significant effect on travel time over short distances. The shuttle transfer is accomplished by any of several mechanisms, including forks (for pallet loads) and friction devices for flat bottom tote pans.

The storage modules are the unit load containers of the stored material. These include pallets stecl wire baskets and containers, plastic tote pans, and special drawers (used in miniload systems). These modules are generally made to a standard base size that can be handled automatically by the carriage shutte of the $\mathrm{S} / \mathrm{R}$ machine. The standard size is also designed to fit in the storage compartments of the rack structure.

The pick and-deposit stanon is where loads are transferred into and out of the AS/RS. They are genetally located at the end of the aisles for access by the external handing system that brings loads to the AS/RS and lakes loads away. Pickup stations and deposit stations may be located at opposite ends of the storage aisle or combined at the same location. This depends on the origivation point of incoming loads and the destination of output loads. A P\&D station must be designed to compatible with both the S/R machine shuttle and the extemal handling system. Common methods to handle loads at the $P \& D$ station include manual load/unload, fork lift truck, conveyor (e.g., roller), and AGVS.

The principal $A S / R S$ controls problem is positioning the $\mathrm{S} / \mathrm{R}$ machine within an acceptable tolerance at a storage compartment in the rack structure to deposit or retrieve a ioad. The locations of materials stored in the system must be determined to direct the S/R machine to a particular storage compartment. Within a given aiste in the AS/RS, each compartment is identified by its horizontal and vertical positions and whether it is on the right side or left side of the aisle. A scheme based on alphanumeric codes can be used for this purpose. Using this location identification scheme, each unit of material stored in the systerican be referenced to a particular location in the aisle. The record of these locations is
called the "item location file," Each time a storage transaction is completed, the transaction must be recorded into the item location file.

Given a specified storage compartment to go to, the $\mathrm{S} / \mathrm{R}$ machine must be controlled to move to that location and position the shuttle for ioad transfer. One positioning method uses a counting procedure in which the number of bays and levels are counted in the direction of travel (horizontally and vertically) to determine position. An afternative method is a numerical identification procedure in which each compartment is provided with a reflective target with binary-coded location identifications on its face. Optical scanners are used to read the target and position the shutle for depositing or remieving a load.

Computer controls and programmable logic controllers are used to determine the required location and guide the S/R machine to its destination. Computer control permits the physical operation of the AS/RS to be integrated with the supporting information and record-keeping system. Storage trancactions can be entered in real-time, inventory records can be accurately maintained, system performance can be monitored. and communications can be facilitated with other factory computer systems. These automatic controls can be stiperseded or supplemented by manual controls when required under emergency conditions or for man-on-board operation of the machine.

### 11.4.2 Carousel Storage Systems

A carousel storage system consists of a series of bins or baskets suspended from an overhead chain conveyor that revolves around a long oval rail system, as depicted in Figure 11.6. The purpose of the chain conveyor is to position bins at a load/unload station at the end of the oval. The operation is similar to the powered overhead rack system used by dry cleaners to deliver finished garments to the front of the store. Most carousels are operated by a human worker focated at the load/unload station. The worker activates the powered carousel to deliver a desired bin to the station. One or more parts are removed from or added to the bin, and then the cycle is repeated. Wome carousels ate automated by using transfer mechanisms at the load/unload station to move loads into and from the carousel.

Carousel Technology. Carousels can be classified as horizontal or vertical. The more common horizontal configuration, as in Figure 11,6 , comes in a variety of sizes, ranging between $3 \mathrm{~m}(10 \mathrm{ft})$ and $30 \mathrm{~m}(100 \mathrm{ft})$ in length. Carousels at the upper end of the range have higher storage density, but the average access cycle time is greater. Accordingly, most carousels are $10-16 \mathrm{~m}$ ( $30-50 \mathrm{ft}$ ) long to achieve a proper balance between these competing factors.

The structure of a horizontal carousel storage system consists of welded steel framework that supports the oval rail system. The carousel can be either an overhead system (called a top-driven unit) or a floor-mounted system (called a bottom-driven unit). In the top-driven unit. a motorized pulley system is mounted at the top of the framework and drives an overthead trolley system. The bins are suspended from the trolleys. In the bottomdriven unit, the pulley drive system is mounted at the base of the frame, and the trolley system rides on a rail in the base. This provides more load-carrying capacity for the carousel storage system. It also eliminates the problem of dirt and oil dripping from the overhead trolley system in top-driven systems.

The design of the individual bins and baskets of the carousel must be consistent with the loads to be stored. Bin widtts range from about 50 to 75 cm ( 20 to 30 in ), and depths


Figure 11.6 A horizontal storage carousel.
are up to about 55 cm ( 22 in ). Heights of horizontal carousels are typically $1.8-2.4 \mathrm{~m}$ ( $6-8 \mathrm{ft}$ ). Standard bins are made of steel wire to increase operator visibility.

Vertical carousels are constructed to operate around a vertical conveyor loop. They occupy much less floor space than the horizontal configuration, but require sufficient overhead space. The ceiling of the building limits the height of vertical carouscls, and therefore their storage capacity is typically lower than for the average horizontal carousel.

Controls for carousel storage systems range from manual call controls to computer control. Manual controls include foot pedals, hand switches, and specialized keyboards. Foot pedal control allows the operator at the pick station to rotate the carousel in either direction to the desired bin position. Hand control involves use of a hand-operated switch that is mounted on an arm projecting from the carousel frame within easy reach of the operator. Again, bidirectional control is the usual mode of operation. Keyboard control permits a greater variety of control features than the previous control types. The operator can enter the desired bin position, and the carousel is programmed to determine the shortest route to deliver the bin to the pick station.

Computer control increases opportunities for automation of the mechanical carousel and for management of the inventory records. On the mechanical side, automatic loading and unloading is available on modern carousel storage systems. This allows the carousel to be interfaced with automated handling systems without the need for human participation in the soad'unioad operations. Data management features provided by computer control
include the capability to maintain data on bin locations, items in each bin, and other inventory control records.

Carouse/ Applications. Carousel storage systems provide a relatively high throughput and are often an attractive alternative to a miniload AS/RS in manufacturing operations where its relatively low cost, versatility, and high reliability are recognized. Typica! applications of carousel storage systems include: (1) storage and retrieval operations, (2) transport and accumulation, (3) work-in-process, and (4) unique applications

Storage and retrieval operations can be efficiently accomplished using carousels when individual items must be selected from groups of items in storage. Sometimes called "pick and load" operations, this kind of procedure is common in order-picking of tuols in a toolroom, raw materials in a stockroom, service parts or other items in a wholesale firm, and work-in-process in a factory. In strall electronics assembly, carousels are used for kitting of parts to be transported to assembly workstations.

In transport and accumulation applications, the carousel is used in transport and/or sort materials as they are stored. One example of this is in progressive assembly operations where the work stations are located around the periphery of a continuously moving carousel, and the workers have access to the individual storage bins of the carousel. They remove wort from the bins to complete their own respective assembly tasks, then place their work into another bin for the next operation at some other workstation. Another example of transport and accumulation applications is sorting and consolidation of items. Each bin is defined for collecting the items of a particular type or customer. When the bin is full, the collected load is removed for shipment or other disposition.

Carousel storage systoms often compete with automated storage and retrieval systems for applications where work-in-process is to be temporarily stored. Applications of carouse] systems in the electronics industry are common. Unique applications involve specialized uses of carousel systems. Examples include: electrical testing of components, where the carouse] is used to store the item during testing for a specified period of time: and drawer or cabinet storage, in which standard drawer-type cabinets are mounted on the carousel,

### 11.5 ENGINEERING ANALYSIS OF STORAGE SYSTEMS

Several aspects of the design and operation of a storage system are susceptible to quantitative engineering analysis. In this section, we examine capacity sizing and throughput performance for the two types of automated storage systems.

### 11.5.1 Automated Storage/Retrieval Systems

While the methods developed here are specifically for an automated storage/retrieval tystcm, similar approaches can be used for analyzing traditional storage facilities, such as warehouses consisting of pallet racks and bulk storage.

Sizing the AS/RS Rack Structure. The total storage capacity of one stotage aisle depends on how many storage compartments are arranged horizontally and vertically in the aislc. as indicated in our diagram in Figure 11.7. This can be expressed as follows:

$$
\begin{equation*}
\text { Capacity per aisle }=2 n_{y} n_{x} \tag{11.1}
\end{equation*}
$$



Figure 11.7 Top and side views of a unit load AS/RS, with nine storage compartments horizontally ( $n_{y}=9$ ) and six compartments vertically $\left(n_{2}=6\right)$.
where $n_{y}=$ nurnber of load compartments along the length of the aisle, and $n_{z}=$ number of load compartments that make up the height of the aisle. The constant, 2 , accounts for the fact that loads are contained on both sides of the aisle.

If we assume a standard size compartment (to accept a standard size unit load), then the compartment dimensions facing the aisle must be larger than the unit load dimensions Let $x$ and $y$ - the depth and width dhmensions of a unit load (e.g., a standard pallet size as given in Table 9.4), and $z=$ the height of the unit load. The width, length, and height of the rack strucrure of the AS :RS aisle are related to the unit load dimensions and number of compartments as follows [6]:

$$
\begin{align*}
& W=3(x+a)  \tag{11.2a}\\
& L=n_{y}(y+b)  \tag{11.2b}\\
& H=n_{3}(z+c) \tag{11.2c}
\end{align*}
$$

where $W . L$, and $H$ are the width, length, and height of one aisle of the AS/RS rack structure ( mm, in); $x, y$, and $z$ are the dimensions of the unit load ( $\mathrm{mm}, \mathrm{in}$ ); and $a, b$, and $c$ are allowances designed into each storage compartment to provide clearance for the unit load and to account for the size of the supporting beams in the rack structure (mm. in). For the case of unit hads contained on standard palkets, recommended values for the allowances [6] are: $a=150 \mathrm{msn}(6 \mathrm{in}), b=200 \mathrm{~mm}(8 \mathrm{in})$, and $c=250 \mathrm{~mm}(10 \mathrm{in})$. For an AS/RS with
multiple aisles, $W$ is simply multiplied by the number of aisles to obtain the overall width of the storage system. The rack structure is built above fioor lcvol by $300-600 \mathrm{~mm}$ (12-24 in), and the length of the ASIRS extends beyond the rack structure to provide space for the P\&D station,

## EXAMPLE $\mathbf{1 1 . 2}$ Sizing an AS/RS System

Each aisle of a four-aisle $\mathrm{AS} / \mathrm{RS}$ is to contain 60 storage compartments in the length direction and 12 compartments vertically. All storage compartments will be the same size to accommodate standard size pallets of ditnensions: $x=42$ in and $y=48 \mathrm{in}$. The height of a unit load $z=36 \mathrm{in}$. Using the allowances, $a=6$ in, $b=8$ in, and $c=10 \mathrm{in}$, determine: (a) how many unit loads can be stored in the AS/RS, and (b) the width, length, and height of the AS/RS.
Solution: (a) The storage capacity is given by Eq. (11.1):
Capacity per aisle $=2(60)(12)=1440$ unit loads.
With four aisles, the total capacity is:

$$
\text { AS/RS capacity }=4(1440)=5760 \text { unit loads }
$$

(b) From Eqs (11.2), we can compute the dimensions of the storage rack structure:

$$
w=3(42+6)=144 \mathrm{in}=12 \mathrm{ft} / \text { aisle }
$$

$$
\text { Overall width of the AS/RS }=4(12)=48 \mathrm{ft}
$$

$$
\begin{aligned}
& L=60(48+8)=3360 \mathrm{in} \\
&=280 \mathrm{ft} \\
& H=12(36+10)=552 \mathrm{in}=46 \mathrm{ft}
\end{aligned}
$$

AS/RS Throughput. System throughput is defined as the hourly rate of $S / R$ transactions that the automated storage system can perform (Section 11.1). A transaction involves depositing a load into storage or retrieving a load from storage. Either one of these transactions alone is accomplished in a single command cycle. A dual command cycle accomplishes both transaction types in one cycle; since this reduces travel time per transaction, throughput is increased by using dual command cycles.

Several methods are available to compute AS/RS cycle times to estimate throughput performance. The method we present is recommended by the Material Handling Institute [2]. It assumes: (1) randomized storage of loads in the AS/RS (i.e., any comparment in the storage aisle is equally likely to be selected for a transaction), (2) storage compartments are of equal size, (3) the P\&D station is located at the base and end of the aisle, (4) constant horizontal and vertical speeds of the S/R machine, and (5) simultaneous horizontal and vertical travel. For a single command cycle, the load to be entered or retrieved is assumed to be located at the center of the rack structure, as in Figure $11.8(\mathrm{a})$. Thus, the $\mathrm{S} / \mathrm{R}$ machine must travel half the length and half the height of the AS/RS, and it must return the same distance. The single command cycle time can therefore be expressed by:

$$
\begin{equation*}
T_{c s}=2 \operatorname{Max}\left\{\frac{0.5 L}{v_{y}}, \frac{0.5 H}{v_{z}}\right\}+2 T_{p d}=\operatorname{Max}\left\{\frac{L}{v_{y}}, \frac{H}{v_{z}}\right\}+2 T_{p d} \tag{11.3a}
\end{equation*}
$$



Higure 11.8 Assumed travel trajectory of the $\mathrm{S} / \mathrm{R}$ machine for (a) single conmand cycle and (b) dual command cycle.
where $T_{i,}=$ cycle time of a single command cycle (min/cycle),$L=$ length of the AS/RS rack structure ( $\mathrm{m}, \mathrm{ft}$ ), $v_{y}=$ velocity of the S/R machine along the length of the AS/RS $(\mathrm{m} / \mathrm{min} . \mathrm{ft} / \mathrm{min}), H=$ height of the rack structure $(\mathrm{m}, \mathrm{ft}), v_{z}=$ velocity of the $\mathrm{S} / \mathrm{R}$ machine in the vertical direction of the AS/RS (m/min, ft/min), and $T_{\text {Dd }}=$ pickup-and-deposit time (min). Two P\&D times ate required per cycle, representing load transfers to and from the S/R machine.

For a dual command cycle, the $\mathrm{S} / \mathrm{R}$ machinc is assumed to travel to the center of the rack structure to deposit a load, and then it travels to $3 / 4$ the length and height of the AS/RS to retrieve a load. as in Figure 11.8(b). Thus, the total distance traveled by the S/R machine is $3 / 4$ the length and $3 / 4$ the height of the rack structure, and back. In this case, cycle time is given by:

$$
\begin{equation*}
T_{a}=2 \operatorname{Max}\left\{\frac{0.75 L}{r_{y}}, \frac{0.75 H}{v_{z}}\right\}+4 T_{p d}=\operatorname{Max}\left\{\frac{1.5 L}{v_{y}}, \frac{1.5 H}{p_{z}}\right\}+4 T_{p d} \tag{11.3b}
\end{equation*}
$$

where $T_{i d}=$ cycle time for a dual command cycle ( $\mathrm{min} / \mathrm{cyclc}$ ) , and the other terms are defincd above.

System throughput depends on the relative numbers of single and dual command cycles performed by the system. Let $R_{65}=$ number of single command cycles performed per hour. and $R_{\text {cd }}=$ number of dual command cycies per hour at a specified or assumed utilization level. We can formulate an equation for the amounts of time spent in performing single cornmand and dual command cyeles each hour:

$$
\begin{equation*}
R_{c s} T_{s s}+R_{c d} T_{c d}=60 \mathrm{U} \tag{11.4}
\end{equation*}
$$

where $U=$ system utilization during the hour. The right-hand side of the equation gives the total number of minutes of operation per hour. To solve Eq. (11.4), the relative proportions of $R_{\mathrm{cs}}$ and $R_{\mathrm{cd}}$ must be determined, or assumptions about these proportions must be made. Then the total bourly cycle rate is given by

$$
\begin{equation*}
R_{c}=R_{c s}+R_{c d} \tag{11.5}
\end{equation*}
$$

where $R_{t}=$ total S/R cycle rate (cycles/hr). Note that the total number of storage and retrieval transactions per hour will be greater than this value unless $\boldsymbol{R}_{c d}=0$, since there are
two transactions accomplished in each dual command cycle, Let $R_{\mathrm{t}}=$ the total number of transactions performed per hour: then

$$
\begin{equation*}
R_{\mathrm{i}}=R_{\mathrm{c}}+2 R_{\mathrm{ct}} \tag{11.6}
\end{equation*}
$$

## EXAMPLE 11.3 AS/RS Throughput Analysis

Consider the $\mathrm{AS} / \mathrm{RS}$ from previous Example 11.2, in which an $\mathrm{S} / \mathrm{R}$ mactine is used for each aiste. The length of the storage aisle $=280 \mathrm{ft}$ and its height $=46 \mathrm{ft}$. Supposc horizontal and vertical speeds of the $\mathrm{S} / \mathrm{R}$ machine are $200 \mathrm{ft} / \mathrm{min}$ and $75 \mathrm{ft} / \mathrm{min}$, respectively. The $\mathrm{S} / \mathrm{R}$ machine requires 20 sec to accomplish a $\mathrm{P} \& \mathrm{D}$ operation. Find: (a) the single command and dual command cycle times per aisle. and (b) throughput per aisle under the assumptions that storage system utilization $=90 \%$ and the number of single command and dual command cycles are equal.

Solution: (a) We first compute the single and dual command cycle times by Eqs (11.3)

$$
\begin{aligned}
& T_{i s}=\operatorname{Max}\{280 / 200.46 / 75\}+2(20 / 60)=2.066 \mathrm{~min} / \mathrm{cycle} \\
& T_{c i t}=\operatorname{Max}\{1.5 \times 280 / 200,1.5 \times 46 / 75\}+4(20 / 60)=3.432 \mathrm{~min} / \mathrm{cycle}
\end{aligned}
$$

(b) From Eq. (11.4), we can cstablish the single command and dual command activity levels each hour as follows:

$$
2.066 R_{\mathrm{c}}+3.432 R_{c \mathrm{c}}=60(0.90)=54.0 \mathrm{~min}
$$

According to the probleni statement, the number of single command cycies is equal to the number of dual command cycles. Thus, $R_{e \mathrm{e}}=R_{\text {crd }}$.

Substituting this relation into the above cquation, we have

$$
\begin{aligned}
2.066 R_{z,}+3.432 R_{c 1} & =54 \\
5.498 R_{c s} & =54 \\
R_{e s} & =9.822 \text { single command cycles } / \mathrm{hr} \\
R_{t d} & =R_{4,5}=9.822 \text { dual command cycles } / \mathrm{hr}
\end{aligned}
$$

System throughput $=$ the total number of S/R transactions per hout from Eq. (11.6):

$$
R_{t}=R_{t}+2 R_{r d}=29.46 \text { transactions } / \mathrm{hr}
$$

With four aisle, $R_{\mathrm{t}}$ for the $\mathrm{AS} / \mathrm{RS}=117.84$ transactions $/ \mathrm{hr}$

## EXAMPLE 11.4 AS/RS Throughput Using a Class-Based Dedicated Storage Strategy

The aisles in the AS/RS of the previous example will be organized following a class-based dedicated storage strategy. There will be two classes, according to activity level. The more-active stock is stored in the half of the rack system that is located closest to the input/output station. and the less-active stock is stored in the other half of the rack system farther away from the input/output station. Within cach half of the rack system, random storage is used. The more-active stock accounts for $75 \%$ of the transactions, and the less-active stock accounts for the remaining $25 \%$. As before, assume that system utilization $=90 \%$, and the
number of single command cycles $=$ the number of dual command cycles. Determine the throughput of the AS/RS, basing the computation of cycle times on the same kinds of assumptions used in the MHI method.

Solution: With a total length of 280 ft , each half of the rack system will be 140 ft long and 46 ft high. Let us identify the stock nearest the input/output station (accounting for 75\% of the transactions) as Class A, and the other half of the stock (accounting for $25 \%$ of the transactions) as Class B . The cycle times are computed as follows:
For Class A stock:

$$
\begin{aligned}
& T_{\mathrm{KA}}=\operatorname{Max}\left\{\frac{140}{200} \cdot \frac{46}{75}\right\}+2(0.333)=1.366 \mathrm{~min} \\
& T_{d \mathrm{c} A}=\operatorname{Max}\left\{\frac{1.5 \times 140}{200}, \frac{1.5 \times 46}{75}\right\}+4(0.333)=2.382 \mathrm{~min}
\end{aligned}
$$

For Class B stock:

$$
\begin{aligned}
& T_{x c B}=2 \mathrm{Max}\left\{\frac{140+0.5(140)}{200}, \frac{0.5(46)}{75}\right\}+2(0.333)=2.766 \mathrm{~min} \\
& T_{d c 9}=2 \mathrm{Max}\left\{\frac{140+0.75(140)}{200}, \frac{0.75(46)}{75}\right\}+4(0.333)=3.782 \mathrm{~min}
\end{aligned}
$$

Consistent with the previous problem. let us conclude that

$$
\begin{equation*}
R_{\mathrm{C} S A}=R_{\mathrm{r} d A} \text { and } R_{\mathrm{r} t B}=R_{c d B} \tag{a}
\end{equation*}
$$

We are also given that $75 \%$ of the transactions are Class 1 and $25 \%$ are Class 2. Accordingly,

$$
\begin{equation*}
R_{c s A}=3 R_{c ; B} \text { and } R_{c d A}=3 R_{c d B} \tag{b}
\end{equation*}
$$

We can establish the following equation for how each aisle spends its time during 1 hr :

$$
R_{F s A} T_{s S A}+R_{c d A} T_{c d A}+R_{c \gamma B} T_{c s B}+R_{c d B} T_{c d B}=60(.90)
$$

Based on Eqs. (a),

$$
R_{c A A} I_{c s A}+R_{c z A} T_{c d A}+R_{r s B} T_{c s B}+R_{c B B} T_{c d B}=60(.90)
$$

Based on Eqs. (b),

$$
\begin{aligned}
& 3 R_{s s B} T_{L+A}+3 R_{c s B} T_{c d A}+R_{c s b} T_{c s B}+R_{U B B} T_{c d B}=60(.90) \\
& 3(1.366) R_{c s B}+3(2.382) R_{c s B}+2.766 R_{c s B}+3.782 R_{c s B}=54 \\
& 17.792 R_{c s B}=54 \\
& R_{c s B}=3.035 \\
& R_{c s A}=3 R_{c s B}=9.105 \\
& R_{c d B}=R_{c s B}=3.035 \\
& R_{c d 4}=3 R_{c d A}=9.105
\end{aligned}
$$

For one aisle,

$$
\begin{aligned}
R_{t} & =R_{c z A A}+R_{C, B}+2\left(R_{c d A}+R_{c d B}\right) \\
& =9.105+3.035+2(9.105+3.035)=36.42 \text { transactions } / \mathrm{hr}
\end{aligned}
$$

For four aisles, $R_{\mathrm{t}}=145.68$ transactions $/ \mathrm{hr}$
This represents almost a $24 \%$ improvement over the randomized storage strategy in Exemple 11.3.

### 11.5.2 Carousel Storage Systems

Let us develop the corresponding capacity and throughput relationships for a carousel storage system. Because of its construction, carousel systems do not possess nearly the volumetric capacity of an AS/RS. However, according to our calculations, a typical carousel system is likely to have higher throughput rates than an AS/RS.

Storage Capacity. The size and capacity of a carousel can be determined with reference to Figure 11.9. Individual bins or baskets are suspended from carriers that revolve around the carousel oval rail. The circumference of the rail is given by

$$
\begin{equation*}
C=2(L-W)+\pi W \tag{11.7}
\end{equation*}
$$

where $C=$ circumference of oval conveyor track ( m , ft ), and $L$ and $W$ are the length and width of the track oval ( $\mathrm{m}, \mathrm{ft}$ ).

The capacity of the carousel system depends on the number and size of the bins (or baskets) in the system. Assuming standard size bins each of a certain volumetric capacity, then the number of bins can be used as our measure of capacity. As illustrated in Figure 11.9, the number of bins hanging vertically from each carrier is $n_{b}$, and $n_{c}=$ the number of carriers around the periphery of the rail. Thus,

$$
\begin{equation*}
\text { Totial number of bins }=n_{c} n_{b} \tag{11.8}
\end{equation*}
$$
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Figure 11.9 Top and side views of horizontal storage carousel with 18 carriers ( $n_{c}=18$ ) and 4 bins/carrier ( $n_{b}=4$ ).

The carriers are separated by a certain distance to maximize storage density yet avoid the suspended bins interfering with each other while traveling around the ends of the carousel. Let $s_{c}=$ the center-to-center spacing of carriers along the oval track. Then the following relationship must be satisfied by the values of $s_{c}$ and $n_{c}$ :

$$
\begin{equation*}
s_{i} n_{c}=c \tag{11.9}
\end{equation*}
$$

where $C=$ circumference ( $\mathrm{m}, \mathrm{ft}$ ), $s_{\mathrm{t}}=$ carrier spacing ( $\mathrm{m} /$ carrier, $\mathrm{ft} /$ carrier), and $n_{c}=$ number of carriers, which must be an integer value.

Throughput Analysis, The storagefretrieval cycle time can be derived based on the following assumptions. First, only single command cycles are performed; a bin is accessed in the carouset either to put items into storage or to retrieve one or more items from storage. Second, the carouset operates with a constant speed $v_{c}$ : acceleration and deceleration effects are ignored. Third, random storage is assumed; that is, any location around the carousel is equally likely to be selected for an $\mathrm{S} / \mathrm{R}$ transaction. And fourth, the carousel can move in either direction. Undsr this last assumption of bidirectional travel, it can be shown that the mean travel distance between the load/untoad station and a bin randomly located in the carousel is $C / 4$. Thus the $S / R$ cycle time is given by

$$
\begin{equation*}
T_{c}=\frac{C}{4 v_{\mathrm{c}}}+T_{p d} \tag{11,10}
\end{equation*}
$$

where $T_{\varepsilon}=\mathrm{S} / \mathrm{R}$ cycle time (min), $\mathrm{C}=$ carousel circumference as given by Eq. ( 11.7 ) ( $\mathrm{m}, \mathrm{ft}$ ), $\nu_{c}=$ carousel velocity ( $\mathrm{m} / \mathrm{min}, \mathrm{ft} / \mathrm{min}$ ), and $T_{p d}=$ the average time required to pick or deposit items each cycle by the operator at the load/unload station ( min ). The number of transactions accomplished per hour is the same as the number of cycles and is given by the following:

$$
\begin{equation*}
R_{t}=R_{c}=\frac{60}{T_{c}} \tag{11.11}
\end{equation*}
$$

## EXAMPLE 11.5 Carousel Operation

The oval rail of a carousel storage system has length $=12 \mathrm{~m}$ and width $=1 \mathrm{~m}$. There are 75 carriers equally spaced around the oval. Suspended from each carrier are six bins. Each bin has volumetric capacity $=0.026 \mathrm{~m}^{3}$. Carousel speed $=20 \mathrm{~m} / \mathrm{min}$. Average P\&D time for a retrieval $=20 \mathrm{sec}$. Determine: (a) volumetric capacity of the storage system and (b) hourly retrieval rate of the storage system.

Solution: (a) Total number of bins in the carousel is

$$
n_{c} n_{b}=75 \times 6=450 \text { bins }
$$

Total volumetric capacity $=450(0.026)=11.7 \mathrm{~m}^{3}$
(b) The circumference of the carousel rail is determined by Eq, (11.7):

$$
C=2(12-1)+1 \pi=25.14 \mathrm{~m}
$$

Cycle time per retrieval is given by $\mathbf{E q}$. (11.10):

$$
T_{t}=\frac{25.14}{4(20)}+20 / 60=0.647 \mathrm{~min}
$$

Expressing throughput as an hourly rate, we have

$$
R_{\mathrm{t}}=60 \mathrm{~J} / 0.647-92.7 \text { retrieyal transactions } / \mathrm{hr}
$$
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## PROBLEMS

## SIZING THE AS/RS RACK STRLCTURE

## Sizing the AS/RS Rack Structure

11.1 Each aisle of a six-aisle Automated Storage/Retrieval System is to contain 50 storage conparments in the length direction and eight compartments in the vertical direction. All storage compartments will be the same size to accommodate standard size pallets of dimensions: $x=36$ in and $y=48 \mathrm{in}$. The height of a unit load $z=30 \mathrm{in}$. Using the allowances $a=6 \mathrm{in}$, $b=8$ in. and $c=10$ in. determme; (a) how many unit loads can be stoted in the AS/RS and (b) the width, length, and height of the AS/RS. The rack structure wilt be built 18 in above Hoor level.
11.2 A unit load AS/RS is being designed to store 1000 pallet loads in a distribution center located next to the factory. Pallet dimensions are: $x=1000 \mathrm{~mm}, y=1200 \mathrm{~mm}$, and the maximum
height of a unil load $=130 \mathrm{~h}$ mm. The following is specified: (1) The AS'RS will consist of two aisles with one $\$ / R$ machitic per aisle, (2) length of the structure should be approximately five times its height, and (3) the rack structure will be builf 500 mm above Dour level. Using the allowances $a=150 \mathrm{~mm}, b=200 \mathrm{~mm}$, and $c-250 \mathrm{~mm}$, determine the width. lengith. and height of the AS/RS rack structure.
11.3 You are given the rack structure dimensions computed in Problem 11.2. Assuming that only $80 \%$ of the storage compartments are occuped on average and that the average volume of a unit load per pallet in starage $=0.75 \mathrm{~m}^{7}$, compute the retio of the total volume of unit toads in storage relative to the total volume oceupied by the storage rack siructure.
11.4 A unit load AS/RS for work-in-process storage in a factory must be designed to store 3000 pallet wads. with an allowance of no less than $20 \%$ additional scorage compartments for peak periods and flexibility. The unit load pallet dimensions are: depth $\{x\rangle=36$ in and width ( $y$ ) $=48 \mathrm{in}$. Maximum height of a unt luad $=42 \mathrm{in}$. It has been detcrmined that the AS/RS will consist of four aisles with one S'R machine per aisle. The maximum ceiling height (interior) of the bulding permitted by local ordinance is 60 ft , so the AS/RS must fit within this height limitation. The rack structure will be built 2 ft above floor level, and the chearance between the rack structure and the celing of the building must he at least 18 in. Determune the dimensions (height, length, and width) of the rack structure.

## AS/RS Throughput Analysis

11.5 The length of the storage aisle in an $\mathrm{AS} / \mathrm{RS}=240 \mathrm{ft}$ and its height $=60 \mathrm{f1}$. Suppose horizontal and vertical speeds of the $\mathrm{S} / \mathrm{K}$ machine are $300 \mathrm{ft} / \mathrm{min}$ and $60 \mathrm{ft} / \mathrm{min}$, respectively. The S/R machine requires 18 sec to accomplish a pick-and-deposit operation. Find (a) the single command and dual command cycle times per aisle and (b) throughput for the aisle utder the assumptions that storage system ptilization $=85$ 辰 and the numbers of single command and dual command cycles are equal.
11.6 Solve Problem 11.5 except that the ratio of single command to duat command eycles is $3: 1$ instead of $1: 1$.
117 An AS/RS is used for work-in-process storage in a manufacturing facility. The AS/RS has five uisles, each aisle being 120 ft long and 40 ft high. The horizontal and vertical speeds of the $S / \mathrm{R}$ machine are $400 \mathrm{ft} / \mathrm{min}$ and $50 \mathrm{ft} / \mathrm{min}$, rexpectively. The $\$ / R$ machine requires 21 sec to accomplish a pick-and-deposil operation. The number of single command cycles equals the number of dual command cycles. If the requirement is that the AS/RS must have a throughput rate of $200 \mathrm{~S} / \mathrm{R}$ transactions/ht during periods of peak activily, will the AS/RS satisfy this requurement? It su, what is the utilization of the AS/RS during peak hours?
11.8 An automated storage/retrieval system installed in a warehouse has five aisles. The storage racks in each aisle are $\mathbf{3 0} \mathrm{ft}$ high and 150 ft long. The $\mathrm{S} / \mathrm{R}$ machine for each aisle travels at a borizontal spced of $350 \mathrm{ft} / \mathrm{min}$ and a vertical speed of $60 \mathrm{ft} / \mathrm{min}$. The pick-and-deposit time $=0.35 \mathrm{~mm}$. Assume that the number of single cominand cycles per hour is equal to the number of dual command cyeles per hour and that the system operates at $75 \%$ utilization. Determine the throughput fate (loads moved per hour) of the AS:RS.
11.9 A 10 -aisle automated storage/retricval system is located in an integrated factory-warehouse facility. The storage racks in each aisle are 18 m high and 95 m long. The $\mathrm{S} / \mathrm{R}$ machine for each aisle travels at a horicontal speed of $1.5 \mathrm{~m} / \mathrm{sec}$ and a vertical speed of $0.5 \mathrm{~m} / \mathrm{sec}$. Pick-and-deposit time -20 sec . Assume that the number of single command evcles per hour is one-half the number of dual command cycles per hour and that the system operates at $80 \%$ utilization. Determine the throughput rate (loads moved per houri ul the AS/RS.
11.10 An automated scorage/rerrieval system for work-in-process has five aisles. The storage racks in each aisle are 10 m bigh and 50 m long. The S/R machinc for each aisle travels at a horizontal speed of $2.0 \mathrm{~m} / \mathrm{sec}$ and a vertical speed of $0.4 \mathrm{~m} / \mathrm{sec}$. Pick-and-deposit time $二 \mathrm{i} 5 \mathrm{sec}$.

Assume that the number of single command cycles per hour is equal to three times the numbe: of dual command cycles per hour and that the system operates at $90 \%$ utilization. Dctermine the throughput rate (loads moved per hour) of the AS/RS.
11.11 The length of one aisle in an $\mathrm{AS} / \mathrm{RS}$ is 100 m and its height is 20 m . Honzontal travel speed is $2.0 \mathrm{~m} / \mathrm{sec}$. The vertical speed is specificd so that the storage system is "square in time," which means that $L / v_{\psi}=H / e_{r}$. The pick-and-deposit time is 15 sec . Determine the cx peeted throughput rate (trarsactions per hour) for the aisle if the expected ratio of the number of transactions performed under single command cycles to the number of transactions performed under dual command cycles is 2 : 1 . The system operates continuously during the hour.
15.12 An automated storage/retrieval system has four aisles. The storage racks in each aisle are 40 ft high and 200 ft long. The S'R machine for each aisle travels at a horizontal speed of $400 \mathrm{ft} / \mathrm{min}$ and a vertical sped of $60 \mathrm{ft} / \mathrm{min}$. If the pick-and-deposit time $=0.3 \mathrm{~min}$, delerminc the throughput rate (loads moved per hour) of (he AS/RS. under the assumption that time spent each hour performing single zommand cycles is twice the time spent performing dual command cyeles and that the AS/RS operates at $90 \%$ utilization.
11.13 An AS/RS with onc aisle is 300 ft long and 60 ft high. The $\mathrm{S} / \mathrm{R}$ machine has a maximum speed of $300 \mathrm{ft} / \mathrm{min}$ in the horizontal direction. It accelerates from 0 to $300 \mathrm{ft} / \mathrm{min}$ in a distance of 15 ft . On approaching its target position (where the $\mathrm{S} / \mathrm{R}$ machine will transfer a toad onto or off of its platform), it decelerates from $300 \mathrm{ft} / \mathrm{min}$ to a full stop in 15 ft . The maximum vertical speed is 00 ft/mia. and the acceleration and deceleration distances are exelo 3 ft . Assume simulaneous horizontal and vertical movement and that the rates of acceleration and deceleration are constant in both directions. The pick-and-deposit time $=0.3 \mathrm{~min}$. Using the general approach of the MHI method for computing cycle time but adding considerations of acceleration and deceleration, deternine the single conmand and dual command cycle times.
11.14 An AS/RS with four aisles is 80 m long and 18 m high. The $\mathrm{S}^{\prime} \mathrm{R}$ machine has a maximum speed of $1.6 \mathrm{~m} / \mathrm{sec}$ in the horiountal direction. It accelerates from 0 to $1.6 \mathrm{~m} / \mathrm{sec}$ in a distance of 2.0 m . On approaching its target posilion (where the $\mathrm{S} / \mathrm{R}$ machine will transfer a load onto or off of its plat form), it decelerates from $1.6 \mathrm{~m} / \mathrm{sec}$ to a full stop in. 2.0 m . The maximum verical speed is $0.5 \mathrm{~m} / \mathrm{sec}$, and the acceleration and deceleration distances are each 0.3 m . Ratcs of acceleration and deceleration are constant in both directions. Pick-and-deposil time $=12 \mathrm{sec}$. Utilization of the $\mathrm{AS} / \mathrm{RS}$ is assumed to be $90 \%$, and the number of dual command cycles equals the number of single command cycles (a) Calculate the single conmand and dual command cycle times, including ennsiderations for acceleration and deceleration. (b) Determine thic throughput rate for the system.
11.15 Yaur company is seeking proposals for an automated storage/retrieval systen that will have a throughput rate of 300 storage/retrieval transactions/hr during the one 8 -hr shifiday. The request for proposals indicates that the number of single command cycles is expeced to be four limes the number of dual command cyeles. The first proposal received is from a vendor who specifies the following: ten aisles, each aisle 150 ft long and 50 ft high; horizontal and vertical speeds of the $\mathrm{S} / \mathrm{R}$ mactine $=200 \mathrm{ft} / \mathrm{min}$ and $66.67 \mathrm{ft} /$ mint, respectively; and pick-anddeposit time $=0.3 \mathrm{~min}$. As the responsible enginee for the project, you must analyze the proposal and make recommendations accordingly. One of the difficultier you see in the proposed $A \mathrm{~S} / \mathrm{RS}$ is the large number of $\mathrm{S} / \mathrm{R}$ machines that would be required - one for each of the len aisles. This makes the proposed system very expensive. Your recommendation is to reduce the number of aisles irmon ten to six and to select an $\mathrm{S} / \mathrm{R}$ machine with horizontal and
 machine is slightly more expensive than the slower model, reducing the number of machine from ten to six will significandy reduce total cost. Also, fewer aiskes will reduce the cost of the rack structure even though each aisle will te soncwhat larger. since total storage capacity must remain the samc. The problem is that throughput rate will be adversely affected. (a) De-
terminc the throughpul rate of the proposed ten-asle AS/RS and calculate its utilization relative to the specified 300 transactions/hr. (b) Determine the length and height of a six-aisle AS/RS whose storage capacity would be the same as the proposed ten-aisle system. (c) Determine the throughput rate of the six-aisic AS/RS and calculate its utilization reiative to the specified 300 transactions/hr. (d) Given the dilemma now confronting you. what other alternatives would you analyre.and what recommendations would you make to improve the design of the system?
11.16 A unit load automated storage/retrieval system has flve aisles. The storage racks are 60 it high and 230 ft long. The $\mathrm{S}!\mathrm{R}$ machine travels at a horizontal speed of $200 \mathrm{ft} / \mathrm{min}$ and a vertical speed of $80 \mathrm{ft} / \mathrm{min}$. The pick-and-deposit time $=0.30 \mathrm{~min}$. Assume that the number of single command cycles per hout is four times the number of dual cominand cycles per hour and that the system operates at $80 \%$ utilization. A dedicated storage scheme is used for organizing the stock, in which unit loads are separated into two classes, according to activity level. The more-active stock is stored in the half of the rack system located closest to the imput/output station, and the less-active stock is stored in the other half of the rack system (farther away Erom the input/output station). Within each half of the rack system. random storage is used. The more-active stock accounts for $75 \%$ of the transactions, and the less-active stock accounts for the remaining $25 \%$ of the transactions. Determine the throughput rate (loads moved per hour into and out of storage) of the AS/RS, basing your compulation of cycle times on the same types of assumptions used in the MHI method. Assume that when dual command cycles are perfomed, the 2 transactions/cycle are both in the same class.
11.17 The AS/RS aisle of Ptoblem 11.5 will be organized following a class-based dedicated storage strategy. There will be two classes. according to activity level. The more-active stock is stored in the half of the rack system that is located closest to the inputioutput station, and the less-actuve stock is stored in the other half of the rack system, farther away from the inputoutput station. Within each half of the rack system, random storage is used. The moreactive stock accounts for $80 \%$ of the transactions, and the lebs-active stock accounts for the remaining $20 \%$. Assume that system utilization is $85 \%$ and the number of single command cycles equals the number of dual command cycles in each half of the AS/RS. (a) Determine the throughput of the AS/RS, basing the computation of cycle times on the same kinds of assumptions used in the MHI method. (b) A class-based dedicated storage strategy is supposed to increase throughput. Why is throughput less here than in Problem 11.5 ?

## Carousel Storage Systems

11.18 A single carousel storage systom is tocated in a tactory making small asserablies. It is 20 m long and 1.0 m wide. The pick-and-deposit time is 0.25 min . The speed at which the carouse! operates is $0.5 \mathrm{~m} / \mathrm{sec}$ The storage system has a $90 \%$ utilization. Determine the hourly throughput rate.
11.19 A storage system serving an electronics assembly plant has three storage carousels, each with its own manually operated pick-and-deposit station. The pick-and deposit time is 0.30 min . Each carousel is 60 ft long and 2.5 ft wide. The speed at which the system revolves is $85 \mathrm{ff} /$ min. Determine the throughput rate of the storage system.
11.20 A single carousel storage system has an oval rail loop that is 30 ft long and 3 ft wide. Sixty carrers are equally spaced around the oval. Suspended from each carrier are five bins. Each bin has a volumetric capacity $=0.75 \mathrm{ft}^{3}$. Carousel speed $=100 \mathrm{ft} /$ min. Avergege pick-and-dcposit tome for a retrieval $=20 \mathrm{sec}$. Determine: (ai volumctric capacity of the storage system and (b) hourly retrieval rate of the storage system.
11.21 A carousel storage system is to be designed to serve a mechanical assembly plant. The specifications on the system are that it must have a total of 400 storage bins and a throughput of at least $125 \mathrm{~S} / \mathrm{R}$ transactions/hr. Two alternative configurations are being considered: (1) a one-carousel system and (2) a two-carousel system. In both cases, the width of the carousel
is to be 4.0 ft and the spacing between carriers $=2.5 \mathrm{it}$. One picker-operator will be required for the one-carousel system and two picker-operators will be required for the two-caroisel system. In either system $v_{c}=75 \mathrm{ft} / \mathrm{min}$. For the convenience of the picker-operator, the height of the carousel will be limited to five bins. The standard time for a pick-and-deposit operation at the load/unload station $=0.4$ min if one part is picked or stored per bin and 0.6 min if more than one part is picked or stored. Assume that $50 \%$ of the transactions will involve more than one component. Determine: (a) the required length and ( $b$ ) corresponding ihroughput rate of the one-carousel system and (c) the required length and (d) corresponding throughput rate of the two-carousci system. (c) Which system better satisfies the design specifications?
11.22 Given your answers to Problem 1121, the costs of both carousel systems are to be compared. The one-carousel system has an installed cost of $\$ 50,000$, and the comparable cost of the two-carousel sysiem is $\$ 75,000$. Labor cost for a picker-operator is $\$ 20 / \mathrm{hr}$, including fringe benefits and applicable overhead. The storage systems will be operated $250 \mathrm{day} / \mathrm{yr}$ for $7 \mathrm{hrs} / \mathrm{day}$, although the operators will be paid for 8 hr . Using a 3-yr period in your analysis and a $25 \%$ rate of return, determine: (a) the equivalent annual cost for the two design altematives assuming no salvage value at the end of 3 yr ; and (b) the average cost per storageretrieval transaction.
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The term automatic data capture (ADC), also known as automatic identification and data copture (AIDC) refers to the technologies that provide direct entry of data into a computer or other microprocessor controlled system without using a keyboard. Many of these technologies tequire no humat involvement in the data capture and entry process. Automatic identification systems are being used increasingly to collect data in material handing and manufacturing applications. In material handling, the applications inciude shipping and receiving, storage, sortation, order picking. and kitting of parts for assembly. In manufacturing, the applications inciude monitoring the status of order processing, work-in-ptocess, machine utilization. worker attendance, and other measures of factory operations and performance. Of course, $A D C$ has many important applications outside the factory, including retail sales and inventory control, warehousing and distribution center operations, mail and pareel handlitg, patient identification in hospitals, check processing in banks, and
security systems. Our interest in this chapter emphasizes material handling and manufacturing applications.

The alternative to automatic data capture is manual collection and entry of data. This typicatty involves recording the data on paper and later entering them into the computer by means of a keyboard. There are several drawbacks to this method:

1. Errors occur in both data collection and keyboard entry of the data when accomplished manually. The average error rate of manual keyboard entry is one error per 300 characters.
2. Time factor. When manual method's are used, there is a time delay between when the activities and events occur and when the data on status are entered into the computer. In addition, manual methods are themselves inhevently more time consuming than alitomated methods.
3. Labor cost. The full-fime attention of human workers is required in manual data collection and entry, with the associated labor cost.

These drawbacks are virtually eliminated when automatic identification and data capture are used. With ADC, the data on activitics, events, and conditions are acquired at the location and time of their occurrence and entered into the computer immediately or shortly thereafter.

Automatic data capture is otten associated with the material handling industry. The ADC industry trade association, the Automatic Identification Manufacturers Association (AIM), started as an affiliate of the Material Handling Institute, Inc. Many of the applications of this technology relate to material handling. But automatic identification and data capture has also become a technology of growing importance in shop floor control in manufacturing plants (Chapter 26). In the present chapter, we examine the important ADC technologies as related to manufacturing.

### 12.1 OVERVIEW OF AUTOMATIC IDENTIFICATION METHODS

Nearly all of the automatic identification technologies consist of three principal components, which also comprise the sequential steps in $\mathrm{ADC}[7]$ :

1. Encoded data. A code is a set of symbols or signals (usually) representing alphanumeric characters. When data are encoded, the characters are translated into a ma-chine-feadable code. (For most ADC techniques, the encoded data are not readable by humans.) A label or tag containing the encoded data is attached to the item that is to be later identified.
2. Machine reader or scanner. This device reads the encoded data, converting them to alternative form, usually an electrical analog signal.
3. Decoder. This component transforms the electrical signal into digital data and finally back into the original alphantumeric characters.

Many different technologies arc used to implement automated identification and data collection. Within the category of bar codes alone (bar codes are the leading Al) tech.
nology), more than 250 different bar code schemes have been devised. ADC technologies can be divided into the following six categories [19]:

1. Opical. Most of these technologies use high-contrast graphical symbols that can be interpreted by an optical scanner. They include linear (one-dimensional) and twodimensional bar codes, optical character recognition, and machine vision.
2. Magnetic, which encode data magnetically, similar to recording tape. The two important techniques in this category are (a) magnetic stripe, widely used in plastic credit cards and bank access cards, and (b) magnetic ink character recognition, widely used in the banking industry for check processing.
3. Electromagnetic. The important ADC echnology in this group is radio frequency identification (RFID).
4. Smars cerrl. This terme refers to small plastic cards (the size of a credit card) imbedded with microchips capable of containing large amounts of infomation. Other tems used for this technology include chip card and integrated circuir card.
5. Touch techniques, such as touch screens and button memory.
6. Biometric. These technologies are utilized to identify humans of to interpret vocal commands of humans They include voice recognition, fingerprint analysis, and retinal eye scans.

Not all of these techniques are used in factory operations. According to a survey of industry users conducted by Modern Material Hardling magazine and the industry trade association AIM USA, the most widely used ADC methods in the factory (in approximate descending order of application frequency at time of writing) are [2]: (1) bar codes by far the most widely used, (2) radio frequency methods, (3) magnetic stripe, (4) optical character recognition, and (5) machine vision. Bar codes ituclude two basic forms: one-dimensional or linear bat codes and two-dimensional. At time of writing, the linear codes are much more widely used, although two-dimensional codes are being adopted by certain industries that require high data density in a relatively small area. We discuss both types of bar code technologies in Section 12.2 and the other methods in Section 12.3. The features of these techniques are compared in Table 12.1.

According to the same industry survey [2], the most common applications of ADC rechnologies (in approximate descending order of application frequency) are: (1) receiving, (2) shipping, (3) order picking, (4) finished goods storage, (5) manufacturing processing, (6) work-in-process storage, (7) assembly, and (8) sortation

Some of the automated identification applications require workers to be involved in the data collection procedure, usually to operate the identification equipment in the application. These techniques are therefore semiautomated rather than automated methods. Other applications accomplish the identification with no human participation. The same basic sensor technologies may be used in both cases. For example, certain types of bar code readers are operated by humans, whereas other types operate automatically.

As indicated in our chapter introduction. there are good reasons for using automatic identification and data collection techniques: (1) data accuracy, (2) timeliness, and (3) labor teduction. First and foremost, the accuracy of the data collected is improved with ADC. in many cases by a significant margin. The error rate in bar code technology is approximately 10,000 times lower than in manual keyboazd data entry. The error sates of most of the other techtrologies are not as good as for bar codes but are still better than manuai-based methods. The second reason for using automatic identification techniques

TABLE 12.1 Comparison of ADC Techniques and Manual Keyboard Data Entry

| Technigue | Time to Enter** | Error Rate** | Equipment Cost | Advantages/(Disadvantages) |
| :---: | :---: | :---: | :---: | :---: |
| Marrual entry | Slow | High | Low | Low initial cost <br> Requires human operator (Slow speed) ( H Igh error rate) |
| Bar codes: 1-D | Medium | Low | Low | High speed Good flexibility (Low data density) |
| Ber codes: 2-D | Medium | Low | High | High speed High data density (High equipment cost) |
| Radio frequency | Fast | Low | High | Label need not be visible (Expensive laboling) |
| Magnetic stripe | Medium | Low | Medium | Much data can be encooed Data can be changed (Vulnerable to magnetic fields) (Contect required for reading) |
| OCR | Medium | Medium | Medium | Can be read by humans (Low data derisity) (High error rate) |
| Machine vision applications | Fast | *** | Very high | Equipment expensive (Not suited to general) ADC |

Souscer Based on data from [13]

- Time to enter data is besed on a 20 -chargcter field. Al techniques except machine vision use a human to eithar enter the date fmanua

**Substifution error rate (SER); see definition (Section 12.1).
*+* Applitation dopendant.
is to reduce the time required by human workers to make the data entry. The speed of data entry for handwritten documents is approximately 5-7 characters/sec and it is $10-15$ characters/sec (at best) for keyboard entry [15]. Automatic identification methods are capable of reading hundreds of characters per second. This comparison is certainly not the whole story in a data collection transaction, but the time savings in using automatic identification techniques can mean substantial tabor cost benefits for large plants with many workers.

Although the error rate in automatic identification and data collection technologies is much lower than for manual data collection and entry, errors do oceur in ADC. The industry has adopted two parameters to measure the errors:

1. First Read Rate (FRR). This is the probability of a successful (correct) reading by the scanner in its initial attempt.
2. Substitution Error Rate (SER). This is the probability or frequency with which the scanner incorrectly reads the encoded character as some other character. In a given set of encoded data containing $n$ characters, the expected number of errors $=$ SER multiplied by $n$.

Obviously, it is desirable for the ADC system to possess a high first read rate and a luw substitution error rate. A subjective comparison of substitution error rates for several ADC technologies is presented in Table 12.1.

### 12.2 BAR CODE TECHNOLOGY

As indicated earlier, bar codes divide into two basic types: (1) linear, in which the encoded data are read using a linear sweep of the scanner, and (2) fwo-dimensional, in which the encoded data must be read in both directions. These two important optical technologles are discussed in this section.

### 12.2.1 Linear (One-Dimensional) Bar Codes

As mentioned previously. linear bar codes are currently the most widely used automatic identification and data collection technique. There are actually two forms of linear bar code symbologies, illustrated in Figure 12.1: (a) width-modulated, in which the symbol consists of bars and spaces of varying width; and (b) height-modulated, in which the symbol consists of evenly spaced bars of varying height. The only significant application of the height-modulated bar code symbologies is in the U.S. Postal Service for ZIP Code identification, so our discussion will focus on the width-modulated bar codes, which are used widely in retailing and manufacturing.

In linear width-modulated bar code technology, the symbol consists of a sequence of wide and narrow colored bars separated by wide and natrow spaces (the colored bars are usually black and the spaces ane white for high contrast). The pattern of bars and spaces is coded to represent numeric or alphanumeric characters Palmer [13] uses the interesting analogy that bar codes might be thought of as a printed version of the Morse code, where narrow bands represent dots and wide bands represent dashes. Using this spheme, the bar code for the familiar SOS distress signal would be as shown in Figure 12.2. The difficulties with a "Morse" bar code symbology are that: (1) only the dark bars are used, thus increasing the tength of the symbol, and (2) the number of bars making up the alphanumericcharacters differs, thus making decoding more difficult [13].

Bat code readers interpret the code by scanning and decoding the sequence of bars. The reader consists of the scanner and decoder. The scanner emits a beam of light that is swept past the bar code (either manually or automatically) and senses light reflections to

(ii)

## 

(b)

Figure 12.1 Two forms of linear bar codes: (a) width-modulated, exemplified here by the Universal Product Code; and ( $b$ ) height-modulated, exemplified here by Postnet, used by the U.S. Postal Service.


Figure 12.2 The SOS distress signal in "Morse" bar codes


Figure 12.3 Conversion of bar code into a pulse train of electrical signals: (a) bar code and (b) corresponding electrical signal.
distinguish between the bars and spaces. The light reflections are sensed by a photodetector, which converts the spaces into an electrical signal and the bars into absence of an electrical signal. The width of the bars and spaces is indicated by the duration of the corresponding signals. The procedure is depicted in Figure 12.3. The decoder analyzes the pulse train to validate and interpret the corresponding data.

Certainly a major reason for the acceptance of bar codes is their widespread use in grocery markets and other retail stores. In 1973, the grocery industry adopted the Universal Product Code (UPC) as its standard for item identification (Historical Note 12.1). This is a 12 -digit bar code that uses six digits to identify the manufacturer and five digits to identify the product. The final digit is a check character. The U.S. Department of Defense provided another major endorsement in 1982 by adopting a bar code standard (Code 39) that must be applied by vendors on product cartons supplied to the various agencies of DOD. The UPC is a numerical code (0-9). while Code 39 provides the full set of alphanumeric characters plus other symbols ( 44 characters in all). These two linear bar codes and several others are compared in Table 12.2.

TABLE 12.2 Some Widely Used Linear Bar Codes

| Bar Code | Date | Description | Applications |
| :---: | :---: | :---: | :---: |
| UPC* | 1973 | Numeric only, length $=12$ digits | Widely used in U.S. and Canada grocery and other ratail stores |
| Codabar | 1972 | Only 16 characters: 0-9, $\text { \$, : } / h_{1}+\text { + }$ | Used in fibraries, blood banks, and some parcel freight applications |
| Code 39 | 1974 | Alphanumeric. See text tor description | Adopted by Dept. of Defense, automotive, and other manufacturing industries |
| Code 93 | 1982 | Similar to Code 39 but higher density | Same applications as Code 39 |
| Code 128 | 1981 | Alphanumeric, but higher density | Substitutes in some Code 39 applications |
| Postnet | 1980 | Numeric only** | U.S. Postal Service code for ZIP code numbers |

Sourcess Nelson [121, Pamer [13].

- UPC = Universal Product Code, adopted by the grocery industry in 1973 and based on a symbol developed by lBM Corp. in early grocery tests. A similar standard hat code systert was developed for Europe, called the European Article Numbering system (EANL, in 1978.
** This is the only heightmodulated ber coce in the table All others are width-modulated


## Historical Note 12.1 Bar codes [12], [13].

The first patent relating to a bar code was issucd to J. T. Kermode in 1934 (U.S. Patent 1,985,035). It used Cour bars wo sort biling areas for the Cleveland Gas \& Electric Co. The bar code industry began in the 1960 as small working groups in large companies. Some of the early companies involved with the technology included IBM, Magnavok, RCA, Sylvania, Bendix, and General Electric. What we believe was the first bar code scanaing system was ai a Scott Papcr Company plant in Wisconsin mstalled in 1960 by the General Atrenics Division of Magnavox Corp. The system was used to identify and divert cartons moving aiong a conveyor. No laser scanners were availabe at that time, and the Atronics system used photocells respording to light rellected from two rows of hars on the cartons. Although the crude systern worked well, top execulives ar Magnavox did not believe that bar code technology had much of a future, and so in 1971 they sold the division to Al Wurz, who changed the name to Accu-Sor1.

By the early 1970s, the major companies in the bar code scanning business were AccuSort, Computer Identics. Identicon, and Bendix Recognition Systems. It is of interest to note how each of these companies developed. We have already mentioned that Acel-Sort wax purchased from Magnavox. Computer Idenics and denticon were statted by former employces of Sylvania. And Bendix later decided to exit the business. based on the same kinds of perceptions that influenced Magnavox to sell out: There was no profitable future in bar codes.

In 1972, the companies involved in bar code technology formed the Automatic Identification Manufacturers Association (AIM) as a product section in the Material Handling Institute (the trade association for material handling companies at that time). In 1983, A1M separated from MHI to become an independent trade association. The starting membership of AIM in 1972 consisted of ten companies: Accu-Sort, Bendix Recognition, Computer Identics, Contro: Logic, Electronics Corp of America (Photoswitch Div.), General Electric, Gould (Data Systems Div), Identicon, Mekontrol, and 3M Company. (At time of writing, there are more than 150 members of AIM.)

In 1973, the U'niform Product Code (UPC) was adopted by the grocery industry, which had been working for several years to imptement bar code technology for product identitication. inventory control, and automation of the check-gut procedure. Ail producers of over-thecounter gookis for the grocery industry wele now required to bar code their produels. Other significant evente motivating the development of bar code technology included the Department of Defense requirement in 1482 that its 33.000 suppliers use bar codes. And about one year later, the Automotive Industry Action Group established the requirement that the industry's 16,000 suppliers must bar code all of their dehveries. By now, the importance of bar code technology had become clearer to business leadera

In 1987 , Code 49 , the first two-dimensional code. was developed by D. Allais and introduced by Intermec to roduce the area of the conventional bar code label and to increase the density of the data contained in the symbol.

The Bar Code Symbol. The bar code standard adopted by the automotive industry, the Department of Defense, the General Services Administration, and many other manufacturing industries is Code 39, also known as AIM USD-2 (Automatic Identification Manufacturers Uniform Symbol Description-2), although this is actually a subset of Code 39. We describe this tormat as an example of linear bar code symbols [3], [4]. [13]. Code 39 uses a series of wide and narrow elements (bars and spaces) to represent alphanumeric and other characters. The wide elements are equivalent to a binary value of one and the narrow elements are equal to zero. The width of the wide bars and spaces is between two and three times the width of the narrow bars and spaces. Whatever the wide-to-narrow ratio. the width must be uniform throughoul the code for the reader to be able to consistently interprel the resulting pulse train. Figure 12.4 presents the character structure for USD-2, and Figure 125 illustrates how the character set might be developed in a typical bar code.

| Char．Bar pattert | 9 bis | Cher．Aar patiern | 9 bis |
| :---: | :---: | :---: | :---: |
| 1 | IEnHCOOM | K | 1000000：11 |
| 3 | ONLICNEA | 1 | 20100001： |
| 3 | golitmank | M | 1013000］0 |
| 4 | Th⿵冂 | $N$ | 0000160： 1 |
| 3 | fowl MOOO | 0 | 1000100610 |
| 4 | Whiliown | P | 00180010 |
| 7 | Dodenmat | 0 | $000000: 1!$ |
| 8 | 106torn（M） | R | 100000110 |
| 9 | OXILU0100 | 5 | 001060116 |
| 0 |  | $T$ | 00001D120 |
| A | 190301001 | U | 150000001 |
| 3 | 00106000 | V | 01 HOXOWO |
| $C$ | 101093006 | w | 111000000 |
| D | 9000］ | $x$ | 016070009 |
| E | 1000H1000 | $Y$ | 110010000 |
| F | Ontidil（hX） | z | 011030000 |
| 0 | comolitil |  | 010000101 |
| H | 10000110\％ |  | 110000100 |
| 1 | 001001100 | spase | 011000100 |
| 」 | 00011190 |  | 010010100 |

＊denotes a stat／istop code that must be placed at the begiming and end of every bat code message．

Figure 12.4 Character set in USD－2 bar code，a subset of Code 39 ［4］．
The reason for the name Code 39 is that nine elements（bars and spaces）are used in each character and three of the elements are wide．The placement of the wide spaces and bars in the code is what uniquely designates the character．Each code begins and ends with either a wide or narrow bar．The code is sometimes referred to as code three－of－nine．In ad－ dition to the character set in the har code．there must also be a so－called＂qujet zonc＂both preceding and following the bat code，in which there is no printing that might confuse the decoder．This quiet zone is shown in Figure 12．5．


Figure 12.5 A typical grouping of characters to form a bar code in Code 39. (Reprinted from [4] by permission of Automatic Identification Manufacturers, Inc.)

Bar Code Readers. Bar code readers come in a variety of configurations; some require a human to operate them and others are stand-alone automatic units. They are usually classified as contact or noncontact readers. Contact bar code readers are hand-held wands or light pens operated by moving the tip of the wand quickly past the bar code on the object or document. The wand tip must be in contact with the bar code surface or in very close prosimity during the reading procedurc. In a factory data colfection application, they are usually part of a keyboard entry terminal. The terminal is sometimes referred to as a stationary terminal in the sense that it is placed in a fixed location in the shop. When a transaction is entered in the factory, the data are usually commurnicated to the computer system immediately. In addition to their use in factory data collection systems, stationary contact bar code readers are widely used in retail stores to enter the item identification in a sales transaction.

Contact bar code readers are also available as portable units that can be carried around the factory or warehouse by a worker. They are hattery-powered and include a solid-state memory device capable of storing data acquired during operation. The data can subsequently be transferred to the computer system. Portable bar code readers often include a keypad that can be used by the operator to input data that cannot be entered via bar code. These portable units are used for order picking in a warehouse and similar applications that require a worker to move large distances in a building.

Noncontact bay code readers focus a light beam on the bar code, and a photodetector reads the reflected signal to interpret the code. The reader probe is located a certain
distance from the bar code (several inches to several feet) during the read procedure. Noncontact readers are classified as fixed beam and moving beam scamners Fixed beant readers are stationary units that use a fixed beam of light. They are usually mounted beside a conveyor and depend on the movement of the bar code past the light beam for their operation. Applications of fixed beam bar code readers are typically in warehousing and material handling operations where large quantities of materials must be identified as they flow past the scanner on conveyors, Hixed beam scanners in these kinds of operations represent some of the first applications of bar codes in industry.

Moving beam scanners use a highly focused beam of light, actuated by a rotating mirror to traverse an angular sweep in search of the bar code on the object. Lasers are often used to achieve the highty focused light beam. A scan is defined as a single sweep of the light beam through the angular path. The high rotational speed of the mirror allows for very high scan rates-up to 1440 scansisec [1]. This means that many scans of a single bar code can be made during a typical reading procedure, thus permitting verification of the reading. Moving beam scanners can be either stationary or portable units. Stationary scanners are located in a fixed position to read bar codes on objects as they move past on a conveyor or other material handling equipment. They are used in warehouses and distribution centers to automate the product identification and sortation operations. A typical setup using a stationary scanner is illustrated in Figure 12.6. Poriable scanners are band-held devices that the user points at the bar code like a pistol. The vast majority of bar code scanners used in factories and warehouses are of this type [21].

Bar Code Printers. In many bas code applications, the labels are printed in medi-um-to-large quartities for product packages and the cartons used to ship the packaged products. These preprinted bar codes are usually produced off-site by companies specializing in these operations. The labels are printed in either identical or sequenced symbols. Printing technologies include traditional techniques such as letierpress, offset lithography, and flexographic printing.

Bar codes can also be printed on-site by methods in which the process is controlled by microprocessor to achieve individualized printing of the bar coded document or item label. These applications tend to require multiple printers distributed at locations where they are needed. The printing technologies used in these applications include [8]. [13]:

- Dot matrix. In this technique. the bars are printed by overlapping dots to fom wide or narrow bands. Dot matrix is a low-cost technique, but the quality of the printed bars


Figure 12.6 Stationary moving beam bar code scanner located along a moving conveyor.
depends on the degree of overlap; accordingly, there is a lower limit on the size of the bar code.

- Ink-jet. Like dot matrix. the ink-jet bars are formed by overlapping dots, but the dots are made by ink dropleis. Recent advances in ink-jet technology, motivated by the personal computer market, have improved the resolution of ink-jet printing, and so bar codes of higher density than dot matrix bars are possible at relatively low cost.
- Direct thermal. In this technique, light-colored paper labels ate coated with a heat-sensitive chemical that darkens when heated. The printing head of the thermal printer consists of a lincar array of smatl heating elements that heat localized areas of the label as 1 mover past the head, causing the desired bar code image to be formed. Bar codes by direct thermal printing are of good quality, and the cost is low. Care must be taken with the printed label to avoid prolonged exposure to elevated temperatures and ultraviolet light.
- Thermal transfer. This technology is similar to direct thermal printing, except that the thermal printing head is in contact with a special ink ribbon that cransfers its ink to the moving label in kocalized areas when heated. Unlike direct thermal printing: plain (uncoated) paper can be used, and so the concerns about ambient temperature and ultraviolet light do not apply. The disadvantage is that the thermally activated ink ribbon is consumed in the printing process and must be periodically replaced.
- Laser printing. Laser printing is the technology that is widely used in printers for personal computers. In laser printing, the bar code image is written onto a photosensitive surface (usually a rotating drum) by a controllable light source (the laser), forming an electrostatic image on the surface. The surface is then brought into contact with toner particles that are attracted to selected regions of the image. The toner image is then transferred to plain paper (the label) and cured by heat and pressure. Highquality bar codes can be printed by this technique.

In addition, a laser etching process can be used to mark bar codes onto metal parts. The process provides a permanent identification mark on the item that is not susceptible to damage in the harsh environments that are encountered in many manufacturing processes. Other processes are also used to form permanent 3-D bar codes on parts, including molding, casting, engraving, and embossing [5]. Special 3-D scanners are required to read these codes.

Examples of applications of these individualized bar code printing methods include: keyboard entry of data for inclusion in the bar code for each item that is labeled, automated weighing scales and other inspection procedures in which unique grading and labeling of product is required, unique identification of production lots for pharmaceutical products, and preparation of route sheets and other documents included in a shop packet traveling with a production order, as in Figure 12.7. Production workers use bar code reader's to indicate order number and completion of each step in the operation sequence.

### 12.2.2 Two-Dimensional Bar Codes

The first two-dimensional (2-D) bat code was introduced in 1987. Since then, more than a dozen 2-D symbol schemes have been developed, and the number is expected to increase. The adventage of 2-D codes is their capacity to store much greater amounts of data at higher area densities. Their disadvantage is that special scanning equipment is required to read the codes, and the equipment is more expensive than scanners used for conventional


Figure 12.7 Bar-coded production order and route sheet. (Courtesy of Computer Identics Corp.).
bar codes. Two-dimensional symbologies divide into two basic types: (1) stacked bar codes and (2) matnix symbologies.

Stacked Bar Codes. The first 2-D bar code to be introduced was a stacked symbology. It was developed in an effort to reduce the area required for a conventional bar code. But its real advantage is that it can contain significantly greater amounts of data. A stacked bar code consists of multiple rows of conventional linear bar codes stacked on top of each other. Several stacking schemes have been devised over the years, nearly all of which allow for multiple rows and variations in the numbers of encoded eharacters possible. Several of the stacked bar code systems are listed and compared in Table 12.3. An example of a 2-D stacked bar code is illustrated in Figure 12.8.

The encoded data in a stacked bar code are decoded using laser-type scanners that read the lines sequentially. The technical problems encountered in reading a stacked bar code include: (1) keeping track of the different rows during scanning, (2) dealing with scanning swaths that cross between rows, and (3) detecting and correcting localized errors [13]. As in linear bar codes, printing defects in the 2-D bar codes are also a problem.

TABLE 12.3 2-D Ber Codes

| Symbology | Type | Date (Company or Inventor) | Relative Data Density* |
| :--- | :--- | :--- | :--- |
| Code 49 | Stacked |  | 1987 (Intermec) |
| Code 16K | Stacked | 1988 (T. Wiliams) | 5.8 |
| PDF417 | Stacked | 1990 (Symbol Technology) | 5.8 |
| Code One | Matrix | 1992 (T. Williams) | 7.2 |
| DataMatrix | Matrix | 1989 (Priddy \& Cymbaliski) | 30 |
| MaxiCode | Matrix | 7992 (UPS) | 21 |

Sources. Palmer | 13 \}.
*Comparison is to Code 39 based on 20 alphanumeric characters. flelative data density of Code 39 is 1.0. Higher density means more data per unit square area.


Figure 12.8 A 2-D stacked bar code. Shown is an example of a PDF417 symbol.

Matrix Symbologies. A matrix symbology consists of 2-D patterns of data cells that are usually square and are colored dark (usually black) or white. The 2-D matix symbologies were introduced around 1990, and several of the more common symbologies are listed in Table 12.3. Their advantage over stacked bar codes is their capability to contain more data. They also have the potential for higher data densities, although that potential is not always exploited, as shown in Table 12.3 for the case of MaxiCode. ${ }^{1}$ Their disadvantage compared to stacked bar codes is that they are more complicated, which requires more-sophisticated printing and reading equipment. The symbols must be produced (during printing) and interpreted (during reading) both horizontally and vertically; therefore they are sometimes referred to as area symbologies. An example of a 2-D matrix code is illustrated in Figure 12.9.

Applications of the matrix symbologies are currently found in part and product identification during manufacturing and assembly. These kinds of applications are expected to grow as computer-integrated manufacturing becomes more pervasive throughout industry.

[^14]

Figure 12.9 A 2-D matrix bar code. Shown is an example of the Data Matrix symbol.

The semiconductor industry has adopted Data Matrix ECC200 (a variation of the Data Matrix code listed in Table 12.3 and shown in Figure 12.9) as its standard for marking and identifying wafers and other electronic components [11].

### 12.3 OTHER ADC TECHNOLOGHES

The other automated identification and data collection techniques are either used in special applications in factory operations, or they are widely applied nutside the factory Brief descriptions of them are provided in the following.

### 12.3.1 Radio Frequency Identrication

Of the alternative ADC technologies, radio frequency identification (RFID) represents the biggest thallenge to the predominance of bar codes In addition, radio frequency (RF) technology is widely used to augment bar code identification (and other ADC techniques) by providing the communication link between remote bar code readers and some central terminal. This latter application is called rade frequency data communication (RFDC), as distinguished from RFID. In radio frequency identification, an "identification tag" containing electronically coded data is attached to the subject item and communicates these data by RF to a reader as the item passes. The reader decodes and validates the RF signal prior to transmitting the associated data to a collection computer system.

Although the type of RF signal is similar to those used in wireless television transmission, there are differences in how RF technology is used in product identification. One difference is that the communication is in two directions rather than in one direction as in commercial radio and TV. The identification tag is a transponder, which is a device capable of enitting a signal of its own when it receives a signal from an external source. To be activated, the reader transmits a low-level RF magnetic field that serves as the power source for the transponder when in close-enough proximity Another difference between RFID and commercial radio and TV is that the signal power is substantially lower in identification applications (from milliwatts to several watts), and the communication distances usually range between several millimeters and several meters. The communication distance can be
increased by the use of battery-powered tags, capable of transmitting the ID data over greater distances (typically 10 m and more). These battery-powered tags are called active tags, as opposed to the traditional pastive tags, which have no battery.

One of the initial uses of RFID was for tracking railway cargo. In this application, the term "tag" may be misleading, becausc a brick-sized container was used to house the electronics for data storage and RF communications. Subsequent applications use tags available in a variely or different forms, stect as credi-card-sized plastic labels for product identification and very small glass capsules injected into wild an imals for tracking and research purposes.

Identification tags in RFID are usually read-only devices that contain up to 20 characters of data representing the item identification and other information that is to be communicated. Advances in the tochnology have provided much higher data storage capacity and the ability to change the data in the tag (read/write tags). This has opened many new opportunitics for incorporating much more status and historical information into the automatic identification tag rather than using a central data base.

Advantages of RFID include: (1) Identification does not depend on physical contact or direct line of sight observation by the reader. (2) much more data can be contained in the identification tag than with most ADC technologies, and (3) data in the read/write tags can be altered for historical usage purposes or reuse of the tag. The disadvantage of RFID is that the hardware tends to be more expensive than for most other ADC technologies. For this reason, RFID systems are generally appropriate only for data collection situations in which environmental factors preclude the use of optical techniques such as bar codes. For example, RF systems are suited for identification of products with high unit values in manufacturing processes that would obscure any optically coded data (such as spray painting). They are also used for identifying railroad cars and in highway trucking applications where the environment and conditions make other methods of identification infeasible.

### 12.3.2 Magnetic Stripes

Magnetic stripes attached to the product or container are used for itern identification in factory and warehouse applications, A magnetic stripe is a thin plastic film containing small magnetic particles whose pole onientations can be used to encode bits of data into the film. The film can be encased in or attachod to a plastic card or paper ticket for automatic idenfification. These are the same kinds of magnetic stripes used to encode data onto plastic credit cards and bank access cards. Although they are widely used in the financial community, their use seems to be declining in shop floor control applications for the following reasons: (1) The magnetic stripe must be in contact with the scanning equipment for reading to be accomplished, (2) unavailability of convenient shop floor encoding methods to write data into the stripe, and (3) the magnetic stripe labels are more expensive than bar code labels. Two advantages of magnetic stripes are their large data storage capacity and the ability to alter the data contained in them.

### 12.3.3 Optical Character Recognition

Optical character recognition (OCR) refers to the use of specially designed alphanumeric characters that are machine readable hy an optical reading device Optical character recognition is a 2-D symbology, and scanning involves interpretation of both the vertical and horizuntal features of each character during decoding. Accordingly, when manualty operated scanners are used, a certain level of skill is required by the human operator, and first read
rates are relatively low (often less than $50 \%$ [13]). The substantial benefit of OCR technology is that the chamacters and associated text can be read by humans as well as by machines.

As an interesting historical note, OCR was selected as the standard automatic identification technology by the National Retail Merchants Association (NRMA) shortly after the UPC bar code was adopted by the grocery industry. Many retail establishments made the investment in OCR cquipment at that time. However, the problems with the technology became apparent by the mid-198Us [13]: (1) low first read rate and high substitution error tate when hand-held scanticrs were used, (2) lick of an omnidirectional scanner for automatic checkout, and (3) widespread and growing adoption of bar code technology. NRMA was subsequently forced to revise its recommended standard from OCR technology to bar codes.

For factory and warehouse applications. the list of disadvantages includes: (1) the requirement for near-contact scanning, (2) lower scanning rates, and (3) higher error rates compared to bar code scanning.

### 12.3.4 Machine Vision

The principal application of machine vision currently is for automated inspection tasks (Section 23.6). For ADC applications, machine vision systems are required to read 2-D matrix symbols, such as Data Matrix (Figure 12.9), and they can also be used for stacked bar codes, such as PDF-417 (Figure 12.8) [9]. Applications of machine vision also include other types of automatic identification problems, and these applications may grow in number as the technology advances. For example, machine vision systems are capable of distinguishing between a limited variety of products moving down a conveyor so that the products can be sorted. The recognition task is accomplished without requiring that a special identification code be placed on the product. The recognition by the machine vision system is based on the inherent geometric features of the object.
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In this part of the book, we consider how automation and material handling technologies are synthesized to create manufacturing systems. We define a manufacturing system to be a collection of integrated equipment and human resources, whose function is to perform one or more processing andior assembly operations on a starting raw material, part, or set of parts. The integrated equipment includes production machines and tools, materinl handling and work positioning devices, and computer systems. Human resources are required either full time or periodically to keep the system running. The manufacturing system is


Figure 13.1 The position of the manufacturing system in the larger production system.
where the value-added work is accomplished on the part or product. The position of the manufacturing system in the larger production system is seen in Figure 13.1. Examples of manufacturing systems include:

- one worker tending one machine, which operates on semi-automatic cycle
- a cluster of semi-automatic machines, attended by one worker
- a fully automated assembly machine, periodically attended by a human worker
- a group of automated machines working on automatic cycles to produce a family of similar parts
- a team of workers performing assembly operations on a production line.

In the present chapter, we classify these manufacturing systems and examine their features and performance. In other chapters in this part of the book, we discuss the various manufacturing systems of greatest commercial and technological importance.

### 13.1 COMPONENTS OF A MANUFACTURIAGG SYSTEM

A manufacturing system consists of several components. In a given system, these components usually include:

- production machines plus tools, fixtures, and other related hardware
- material handling system
- computer systems to coordinate and/or control the above components
- humar workers

In this section, we discuss each of these components and the variety of types within each category. In the following section, we consider how these components are combined and organized in different ways to achicve various objectives in production.

### 13.1.1 Production Machines

In virtually all modern manufacturing systems, most of the actual processing or assembly work is accomplished by machines or with the aid of tools. The machines can be classified as (1) manually operated. (2) semi-automated, or (3) fully automated. Manually operated machines are directed or supervised by a human worker. The machine provides the power for the operation and the worker provides the control. Conventional machine tools (e.g. lathes, milling machines, drill presses) fit into this category. The worker must be at the machine continuously.

A semi-automated machine performs a portion of the work cycle under some form of program control, and a human workex tends to the machine for the remainder of the cycle, by loading and unloading it or performing some other task each cycle. An example of this category is a CNC lathe controlled for most of the work cycle by the part program, but rcquiring a worker to unload the finished part and load the rext workpiece at the end of the part program. In these cases, the worker must attend to the machine every cycle, but continuous presence during the cycle is not always required. If the automatic machine cycle takes, say, 10 min , white the part unloading and loading portion of the work cycle only takes 1 min , then there may be an opportunity for one worker to tend more than one machine. We analyze this possibility in Chapter 14 (Section 14.4.2).

What distinguishes a fully automated machine from its semi-automated cousin is its capacity to operate for extended periods of time with no human attention. By extended periods of time, we generally mean longer than one work cycle. A worker is not requited to be present during each cycle. Instead, the worker may need to tend the machine every tenth cycle or every hundredth sycle. An cxample of this type of operation is found in many injection molding plants, where the molding machines run on automatic cycle, but periodically the collection bin full of molded parts at the machine must be taken away and replaced by an empty bin.

In manufacturing systems, we use the term workstation to refer to a location in the factory where some well-defined task or operation is accomplished by an automated machine, a worker-and-machine combination, or a worker asing hand tools and/or portable powered toots. In this last case, there is no definable production machine at the location, Many assembly tasks are in this category. A given manufacturing system may consist of one or more workstations, A system with multiple stations is called a production line, ur assembly line, or machine cell, or other name, depending on its configuration and function.

### 13.1.2 Material Handling System

In most processing and assembly operations performed on discrete parts and products, the following ancillary functions must be provided: (1) loading and unioading work units and (2) positioning the work units at each station. In manufacturing systems composed of multiple workstations, a means of (3) transporting work units between stations is also required. These functions are accomplished by the material handling system. In many cases, the units are moved by the workers themselves, but more often some form of mechanized or automated material transport system (Chapter 10) is used to reduce human effort. Most material handling systems used in production also provide (4) a temporary storage function. The purpose of storage in these systems is usually to make sure that work is always present for the stations, that is, that the stations are not starved (meaning that they have nothing to work on).

Some of the issues related to the material handing system are often unique to the particular type of manufacturing system. and so it makes sense to discuss the details of each handling system when we discuss the manufacturing system itself in later chapters. Our discussion here is concerned with genera! issues relating to the material handling system.

Loading, Positioning, and Unloading. These maternal handling functions occur at each workstation. Loading involves moving the work units into the production machine or processing equipment from a source inside the station. For example, starting parts in batch processing operations are often stored in containers (pallets, tote bins, etc.) in the immediately vicinity of the station. For most processing operations, especially those requiring accuracy and precision, the work unit must be positioned in the production machine. Positioning provides for the part to be in a known location and orientation relative to the workhead or tooling that performs the operation. Positioning in the production equipment is often accomplished using a workholder. A workholder is a device that accurately locates, orients, and clamps the part for the operation and resists any forces that may occur during processing. Common workholders include jigs, fixtures, and chucks. When the production operation has been completed, the work unit must be unloaded. that is, removed from the production machine and either placed in a container at the workstation or prepared for transport to the nexi workstation in the processing sequence. "Prepared for transport" may consist of simply loading the patt onto a conveyor leading to the next station.

When the production machine is manually operated or semi-automatic, loading, positioning, and unloading are performed by the worker either by hand or with the aid of a hoist. In fully automated stations, a mechanized device such as an industrial robot, parts feeder coil feeder (in sheet metal stamping), or automatic pallet changer is used to accomplish these material handling functions.

Work Transport Between Stations. In the context of manufacturing systems, work transport means moving parts between workstations in a multi-station system. The transport function can be accomplished manually or by the most appropriate material transport equipment.

In some manufacturing systems, work units are passed from station to station by hand. Manual work transport can be accomplished by moving the units one at a time or in batches. Moving parts in batches is generally more efficient, according to the Unit Load Principle (Section 9.3). Manual work transport is limited to cases in which the parts are small and light, so that the manual labor is ergonomically acceptable. When the toad to be moved exceeds certain weight standards, powered hoists (Section 10.5) and similay lift equipment are used. Manufacturing systems that utilize manual work transport include manual assembly lines and group technology machine cells.

Various types of mechanized and automated material handling equipment are widely used to transport work units in manufacturing systems. We distinguish two generat categories of work transport, according to the type of routing between stations: (1) variable routing and (2) fixed routing. In variable routing, work units are transported through a varicty of different station sequences. This means that the manufacturing system is processing or assembling different work units. Variable routing transport is associated with job shop production and many hatch production operations. Manufacturing systems that use variablo routing include group technology machine cellis (Chapler 15) and flexible manufacturing systems (Chapter 16). In fixed routing, the work units always fow through the same sequence of stations. This means that the work units are identical or similar enough


Figure 13.2 Types of routing in multiple station manufacturing systems: (a) variable routing and (b) fixed routing.

TABLE 13.1 Common Material Jransport Equipment Used for Variable and Fixed Routing in Multiple Station Manufacturing Systems

| Type of Part Routing | Material Handing Equipment* |
| :---: | :---: |
| Variable routing | Automated guided vehicle system Power-and-free overhead conveyor Monorail system Cart-on-track conveyor |
| Fixed routing | Powered roller conveyor <br> Belt conveyor <br> Drag chain conveyor <br> Overhead trolley conveyor <br> Rotary indexing mechanisms <br> Walking beam transfer equipment |

*Dostribed in Chopters 10 and 18.
that the processing sequence is identical. Fixed routing transport is used on production lines (Chapters 17 and 18). The difference between variable and fixed routing is portrayed in Figure 13.2. Table 13.1 lists some of the typical material transport equipment used for the two types of part routing.

Pallet Fixtures and Work Carriers in Transport Systems. Depending on the geometry of the work units and the nature of the processing and/or assembly operations
to be performed, the transport system may be designed to accommodate some form of pallet fixture. A pallet fixture is a workholder that is designed to be transported by the material handling system. The part is accurately attached to the fixture on the upper face of the pallet, and the under portion of the pallet is designed to be moved, located, and clamped in position at each workstation in the system. Since the part is accurately located in the fixture, and the pallet is accurately clamped at the station, the part is therefore accurately located at each station for processing or assembly. Use of pallet fixtures is common in automated manufacturing systems, such as single machine cells with automatic pallet changers, transfer lines, and automated assembly systems.

The fixtures can be designed with modular features that allow them to be used for different workpart geometries. By changing components and making adjustments in the fixture, variations in part sizes and shapes can be accommodated. These modular pallet fixtures are ideal for use in flexible manufacturing systems.

Alternative methods of workpart transport avoid the use of pallet fixtures. Instead, parts are moved by the handling system either with or without work carriers. A work carrier is a container (e.g, tote pan, flat pallet, wire basket) that holds one or more parts and can be moved in the system. Work carriers do not fixture the part(s) in an exact position. Their role is simply to contain parts during transport. When the parts arrive at the desired destination, any locating requirements for the next operation must be satisfied at that station. (This is usually done manually.)

An alternative to using pallet fixtures or work carriers is direct transport, in which the transport system is designed to move the work unit itself. The obvious benefit of this arrangement is that it avoids the expense of pallet fixtures or work carriers as well as the added cost of providing for their return to the starting point in the system for reuse. In manually operated manufacturing systems, direct transport is quite feasible, since any positioning required at workstations can be accomplished by the worker. In automated manufacturing systems, in particular systems that require accurate positioning at workstations, the feasibility of direct transport depends on the part's geometry and whether an automated handling method can be devised that is capable of moving, locating, and clamping the part with sufficient precision and accuracy. Not all part shapes allow for direct handling by a mechanized or automated system.

### 13.1.3 Computer Control System

In today's automated manuacturing systems, a computer is required to control the automated and semi-automated equipment and to participate in the overall coordination and management of the manufacturing system. Even in manually driven manufacturing systems, such as a completely manual assembly line, a computer system is useful to support production. Typical computer system functions include the following:

- Communicak instructions to workers. In manually operated workstations that perform different tasks on different work units, processing or assembly instructions for the specific work unit must be communicated to the operator.
- Downiond part programs to computer-controlled machines (e.g., CNC machine tools).
- Materiai handling system control. This function is concerned with controlling the material handling system and coordinating its activities with those of the workstations.
- Schedule production. Certain production scheduling functions are accomplished at the site of the manufacturing system.
- Faidtre diagnosis. This involves diagnosing equipment malfunctions, preparing preventive maintenance schedules, and maintainng spare parts inventory.
- Safery Monituring. This function ensures that the system does not operate in an unsate condition. The goal of safety monitoring is to protect hoth the human workers manning the sustem and the equipment comprising the system.
- Quality Comirol. The purpose ul this comul function is to detect and possibly reject defective work units produced by the system.
- Operations management. Managing the overall operations of the manufacturing system, either directly (by supervisory computer control) or indirectly (by preparing the necessary reports for management personnel).


### 13.1.4 Human Resources

In many manafacturing systems, humans perform some or all of the value-added work that is accomplished on the paris or products. In these cases, the human workers are referred to as direct labor. Through their physical labor, they directly add to the value of the work unit by performing manual work on it or by controlling the machines that perform the work. In manufacturing systems that are fully automated, direct labor is still needed to perform such aetivition os loading and unloading parts to and from the system, changing tools, resharpening tools and similar functions. Human workers are also needed for automated manufacturing systems to manage or support the system as computer programmers, computer operators, part programmers for CNC machine tools (Chapter 6), maintenance and repair personnel, and similar indireci labor tasks. In automated sysiems, the distinction between direct and ir,direct labor is not always precise.

### 13.2 CLASSIFICATION OF MANUFACTURING SYSTEMS

In this section, we explore the variety of menufacturing system types and develop a classification scheme based on the factors that define and distinguish the different types. The factors are: (1) types of operations performed. (2) number of workstations and system layout. (3) level of automation and (4) part ur product variety. The four factors in our manufacturing systems classitication scheme are defined in Table 13.2 and discussed below.

TABLE 13.2 Factors in Manufacturing Systems Classification Scheme

| Factor |  |
| :--- | :--- |
| Types of operations <br> performed | Processing operations versus assembly operations <br> Number of workstations and <br> system layout |
| One of processing or assembly operation |  |

### 13.2.1 Types of Operations Performed

First of all, manufacturing systems are distinguished by the types of operations they perform. At the highest level, the distinction is between (1) processing operations on individual work units and (2) assembly operations to combine individual parts into assembled entities. Reyond this distinction, there are the technologies of the individual processing and assembly operations (Section 2.2.1).

Additional parameters of the product that play a role in determining the design of the manufacturing system include: type of material processed, size and weight of the part or product, and part geometry. For example. machined parts can be classitied according to part geometry as rotationat or nonrotational. Rotationat parts are cylindrical or disk-shaped and require turning and related rotational operations. Nonrotational (also called prismaric) parts are rectangular or cube-like and require milling and related machining operations to shape them. Manufacturing systems that perform machining operations must be distinguished according to whether they make rotational or nonrotational parts. The distinction is important not only because of differences in the machining processes and machine tools required, but also because the material handling system must be engineered differently for the two cases.

### 13.2.2 Number of Workstations and System Layout

The number of workstations is a key factor in our classification scheme. It exerts a strong influence on the performance of the manufacturing system in terms of production capacity, productivity, cost per unit, and maintainability. Let us denote the number of workstations in the systern by the symbol $n$. The individual stations in a manufacturing system can be identified by the subscript $i$, where $i=1,2, \ldots, n$. This might be useful in identifying parameters of the individual workstations, such as operation time or number of workers at a station.

The number of workstations in the manufacturing system is a convenient measure of its size. As the number of stations is increased, the amount of work that can be accomplished by the system increases. This translates into a higher production rate, certainly as compared with a single workstation's output, but also compared with the same number of single stations working independently. There must be a synergistic benefit obtained from multiple stations working in a coordinated manner rather than independently; otherwise, it makes more sense for the stations to work as independent entities. The synergistic benefit might be derived from the fact that the totality of work performed on the part or product is too complex to engineer at a single workstation. There are too many individual tasks to perform at one workstation. By assigning separate tasks to individual stations, the task performed at each station is simplified.

More stations also mean that the system is more complex and therefore more difficult to manage and maintain. The system consists of more workers, more machines, and more parts being handled. The logistics and coordination of the system becomes more involved. Maintenance problems occur more frequently.

Closely related to number of workstations is the arrangement of the workstations, that is, the way the stations are laid out. This, of course, applics mainky to systems with multiple stations. Are the stations arranged for variable routing or fixed routing? Workstation layouts organized for variable routing can have a variety of possible configurations, while lay-
outs organized for fixed routing are usually arranged linearly, as in a production line. The layout of atations is an important factor in determining the most appropriate material handling system.

Our classification scheme is applicable to manufacturing systems that perform either processing or assembly operations. Although these operations are different, the manufacturing systems to perform them possess similar configurations According to number of stations and the layout of the stations, our classification scheme has three levels:

Type 1 Single station. This is the simplest case, consisting of one workstation $(\boldsymbol{n}=1)$, usually including a production machine that can be manually operated, semi-automated, or fully automated.
Type II Muitiple stations with variable routing. This manufacturing system consists of two or more stations $(n>1)$ that are designed and arranged to accommodate the processing or assembly of different part or product styles.
Type III Multiple stations with fixed routing. This system has two or more workstations ( $\boldsymbol{n}>1$ ), which are laid out as a production line.

### 13.2.3 Level of Automation

The level of automation is another factor that characterizes the manufacturing system. As defined above, the workstations (machines) in a manafacturing system can be manually operated, semi-automated, or automated.

Manning Level. Closely correlated with the level of automation is the proportion of time that direct labor must be in attendance at each station. The manning level of a workstation, symbolized $M_{,}$, is the proportion of time that a worker is in attendance at the station. If $M,=1$ for station $i$, it means that one worker must be at the station continuously. If one worker tends four automatic machines, then $M_{i}=0.25$ for each of the four machines, assuming each machine requires the same amount of attention. On portions of an automobile final assembly line, there are stations where multiple workers perform assembly tasks on the car, in which case $M_{i}=2$ or 3 or more. In general, high values of $M_{t}$ ( $M_{1} \geq 1$ ) indicate manual operations at the workstation, while low values $\left(M_{1}<1\right)$ denote some form of automation.

The average manning level of a multi-station manufacturing system is a useful indicator of the direct labor content of the system. Let us define it as follows:

$$
\begin{equation*}
M=\frac{w_{4}+\sum_{i=1}^{n} w_{i}}{n}=\frac{w}{n} \tag{13.1}
\end{equation*}
$$

where $M=$ average manning level for the system; $w_{p}=$ number of utility workers assigned to the system; $w_{t}=$ number of workers assigned specifically to station $i$, for $i=1,2, \ldots, n$; and $w=$ total number of workers assigned to the system. Utility workers are workers who are not specifically assigned to individual processing or assembly stations: instead they perform functions such as: (1) relieving workers at stations for personal breaks, (2) maintenance and repair of the system, (3) tool changing, and (4) loading and/or unloading work units to and from the system. Even a fully automated multi-station manufacturing swstem is likely to have one or more workers who are responsible for keeping it running.

Automation in the Classification Scheme. Including automation in our classification scheme, we have two possible automation levels for single stations and chree possible levels for multi-station systems. The two levels for single stations (type I) are: $\mathrm{M}=$ manned station and $\mathrm{A}=$ fully automated. The manned station is identified by the fact that one or more workers must be at the station every cycle. This means that any machine at the station is manually operated or semi-automatic and that manning is equal to or greater than one ( $\mathrm{M} \geq 1$ ). However, in some cases, one worker may be able to attend more than one machine, if the semi-automatic cycle is long relative to the service required each cycle of the worker (thus, $M<\mathrm{b}$ ). We address this issue in Section 14.4.2. A fully automated station requires less than full-time attention of a worker ( $\mathrm{M}<1$ ). For multi-station systems (types II and III), the levels M and A are applicable, and a third level is possible: $H=$ hybrid, in which some stations are manned and others are fully automated. Listing the alternatives, we have the following:

Type IM Single-station manned cell. The basic case is one machine and one worker ( $n=1, w=1$ ). The machine is manually operated or semi-automated, and the worker must be in continuous attendance at the machine.
Type I A Single station automated cell. This is a fully automated machine capable of unattended operation ( $M<1$ ) for extended periods of time (longer than one machine cycle). A worker must periodically load and unload the machine or otherwise serviec it.

Type II M Mutt-station manual system with variable rouning. This has multiple stations that are manually operated or semi-automated. The layout and work transport system allow for various routes to be followed by the parts or products made by the system. Work transport between stations is either manual or mechanized.
Type II A Mudt-station automated system with variable routing. This is the same as the previous system, except the stations are fully automated ( $n>1, w_{1}=0$, $M<1$ ). Work transport is also fully automated.
Type II H Multi-station hybrud system with variable routing. This manufacturing system contains both manned and automated stations. Work transport is manual, automated, or a mixture (hybrid).
Type III M Multi-station manual system with fixed routing. This manufacturing system consists of two or more stations ( $n>1$ ), with one or more workers at each station ( $w_{r} \geq 1$ ). The operations are sequential, thus necessitating a fixed routing, usually laid out as a production line. Work transport between stations is either manual or mechanized.
Type III A Multi-siation automated system with fixed routing. This system consists of two or more automated slations ( $n>1, w_{i}=0, M<1$ ) arranged as a production line or similar configuration. Work transport is fully automated.
Type III H Multi-station hybrid system with fixed routing. This system includes both manned and automated stations ( $n>1, w_{i} \geq 1$ for some stations, $w_{s}=0$ for other stations, $M>0$ ). Work transport is manual, automated, or a mixture (hybrid).

The eight types of manufacturing system are depicted in Figure 13.3.


Figure 13.3 Classification of manufacturing systems: (a) single station manned cell. (b) single station automated cell, (c) multi-station manual system with variable routing, (d) multi-station automated system with variable routing, (e) multi-station hybrid systent with variable routing, (f) multi-station manual system with serial operations, (g) multi-station automated system with serial operations, and (h) multi-station hybrid system with serial operations. Key: Man = manned station, Aut = automated station.

### 13.2.4 Part or Product Variety

A fourth factor that characterizes a manufacturing system is the degree to which it is capable of dealing with variations in the parts or products it produces. Examples of possible variations that a manufacturing system may have to cope with include:

- variations in type and/or color of plastic of molded parts in injection molding
- variations in electronic components placed on a standard size printed circuit board
- variations in the size of printed circuit boards handled by a component placement machine
- variations in geometry of machined parts
- variations in parts and options in an assembled product on a final assembly line.

In this section, we borrow from the terminology of assembly lines to identify three types of nanufacturing systems, tistimguished by their capacity to cope with part or product variety. We then discuss two ways in which manufacturing systems can be endowed with this capability.

TABLE 13.3 Three Types of Manufacturing System According to Their Capacity to Deal with Product Variety

| System Type | Symbol | Typical Product Variety | Flexibifity |
| :--- | :---: | :--- | :--- |
| Single model | $\mathbf{S}$ | No product variety | None required |
| Satch model | B | Hard product variety typical* | Most flexible |
| Mixed model | $\times$ | Soft product variety typical* | Some flexibility |

* Hard and soft pioduct variety ere defined in Chepters 1 ISection $\mathrm{f}, 1$ I and 2 \{Section 2.3 .11.

Model Variations: Three Ceses. Manufacturing systems cant be distinguished according to their capability to deal with variety in the work units produced. Terminology used in assembly line technology (Section 17.1.4) can be applied here. Three cases of part or product variation in manufacturing systems are distinguished: (1) single model, (2) batch model, and ( 3 ) mixed model. The three cases can be identified by letter, S. B, and X, respectively. The typical level of product variety can also be correlated with the three categories. These features are summarized in Table 133.

In the single model case, all parts or products made by the manufacturing system are identical. There are no variations. In this case, demand for the item must be sufficient to justity dedication of the system to production of that item for an extended period of time, perhaps several years. Equipment associated with the system is specialized and designed for highest possible efficiency. Fixed automation (Section 1.3.1) in single model systems is common.

In the batch model case, different parts or products are made by the system, but they are made in batches because a changeover in physical setup and/or equipment programming is required between models. Changeover of the manufacturing system is required because the differences in part or product style are significant enough that the system cannot cope uniess changes in tooling and programming are made. It is a case of hard product variety (Section 1.1). The time needed to accomplish the changeover requires the system to be operated in a batch mode, in which a batch of one product style is followed by a batch of another, and so on. Batch production is illustrated in Figure 13.4. The plot shows production quantity as a function of time, with interruptions between batches for changeover (setup).


Figare 13.4 The sawtooth plot of production quantity over time in batch production. Key: $T_{s i}=$ setup time, $Q_{f}=$ batch quantily, $T_{2}=$ cycle time for part or product $j$. Production runs vary because batch quantities and production rates vary.

In the mixed model case. different parts or products are made by the manufacturing system, but the system is able to handle these differences without the need for a changeover in setup andior program. This means that the mixture of different styles can be produced continuously rather than in batches. The requirement for continuous production of different work unil styles is that the manufacturing system be designed so that whatever adjustments need to he made from one part or product style to the next. these adjustments can be made quickly enough that it is economical to produce the units in batch sizes of one.

Flexibility in Manufacturing Systems. Flexibility is the term used for the attribute that allows a mixed model manufacturitg system to cope with a certain level of variation in part or product style without interruptions in production for changeovers between models. Flexibility is generally a desirable feature of a manufacturing system. Systems that possess it are called flexable manufucturng systems, of flexible assembly systems, or similar names. They can produce different part styles or can readily adapt to new part styles when the previous ones become obsolete. To be flexible, a manufacturing system must possess the following capabilities:

- Identification of the different work thits. Different operations are required on different part or product styles. The manufacturing system must identify the work unit to perform the correct operations. In a manually operated or semi-automatic system, this task is usually an easy one for the worker(s). In an automated system, some means of automatic work unit identification must be engineered.
- Quick changeover of operating insiructions. The instructions, or part program in the case of computer-controlled production machines, must correspond to the correct operation for the given part. In the case of a manually operated system, this generally means workers who (i) are skilled in the variety of operations needed to process or assenble the different work unit styles. and (2) know which operations to perform on each work unit style. In semi-automatic and fully automated systems, it means that the required part programs are readily available to the control unit.
- Quick changeover of physicol setup. Flexibility in manufacturing means that the different work units are not produced in batches. For different work unit styles to be produced with no time lost between one unit and the next, the flexible manufacturing system must be capable ol making any necessary changes in fixturing and tooling in a very short time. (The changeover time should correspond approximately to the time required to exchange the completed work unit for the next unit to be processed.)

These capabilities are often difficult to engineer. In manually operated manufacturing systems human errors can cause problems: operators not performing the contect operations on the different work unit styles. In automated systems, sensor systems must be designed to enable work unit identification. Part program changeover is accomplished with relative ease using today's computer technology. Changing the physical setup is often the most challenging problem, and its solution becomes more difficult as part or product variety increases. Endowing a manufacturing system with flexibility increases its complexity. The material handling system and/or pallet fixtures must be designed to hold a variety of part shapes. The required number of different tools increases. Inspection becones more complicated because of part variety. The logistics of supplying the system with the correct quantities of different starting workparts is more involved. Scheduling and coordination of the system become more difficult.

Flexibility itself is a complex issue. certainly more complex than we have discussed in this introductory treatment of it. It is recognized as a significantly important attribute for a system to possess. We dedicate a more in-depth discussion of the issue in Chapter 16 on flexible manufacturing systems.

Reconfigurable Manufscturing Systems. In an era when new product stves are being introduced with ever-shortening life cycles, the cost of designing, building. and installing a new manufacturing system every time a new part or product must be produced is becoming prohibitive, both in terms of time and money. One alternative is to reuse and reconfigure components of the original system in a new manufacturing system. In modern manufacturing engincering practice, even single model manufacturing systems are being built with features that enable them to be changed over to new product styles when this becomes necessary. These kinds of features include [1]:

- Ease of mobility. Machine tools and other production machines designed with a threepoint base that allows them be readily lifted and moved by a crane or fork lift truck. The three-point base facilitates leveling of the machine after moving.
- Modular design of system components. This permits hardware components from different machine builders to be connected together.
- Open architecture in computer controls: This permits data interchange between software packages from different vendors.
- CNC workstations. Even though the production machines in the system are dedicated to one product, they are nevertheless computer numerical controlled to aliow for upgrades in software, engineering changes in the part currently produced, and changeover of the equipment when the production run finally ends.


### 13.3 OVEAVIEW OF THE CLASSIFICATION SCHEME

Our manufacturing systems classification scheme is defined by four factors: (1) type of processing or assembly operations performed. (2) number of stations and layout. (3) automation level, and (4) flexibility to deal with part or product variety. In Table 13.4, we lis $\dagger$ some examples of manufacturing systems in the classification scheme. These systems are described in Chapters 14-19.

A sense of the relative flexibility and productivity of the various types of manufacturing systens is provided in the P-Q chart of Figure 135 (a). Type I systems in particular manual systems, inherently possess the greatest flexibility in terms of part or product variety. However, single stations are limited in terms of the part or product complexity they can cope with. as indicated in Figure 13.5 (b). We have suggested that the number of components in an assembly and the number of processing steps for a part are reasonable quantitative measures of part or product complexity (Section 2.3.2). If the work unit is simple. requiring only one or a few processing or assembly operations, then a single station system can be justified for high production as well as low production. As the complexity of the work unit increases, the advantage shifts toward a multi-station manufacturing system. The larger number of tasks and additional tooling required for more-complex parts or products begins to overwhem a single station. By dividing the work among multiple stations (as in division of labor), the complexity becomes more manageable. If there is no product variety or very soft product variety, then a type III system is appropriate. As product variety

TABLE 13.4 Examples in the Manufacturing Systems Classification Schemes



Krgure 13.5 (a) P-Q chart for the types of manufacturing systems in our classification scheme, indicating trends in flexibility and productivity: and (b) part or product complexity for the three basic manufacturing system types. Key. I = single station system, II = multi-station system with variable routing, Ill = multi-station system with fixed routing,
increases, a type ll system with variable routing becomes more appropriate. Our charts indicate that the type III systems are the most productive.

Let us briefly describe types 1,11 , and III manufacturing systems. In subsequent chapters, these systems are discussed in greater detail.

### 13.3.1 Type I Manufacturing Systems: Single Stations

Applications of single workstations are widespread. The typical case is a worker-machine cell. Our classification scheme distinguishes two categories: (1) type M: manned worksta-
tions, in which a worker must be in attendance either continuously or for a portion of each work cycle, and (2) type A: automated stations, in which periodic attention is required less frequently than every cycle. [n either case. these systems are used for processing as well as for assembly operations, and their applications include single model, batch model, and mixed model production.

Reasons for the popularity of the single model workstation include: (1) It is the easiest and least expensive manufacturing method to implement, especially the manned version: (2) it is the most adaptable, adjustable, and flexible manufacturing system; and (3) a manned single workstation can be converted to an autorated station if demand tor the parts or products made in the station justifies this conversion.

### 13.3.2 Type II Manufacturing Systems: Multi-Station Cells

A multiple station system with variable routing is a group of workstations organized to achieve some special purpose. It is typically intended for production quantities in the mediurn range (annual production $=10^{2}-1 v^{4}$ parts or products), although its applications sometimes extend beyond these boundaries. The special purpose may be any of the following:

- Production of a family of parts having similar processing operations.
- Assembly of a family of products baving similar assembly operations
- Production of the complete set of components used in the assembly of one unit of final product. By producing all of the parts in one product. rather than batch production of the parts, work-in-process inventory is reduced.

As our list of examples indicates, the multi-station system with variable routing is applicable to either processing or assembly operations. It also indicates that the applications usually involve a certain degrec of part or product variety, which means differences in operations and sequences of operations that must be performed. The machinc groups must possess flexibility to cope with this variety.

The machines in the group may be mantially operated, semi-automatic, or fully automated. In our classification scheme, manually operated machine groups are type 11 M . These groups are often called machine cells, and the use of these cells in a factory is called cellular manefacturing. Cellular manufacturing and its companion topic, group technology, are discussed in Chapter 15. When the machines in the group are fully automated, with automated material handling between workstations, it is classified as type II A. If an automated machine group is flexible, it is referred to as a flexible manufacturing system or flexible manufacturing cell. We discuss flexibility and flexible manufacturing systems in Chapter 16.

### 13.3.3 Type III Manufacturing Systems: Production Lines

A multi-station manufacturing system with fixed routing is a production line A production line consists of a series of workstations laid out कo that the part or product moves from one station to the next and a portion of the total work is performed on it at each station. Production lines are generally associated with mass production ( $10^{4}-10^{6}$ parts or products per year). Conditions that favor the use of a production line are:

- The quantity of parts or products to be made is very bigh (up to millions of units).
- The work units are identical or very similar. (Thus they require the same or similer operations to be performed in the same sequence.)
- The total work can be divided into separate tasks of approximately equal duration that can be assigned to individual workstations.

The production rate of the line is determined by its slowest station. Workstations whose pace is faster than the slowest must ultimately wait for that bottleneck station. Transfer of work unith from one station to the next is usually accomplished by a conveyor or other mechanical transport system, although in some cases the work is simply pushed between stations by hand.

Production lines are used for cither processing or assembly operations. It is unusual for both types of operation to be accomplisted on the same line. Production lines are cither manually operated or automated. In our classification scheme, the manual lines are designated type III M, and the automated lines are designated type III A. Manual production lines usually perform assembly operations, and we discuss manual assembly lines in Chapter 17. Automated lines perform either processing or assembly operations, and we discuss these two system types in Chapters 18 and 19. There are also hybrid systems (type III H), in which both manual and automated stations exist in the same line. This case is analyzed in Section 19.3.4.

### 13.4 MANUFACTURING PROGRESS FUNCTIONS ILEARNING CURVES)

A phenomenon manifested in virtually all manufacturing systems is the learning curve, which was first observed and studied in aireraft assembly in the 1930s [8]. It applies to any repetitive activity. The learning curve phenomenon occurs when the cycle time required to perform a given activity decreases as the number of cycles increases. It is easiest to visualize learning in terms of an individual human worker. When a given task is performed repeatedly by the worker, it is gradually learned so that the time required to perform it decreases with each successive work unit. At first, the leaming effect is rapid, and the time per work unit decreases significantly with each consecutive unit. As the worker completes more and more units, the reduction in task time with each additional unit becomes less and less. The improvement that results from learning occurs at a diminishing rate.

Although it is easier to envision learning when applied to individual humans, the same kind of cycle time reduction occurs in the repetitive operations of work teams, large organizations, and manufacturing systems. In these cases, the phenomenon is called the manufacturing progress function.

For the case of an automated manufacturing system, one might think that since the cycle is set by the machine(s), then cycle time reduction is not possible. However, it must be realized that in all but the simplest of systems, there is invariably a beginning period after the system is first installed during which "bugs" in the system are being worked out, and the peopk responsible for operating the system are learning what makes it work. This is often called the break-in period or a similar name. Production tends to be very low during this break-in period. But repairs are made, the bugs are fixed, and the system is "tuned," so that the production rate increases. Learning has taken place. After the break-in period, if learning and "fine-suning" are allowed to proceed in the spirit of cortinuous improvement that is encouraged by many organizations, the learning curve will continue.


Figure 13.6 The learning curve phenomenon for a learning rate of $80 \%$

According to tearning curve theory there is a constant learning rate that applies to a given task. Different learning rates are associated with different types of tasks. And different workers have diftcrent lcarning capabilities that affect the learning rate. Whatever the learning tate, its effect is most identifiable every time the number of units doubles. This doubling effect can be seen in our hypothetical plot in Figure 13.6. Assuming a learning rate of $80 \%$, as in our figure, the time to produce the second unit is $80 \%$ of that for the first unit; the time to produce the fourth unit is $80 \%$ of that for the second; and so forth. Every time the number of units doubles, the task time per unit has been reduced to $80 \%$ of its previous value. Between these points, the unit task times gradually decrease. We can calculate the expected time for the Nith work unit by means of the following equation:

$$
\begin{equation*}
T_{4}=T_{1}(N)^{m} \tag{13.4}
\end{equation*}
$$

where $T_{\mathrm{s}}=$ task time for the Nth unit of work; $T_{1}=$ task time for the first work unit; $N=$ the number of the unit produced in the series: and $m=$ an exponent that depends on the learning rate. The value of $m$ can be determined as follows:

$$
\begin{equation*}
m=\frac{\ln (L R)}{\ln (2)} \tag{13.5}
\end{equation*}
$$

wherc $L R$ - learning rate, expressed as a decimal fraction, such as 0.80 . The natural $\log$ arithm of 2 ir the denominator manifests the doubling effect of the leaming rate. This causes the curve to plot as a straight line in a log-log graph, as in Figure 13.7. Typical values of the learning rate for various types of work are compiled in Table 13.5. The following example demonstrates the effect of learning in assembly line work.

## EXAMPLE 13.3 The Learning Curve

A certain mechanical assembly task required 3.75 min to complete when a skilled worker did it for the first time. The task will be performed on an assembly line used to produce bow units do a particular product. The line is currently operating on a pilot basis, while workers are learring their respective tasks. The line will run on this basis for 50 units, atter which it will go into reg-


Figure 13.7 The learning curve plots as a
 straight litte on a $\log -\mathrm{log}$ graph.

TAELE 13.5 Typical Learning Rates for Various Typas of Work

| Tyoe of Work | Typical Lesming Rate \{\%\} |
| :--- | :---: |
| Assembly, electrica! harness | 85 |
| Assembly, electronic | 85 |
| Assembly, meohanical | 84 |
| Assembiy of protolypes | 65 |
| inspection | 86 |
| Machining | $90-95$ |
| Sheet metal working | 90 |
| Welditg | 85 |

Soutce 1al. 18!
ular production (a) If the learning rate for tasks of this type is $84 \%$ (Table 13.5), what will the task time be for the 50 ths unit and (b) for the 1000 th unit?

Solution: (a) To determine the task time for any nombered unin, we need to compute the exponent m from kq. (13.5).

$$
m=\frac{\ln (0.84)}{\ln (2)}=-0.2515
$$

The lask time for the foth unit is found from E4. (13.4):

$$
T_{50}=3.75(50)^{-0.2511}=3.75(0.3738)=1.402 \mathrm{~min}
$$

(b) The task time for the 1000 th unit:

$$
T_{1000}=3.35[1000)^{-0.2515}=0.660 \mathrm{~min}
$$

This example demonstrates the powerful effect of learning curves (manufacturing progress functions) in manufacturing systems As mentioned, the learning curve phenomenon applies to both manual work as well as automated systems, if continuous improvement is allowed to take place.
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## Learning Curves

13.1 A certain eledrical hamess assembly jub required 35.0 min to complete when a skilled worker did it the first time. The job will be performed to produce 100 harnesses. If the learning rate is $85 \%$ (Table 13.5). what will the tirne be (a) for the 10 th unit and (b) for the 100th unit?
13.2 A jobshop fabricated a grotchype of a new product in a total of 640 direct labor hours, using a tean of eight workers. If charged the custmmer a labor cost of $\$ 20 \mathrm{hr}$, plus an overhead of $70 \%$. plus a profit margin of 10 above that, for a total price of $\$ 23.936$. (a) What was the profit (in dollars) for this job's (t) If the shop fabricated a sccond prototype exactly like the first one, using the same work team, and charged the customer the same total as it did for the first unir, what profit would the company make for that second prototype? Assume that Icarning occurred. Use Table 13.5 to estimate the learning rate,
13.3 In an aircraft asscmbly plant, it took 54 min to assemble the 7 th control panel. It took 49 min to assembie the 12 th panel. If you developed a learning curve to prediet assembly times for this operalıon. (a) what would be the percentage learting and (b) how long would it take to asscmble the 25th pancl'?
13.4 Onc hundred units of a special pump product are scheduled to be made for a middle eastcra conntry to move water across the desert. The pumps are being assembled at one workslation by a eeam of fout workers Time records for the first unit were not kept: bowever, the second and thard units took 15.0 he and 13.4 hr , respectively, to complete. Determine: (a) the percentage learning rate: (b) the most likely time it took to do the first unit; and (c) if the fearning rate continues, how long it will take to complete the last unit (100th unit).
13.5 Four units of a welded stcel product were assembled by one welder and one fitter in an are weldicg sctup. Total time to complete all four units was 100 hr . If the learnng rate applicable to the farrication of products of this type is known to be $85 \%$ (Table 13.5), how much time did each of the four units take?
13.6 The lcarning curve phenomenon is one of the important reasons why an assembly line with $n$ stations is capable of outproducing $n$ single workstations, where each single station docs the entire work content of the job. Consider the case of a product whose theoretical work content time for the fiust unit is 20 min . The effect of an $84 \%$ learning rate is to be compared
for two cases: 10 singie station manual cells, each doirg the entire assembly task. and one perfectiy balaneed 10 -station manual assembly line, where each station does 20 min of the total work content. For the 1000 th unit produced, determinte the rate of production of: (a) the 10 single workstations and (b) the 10 -station assembly line.
13.7 A worker at a single station manual cell produces seven parts during the first day on a new job, and the seventh part takes 45 min. The worker produces 10 parts on the second day, and the 10 Th part on the second day takes 30 min. Gyen this information. what is the percentage lcerning rate?
13.8 Onc of the great examples of the learning curve phenomenon was the improvement in labor hoass per car at Ford Motor Company during the early years of Model T production. During these years, assembly lines and otber manufacturing systerns were installed, and a variety of process and methods improvements were made in the assembly of the Model $T$ and the fabrication of its component parts. The table below presents data on several years of production of the Model T as the improventents were being made [Data based on $\mathbf{K}$. Williars et al.Ret. 9 ]. (a) What is the learning rate demonstrated by these data? (Hint: To find $N$ for each year. use the midpoint of units produced; that is, for year 1909, which is assumed to be the first year of production, $N=14.000 / 2=7,000$ and $T_{\text {rove }}=357 \mathrm{hr}$; for 1910 , $N=14,000+21,000 / 2=24,500$ and $T_{24} 5 \times 5=400 \mathrm{hr}$;and so on. Plot the data or use regression analysis to determine slope $m$. (b) Based on your result from part (a), what is your best guess for the time to assemble the very first unit (that is, find $T_{1}$ )?

| Year | Units Produced | Avaraga Labor (hr/unit) | Selling Price (\$) |
| :---: | :---: | :---: | :---: |
| 1909 | 14,000 | 357 | 850 |
| 1910 | 21,000 | 400 | 950 |
| 1911 | 54,000 | 222 | 780 |
| 1912 | 83,000 | 250 | 690 |
| 1913 | 199.000 | 216 | 600 |
| 1914 | 250,000 | 127 | 650 |
| 1975 | 369,000 | 123 | 440 |
| 1916 | 585,000 | 134 | 360 |
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Single stations constitute the most common manufacturing system in industry. They operate independently of other workstations in the factory, although their activities are coordinated with the larger production system. Single station manutacturing cells are used for either processing or assembly operations. They can be designed for single model production (where all parts or products made by the system are identical), for batch production (where different part styles are made in batches), or for mixed-model production (where different parts are made sequentially; i.e., not in batches). In our classification scheme of the previous chapter (Section 13.2), we identified the single station category as type I manufacturing systems. There are two forms of type I systems:

1. Single station manned cell (type I M)
2. Single station automated cell (type I A).

These manufacturing systems are discussed in this chapter. We also examine two analystis issues that must be considered in the planning of single station systems: (1) how many workstations are required to satisfy production requirements, and (2) how many machines can be assigned to one worker in a machine ciuster. A machine cluster is a collection of two or more identical or similar machines that are serviced by one worker.

### 14.1 SINGLE STATION MANNED CELLS

The single station manned cell, the standard model for which consists of one worker tending one mach ine, is probably the most widely used production method today. It dominates job shop production and batch production, and it is not uncommon even in high production. There are many reasons for its widespread adoption.

- It requires the shortest amount of time to implement. The user company can quickly launch production of a new part or product, while it plans and designs a more automated production method.
- It requires the least capital investment of all manufacturing systems.
- Technologically, it is the easiest system to install and operate.
- For many situations, particularly for low quantities, it results in the lowest cost per unit produced.
- In general, it is the most flexible manufacturing system with regard to changeovers from one part or product style to the next.

In the one machine-one worker station ( $n=1, w=1$ ), the machine is manually operated or semi-automated In a manually operated station, the operator controls the machine and loads and unioads the work. A typical processing example is a worker operating a standard machine tool such as an engine lathe, drill press, or forge hammer. The work cycle requires the attention of the worker either continuously or for most of the cycle (e.g, the operator might relax temporarily during the cycle when the machine feed is engaged on the lathe or drill press). An assembly example is a worker assembling components to a one-of-a-kind printed circuit board in an electronics plant. The task requires the constant attention of the worker.

The manually operated workstation also includes the case of a worker using hand tools (e.g., screwdriver and wrench in mechanical assembly) or portable powered tools (e.g., powered hand-held drill, soldering iron, or arc welding gun). The key factor is that the worker performs the task at one location (one workstation) in the factory.

In a semi-automated station, the rachine is controtled by some forn of progran, such as a part program that controls a CNC machinc tool during a portion of the work cycle, and the worker's function is simply to load and unload the machine each cycle and periodically change cutting tools. In this case, the worker's attendance at the station is required every work cycle, although the worker's attention may not be continuously occupied throughout the cycle.

There are several variations from the standard model of a one machine-one worker station. Even though they do not perfectly fit the model, they are nevertheless best classified as type I M workstations. First, the single station manned cell classification includes the case where two or more workers are needed full-time to operate the machine or to accomplish the task at the workplace ( $n=1, w>1$ ). Examples include:

- two workers required to manipulate heavy forgings in a forge press
- a welder and fitter working in an are welding setup
- multiple workers combining their efforts to assemble one latge piece of machinery at a single assembly station.

Another variation of the standard case occurs when there is a principal production machine plus other equipment in the station that supports the principal machine. The other equipment is cicarly subordinate to the main machine; otherwise, this situation should be classified as a lype II or type III manufacturing system. Examples of clearly subordinate equipment include:

- drying equipment used to dry plastic molding powder prior to molding in a manually operated injection molding machine
- a grinder used at an injection molding machine to grind the sprues and runners from plastic moldings for recycling
- trimming shears used in conjunction with a forge hammer to trim flash from the forgings


### 14.2 SIMGLE STATION AUTOMATED CELL

The single station automated cell (type I A) consists of a fully automated machine capable of unattended operation for a time period longer than one machine cycle. A worker is not required to be at the machine except periodically to load and unload parts or otherwise tend it. Reasons why this system category is important include the following:

- Labor cost is reduced compared with the single manned station.
- Among automated manufacturing systems, the single station automated cell is the easiest and least expensive systera to implement.
- Production rates are generally higher than for a comparable manned machine.
- It often tepresents the first step in implementing an integrated multi-station automated system. The user company can install and debug the single automated machines individually and subsequently integrate them (1) electronically by means of a supervisory computer system and/or (2) physically by means of an automated material handling system. Recall the automation migration strategy from Chapter 1 (Section 1.5.3).

The issue of supporting equipment arises in single station automated cells, just as it does in manned single station cells. In the case of a fully automated injection molding machine that uses drying equipment for the incoming plastic molding compound, the drying equipment clearly plays a supporting role to the molding machine. Other examples of supporting equipment in automated cells include:

- A robot loading and unloading an automated production machine. The production machine is the principal machine in the cell, and the robot plays a supporting role.
- Bowl feeders and other parts feeding devices used to deliver components in a single robot assembly cell. In this casc, the assembly robot is the principal production machine in the cell, and the parts feeders are subordinate.

Let us consider some of the technological features of this type I A manufacturing system, beginning with the enablers that make it possible.

### 14.2.1 Enablers for Unattended Cell Operation

A key feature of a single station automated cell is its ability to operate unattended for extended periods of time. The enabiers required for unattended operation in single and batch model production must be distinguished from those required for mixed model production.

Enablers for Unattended Singlo Modol and Batch Model Production. The technical attributes required for unattended operation of a single model or batch model cell are the following:

- Progranmed cycle that allows the machine to perform every step of the processing or assembly cycle automatically.
- Parts storage subsystem and a supply of parts that permit continuous operation beyond one machine cycle. The storage system mast be capable of holding both raw - workparts and completed work units. This sometimes means that two storage units are required, one for the starting workparts and the second for the completed parts.
- Automatic transfer of workparts between the storage system and the machine (automatic unloading of finished parts from the machine and loading of raw workparts to the machine); this transfer is a step in the regular work cycle. The parts storage subsystem and automatic transfer of parts are discussed in more detail in Section 14.2.2.
- Periodic attention of a worker who resupplies raw workpants, takes away finished parts, changes tools as they wear out (depending on the process), and performs other machine tending functions that are necessary for the particular processing or assembly operation.
- Builtin safeguards that protect the systedr against operating under conditions that may be (1) unsafe or destructive to itself or (2) destructive to the work units being processed or assembled. Some of these safeguards may simply be in the form of very high process and equipment reliability. In other cases, the cell must be furnished with the capability for error detection and recovery (Section 3.2.3).

Enabiers for Mixed Model Production. The preceding list of enablers applies to single model and batch model production. In cases when the system is designed to process or assemble a variety of part or product styles in sequence (i.e., a flexible manufacturing workstation), then the following enablers must be provided in addition to the preceding:

- Work identification subsystem that can distinguish the different raw work units entering the station, so that the correct processing sequence can be used for that part or product style. This may take the form of sensors that can recognize the features of the work unit. Or the identification subsystem may consist of automatic identification methods such as bar codes (Chapter 12). In some cases, identical starting work units are subjected to different processing operations according to a specified production schedule. If the starting units are identical, a workpart identification subsystem is unnecessary.
- Program downloading capability to transfer the machine cycle program corresponding to the identified part or product style. This assumes that programs have been pre-
pared in advance for ail part styles and that these programs are stored in the machine control unit or that the control unit has access to them.
- Quick setup changeover capability so that the necessary workholding devices and other tools for each part are available on demand.

The same enablers that we have described here are required for the unattended operation of workstations in multi-station flexible manufacturing systems discussed in later chapters

### 14.2.2 Parts Storage Subsystem and Automatic Parts Transfer

The parts storage subsystem and automatic transfer of parts between the storage subsystem and the processing station are necessary conditions for a single station automated cell, that is, a ceil that operates umattended for extended periods of time. The storage subsystem has a designed parts storage capacity $n_{p}$. Accordingly, the cell can theoretically operate unattended for a length of time given by:

$$
\begin{equation*}
U T=n_{p} T_{c} \tag{14.1}
\end{equation*}
$$

where $U T=$ unattended time of operation of the manufacturing cell (min), $n_{p}=$ parts storage capacity of the storage subsystem ( pc ), and $T_{\mathrm{c}}=$ cycle time of the automated workstation (min/pc). This assumes that one work unit is processed each cycle. In reality, the unattended time of operation will be somewhat less than this amount (by one or more cycle times), because the worker needs time to unload all of the finished pieces and load starting work units into the storage subsystem.

Capacities of parts storage subsystems range from one part to hundreds As Eq. (14.1) indicates, the time of unattended operation increases directly with storage capacity, so there is an advantage in designing the storage subsystem with sufficient capacity to satisfy the plant's operational objectives. Typical objectives include the following, expressed in terms of the time periods of unattended operation:

- A fixed time interval that allows a worker to tend multiple machines
- The time between scheduled tool changes, so that tools and parts can be changed during the same machine downtime
- One complete shift
- Overnight operation, sometimes referred to as lights out operation. The objective is to keep the machines running with no workers in the plant during the middle and/or night shifts.

Storage Capacity of One Part. The minimum storage capacity of a parts storage subsystem is one workpart. This case is represented by an automatic parts transfer mechanism operating with manual loading/untoading rather than with a parts storage subsystem. An example of this arrangement in machining is a two-position automatic pallet changer (APC), used as the parts input/output interface for a CNC machining center. The APC is used to exchange pallet fixtures between the machine tool worktable and the load/unload position. The workparts are clamped and located on the pallet fixtures, so that by accurately positioning the pallet fixture in front of the spindle, the part itself is accurately located. Figure 14.1 shows an APC setup for the manual unloading and loading of parts.


Figure 14.1 Automatic pallet changer integrated with a CNC machining center, set up for manual unloading and loading of workparts At the completion of the machining cycle, the pallet currently at the spindle is moved onto the automatic pallet changer (APC), and the APC table is rotated $180^{\circ}$ to move the other pallet into position for transfer to the machine tool worktable.

When the storage capacity is only one part, this usually means that the worker must be in atteadance at the machine full-time, which makes this a type I M manufacturing system rather than a type 1 A . While the machine is processing one workpart, the worker is unloading the piece just finished and loading the next workpart to be processed. This is an improvement over no storage capacity, in which case the processing machine is not being utilized during unioading and loading. If $T_{m}$ machine processing time and $T_{s}=$ worker service time (to perform unloading and loading or other tending duties), then the overall cycle time of the single station with no storage is

$$
\begin{equation*}
T_{c}=T_{m}+T_{s} \tag{14.2}
\end{equation*}
$$

By contrast, the overall cycle time for a single station with one part storage capacity, such as the case in Figure 14.1, is

$$
\begin{equation*}
T_{c}=\operatorname{Max}\left\{T_{m}, T_{s}\right\}+T_{r} \tag{14.3}
\end{equation*}
$$

where $T_{s}=$ the repositioning time to move the completed part awny from the processing head and move the raw workpart into position in front of the workhead. In most instances, the worker service time is less than the machine processing time, and machine utilization is high. If $T_{s}>T_{m}$, the machine experiences forced idle time during each work cycle, and this is undesirable.

Storage Capacities Greater Than One. Larger storage capacities allow unattended operation, as long as loading and unloading of all parts can be accomplished in less


Figure 14.2 Alternative designs of parts storage subsystems that might be used with CNC machining centers: (a) automatic pallet changer with pallet holders arranged radially, parts storage capacity $=5$; (b) in-line shuttie cart system with pallet holders along its length, parts storage capacity $=16$; (c) pallets held on indexing table, parts storage capacity $=6$ and (d) parts storage carousel, parts storage capacity $=12$. Key: $\mathrm{MC}=$ machining center.
time than the machine processing time Figure 14.2 shows several possible designs of parts storage subsystems for CNC machining centers. The parts storage unit is interfaced with an automatic pallet changer, shuttle cart, or other mechanism that is interfaced directly with the machine tool. Comparable arrangements are available for turning centers, in which an industrial robot is commonly used to perform loading and unloading between the machine 100 l and the parts storage subsystem. Pallet fixtures are not employed; instead, the robot uses a specially designed dual gripper (Section 7.3.1) to handle the raw parts and finished parts during the unfoading/loading portion of the work cycle.

In processes other than machining, a variety of techniques are used to achieve parts storage. In many cases, the starting material is not a discrete workpart. The following examples illustrate some of the methods:

- Sheet metal stamping. In sheet metal pressworking, automated operation of the pressis accomplished using a starting sheet metal coil, whose length is enough for hundreds or even thousands of stampings. The stampings either remain attached to the
remainder of the coil or are collected in a container. Periodic attention is required by a worker to change the starting coil and to remove the completed stampings.
- Plastic injection molding. The starting molding compound is in the form of smali pellets. which are loaded into a hopper above the heating barrel of the molding machine. The hopper contains enough material for dozens or hundreds of molded parts. Prior to loading into the hopper, the molding compound is often subjected to a drying process to remove moisture and this represents another material storage unit. The molded parts drop by gravity after each molding cycle and are stored temporarily in a container beneath the mold. A worker must periodically attend the machine to load molding compound into the dryer or the hopper (if no dryer is used) and to collect the molded parts.
- Plastic exrusion. Plastic extrusion operations are similar to injection molding except that the product is continuous rather than discrete. The starting material and the methods for loading into the extrusion machine are basically the same as for injection molding. The product, if pliable, can be collected in a coil. If rigid, it is usually cut to standard lengths. Either method can be automated to allow unattended operation of the extrusion machine.

In single station automated assembly systems, parts storage must be provided for each component as well as for the assembled work unit. A variety of parts storage and delivery systems are used in practice. We discuss these systems in Chapter 19 on automated assembly.

### 14.3 APPLICATIONS OF SINGLE STATION CELLS

Single station cells are abundant. Most industrial production operations are based on the use of single station manned and automated cellis. Let us distinguish the applications between manned and automated single stations.

### 14.3.1 Applifations of Single Station Manned Cells

Our examples in Section 14.1 illustrate the variety of possible manually operated and semiautomatic workcells (type I M manufacturing systems). Let us expand the list here:

- A CNC machining center. The machine executes a part program for each part. The parts are identical. A worker is required to be at the machine at the end of each program execution to unload the part just completed and load a raw workpart onto the machine table.
- A CNC turning center. The machine executes a part program for each part. The parts are identical. A worker is required to unload finished parts and place them in a tote pan and then load raw parts from another tote pan. This is similar to the preceding machining center, but a different machining process is performed.
- Same as the preceding except the parts are not identical. In this case, the machine operator must call the appropriate part program and load it into the CNC control unit for each consecutive workpart.
- A cluster of two CNC turning centers, each producing the same part but operating independently from its own machine control unit, A single worker attends to the load-
ing and unloading of both machines. The part programs are long enough relative to the load/unload portion of the work eycle that this can be accomplished without forced machine idle time.
- A plastic injection molding machine on semi automatic cycle, with a worker present to remove the molding, sprue, and runner system when the mold opens each molding cycle. Parts are placed in a box by the worker. A nother worker must periodically exchange the tote box and resupply molding compound to the machine.
- A worker at an electronics assembly workstation placing components onto printed circuit boards in a batch operation. The worker must periodically delay production and replace the supply of components that are stored in tote bins at the station. Starting and finished boards are stored in magazines that must be periodically replaced by another worker.
- A worker at an assembly workstation performing mechanical assembly of a simple product (or subassembly of a product) from components located in tote bins at the station.
- A stamping press that punches and forms sheet metal parts from flat blanks in a stack near the press. A worker is required to load the blank into the press, actuate the press, and then remove the stamping each cycle. Compieted stampings are stored in fourwheel trucks that have been especially designed for the part.


### 14.3.2 Applications of Single Station Automated Cells

Following are examples of single station automated cells. We have taken each of the preceding examples of type I M cells and converted them to a type I A cell.

- A CNC machining center with parts carousel and automatic pallet changer, as in the layout of Figure $14.2(\mathrm{~d})$. The parts are identical, and the machining cycle is controlled by a part program. Each part is held on a pallet fixture. The machinc euts the parts one-by-one. When all of the parts in the carousel have been machined, a worker removes the finished pieces from the carousel and loads starting workparts. Loading and unloading of the carousel can be performed while the machine is operating.
- A CNC turning center with parts storage tray and robot. The robot is equipped with a dual gripper to unload the completed piece and load a starting workpart from the parts storage tray each cycle. The parts storage tray can hold a certain quantity of parts. In effect. this is the same case as the CNC machining center, just a different machining process.
- Same as the preceding except the parts are not identical. In this case, the appropriate parl program is automatically downloaded to the CNC control unit for each consecutive workpart, based on either a given production schedule or an automatic part recognition system that identiftes the raw part.
- A cluster of ten CNC turning centers, each producing a different part. Each workstation has its own parts carousel and robotic arm for loading and unloading between the machine and the carouscl. A single worker must attend all ten machines by periodically unloading and loading the storage carousels. The time required to service a carousel is short relative to the time each machine can run unattended, so all ten machincs can be serviced with no machine idle time.
- A plastic injection molding machine on automatic cycle, with mechanical arm to ensure removal of the molding, sprue, and runner system each molding cycle. Parts are


Figure 14.3 Stamping press on automatic cycle producing stampings from a sheet metal coil.
collected in a tote box beneath the mold. A worker must periodically exchange the tote box and resupply molding compound to the machine.

- An automated insertion machine assembling electronic components onto printed circuit boards in a batch operation. Starting boards and tinished boards are stored in magazines for periodic replacement by a human worker. The worker must also periodically replace the supply of components, which are stored in long magazines
- A robotic assembly celi consisting of one robot that assembles a simple product (or subassembly of a product) from components presented by several parts delivery systems (e.g., bowl feeders).
- A samping press that punches and forms small sheet metal parts from a long coil, as depicted in Figure 14.3. The press operates at a rate of 180 cycles/min, and 9000 parts can be stamped from each coil. The stampings are collected in a tote box on the output side of the press. When the coil runs out, it must be replaced with a new coil, and the tote box is replaced at the same time.


### 14.3.3 CNC Machining and Turning Centers

Several of our application examples of single station manufacturing cells consisted of CNC machining centers and turning centers. Let us discuss this important class of machine tool, which was identified in Section 6.4.1. The machining center, developed in the late 1950s before the advent of computer numerical control (CNC), is a machine tool capable of performing multiple machining operations on a workpart in one setup under NC program control. Today's machining centers are CNC. Typical cutting operations performed on a machining center are those that use a rotating cutting tool, such as milting. drilling. reaming, and tapping.

Machining centers are classified as vertical, horizontal, or universal. The designation refers to the orientation of the machine spindle. A vertical machining center has its spindie on a vertical axis relative to the worktable, and a horizontal machining center has its spindle on a horizontal axis. This distinction generally results in a difference in the type of work that is performed on the machine. A vertical machining center is typically used for flat work that requires tool access from the top. A horizontal machining center is used for cubc-shaped parts where tool access can best be achieved on the sides of the cube. Universal
machining centers have workheads that swivel their spindle axes to any angle between horizontal and vertical, thus making this a very flexible machine tool.

Numerical control machining centers are usually desigoed with features to reduce nonproductive time. These features include the following:

- Automatic tool-changing. A variety of machining operations means that a variety of cutting tools is required. The tools are contained in a tool storage unit that is integrated with the machine tool. When a cutter needs to be changed, the tool drum rotates to the proper position, and an automatic tool changer (ATC), operating under part program control, exchanges the tool in the spindle for the tool in the tool storage unit. Capacities of the tool storage unit commonly range from 16 to 80 cutting tools.
- Automatic workpart positioning. Many horizontal and universal machining centers have the capability to orient the workpart relative to the spindle. This is accomplished by means of a rotary table on which the workpart is fixtured. The table can be oriented at any angle about a vertical axis to permit the cutting tool to access almost the entire surface of the part in a single setup.
- Automatic pallet changer. Machining centers are often equipped with two (or more) separate pallets that can be presented to the cutting tool using an automatic pallet changer (Section 14.2.2). While machining is being performed with one pallet in position at the machine, the other pallet is in a safe location away from the spindle. In this safe location, the operator can unload the finished part from the prior cycle and then fixture the raw workpart for the next cycle while the current workpiece is being machined.

A numerically controlled horizontal machining center, with many of the features described above, is shown in Figure 14.1.

The success of NC machining centers motivated the development of NC lurning centers. A modern NC turning center, Figure 14.4, is capable of performing various turning


Figure 14.4 Ftont view of a CNC turning center showing two tool turrets, one for single point turning tools and the other for drills and similar tools Turrets can be positioned under NC control to cut the workpiece.
and related operations, contour turning, and automatic tool indexing, all under computer control. In addition, the most sophisticated turning centers can accomplish: (1) workpart gaging: checking key dimensions after machining, (2) tool monitoring: sensing when the tools are worn, (3) automatic tool changing when tools become worn, and (4) automatic workpart changing at the completion of the work cycle.

Another development in NC machine tool technology is the mill-turn center. This machine has the general configuration of a turning center. However, it also has the capability to position a cylindrical workpart at a speciffed angle so that a rotating cutting tool such as a milling cutter can machine features into the outside surface of the part, as illustrated in Figure 14.5. The mill-turn center has the traditional $x$ - and $z$-axes of an NC lathe. In addition, orientation of the work provides a third axis, while manipulation of the rotational tool with respect to the work provides two more axes A conventional NC turning center does not have the capability to stop the rotation of the workpart at a defined angular position, and it does not possess rotaling tool spindles.

CNC machining centers, turning centers, and mill-turn centers can be operated either as type I M or type I A marlufacturing systems. Whether a center operates with a worker in continuous attendance or as an automated single station depends on the existence of an integrated parts storage subsystem with automatic transfer of workparts between the mechine tool and the storage unit. These machine tools can also be used in flexible machine cells (type II M and type II A manufacturing systems, Chapters 15 and 16)


IIgure 14.5 Operation of a mill-tum center: (a) example part with turned, milled, and drilled surfaces; and (b) sequence of cutting operations: (1) turn smaller diameter; (2) mill flat with part in programmed angular position, fous positions for square cross-section; (3) drill hole with part in programmed angular position, and (4) cutoff of the machined piece.

### 14.4 ANALYSIS OF SINGLE STATION SYSTEMS

Two analysis issues related to single station manufacturing systems are the determination of: (1) the number of single stations required to satisfy specified production requirements, and (2) the number of machines to assign to a worker in a machine cluster.

### 14.4.1 Number of Workstations Required

Any manufacturing systern must be designed to produce a specified quantity of parts or products at a specified production rate. In the case of single station manufacturing systems, this may mean that more than one single station cell is required to achieve the specifications. The problem we address here is to determine the number of workstations required to achieve a given production rate or produce a given quantity of work units. The basic approach is: (1) determine the total workload that must be accomplished in a certain period (hour, week, month, yeat), where workload is defined as the total hours requited to complete a given amount of work or to produce a given number of work units scheduled during the period; and (2) then divide the workload by the hours available on one workstation in the same period.

Workload is figured as the quantity of work units to be produced during the period of interest multiplied by the time (hours) required for each work unit. The time required for each work unit is the cycle time on the machine, in most cases, so that workload is given by the following:

$$
\begin{equation*}
W L=Q T_{c} \tag{14,4}
\end{equation*}
$$

where $W L=$ workload scheduled for a given period (hr of work/hr or hr of work/wk), $Q=$ quantity to be produced during the period ( $\mathbf{p c} / \mathrm{hr}$ or $\mathrm{pc} / \mathrm{wk}$, etc.), and $T_{c}=$ cycle time required per piece ( $\mathbf{h r} / \mathrm{pc}$ ). If the workload includes multiple part or product styles that can all be produced on the same type of workstation, then the following summation can be used:

$$
\begin{equation*}
W L=\sum_{j} Q_{j} T_{c j} \tag{14.5}
\end{equation*}
$$

where $Q_{\text {}}=$ quantity of part or product style $j$ produced during the period ( pc ), $T_{c ;}=$ cycle time of part or product style $j(\mathrm{hr} / \mathrm{pc})$, and the summation includes all of the parts or products to be made during the period. In step (2) the workload is divided by hours available on one station; that is,

$$
\begin{equation*}
n=\frac{W L}{A T} \tag{14.6}
\end{equation*}
$$

where $n=$ number of workstations, and $A T=$ available time on one station in the period (hr'period). Let us illustrale the use of these equations with a simple cxample and then consider some of the complications.

## EXAMPLE 14.1 Determining the Number of Workstations

A total of 800 shafls must be produced in the lathe section of the machine shop during a particular week. Each shaft is identical and requires a machine cycle
time $T_{\mathrm{C}}=11.5 \mathrm{~min}$. All of the lathes in the department are equivalent in terms of their capability to produce the shaft in the specified cycle time. How many lathes must be devoted to shaft production during the given week, if there are 40 hr of available time on each lathe?

Solution: The workload consists of 800 shafts at $11.5 \mathrm{~min} / \mathrm{shaft}$.

$$
W L=800(11.5 \mathrm{~min})=9200 \mathrm{~min}=153.33 \mathrm{hr}
$$

Time available per lathe during the week $A T=40 \mathrm{hr}$.

$$
n=\frac{153.33}{40}=3.83 \text { lathes }
$$

This calculated value would probably be rounded up to four lathes that are assigned to the production of shafts during the given week.

There are several factors present in most real life manufacturing systems that complicate the computation of the number of workstations. These factors include:

- Soup sime in batch production. During setup, the workstation is not producing.
- Availability. This is a reliability factor that reduces the available production time.
* Utilization. Workstations may not be fully utilized due to scheduling problems, lack of work for a given machine type, workload imbalance among workstations, and other reasons.
- Worker efficiency. This occurs when the work is highly manual, and the worker performs either above- or below-standard performance for the given task.
- Defect rate. The output of the manufacturing system may not be $100 \%$ good quality. Defective units are produced at a certain fraction defect rate. This must be accounted for by increasing the total number of units processed.

These factors affect how many workstations or workers are required to aecomplish a given workload. They influence either the workload or the amount of time available at the workstation during the period of interest. In addition, the workload may also be affected by the learning curve phenomenon, as discussed in Section 13.4.

Sertup time in batch production occurs between batches because the tooling and fixturing must be changed over from the current part style to the next part style, and the equipment controller must be reprogrammed. Time is lost when no parts are produced (except perhaps trial parts to check out the new setup and progran). Yet it consumes available time at a workstation. The following two examples illustrate two possible ways of dealing with the issue, depending on the information given.

## EXAMPLE 14.2 Inciuding Setup Time in Workstation Calculations: Case 1

In previous Example 14.1, suppose that a setup will be required for each lathe that is used to satisfy the production requirements. The lathe setup for this type of part takes 3.5 hr . How many tathes are required during the week?
Solution: In this problem formulation, the number of hours available on any lathe used for the shaft order is reduced by the setup time. Hence $A T=40-3.5=36.5 \mathrm{hr}$.

The work load to actually produce the parts remains the same 153.33 hr. Hence,

$$
n=\frac{153.33}{36.5}=4.20 \text { lathes }
$$

This would round up to five lathes that must be devoted to the shaft job. That's a shame, because the hathes will not be fully utilized. With five lathes, utiliza tion will be:

$$
\mathrm{U}=\frac{4.20}{5}=0.840
$$

Given this unfortunate result, it might be preferable to offer overtime to the workers on four of the lathes. How much overtime above the regular 40 ht will be required?

$$
\mathrm{OT}=\left(3.5+\frac{153.33}{4}\right)-40=(3.5+38.33)-40=1.83 \mathrm{hr}
$$

This is a total of $4(1.83 \mathrm{hr})=7.33 \mathrm{hr}$ for the four machine operators.

## EXAMPLE 14.3 Including Setup Time in Workstation Calculations: Case 2

This is another variation of Example 14.1. A total of 800 shafts must be produced in the lathe section of the machine shop during a particular week. The shafts are of 20 different types, each type being produced in its own batch. Average batch size is 40 parts. Each batch requires a setup and the average setup time is 3.5 hr . The average machine cycle time to produce a shaft $f_{t}=11.5 \mathrm{~min}$. How many lathes are required during the week?
Soluion: In this case we know hou many setups are required during the week, because we know how many batches will be produced: 20 . We can determine the workload for the 20 setups and the workload for 20 production batches.

$$
W L=20(3.5)+20(40)(11.5 / 60)=70+153.33=223.33 \mathrm{hr}
$$

Given that each lathe is available $40 \mathrm{hr} / \mathrm{wk}$ (since setup is included in the workload calculation).

$$
n=\frac{223.33}{40}-5.58 \text { lathes }
$$

Again. rounding up, the shop would have to dedicate six lathes to the shaft work.

Availability and utilization (Section 2.4 .3 ) tend to reduce the available time on the workstation. The available time becomes the actual clock time in the period multiplied by availability and utilization. In equation form,

$$
\begin{equation*}
A T=T A U \tag{14.7}
\end{equation*}
$$

where $A T=$ available time (hr). $T=$ actual clock time during the period (hr), $A=$ availability: and $U=$ utilization. $A$ and $U$ are expressed as decimal fractions.

Worker efficiency is defined as the number of work units actually completed by the worker in a given time period divided by the number of units that would be produced at standard performance. If standard parformance is 40 pieces per $8-\mathrm{hr}$ shift, and the worker actually produces 48 pieces during the shift, then the worker's efficiency is $48 / 40=1.20$ or 120\%. An efficiency greater than 1.00 reduces the workload, while an efficiency less than 1.00 increases the worktoad. Worker efficiency is a factor in manned systems but can be neglected in automated systems.

Defect rate is the fraction of parts produced that are defective. We discuss the issue of fraction defect rate in more detail later (Section 22.5). A defect rate greater than zero increases the quantity of work units that must be processed in order to yield the desired quantity. If a process is known to produce parts at a certain average scrap rate, then the starting batch size is increased by a scrap allowance to compensate for the defective parts that will be made. The reiationship between the starting quantity and the quantity produced is the following:

$$
\begin{equation*}
Q=Q_{o}(1-q) \tag{14,8}
\end{equation*}
$$

where $Q=$ quantity of good units made in the process, $Q_{o}=$ original or starting quantity, and $q=$ fraction defect rate. Thus, if we want to produce $Q$ good units, we must process a total of $\boldsymbol{Q}_{0}$ starting units, which is

$$
\begin{equation*}
Q_{0}=\frac{Q}{(1-q)} \tag{14.9}
\end{equation*}
$$

The combined effect of worker efficiency and fraction defect rate is given in the following equation, which amends the workload formula, Eq. (14.4):

$$
\begin{equation*}
W L=\frac{Q T_{c}}{E_{v}(1-q)} \tag{14.10}
\end{equation*}
$$

where $E_{w}=$ worker efficiency, expressed as a fraction, and $q=$ fraction defect rate

## EXAMPLE 14.4 Including Availability, Utilization, Efficiency, and Defect Rate in the Calculations

Suppose in Exampte 14.3 that the anticipated avaitability of the lathes is $95 \%$, and the expected utilization for calculation purposes is $100 \%$. The expected worker efficiency during production $=110 \%$ and during setup $=100 \%$. The fraction defect rate for lathe work of this type is $3 \%$. Other data from Example 14.1 are applicable. How many lathes are required during the week, given this additional information?
Solution: When there is a separation of tasks between two or more types of work (in this problem, setup and run are two separate types of work), we must be careful to use the various factors only where they are applicable. For exartiple, fraction defect rate does not apply to the setup time. Availability is also assumed not to apply to setup. (How can the machine break down if it's not running?) We see that the worker efficiencies differ between setup and run. Accordingly, it is appropriate to compute the number of equivalent workstations for setup separately from the number for running production.

For setup, the workload is simply the time spent performing the 20 setups. adjusted by the worker efficiency (in this case, worker efficiency is 1.0 ):

$$
W L=\frac{20(3.5)}{1.0}=70.0 \mathrm{hr}
$$

The availatle hours during the week are

$$
A T=40(1.0)(1.0)=40
$$

Thus, the number of lathes required just fur setup is deternined as follows:

$$
n(\text { sctup })=\frac{70}{40}=1.75 \text { lathes }
$$

The total workload for the 20 production runs is, from Ey. (14.10):

$$
W L=\frac{20(40)(11.5 / 60)}{(1.10)(1-0.03)}=143.7 \mathrm{tr}
$$

The available time is affected by the $95 \%$ availability:

$$
\begin{gathered}
A T=40(0.95)=38 \text { hrimachine } \\
n(\text { tun })=\frac{143.7}{38}=3.78
\end{gathered}
$$

Total machines required $=1.75+3.78=5.53$ lathes
This should be rounded up to six lathes, unless the remaining time on the sixth lathe can be used for other production.

Note that the rounding up should occur after adding the machine fractions; otherwise, we risk overestimating machine requirements (not in this problem, however).

### 14.4.2 Machine Clusters

When the mathine in a single workstation does not require the continuous attention of a worker during its semi-automatic machine cycle, an opportunity exists to assign more than one machine to the worker. The workstation is still classified as type I M because operator attention is required every work cycle. However, the namning level of the workstation is reduced from $M=1$ to $M=\frac{1}{A}$ where $\mathrm{n}=\#$ machines assigned to the worker. This kind of machine organization has sometimes been referred to as a "machine cell"; however, we are more comfortable with the term machine cluster. A machine chuster is defined here as a collection of two or more machines producing parts or products with identical cycle times and is serviced (usually loaded and unloaded) by one worker. By contrast, a machine cell consists of one or more machines organized to produce a family of parts or products. Machine clusters are classified as type I systems, whereas machine cells are classified as type II. We discuss machine cells in Chapters 15 and 16 .

Several conditions must be satisfied to organize a collection of machines into a machine cluster: (1) the semi-automatic machine cycle is long relative to the service portion of the cycle that requires the worker's attention: (2) the semi-automatic machine cycle lime is the same for all machines; (3) the machines that the worker would service are located in
close enough proximity to allow time to walk between them; and (4) the work rules of the plant permit a worker to service more than one machine.

Consider a collection of single workstations, all producing the same parts and operating on the same semi-automatic machine cycle time. Each machine operates for a certain portion of the total cycle under its own control $T_{m}$ (machine cycle), and then it requires servicing by the worker, which takes time $T_{s}$. Thus, assuming the worker is always available when servicing is needed, so that the machine is never idle, the total cycle time of a machine is $T_{\varepsilon}=T_{m}+T_{s}$. If more than one machine is assigned to the worker, a certain amount of time will be lost because of walking from one machine to the next, referred to here as the repositioning time $T$, The time required for the operator to service one machine is thercfore $T_{s}+T_{r}$, and the time to service $n$ machines is $n\left(T_{s}+T_{r}\right)$. For the system to be perfectly balanced in terms of worker time and machine cycle time,

$$
n\left(T_{s}+T_{t}\right)=T_{a x}+T_{s}
$$

We can determine from this the number of machines that should be assigned to one worker by solving for $a$ :

$$
\begin{equation*}
n-\frac{T_{m}+T_{s}}{T_{s}+T_{r}} \tag{14.11}
\end{equation*}
$$

where $n=$ number of machines, $T_{m}=$ machine semi-automatic cycle time (min), $T_{s}=$ worker service time per machine ( min ), and $T_{r}=$ worker repositioning time between machines (min).

It is likely that the calculated value of $n$ will not be an integer, which means that the worker time in the cycle, that is, $n\left(T_{\mathrm{s}}+T_{r}\right)$, eannot be perfectly balanced with the cycle time $T_{c}$ of the machines. However, the actual number of machines in the manufacturing system must be an integer, so either the worker or the machines will experience some idle time. The number of machines will either be the integer that is greater than $n$ from Eq. (14.11) or it will be the integer that is less than $n$. Let us identify these two integers as $n_{1}$ and $n_{2}$. We can determine which of the alternatives is preferable by introducing cost factors into the analysis. Let $C_{L}=$ the labor cost rate and $C_{m}=$ machine cost rate (certain overheads may be applicable to these rates, see Section 2.5 .3 ). The decision will be based on the cost per work unit produced by the system.

Case 1: If we use $n_{1}=$ maximum integer $\leq n$, then the worker will have idle time, and the cycle time of the machine cluster will be the cycle time of the machines $T_{t}=T_{n}+T_{s}$. Assuming one work unit is produced by each machine during a cycle, we have the following cost:

$$
\begin{equation*}
C_{p c}\left(n_{1}\right)=\left(\frac{C_{L}}{n_{1}}+C_{m}\right)\left(T_{m}+T_{s}\right) \tag{14.12}
\end{equation*}
$$

where $C_{p x}\left(n_{1}\right)=$ cost per work unit $(\$ / \mathrm{pc}), C_{L}=$ labor cost rate $(\$ / \mathrm{min}), C_{m}=$ cost rate per macbine ( $\$ / \mathrm{min}$ ), and ( $T_{m}+T_{s}$ ) is expressed in minutes.

Case 2: If we use $n_{2}=$ minimum integer $>\boldsymbol{n}$. then the machines will have jdle time, and the cycie time of the machine cluster will be the time it takes for the worker to
service the $n_{2}$ machines, which is $n_{2}\left(T_{s}+T_{7}\right)$. The corresponding cost per piece is given by:

$$
\begin{equation*}
C_{\mu l}\left(n_{2}\right)=\left(C_{L}+C_{n} n_{2}\right)\left(T_{s}+T_{r}\right) \tag{14.13}
\end{equation*}
$$

The selection of $n_{1}$ or $n_{2}$ is based on whichever case results in the lower value of cost per work unit.

In the absence of cost data needed to make these calculations the author's view is that it is generally preterable to assign machines to a worker such that the worker has some idle time and the machines are utilized $100 \%$. The reasen for this is that the total hourly cost rate of $\mathbf{n}$ production machines is usually greater than the labor rate of one worker. Therefore, machine idle time costs more than worker idle time. The corresponding number of machines to assign the worker is therefore given by:

$$
\begin{equation*}
n_{1}=\text { maximum integer } \leq \frac{T_{m}+T_{s}}{T_{s}+T_{r}} \tag{14.14}
\end{equation*}
$$

## EXAMPLE 14.5 How Many Machines for One Worker?

A mochine shop contains many CNC lathes that operate on a scmi-automatic machining cycle under part program control. A significant number of these machines produce the same part, whose machining cycle time $=2.75 \mathrm{~min}$. One worker is required to perform unloading and loading of parts at the end of each machining cycle. This takes 25 sec . Determine how many machines one workercan service if it takes an average of 20 sec to walk between the machines and no machine idle time is allowed.
Solution: Given that $T_{m}=2.75 \mathrm{~min}, T_{s}=25 \mathrm{sec}=0.4167 \mathrm{~min}$, and
$T_{r}=20 \mathrm{sec}=0.3333 \mathrm{~min}$, Eq. (14.14) can be used to obtain $n_{1}$ :
$n_{1}=$ maximum integer $\leq\left(\frac{2.75+0.4167}{0.4167+0.3333}=\frac{3.1667}{0.75}=4.22\right)=4$ machines
Each worker can be assigned four machines. With a machine cycle $Y_{c}=3.1667$ min, the worker will spend $4(0.4167)=1.667$ min servicing the machines, $4(0.3333)=1.333 \mathrm{~min}$ walking between machines, and the worker's idle time during the cycle will be 0.167 min ( 10 sec ).

Note the regularity that exists in the worker"s schedule in this example. If we imagine the four machines to be laid out on the four comers of a square, the worker services each machine and then proceeds clockwise to the machine in the next corner. For each cycle, servicing and walking take 3.0 min , with a slack time of 10 sec left over.

If this kind of regularity characterizes the operations of a cluster of single station automated cells (or. for that matter, a cluster of multiple station antomated systems), then the same kind of analysis can be applied to determine the number of cells (or systems) to assign to one worker. If, on the other hand, servicing is required at random and unpredictable intervals by each cell, then there will be pcriods when several cells require servicing simultaneously,overloading the capabilities of the human worker; whereas in other periods, the worker will have no cells to service. Queuting analysis is appropriate in this case of random service requirements.
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## PROBLEMS

## Unattended Operation

14.1 A CNC machining eenter has a progammed cycle time $=25.0 \mathrm{~min}$ for a certain part. The lime to unload the finished part and load a statting work unit $=5.0 \mathrm{~min}$ (a) If loading and unloading are done directly onto the machene tool table and no automatic storage capacity exists at the machine, what are the total cycle time and hourly production fate? (b) If the máchine tool has an automatic pallet changer so that unloading and loading can be accomplished while the machine is cutting another part, what are the total cyele time and hourly production rate? (c) If the machine tool has an atomatic pallet changer that interfaces with a parts scorage unil whose capacity is 12 parts and the repositioning time $=30 \mathrm{sec}$, what are the total cycle time and hourly production rate? Also, how long does it take to perform the loading and unloeding of paris by the human worker, and what is the time the machine can operate unatiended between parts changes?

## Determining Workstation Requirements

14.2 An emergency situation has occurred in the milling department because the ship carrying a certain quantity of a required part from an overseas supplier sank on Friday evening. A certain number of machines in the department must therefore be dedicated to the production of this part during the next wock. A total of 1000 of these parts must be produced, and the production cycle time per part $=16.0 \mathrm{~min}$. Each milling machine used for this emergency production job must first be set up, which takes 5.0 hr . A scrap rate of $2 \%$ can be expected. (a) If the production week consists of 10 shifts at $8.0 \mathrm{hr} /$ shift, how many machines will te required? (b) It so happens that only two milling machines can be spared for this emergency job, due to other priority jobs in the department. To cope with the emergency situation, plant management has authorized a three-shift operation for 6 days next week. Can the 1000 replacement parts be completed within these constraiats?
14.3 A machine shop has dedicated one CNC machining center to the production of two paris (A and B) used in the firal assembly of the company's main product. The machining center is equipped with an automatic palct changer and a parts carousel that holds ten patts One thousand units of the product are produced per year, and one of each part is used in the product. Part A has a machining cycle time of 50 min . Part B has a machining cycle time of 80 min . These cyele times include the operation of the automatic paliet changer. No other changeover time is lost between parts. The anticipated scrap rate is zero. The machining center is $95 \%$ reliable. The machine shop operates 250 day/yr. How many hours on average, must the CNC machining center be operational ench day to supply paris for the product?
14.4 Future production requirements in a maxhine shop call for several automatic bar machines to be acquifed to produce three new parts (A,B, and C) that have been added to the shop's product line. Annual quantities and cycle times for the three parts are given in the table below. The machine shop operates one 8 -br shift for 250 day/yr. The machines are expect-
ed to be $95 \%$ reliable and the scrap rate is $3 \%$. How many automatic bar machines will be rcquired to meet the specified amnual demand for the three new parts?

| Part | Annual Demand | Machining Cycle Tina (min) |
| :---: | :---: | :---: |
| A | 25,000 | 5.0 |
| B | 40,000 | 7.0 |
| C | 50,000 | 10.0 |

14.5 A single ptoduct plant will operate 250 day/yr using a single 8 hr shift cach day. Sales requirements are 100,000 units/yr. The product consists of two major components: A and B (onc of each component goes into each product). The operations required to produce each componentare given in the table below as are the associated standard time and scrap rates. Equiment utilization is expected to be $90 \%$ during each 8 -hr shift. Determine how many machines are required of each type assuming that a product layout will be used. Therefore, no machme will be shared between operations, thus clirminating the need for setup changes.

| Component | Operstion | Machine | Production Time (minfoc) | Scrap fiate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| A | 1 | Lathe | 7.0 | 3 |
| A | 2 | Milling machine | 10.0 | 5 |
| B | 3 | Lathe | 5.0 | 3 |
| B | 4 | Milling machine | 13.0 | 6 |
| B | 5 | Drill | 4.0 | 4 |

14.6 A certain type of machine will be used to produce three products: A, B, and C. Sales forecasts for these products are: $52,000,65,000$ and 70,000 units yr, respectively. Production rates for the three products are, respectively, 12,15 , and 10 pc hr: and scrap rates are, respective$\mathrm{ly}, 5 \%, 7 \%$, and $9 \%$. The plant will operate $50 \mathrm{wk} / \mathrm{yr}, 10 \mathrm{shifts} / \mathrm{wk}$, and $8 \mathrm{hr} / \mathrm{shiff}$. It is anticipated that production machines of this type will be down for repairs on average $10 \%$ of the time. How many machines will be required to meet the demand?
14.7 A plastic injection molding plant will he built to produce 6 million molded parts per year. The plant will run three 8-hr shifts per day. 5 day/wk, $50 \mathrm{wk} / \mathrm{yr}$. For planning purposes, the average order size $=5060$ moldings average changeover time between orders $=6 \mathrm{hr}$, and average molding cycle time per part $=30$ sec. Assume scrap rate $=2 \%$, and average uptime proportion (reliability) per molding rachine $=97 \%$, which applies to both run time and changeover tme How many molding machines are required in the new plant?
14.8 A stamping plant musi be designed to supply an automotive engine plant with sheet metal stampings The plant will operate one 8-hr shift for 250 day/yr and must produce $15,000,000$ good quality stampings anmually. Batch size $=10,000$ good stampings produced per bateh. Scrap rate $=5 \%$. On average, it takes 30 sec to produce each stamping when the presses are running. Before each batch, the press must be set up, and it takes 4 ht to accomplish each setup. Fresses are $90 \%$ reliable during production and $100 \%$ reliable during setup. How many presses are needed'?
14.9 A new forging plant must suppiy parts to the automotive industry. Because forging is a hot operation. the pletnt will operate $24 \mathrm{hr} /$ day. five day/wk, $50 \mathrm{wk} / \mathrm{yr}$. Total uutput from the plant must be 10.000 dubl forgings/yr in batches of 1250 parts/batch. Ansicipated scrap rate $=3 \%$. Each torging cell will consist of a fumace to heat the parts, a forging press. and a trim press. Parts are placed in the furnace an hour prior to forging: they are then removed
and forged and trimmed une at a time. On average the forging and trimming cycle takes 0 o min to complete one part. Each time a new betch is started, the forging cell must be changed over, which consists of changing the forging and trimming dies for the next part stylc. It takes 2.0 hr on average 10 complete a changeover between batches. Each cell is considered to be $96 \%$ reliable during operation and $100 \%$ reliable during changeover. Determine the number of forging cells that will be required in the new plant.
A plastic exirusion plant will be built ro produce 30 million meters of plastic cxtrusions per year. The plant will run three 8 -hr shifis per day, 360 day/yr. For planning purposes, the av erage rum ength $=3000$ meters of extruded plastic. The average changeover time between runs $=2.5 \mathrm{hr}$, and average extrusion speed $=: 5 \mathrm{~m} / \mathrm{mm}$. Assume scrap ratc $=1 \%$, and ayerage uptime propotion per extrusion machine $=95 \%$ during run time. Uptime proportion during changeover is assumed to be $100 \%$. If each extrusion machine requires 500 sq . ft of floor space, and there is an allowance of $40 \%$ for aisles and office space, what is the total area of the extrusion plant?

## Machine Clusters

14.11 The CNC grinding section has a large number of machines devoted to grinding of shafts for the automotive industry. The grinding machine cycle takes 3.6 min. At the end of this cycle, an operator must be present to unload and load parts. which takes 40 sec (a) Determine how many grinding machines the worker can service if it takes 20 sec to walk between the machines and no machine idle time is allowed. (b) How many seconds during the work cycle is the worker idle? (c) What is the hourly production rate of thes machine cluster?
14.12 A worker is currently responsibie for tending two machines ( $n=2$ ) in a machire cluster. The service time per machine $T_{\mathrm{s}}=0.35 \mathrm{~min}$, and the time to walk between machines $T_{r}=0.15 \mathrm{~min}$. The machine automatic cycle time $T_{m}=1.90 \mathrm{~min}$. If the worker's bourly rate $=\$ 12 / \mathrm{hr}$ and the hotrly rate for each machinc $=\$ 18 / \mathrm{hr}$, determine : (a) the current hourly rate for the cluster and (b) the current cost per unit of product, given that two units are produced by each machine during each machine cycle. (c) What is the percentage idle time of the worker? (d) What is the optinum number of machines that should be used in the machine cluster, if minimum cost per unit of product is the decision criterion?
14.13 In a machine cluster, the appropiate number of production machines to assign to the worket is to be determined. Let $n=$ the number of machines. Each production machine is identical and has an automatic processing time $T_{\mathrm{m}}=4.0 \mathrm{~min}$. The servicing time $T_{s}=12 \mathrm{sec}$ for each machine. The fuil cycle time for each machine in the cell is $T_{c}=T_{s}+T_{m}$. The walk time for the worker is given by $T$, $=5+3 n$, where $T$, is in seconds. $T$, increases with $n$ because the distance between machines increases with more machines (a) Determine the maximum number of machines in the cell if no machine idle time is allowed. For your answet, compute (b) the cycle time and (c) the worker de time expressed as a percentage of the cycle time.
14.14 An industrial robot will service $n$ production machines in a machinc cluster. Each production machine is identical and has an automatic processing time $T_{p}=50 \mathrm{sec}$. The robot servicing time for each machine is given by the equation $T_{s}=10+4 n$, where $T_{s}$ is the scrvicing time in seconds. $T_{\text {s }}$ increases with $n$ because more tinte is needed to move the robot amm as $n$ increases. The full cycle time for each nachine in the cell is $T_{c}=T_{s}+T_{m}$. (a) Determine the maximum number of machines in the cell such that there is no machine interference. For your answer. (b) what is the machine cycle time, and (c) what are the robot idle time and machine idle time expressed as a percentage of the cycle time $T_{c}$ ?
14.15 A factory production department consists of a lage mumber of workeells. Each cell consists of one human worker performing electionits assembly tasks. The cells are organized into sections within the department, and each section is supervised by one foreman. It is desired to know how many workcells should be assigned to each foreman. The foreman's job consists
of two tasks: (1) providing each cell with a sufficient supply of parts that it can work for 4.0 hr before it needs to be resupplied and (2) preparing ptoduction reports for each workcell. Task (1) takes 180 min on average per workcell and must be done twice per day The foreman mus: schedule the resupply of parts to every cell so that no idle time occurs in any cell. Task (2) takes 9.0 min'workcell and must be done onee per day. The plant operates one shift which 158.0 working hours and neither the workers nor the foreman are allowed to work more than $8.0 \mathrm{hr} /$ day. Each day, the cells continue production from where they stopped the day before. (a) What is the maximum number of workcells that should be assigned to a foreman, with the proviso that the workcells are never idle? (b) With the number of workells from part (a), how many idle minutes does the foreman have each day?
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Batch manufacturing is estimated to be the most common form of production in the United States, constituting more than $50 \%$ of total manufacturing activity. There is a growing need to make batch manufacturing more efficient and productive. In addition, there is an increasing trend toward achieving a higher level of integration between the design and manufacturing functions in a firm. An approach directed at both of these objectives is group technology (GT).

Group technology is a manufacturing philosophy in which similar parts are identified and grouped together to take advantage of their similarities in design and production. Sim-
ilar parts are arranged into part families, where each part family possesses similar design andfor manufacuring characteristics for example, a plant producing 10,000 different part numbers may be able to group the vast majority of these parts into $30-40$ distinct families. It is reasonable to believe that the processing of each member of a given family is simitar. and this should result in manufacturing cifficiencies. The efficiencies are generally achieved hy arranging the production equipment into machine groups, or cells, to facilitate work tlow, Grouping the production equipment into machine cells, where each coll specializes in the production of a part family is called cellular manufacturing. Cellular manufacturing is an example of mixed model production (Section 13.2.4). The origins of group technology and cellular production can be traced to around 1925 (Historical Notc 15.1).

## Historical Note 15.1 Group technology

In 1925. R Flanders presented a paper in the United States before the American Sociely of Mechannal Ergineers in which he desenbed a way of organizing manufacturing at Jones and Lamson Machine Company that wouid today be called group technology. In 1937, A. Sokolowskiy of the Soviet Union described the essential features of group technology by proposing that parts of similar conlíguration be produced by a standard provess sequence, thus permitting flow line eechniques to be used for work normally accornplished by batch production. In 1049. A. Korling of Sweden presented a paper (in Paris. France) on "group prodıction." whose principles are an adaptation of production line techniques to batch mamfacturing. In the paper. he describes how work is decentralized into independent groups, each of which contains the machines and tooling to produce "a special category of pats"

In 1959, researcher S. Mitrofanov of the Soviet Union published a book entitled Scientiffc Principles of Group Technology. The book was widely read and is considered responsible for over 800 plants in the Soviet Union using group technology by 156 . Another researcher, H. Opitz in Germany studied work parts manufactured by the German machine tool industry and developed the well-known parts classification and coding system for machixed parts that bears his name (Section 15.2.2).

In the United States, the first application of group technology was at the Langston D1vision of Harris-Intertype in New Jersey around 1969 Tradtionally a machine shop arranged as a process type layout, the company reorganized into "family of parts" lines, each of which specialzed un producing a given part configuration. Part families were identified by taking photos of about 15 在 of the parts made in the plant and grouping them into families. When implemented, the changes improved product: wity by $50 \%$ and reduced lend times from weeks to days.

Group technology and cellular manufacturing are applicable in a wide variety of manufacturing situations. GT is most appropriately applied under the following conditions:

- The plant currently uses traditional batch production and a process cype layout (Section 1.1.2), and this results in much material handling effort, high in-process inventory, and long manufacturing lead times.
- The parts cas be grouped into part families. This is a necessary condition. Each machine cell is designed to produce a given part family, or limited collection of part families, so it must be possible to group parts made in the plant into families. However, it would be unusual to find a mid-volume production plant in which parts could not be grouped into part families.

There are two major tasks that a company must undertake when it implements group technology. These two tasks represent significant obstacles to the application of GT.

1. Idenifying the part families. If the plant makes 10,000 different parts, reviewing all of the part drawings and grouping the parts into families is a substantial task that consumes a significant amount of time.
2. Rearranging production machines into machine cells. It is time consuming and costly to plan and accomplish this rearrangement, and the machines are not producing during the changeover.

Group technology offers substantial benefits to companies that have the perseverance to implement it. The benefits include:

- GT promotes standardization of tooling, fixiuring, and setups.
- Material handling is reduced because parts are moved within a machine cell rather than within the entire factory.
- Process planning and production scheduling are simplified.
- Setup times are reduced, resulting in lower manufacturing lead times.
- Work in-process is reduced.
- Worker satisfaction usually improves when workers collaborate in a GT cell.
- Higher quality work is accomplished using group technology.

In this chapter, we discuss group technology, cellular manufacturing, and several related topics. Let us begin by defining an underlying concept of group technology: part families.

### 15.1 PART FAMHLIES

A part family is a collection of parts that are similar either because of geometric shape and size or because similar processing steps are required in their manufacture. The parts within a family are different, but their similarities are close enough to merit their inclusion as members of the part family. Figures 15.1 and 15.2 show two different part families. The two parts in Figure 15.1 are very similar in terms of geometric design, but quite different in terms of manufacturing because of differences in tolerances, production quantities, and material. The ten parts shown in Figure 15.2 constitute a part family in manufacturing, but their different geometries make them appear quite different from a design viewpoint.

One of the important manufacturing advantages of grouping workparts into families can be explained with reference to Figures 15.3 and 15.4. Figure 15.3 shows a process


Figure 15.1 Two parts of identical shape and size but different manufacturing requirements: (a) $1,000,000 \mathrm{pc} / \mathrm{yx}$, tolerance $= \pm 0.010 \mathrm{in}$, material $=1015 \mathrm{CR}$ steel, nickel plate; and (b) $100 \mathrm{pc} / \mathrm{yr}$, tolerance $= \pm 0.001 \mathrm{in}$, material $=18-8$ stainless steel.


Figure 15.2 A family of parts with similar manufacturing process requirements but different design attributes. All parts are machined from cylindrical stock by turning:some parts require driling and/or mulling.


Figure 15.3 Process type plant layout. (Key: "Turn" = turning, "Mill" $=$ milling,"Drll" $=$ drilling, "Grnd" $=$ grinding, "Asby" $=$ assembly, "Man" = manual operation; arrows indicate work flow through plant, dashed lines indicate separation of machines into departments.)


Figure 15.4 Group technology layout. (Key: "Turn" = turning. "Mill" = milling,"Dril" $=$ drilling, "Grnd" $=$ grinding, "Asby" $=$ assembly,"Man" = manual operation; arrows indicate work flow in ma" chine cells.)
type plant layout for batch production in a machine shop. The various machine tools are arranged by function. There is a lathe department, milling machine department, drill press department, and so on. To machine a given part, the workpiece must be transported between departments, with perhaps the same department being visited several times. This results in a significant amount of material handling, large in-process inventory, many machine setups, long manufacturing lead times, and high cost. Figure 15.4 shows a production shop of equivalent capacity, but the machines are arranged into cells. Each cell is organized to specialize in the production of a particular part family. Advantages of reduced workpiece handling yield lower setup times, fewer setups (in some cases, no setup changes are necessary), less in-process inventory, and shorter lead times.

The biggest single obstacle in changing over to group technology from a conventional production shop is the problem of grouping the parts into families. There are three general methods for solving this problem. All three are time consuming and involve the analysis of much data by properly trained personnel. The three methods are: (1) visual inspection, (2) parts classification and coding, and (3) production flow analysis. Let us provide a brief description of the visual inspection method and then examine the second and third methods in more detail.

The visual inspection method is the least sophisticated and least expensive method. It involves the classification of parts into families by looking at either the physical parts or their photographs and arranging them into groups having similar features. Although this mothod is generally considered to be the least accurate of the three. one of the first major success stories of GT in the United States made the changeover using the visual inspection
method This was the Langston Division of Harris Intertype in Cherry Hill, New Jersey [18] (Historical Note 15.1).

### 15.2 PARTS CLASSIFICATION AND CODING

This is the most time consuming of the three methods. In parts classffication and coding, similarities among parts are identified, and these similaritics are related in a coding system. Two categories of part similarities can be distinguished: (1) design attributes, which are concerned with part characteristics such as geometry, size, and material; and (2) manufacturing autributes, which consider the sequence of processing steps required to make a part. While the design and manufacturing attributes of a part are usually correlated, the corretation is less than perfect. Accordingly, classification and coding systems are devised to include both a part's design attributes and its manufacturing attributes. Reasons for using a coding seheme include:

- Design retrieval. A designer faced with the task of developing a new part can use a cesign retrieval system to determine if a similar part already exists. A simple change in an existing part would take much less time than designing a whole new part from scratch.
- Auromated process planning. The part code for a new part can be used to search for process plans for existing parts with identical or similar codes.
- Machine cell design. The part codes can be used to design machine cells capable of producing all members of a particular part family, using the composite part concept (Section 15.4.1).

To accomplish parts classification and coding requires examination and analysis of the design and/or manufacturing attributes of each part. The examination is sometimes done by looking in tables to match the subject part against the features described and diagrammed in the tables An alternative and more-productive approach involves interaction with a computerized classification and coding system, in which the user responds to questions asked by the computer. On the basis of the responses, the computer assigns the code number to the part. Whichever method is used, the classification results in a code number that uniquely identifies the part's attributes.

The classification and coding procedure may be carried out on the entire list of active parts produced by the firmt, or sone sort of sampling procedure may be used to establish part families. For example, parts produced in the shop during a certain time period could be examined to identify part family categories. The trouble with any sampling procedure is the risk that the sample may be unrepresentative of the population.

A number of classification and coding systems are described in the literature [13], [16], [31], and there are a number of commercialiy available coding packages. However, nonc of the systems has been universally adopted. One of the reasons for this is that a classification and coding system should be customized for a given company or industry A system that is best for one company may not be best for another company.

### 15.2.1 Features of Parts Classification and Coding Systems

The proncipal functional areas that utilize a parts classification and coding system are design and manufacturing. Accordingly. partsclassification systems fall into one of three categories:

1. systems based on part design attribuses
2. systems based on part manufaciuring auributes
3. systems based on both design and manufacturing artributes

Table 15.1 presents a list of the common design and manufacturing attributes typically included in classification schemes. A certain amount of overlap exists between design and manufacturing attributes, since a part's geometry is largely determined by the sequence of manufacturing processes performed on it.

In terms of the meaning of the symbols in the code, there are three structures used in classification and coding sichemes:

1. hierarchical structure, also known as a monocode, in which the interpretation of each suceessive symbol depends on the value of the preceding symbols
2. chain-type structure, also known as a polycode, in which the interpretation of each symbol in the sequence is always the same; it does not depend on the value of preceding symbols
3. miked-mode stracture, which is a hybrid of the two previous codes

To distinguish the hieratchical and chain-type structures, consider a two-digit code number for a part, such as 15 or 25 . Suppose the first digit stands for the general shape of the part: 1 means the part is cylindrical (rotational), and 2 means the geometry is rectangular. In a hierarchical structure, the interpretation of the second digit depends on the value of the first digit. If preceded by 1 , the 5 might indicate a length-to-diameter ratio; and if preceded by 2 , the 5 indicates an aspect ratio between the length and width dimensions of the part. In the chain-type structure, the symbol 5 would have the same meaning whether preceded by 1 or 2 . For example, it might indicate the overail length of the part. The advantage of the hieranchical structure is that in general.more information cent be included in a

TABLE 15.1 Design and Manufacturing Attibutes Typically Included in a Group Technology Classification and Coding System

| Part Design Atributes | Part Menufacturing Atributes |
| :--- | :--- |
| Beaic external shape | Major processes |
| Besic internal shape | Minor operations |
| Rotational or rectangular shape | Operation sequence |
| Length-to-diameter ratio rotational parts) | Major dimension |
| Anpeat ratio (retangular parts) | Surface finish |
| Material type | Machine toot |
| Part function | Production cycle time |
| Major dimensions | Batch size |
| Minor dimensions | Annual production |
| Toierances | Fixtures required |
| Surface finish | Cutting tools |

code of a given number of digits. The mixed-mode classification and coding systems use a combination of herarchical and chain-type structures. It is the most common structure found in GT parts classification and coding systems.

The number of digits in the code can range from 6 to 30 . Coding schemes that contain only design data require fewer digits, perhaps 12 or fewer. Most modem classification and coding sywems inchude both design and manufacturing data, and this usualiy requires 20-30 digits. This might seem like too many digits for a human reader to easily comprehend, but it must be remembered that most of the data processing of the codes is accomplished by computer, for which a large number of digits is of minor concern.

### 15.2.2 Examples of Parts Classification and Coding Systems

Some of the important systems (with emphasis on those in the United States) include: the Opitz classification system, which is nonproprietary; the Brisch System (Brisch-Birn, Inc.); CODE (Manufacturing Data Systems. Inc.); CUTPLAN (Mcteut Associates); DCLASS (Brigham Young University): MultiClass (OIR: Organization for Industrial Research); and Part Analog System (Lovelace, Lawrence \& Co., Inc.). Reviews of these systems and others can be found in [16] and [23].

It the following. we discuss two classification and coding systems: the Opitz System and MultiClass. The Opitz system is $\sigma^{*}$ interest because it was one of the first published classification and coding schemes for mechanical parts [31] (Historical Note 15.1) and is still widely used. MultiClass is a commercial product offered by the Organization for Industrial Rescarch (OIR).

Opitz Classification System. This system was developed by H. Opitz of the University of Aachen in Germany. It represconts one of the pioneering efforts in group technology and is probably the best known, if not the most frequently used, of the parts classification and coding systems. It is intended for machined parts. The Opitz coding scheme uses the following digit sequence:

## $12345 \quad 6789 \mathrm{ABCD}$

The basic code consists of nume digits, which can be extended by adding four more digits. The first nine are intended to convey both design and manufacturing data. The interpretation of the first nine digits is defined in Figure 15.5. The first five digits, 12345, are called the form code. It describes the primary design attributes of the part, such as external shape (e.g., rotational vs. rectangular) and machined features (e.g, holes, threads, gear teeth, etc.). The next four digits, 6789 , constitute the supplementary code, which indicates some of the attributes that would be of use in manufacturing (e.g., dimensions, work material, starting shape, and accuracy). The extia four digits, ABCD , are referred to as the secondary code and are intended to identify the production operation type and sequence. The sccondary code can be designed by the user firm to serve its own particular needs.

The complete coding system is too complex to provide a comprehensive description here. Opitz wrote an entire book on his system [31]. However, to obtain a general idea of how it works, let us examine the fom code consisting of the first five digits, defined generally in Figure 15.5. The first digit identifies whether the part is rotational or nonrotational. It also describes the general shape and proportions of the part. We limit our survey here to rotational parts possessing no unusual features, those with first digit values of 0,1 ,


Figure 15.5 Basic structure of the Opitz system of parts classification and coding.
or 2. For this class of workparts, the coding of the first five digits is defined in Figure 15.6. Consider the following example to demonstrate the coding of a given part.

## EXAMPLE 15.1 Opitz Part Coding System

Given the rotational part design in Figure 15.7, determine the form code in the Opitz parts classification and coding system.
Soluilon: With reference to Figure 15.6 , the five-digit code is developed as follows:

$$
\text { Length-to-diameter ratio, } L / D=1.5 \quad \text { Digit } 1=1
$$

External shape: stepped on both ends with screw thread on one end Digit $2=5$
$\begin{aligned} \text { Internal shape: part contains a through-hole } & \text { Digit 3}=1 \\ \text { Plane surface machining: none } & \text { Digit } 4=0\end{aligned}$
Auxiliary holes, gear teeth, etc.: none Digit $5=0$
The form code in the Opite system is 15100 .

MultiClass. MultiClass is a classification and coding system developed by the Organization for Industrial Research (OIR). The system is relatively flexible, allowing the user company to customize the classification and coning scheme to a large extent to fit its own products and applications. MultiClass can be used for a variety of different types of manufactured items, including machined and sheet metal parts, |ooling, electronics, pur-


Figare 15.6 Form code (digits 1-5) for rotational parts in the Opitz coding system. The first digit of the code is limited to the value 0 , 1 , or 2.


Figure 15.7 Part design for Example 15.1.
chased parts, assemblies and subassemblies, machine tools, and other elements. Up to nine different types of components can be included within a single MultiClass software structure.

MultiClass uses a hierarchical or decision-tree coding structure in which the succeeding digits depend on values of the previous digits. In the application of the system, a series of menus, pick lists, tables, and other interactive prompting routines are used to code the part. This helps to organize and provide discipline to the coding procedure.

The coding structure consists of up to 30 digits. These are divided into two regions, one provided by OIR, and the second designed by the user to meet specific needs and requirements A prefix precedes the code number and is used to identify the type of part (e.g., a prefix value of 1 indicates machined and sheet metal parts). For a machined patt. the coding for the first 18 digit positions (after the prefix) is summarized in Table 15.2.

TABLE 15.2 First 18 digits of the Multicfass Classification and Coding System

| Digit | Function |
| :---: | :--- |
| 0 | Code system prefix |
| 7 | Main shape category |
| 2,3 | External and internal configuration |
| 4 | Machined secondary aloments |
| 5,6 | Functional descriptors |
| $7-12$ | Dimensional data llength, diameter, etc.) |
| 13 | Toterances |
| 14,15 | Material chemistry |
| 16 | Rawmaterial shape |
| 17 | Production quantity |
| 18 | Machined element orientation |

## EXAMPLE 15.2 MultiClass Coding System

Given the rofational part design in Figure 15.8, determine the 18 -digit code in the MultiClass parts coding system.


Figure 15.8 Workpart of Example 15.2. (Courtesy of OIR, Organization for Industrial Research.)


Figure 15.9 MultiClass code number determined for part in Example 15.2. (Courtesy of OIR, Organization for Industrial Research.)

Solution: The Multiclass code nunber for the given part is developed in Figure 15.9.

### 15.3 PRODUCTION FLOW ANALYSIS

This is an approach to part family identification and machine cell formation that was pioneered by J. Burbidge [6]-[8]. Production flow anatysis (PFA) is a method for identifying part families and associated machine groupings that uses the information contained on production route sheets rather than on part drawings. Workparts with identical or similar routings are classified into part families. These families can then be used to form logical machine cells in a group technology layout. Since PFA uses manufacturing data rather than design data to identify part families, it cen overcome two possible anomalies that can occur in parts classification and coding. First, parts whose basic geometries are quite different may nevertheless require similar or even identical process routings. Second, parts whose geometries are quite similar may nevertheless require process routings that are quite different.

The procedure in production flow analysis must begin by defining the scope of the study, which means deciding on the population of parts to be analyzed. Should all of the parts in the shop be moluded in the study, or should a representative sample be selected for analysis? Once this decision is made, then the procedure in PFA consists of the following steps:

1. Data collection. The minimum data needed in the analysis are the part number and operation sequence, which is contained in shop documents called route shects or opcration sheets or some similar name. Each operation is usually associated with a particular machine, so determining the operation sequence also determines the machine sequence. Additional data, such as lot size, time standards, and annual demand might be useful for designing machine cells of the required production capacity.
2. Sortation of process routings. In this step, the parts are arranged into groups according to the simifarity of their process routings, To facilitate this step, all operations or machines included in the shop are reduced to code numbers, such as those shown in Table 15.3. For each part, the operation codes are listed in the order in which they are periormed. A sortation procedure is then used to arrange parts into "packs," which are groups of parts with identical routings. Some packs may contain only one part number, indicating the uniqueness of the processing of that part. Other packs will contain many parts, and these will constitute a part family.
3. PFA chart. The processes used for each pack are then displayed in a PFA chart, a simplified example of which is illustrated in Table 15.4. ${ }^{1}$ The chart is a tabulation of the process or machinc code numbers for all of the part packs In recent GT literature [30], the PFA chart has been referred to as part-machine incidence matrix. In this matrix, the entries have a value $x_{i f}=1$ or 0 a value of $x_{i j}=1$ indicates that the corresponding part $i$ requires processing on machine $j$, and $x_{1 f}=0$ indicates that no processing of component $i$ is accomplished on machine $j$. For clarity of presenting the matrix, the O's are often indicated as blank (empty) entries, as in our table.
4. Cluster analysis. From the pattern of data in the PFA chart. related groupings are identified and rearranged into a new pattern that brings together packs with similar machine sequences. One possible rearrangement of the original PFA chart is shown in Table 15.5, where different machine groupings are indicated within blocks. The blocks might be considered as possible machine cells. It is often the case (but not in Table 15.5) that some packs do not fit intological groupings. These parts might be analyzed to see if a revised process sequence can be developed that fits into one of the groups If not, these parts must continue to be fabricated through a conventional process layout. In Section 15.6.1, we examine a systematic technique called rank order clustering that can be used to perform the cluster analysis.

| TABLE 15.3 | Possible Code Numbers Indicating <br>  <br> Operations andior Machines for <br> Sortation in Production Flow Analysis <br> (Highly Simplifisd) |
| :---: | :---: |
| Operation or Machine | Code |
| Cutoff | 01 |
| Lathe | 02 |
| Turret lathe | 03 |
| Mill | 04 |
| Drill: manual | 05 |
| NC drill | 06 |
| Grind | 07 |

[^15]TABLE 15.4 PFA Chart, Also Known as a Part-Machine Incidence Matrix
Parts

| Machines | A | B | C | D | E | F | G | H | I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  | 1 |  |  |  | 1 |  |
| 2 |  |  |  |  | 1 |  |  |  | 1 |
| 3 |  |  | 1 |  | 1 |  |  |  | 1 |
| 4 |  | 1 |  |  |  | 1 |  |  |  |
| 5 | 1 |  |  |  |  |  |  | 1 |  |
| 6 |  |  | 1 |  |  |  |  |  | 1 |
| 7 |  | 1 |  |  |  | 1 | 1 |  |  |

TABLE 15.5 Rearranged PFA Chart, Indicating Possible Machine Groupings

|  | Parts |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machines | c | E | 1 | A | D | H | F | G | B |
| 3 | 1 | 1 | 1 |  |  |  |  |  |  |
| 2 |  | 1 | 1 |  |  |  |  |  |  |
| 6 | 1 |  | 1 |  |  |  |  |  |  |
| 1 |  |  |  |  | 1 | 1 |  |  |  |
| 5 |  |  |  | 1 |  | 1 |  |  |  |
| 7 |  |  |  |  |  |  | 1 | 1 | 1 |
| 4 |  |  |  |  |  |  | 1 |  | 1 |

The weakness of production flow analysis is that the data used in the technique are derived from existing production route sheets. In all likelihood, these route sheets have been prepared by different process planners, and the routings may contain operations that are nonoptimal, illogical, or unnecessary. Consequently, the final machine groupings obtained in the analysis may be suboptimal. Notwithstanding this weakness. PFA has the virtue of requiring less time than a compicte parts classification and coding procedure. This virtue is attractive to many firms wishing to introduce group technology into their plant operations.

### 15.4 CELLULAR MANUFACTURING

Whether part families have been determined by visual inspection parts classification and coding, or production flow analysis, there is advantage in producing those parts using group technology machine cellis rather than a traditional process-type machine layout. When the machines are grouped, the term cellular manufacturing is used to describe this work organization. Cetlular manufacturing is an application of group technology in which dissimilar machines or processes have been aggregated into cells, each of which is dedicated to the production of a part or product family or a limited group of families. The typical objectives in cellular manufacturing are similar to those of group technology:

- To shorten manufacturing lead times, by reducing setup, workpart handling, waiting times, and batch sizes.
- To reduce work-in-process inventory. Smaller batch sizes and shorter lead times reduce work-in-process.
- To improve quality. This is accomplished by allowing each cell to specialize in producing a smaller number of different parts. This reduces process variations.
- To simplify producrion scheduling. The similarity among parts in the family reduces the complexity of production scheduling. Instead of scheduling parts through a sequence of machines in a process-type shop layout, the parts are simply scheduled though the cell.
- To reduce setup times. This is accomplished by using group tooling (cutting toois, jigs, and fixtures) that have been designed to process the part family, rather than part tooling. which is designed for an individual part. This reduces the number of individual tools required as well as the time to change tooling between parts.

Additional reasons for implementing cellular manufacturing are given in Table 15.7. In this section, we consider several aspects of cellular manufacturing and the design of machine cells.

### 15.4.1 Composite Part Concept

Part families are detined by the fact that their members have similar design and/or manufacturing features. The composite part concept takes this part family definition to its logical conclusion. It conceives of a hypothetical part, a composite part for a given family, which includes all of the design and manufacturing attributes of the family. In general, an individual part in the family will have some of the features that characterize the family but not all of them. The composite part possesses all of the features.

There is always a correlation between part design features and the production operations required to generate those features. Round holes are made by drilling, cylindrical shapes are made by turning, flat surfaces by milling, and so on. A production cell designed for the part family would include those machines required to make the composite part. Such a cell would be capable of producing any member of the family, simply by omitting those operations corresponding to features not possessed by the particular part. The cell would also be designed to allow for size variations within the family as well as feature variations.

To illustrate, consider the composite part in Figure 15.10(a). It represents a farnily of rotational parts with features defined in Figure 15.10(b). Associated with each feature is a certain machining operation as summarized in Table 15.6. A machine cell to produce this


Figure 15.10 Composite part concept: (a) the composite part for a family of machined rotational parts and (b) the individual features of the composite part. See Table 15.6 for key to individual features and corresponding manufacturing operations.

TABLE $\mathbf{1 5 . 6}$ Design Features of the Composite Part in Figure $\mathbf{1 5 . 1 0}$ and the Manufacturing Operations Required to Shape Those Features

| Label | Design Feature | Corresponding Manufacturing Operation |
| :---: | :--- | :--- |
| 1 | External cylinder | Turning |
| 2 | Cylinder face | Fasing |
| 3 | Cylindrical step | Turning |
| 4 | Smooth surface | External cylindrical grinding |
| 5 | Axial hole | Driling |
| 6 | Counterbore | Counterboring |
| 7 | Internal threads | Tapping |

part family would be designed with the capability to accomplish all seven operations required to produce the composite part (the last column in the table). To produce a specific member of the family, operations would be included to fabricate the required features of the part. For parts without all seven features, unnecessary operations would simply be omitted. Machines, fixtures, and tools would be organized for efficient flow of workparts through the cell.

In practice, the number of design and manufacturing attributes is greater than seven, and allowances must be made for variations in overall size and shape of the parss in the family. Nevertheless, the composite part concept is useful for visualizing the machine cell design problem.

### 15.4.2 Machine Cell Design

Design of the machine cell is critical in cellular manufacturing. The cell design detemines to a great degree the performance of the cell. In this subsection, we discuss types of machine cells, cell layouts, and the key machine concept.

Types of Machine Cells and Layouts. GT manufacturing cells can be classified according to the number of machines and the degree to which the material flow is mechanized between machines. In our classification scheme for manufacturing systems (Section 13.2), all GT cells are classified as type X in terms of part or product variety (Section 13.2.4, Table 13.3). Here we identify four common GT cell configurations (with system type identified in parenthesis from Section 13,2):

1. single machine cell (type I M)
2. group machine cell with manual handing (type II M generaliy, type III M less common)
3. group machine cell with semi-integrated handing (type II M generally, type III M less common)
4. flexibie manufacturing cell of flexible manufacturing system (type If A generally, type III A less common)

As its name indicates, the single machine cell consists of one machine plus supporting fixtures and tooling. This type of cell can be applied to workparts whose attributes atlow them to be made on one basic type of process, such as turning or milling. For example, the composite part of Figure 15.10 could be produced on a conventional turret lathe, with the possible exception of the cylindrical grinding operation (step 4).

The group machine cell with manual handling is an arrangement of more than one machine used collectively to produce one or more part families. There is no provision for mechanized parts movement between the machines in the cell. Instead, the human operators who run the cell perform the material handliag function. The cell is often organized into a U-shaped layout, as shown in Figure 15.11. This layout is considered appropriate when there is variation in the work flow among the parts made in the cell. It also allows the multifunctional workers in the cell to move easily between machines [29].

The group machine cell with manual handling is sometimes achieved in a conventional process type layout without rearranging the equipment. This is done simply by assigning certain machines to be included in the machine group and restricting their work to specified part families. This allows many of the benefits of cellular manufacturing to be achieved without the expense of rearranging equipment in the shop. Obviously, the material handing benefits of GT are minimized with this organization.


Figure 15.11 Machine cell with manual handing between machines Shown is a U-shaped machine layout. (Key: "Proc" = processing operation (e.g., mill. turn, etc.). "Man" = manual operation; arrows indicate work flow.)

The group machine cell with semi-integrated handling uses a mechanized handling system, such as a conveyor, to move parts between machines in the cell. The flexible manufacturing system (FMS) combines a fully integrated material handling system with automated processing stations. The FMS is the most highly automated of the group technology machine ceils. The following chapter is devoted to this form of automation, and we defer discussion till then.

A variety of layouts are used in GT cells. The U-shape, as in Figure 15.11, is a popular configuration in cellular manufacturing. Other GT layouts include in-line, loop, and rectangular, shown in Figure 15.12 for the case of semi-integrated handling.


Figure 15.12 Machine cells with semi-integrated handling: (a) inline layout, (b) loop layout, and (c) rectangular layout. (Key: "Proc" = processing operation (e.g, mill, turn, etc.), "Man" = manual operation; arrows indicate work flow.)


Figure 15.13 Four types of part moves in a mixed model production system. The forward flow of work is from left to right.

Determining the most appropriate cell layout depends on the routings of parts produced in the cell. Four types of part movement can be distinguished in a mixed model part production system. They are illustrated in Figure 15.13 and are defined as follows, where the forward direction of work flow is defined as being from left to right in the figure:(1) repeat operation, in which a consecutive operation is carried out on the same machine, so that the parl does not actually move; (2) in-sequence move, in which the part moves from the current machine to an immediate neighbor in the forward direction: (3) by-passing move. in which the part moves forward from the current machine to another machine that is two or more machines ahead; and (4) backtracking move, in which the part moves from the current machine in the backward direction to another machine.

When the application consists exclusively of in-sequence moves, then an in-line layout is appropriate. A U-shaped layout also works well here and has the advantage of closer interaction among the workers in the cell. When the application includes repeated operations, then multiple stations (machines) are often required. For cells requiring bypassing moves, the U-shape layout is appropriate. When backtracking moves are needed, a loop or rectangular layout is appropriate to accommodate recirculation of parts within the cell. Additional factors that must be accounted for in the cell design include:

- Quantity of work to be done by the cell. This includes the number of parts per year and the processing (or assembly) time per part at each station. These factors determine the workload that must be accomplished by the cell and therefore the number of machines that must be included, as well as total operating cost of the cell and the investment that can be justified.
- Part size, shape, weight, and other physical attributes. These factors determine the size and type of material handling and processing equipment that must be used.

Key Machine Concept. In some respects, a GT machine cell operates like a manual assembly line (Chapter 17), and it is desirable to spread the workload evenly among the machines in the cell as much as possible. On the other hand, there is typically a certain machine in a cell (or perhaps more than onc machine in a large cell) that is more expensive woperate than the other machines or that performs certain critical operations in the plant. This machine is referred to as the key machine. It is important that the utilization of this
key machine be high.even if it means that the other machines in the cell have relatively low utilization. The other machines are referred to as supporting machines, and they stould be organized in the cell to keep the key machine busy In a sense, the cell is designed so that the key machine becomes the bottleneck in the system.

The key machine concept is sometimes used to plan the GT machine cell. The approach is to decide what parts should be processed through the key machine and then determine what supporting machines are required to complete the processing of those parts.

There are generally two measures of utilization that are of interest in a GT cell: the utilization of the key machine and the utilization of the overall cell. The utilization of the key machine can te measured using the usual definition (Section 2.4.3). The utilization of each of the oh her machines can also be evaluated similarly. The cell utilization is obtained by taking a simple arithmetic average of all the machines in the cell. One of the exercise problems at the end of the chapter serves to illustrate the key machine concept and the determination of utilization.

### 15.5 APPLICATION CONSIDERATIONS IN GROUP TECHNOLOGY

In this section, we consider how and where group technology is applied, and we report on the results of a survey of industry about cellular manufacturing in the United States [38].

### 35.5.1 Applications of Group Technology

In our introduction to this chapter, we defined group technology as a "manufacturing philosophy." GT is not a particular technique, although various tools and techniques, such as parts classification and coding and production flow analysis, have been developed to help implement it. The group technology philosophy can be applied in a number of areas Our discussion focuses on the two main areas of manufacturing and product design.

Manufacturing Applications. The most common applications of GT are in manufacturing. And the most common application in manufacturing involves the formation of cells of one kind or another. Not all companies rearrange machines to form cells. There are three ways in which group technology principles can be applied in manufacturing [24]:

1. Informal scheduling and routing of similar parts through selected machines. This approach achieves setup advantages, but no formal part families are defined, and no physical rearrangement of equipment is undertaken.
2. Virtual machine cells. This approach involves the creation of part families and dedication of equipment to the manufacture of these part families, but without the physical rearrangement of machines into formal cells. The machines in the virtual celi remain in their original locations in the factory. Use of virtual cells seems to facilitate the sharing of machines with other virtual cells producing other part families [25].
3. Formal machine cells. This is the conventional GT approach in which a group of dissimilar machınes are physically relocated into a cell that is dedicated to the production of one or a limited set of part families (Section 15,4,2). The machines in a formal machine cell are tocated in close proximity to minimize part handling, throughput time, setup time, and work -in-process.

Other GT applications in manufacturing include process planning (Chapter 25), family tooling, and numerical control ( NC ) part programs. Process planning of new parts can be facilitated through the identification of part families. The new part is associated with an existing part family, and generation of the process plan for the new part follows the routing of the other members of the part family. This is done in a formalized way through the use of parts classification and coding. The approach is discussed in the context of auto mated process planning (Section 25.2.1).

In the ideal, all members of the same part family require similar setups, tooling, and fixturing This generally results in a reduction in the amount of tooling and fixturing needed. Instead of determining a special tool kit for each part, a tool kit is developed for each part family. The concept of a modular fixure can often be exploited, in which a common base fixture is designed and adaptations are made to switch between different parts in the family.

A similar approach can be applied in NC part programming. Called parametric programming. [28], it involves the preparation of a common NC program that covers the entire part family. The program is then adapted for individual members of the famity by inserting dimensions and other parameters applicable to the particular part. Parametric programming reduces both programming time and setup time.

Product Design Applications. The application of group technology in product design is found principally in the use of design retrieval systems that reduce part proliferation in the firm. It has been estimated that a company's cost to release a new part design ranges between $\$ 2000$ and $\$ 12,000$ [37]. In a survey of incustry reported in [36], it was concluded that in about $20 \%$ of new part sit uations, an existing part design could be used. In about $40 \%$ of the cases, an existing part design could be used with modifications. The remaining cases required new part designs. If the cost savings for a company generating 1000 new part designs per year were $75 \%$ when an existing part design could be used (assuming that there would still be some cost of time associated with the new part for engineering analysis and design retrieval) and $50 \%$ when an existing design could be modified, then the total annual savings to the company would lie between $\$ 700,000$ and $\$ 4,200,000$, or $35 \%$ of the company's total design expense due to part releases. The kinds of design savings described here require an efficient design retrieval procedure. Mosi part design retrieval procedures are based on parts classification and coding systems (Section 15.2).

Other design applications of group technology involve simplification and standardization of design parameters, such as tolerances, inside radii on comers, chamfer sizes on outside edges, hole sizes, thread sizes, and so forth. These measures simplify design procedures and reduce part proliferation. Design standardization also pays dividends in manufacturing by teducing the required number of distinct lathe tool nose radii, drill sizes, and fastenet sizes. There is also a benefit in terms of reducing the amount of data and information that the company must deal with. Fewer part designs, design attributes, toots, fasteners, and so on mean fewer and simpler design documents, process plans, and other data records

### 15.5.2 Survey of Industry Practice

A number of surveys have been conducted to leam how industry implements celhular man ufacturing [24], [36], [38]. The surveyed companies represent manufacturing industries, such as machinery, machine tools, agricultural and construction equipment, medical equip-

TABLE 15.7 Benefits of Cellular Manufacturing Reported by Companies in Survey

| Rank | Reas on for instailing Manufacturing Cells | Average Improvement (\%) |
| :---: | :---: | :---: |
| 1 | Reduce throughput time (Manufacturing lead time) | 61 |
| 2 | Reduce work-in-process | 48 |
| 3 | Improve part andior product quality | 28 |
| 4 | Reduce response time for customer orders | 50 |
| 5 | Reduce move distances | 61 |
| 6 | Increase manufacturing flexibility |  |
| 7 | Reduce unit costs | 16 |
| 8 | Simplify production planning and control |  |
| 9 | Facilitate employee involvement |  |
| 10 | Reduce setup times | 44 |
| 11 | Reduce finished goods inventory | 39 |

Source: Wemmerlov and Johnson [33].
ment, weapons systems. diesel engines and piece parts. Processes grouped into cells in the companics included nachining, joining and assembly, finishing, testing, and metal forming.

Companies in the survey were asked to report their reasons for establishing machine cells and the benefits they enjoyed from implementing cellular manufacturing in the operations. Results are listed in Table 15.7. The reasons are listed in the relative order of importance as indicated by the companies participating in the survey. We also list the average percentage improvement reported by the companies, rounded to the nearest whole percentage point. Rcasons 6,8 , and 9 are difficult to evaluate quantitatively, and no percentage improvements are listed in these cases.

One of the questions considered in the 1989 survey [36] was: What are the approaches used by companies to form machinc colls? The results are listed in Table 15.8. The most common approach consisted of visually grouping similar parts with no consideration given to existing routing information and no parts classification and coding. The use of a part-machine incidence matrix was not widely reported, perhaps because the formal algorithms for reducing this matrix, such as rank order clustering (Section 15.6.1) were not widely known at the time of the survey.

Companies also reported costs associated with implementing cellular manufacturing $\mid 36]$. The reported cost categones are listed in Table 15.9 together with the number of companies reporting the cost. No numerical estimates of actual costs are provided in the report.

TABLE 15.8 Approaches to Cell Formation Used in Industry

| Approach to Cell Formation | Number of Companies Employing the Approach | Text Reference |
| :---: | :---: | :---: |
| Visual inspection to identify family of similar parts | 19 | Section 15.1 |
| Key machine concept | 11 | Section 15.4.2 |
| Use of part-machine incidence matrix | 9 | Section 15.3, Section 15.6.1 |
| Other methods (e.g., From-to diagrams, simple sorting of routings) | 7 |  |

TABLE 15.9 Costs of Introducing Cellular Manutacturing Reported by Companies in Survey

|  | Number of Companies <br> Reporting |
| :--- | :---: |
| 1. Relocation and installation of macnines | 16 |
| 2. Feasibility studies, planning and design, and selated costs | 8 |
| 3. New equipment and duplication of equipment | 6 |
| 4. Training | 6 |
| 5. New tooling and fixtures | 5 |
| 6. Programmable controliers, computers, and software | 4 |
| 7. Material handling equipment | 2 |
| 8. Lost production time during instatlation | 2 |
| 9. Higher operator wages | 1 |

Source- Wernmerlov and Hyer [36].
Topping the list was the expense of equipment relocation and installation. Most of the companies responding to the survey had implemented cellular manufacturing by moving equipment in the factory rather than by installing new equipment to form the cell.

### 15.6 Quantitative analysis in cellular manufacturing

A number of quantitative techniques have been developed to deal with problem areas in group rechnology and cellular manufacturing. In this section, we consider two problem areas: (1) grouping parts and machines into families, and (2) arranging machines in a GT cell. The first problem area has been and still is an active research area, and several of the more significant research publications are listed in our references [2], [3]. [11], [12], [26]. [27]. The technique we describe in the current section for solving the part and machine grouping problem is rank order clustering [26]. The second problem area has also been the subject of research, and several reports are listed in the references [1], [6], [8], [17]. In Section 15.6.2. we describe two heuristic approaches introduced by Hollier [17].

### 15.6.1 Grouping Parts and Machines by Rank Order Clustering

The problem addressed here is to determine how machines in an existing plant should be grouped into machine cells. The problem is the same whether the cells are virtual or formal (Section 15.5.1). It is basically the problem of identifying part families. By identifying part families, the machines required in the cell to produce the part family can be properly selected. As previously discussed, the three basic methods to identify part families are (1) visual inspection, (2) parts classification and coding, and (3) production flow analysis.

The rank order clustering technique. first proposed by King [26], is specifically applicable in production flow analysis, It is an efficient and easy-to-use algorithm for grouping machines into ceils. In a starting part-machine incidence matrix that might be compiled to document the part routings in a machine shop (or other job shop), the occupied locations in the matrix are organized in a seemingly random fashion. Rank order clustering works
by reducing the part-machine incidence matrix to a set of diagonalized blocks that represent part families and associated mactime groups. Statting with the initial part-machine incidence matrix. the atgorithm consists of the following steps:

1. In each row of the matrix, read the series of I's and 0s (blank entries $=0$ 's) from left to right as a binary number. Rank the rows in order of decreasing value. In case of a tie, rank the rows in the same order as they appear in the current matrix.
2. Numbering from top to bottom, is the current order of rows the same as the rank order determined in the previous step? If yes, go to step 7 . If no, go to the following step.
3. Reorder the cows in the part-machine incidence matrix by listing them in decreasing rank order, stating from the top.
4. In each column of the matrix, read the series of 1's and 0 's (blank entries $=0$ 's) from top to hottorn as a binary number. Rank the columus in order of decreasing value In case of a tie, rank the columns in the same order as they appear in the current matrix.
5. Numbering from left to right, is the current order of columns the same as the rank order determined in the previous step? If yes, go to step 7. If no.go to the following step.
6. Reorder the columns in the part-machine incidence matrix by listing them in decreasing rank order, starting with the left column. Go to step 1.
7 Stop.
For readers unaccustomed to evaluating binary numbers in steps 1 and 4, it might be heipful to convert each binary value into its decimal equivalent (e.g., the eniries in the first row of the matrix in Table 15.4 are read as 100100010). This is converted into its decimal equivalent as follows: $1 x 2^{8}+0 x 2^{7}+0 x 2^{4}+1 x 2^{5}+0 x 2^{4}+0 x 2^{3}+0 x 2^{2}+1 x 2^{1}+0 x 2^{6}=$ $256+32+2=290$. It should be mentioned that decimal conversion becomes impractical for the large numbers of parts found in practice, and comparison of the binary numbers is preferred.

## EXAMPLE 15.3 Rank Order Clustering Technique

Apply the rank urder clustering technique to the part-machine incidence matrix in Table 15.4.

Solution: Step i consists of reading the serics of 1 's and 0 's in each row as a binary number. We have done this in Table $15.10(a)$, converting the binary value for each row to its decimal equivalent. The values are then rank ordered in the far righthand column. In step 2 . we see that the row order is different from the starting matrix. We therefore reorder the rows in step 3. In step 4, we read the series of 1's and 0 's in each column from top to bottom as a binary number (again we have converted to the decimal equivalent), and the columns are tanked in order of decreasing value, as shown in Table 15.10(b). In step 5, we see that the column order is different from the preceding matrix. Proceeding from step 6 back to steps 1 and 2 , we see that a reordering of the columns provides a row order that is in descending value, and the algorithm is concluded (step 7). The tinal solution is shown in Table 15.10(c). A close comparison of this solution with Table 155 reveals that they are the same part-machine groupings.

TABLE 15.10 (a) First Iteration (Step $1 /$ in the Rank Order Clustering Technique Applied to Example 15.3

| Binary Valtes | $2^{8}$ | $2^{7}$ | $2^{6}$ | $2^{2}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Parts Decimal

| Machines | A | B | c | 0 | E | F | $G$ | H | 1 | Equivalent | Rank |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  | 1 |  |  |  | 1 |  | 290 | 1 |
| 2 |  |  |  |  | 1 |  |  |  | 1 | 17 | 7 |
| 3 |  |  | 1 |  | 1 |  |  |  | 1 | 81 | 5 |
| 4 |  | 1 |  |  |  | 1 |  |  |  | 136 | 4 |
| 5 | 1 |  |  |  |  |  |  | 1 |  | 258 | 2 |
| 6 |  |  | 7 |  |  |  |  |  | 1 | 65 | 6 |
| 7 |  | 1 |  |  |  | 1 | 1 |  |  | 140 | 3 |

TABLE 15.10[b] Second Iteration (Steps 3 and 4) in the Rank Order Clustering Technique Applied to Example 15.3

Parts

| Machines | A | B | C | D | E | F | G | H | 1 | Binary Values |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  | 1 |  |  |  | 1 |  | $2^{8}$ |
| 5 | 1 |  |  |  |  |  |  | 1 |  | $2^{5}$ |
| 7 |  | 1 |  |  |  | 1 | $\dagger$ |  |  | $2^{4}$ |
| 4 |  | 1 |  |  |  | 1 |  |  |  | $2^{3}$ |
| 3 |  |  | 1 |  | 1 |  |  |  | 1 | $2^{2}$ |
| 5 |  |  | 1 |  |  |  |  |  | 1 | $2^{1}$ |
|  |  |  |  |  |  | 1 |  |  | 1 | $2^{0}$ |
| Decimei Equivelent | 96 | 24 | 6 | 64 | 5 | 24 | 16 | 96 | 7 |  |
| Rank | 1 | 4 | 8 | 3 | 9 | 5 | 6 | 2 | 7 |  |

TABLE 15.10f(c) Solution of Example 15.3

|  | Parts |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machines | A | H | D | B | F | G | 1 | c | E |
| 1 | 1 | 1 | 1 |  |  |  |  |  |  |
| 5 | 1 | 1 |  |  |  |  |  |  |  |
| 7 |  |  |  |  | 1 | 1 |  |  |  |
| 4 |  |  |  | 1 | 1 |  |  |  |  |
| 3 |  |  |  |  |  |  | 1 | 1 | 1 |
| 6 |  |  |  |  |  |  | 1 | 1 |  |
| 2 |  |  |  |  |  |  | 1 |  | 1 |

In the example problem, it was possible to divide the parts and machincs into three mutuaily exclusive part-machine groups. This represents the ideal case because the part families and associated machine cells are completely segregated. However, it is not uncommon for there to be an overlap in processing requitements between machine groups. That is, a given part type needs to be processed by more than one machine group. Let us illustrate this case and how the rank order clustering technique deals with it in the following example.

## EXAMPLE 15.4 Overlapping Machine Requirements

Consider the part-machine incidence matrix in Table 15.11.This is the same as the original part-machine incidence matrix in Table 15.4 except that part $B$ requires

TABLE 15.11 Part-Machine Incidence Matrix for Example 15.4

|  | Parts |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machines | A | B | C | D | E | F | 6 | H | 1 |
| 1 | 1 | 1 |  | 1 |  |  |  | 1 |  |
| 2 |  |  |  |  | 1 |  |  |  | 1 |
| 3 |  |  | 1 |  | 1 |  |  |  | 1 |
| 4 |  | 1 |  | 1 |  | 1 |  |  |  |
| 5 | 1 |  |  |  |  |  |  | 1 |  |
| 6 |  |  | 1 |  |  |  |  |  | 1 |
| 7 |  | 1 |  |  |  | 1 | 1 |  |  |

processing on machines 1,4, and 7 (1 is the additional machine) and part D now requires processing on machines 1 and 4 ( 4 is the additional machine). Use the rank order clustering technique to arrange parts and machine into groups.

Solution: The rank order clustering technique converges to a solution in two itcrations, shown in Tables 15.12(a) and $15.12(b)$, with the final solution shown in Tablels.12(c).
TABLE 15.12(a) First Iteration of Rank Order Clustering Applied to Example 15.4


Part Decimal

| Machines | A | B | c | D | E | $F$ | G | H | , | Equivalent | Pank |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 |  | 1 |  |  |  | 1 |  | 418 | 1 |
| 2 |  |  |  |  | 1 |  |  |  | 1 | 17 | 7 |
| 3 |  |  | 1 |  | 1 |  |  |  | $?$ | 81 | 5 |
| 4 |  | 1 |  | 1 |  | 1 |  |  |  | 168 | 3 |
| 5 | 1 |  |  |  |  |  |  | 1 |  | 258 | 2 |
| 6 |  |  | 1 |  |  |  |  |  | 1 | 65 | 6 |
| 7 |  | 1 |  |  |  | 1 | 1 |  |  | 140 | 4 |

FABLE 15.12(b) Second Iteration of Rank Order Clustering Applied to Example 15.4

| Parts |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machiness | A | B | $c$ | D | E | r | G | H | 1 | Binary Values |
| 1 | 1 |  |  | 1 |  |  |  | 1 |  | $2^{8}$ |
| 5 | 1 |  |  |  |  |  |  | 1 |  | $2^{6}$ |
| 4 |  | 1 |  | 1 |  | 1 |  |  |  | 24 |
| 7 |  | 1 |  |  |  | 1 | 1 |  |  | $2^{3}$ |
| 3 |  |  | 1 |  | 1 |  |  |  | 1 | $2^{2}$ |
| 6 |  |  | 1 |  |  |  |  |  | 1 | $2^{1}$ |
| 2 |  |  |  |  | 1 |  |  |  | 1 | $2^{0}$ |
| Decimal Equivalent | 96 | 88 | 6 | 80 | 5 | 24 | 8 | 96 | 7 |  |
| Rank | 1 | 3 | 8 | 4 | 9 | 5 | 6 | 2 | 7 |  |

TABLE 15.12(c) Solution of Example 15.4

|  | Parts |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machines | A | H | B | D | F | G | 1 | c | E |
| 1 | 1 | 1 | 1 | 1 |  |  |  |  |  |
| 5 | 7 | 1 |  |  |  |  |  |  |  |
| 4 |  |  | 1 | 1 | 1 |  |  |  |  |
| 7 |  |  |  |  |  | 1 |  |  |  |
| 3 |  |  |  |  |  |  | 1 | 1 | 1 |
| 6 |  |  |  |  |  |  | 1 | 1 |  |
| 2 |  |  |  |  |  |  | 1 |  | 1 |

Parts B and D could be included in either of two machine groups. Our solution includes tham in machine group (4,7): however, they must also be processed in machire group (1.5).

King [26] refers to the matrix elements B1 and D1 (parts B and D processed on machine 1) in Table 15.12(c) as exceptional elements. He recommends that they cach be replaced with an asterisk (*) and treated as zeros when applying the rank order clustering technique. The effect of this approach in our example problem would be to organize the machimes exactly as we have done in our final solution in Table 15.12(c). Another way of dealing with the overlap is simply to duplicate the machine that is used by more than one part family. In Example 15.4, this would mean that two machines of type 1 would be used in the two cells. The result of this dupheation is shown in the matrix of fable 15.13, where the two machines ate identified as la and 1 b . Of course, there may be economic consideralions that would inhibit the machine redundancy.

Other approaches to the problem of overlapping machines, attributed to Burbidge [20], inciude: (1) change the routing so that all processing can be accomplished in the primary machine group, (2) redesign the part to eliminate the processing requirement outside the primary machine group, and (3) purchase the part from an outside supplier.

### 15.6.2 Arranging Machines in a GT Cell

After part-machine groupings have heen identified by rank order clustering or other method. the next problem is to organize the machines into the most logical arrangement. Let us describe two simple yet effective methods suggested by Hollier [17]. ${ }^{2}$ Both methods use data contained in From-To charts (Section 10.6.1) and are intended to arrange the machines in an order that maximizes the proportion of in-sequence moves within the cell.
 which we desculbe the first wo

TABLE 15.13 Solution to Example 15.4 Using Dupicete Machines of Type 1 |Shown as Machines 1 a and 1 b in the Matrix)

|  | Parts |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machines | A | H | B | D | F | G | I | $c$ | $E$ |
| 1a | 1 | 1 |  |  |  |  |  |  |  |
| 5 | 1 | 1 |  |  |  |  |  |  |  |
| 4 |  |  | 1 | 1 | 1 |  |  |  |  |
| 1b |  |  | 1 | 1 |  |  |  |  |  |
| 7 |  |  | 1 |  | 1 | 1 |  |  |  |
| 3 |  |  |  |  |  |  | 1 | 1 | 1 |
| 6 |  |  |  |  |  |  | 1 | 1 |  |
| 2 |  |  |  |  |  |  | 1 |  | 1 |

Hollier Method 1. The first method uses the sums of flow "From" and "To" each machine in the cell. The method can be outlined as follows:

1. Develop the From-To chart from part routing data. The data contained in the chart indicates numbers of part moves between the machines (or workstations) in the cell. Moves into and out of the cell are not included in the chart.
2. Determine the "From" and "To" sums for each machine. This is accomplished by summing all of the "From" trips and "To" trips for each machine (or operation). The "From" sum for a machine is determined by adding the entries in the corresponding row, and the "To" sum is found by adding the entries in the corresponding column.
3. Assign machines to the cell based on minimum "From" or "To" sums. The machine having the smallest sum is selected. If the minimum value is a " $\mathrm{To}^{\prime}$ " sum, then the machine is placed at the beginning of the sequence. If the minimum value is a "From" sum. then the machine is placed at the end of the sequence. Tie breaker rules:
(a) If a tie occurs between minimum "To" sums or minimum "From" sums, then the mackine with the minimum "From/To" ratio is selected.
(b) If both "To" and "From" sums are equal for a selected machine, it is passed over and the machine with the next lowest sum is selected.
(c) If a minimum "To" sum is equal to a minimum "From" sum, then both machines are selected and placed at the beginning and end of the sequence, respectively.
4. Reformat the From-To chart. After each machine has been selected, restructure the From-To chart by eliminating the row and column corresponding to the selected machine and recalculate the "From" and "To" sums. Repeat steps 3 and 4 until all machines have been assigned.

## EXAMPLE 15.5 Group Technology Machine Sequence using Hollier Method 1

Suppose that four machines, $1,2.3$, and 4 have been identified as belonging in a GT machine cell. An analysis of 50 parts processed on these machines has been summarized in the From-To chart of Table 15.14. Additional information is that 50 parts enter the machine grouping at machine 3,20 parts leave after processing at machine 1 , and 30 parts leave after machine 4. Determine a logical machine arrangement using Hollier Method 1.

Solution: Summing the From trips and To trips for each machine yields the "From" and "To" sums in Table 15.15(a). The minimum sum value is the "To" sum for machine 3 . Machine $\mathbf{3}$ is therefore placed at the beginning of the sequence. Eliminating the row and column corresponding to machine 3 yields the revised From-To chart in Table 15.15(b). The minimum sum in this chart is the "To"

TABLE 15.14 From-To Chart for Example 15.5

|  |  | To: | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| From: | 1 | 0 | 5 | 0 | 26 |
|  | 2 | 30 | 0 | 0 | 15 |
|  | 3 | 10 | 40 | 0 | 0 |
|  | 4 | 10 | 0 | 0 | 0 |

TABLE 15.15(a) From and To Sums for Example 15.5: First |feration

|  |  | To: | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| From: | 1 | 0 | 5 | 0 | 25 | 30 |
|  | 2 | 30 | 0 | 0 | 15 | 45 |
|  | 3 | 10 | 40 | 0 | 0 | 50 |
|  | 4 | 10 | 0 | 0 | 0 | 10 |
| ${ }^{2} \mathrm{TO}^{\prime \prime}$ sums | 50 | 45 | 0 | 40 | 135 |  |

TABLE 15.15[b] From and To Sums for Example 15.5:
Second Iteration with Machine 3 Removed

|  |  | To: | 1 | 2 | 4 |
| :--- | ---: | ---: | ---: | ---: | :---: |
| From: | 1 | 0 | 5 | 25 | 30 |
|  | 2 | 30 | 0 | 15 | 45 |
|  | 4 | 10 | 0 | 0 | 10 |
|  |  |  |  |  |  |
| From" Sums |  |  |  |  |  |

TABLE 15.15(c) From and To Sums for Example 15.5: Third Iteration with Machine 2 Removed

|  |  | To: | 1 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| From: | 1 | 0 | 25 | 25 |
|  | 4 | 10 | 0 | 10 |
| "To" sums | 10 | 25 |  |  |

sum corresponding to machine 2 , which is placed at the front of the sequence, immediately following machine 3 . Eliminating machine 2 produces the revised From-To chart in Table $15.15(\mathrm{c})$. The minimum sum in this chart is the "To" sum for machine 1 . Machine 1 is placed after machine 2 and finally machine 4 is placed at the end of the sequence. Thus, the resulting machine sequence is

$$
3 \rightarrow 2 \rightarrow 1 \rightarrow 4
$$

Hollier Method 2. This approach is based on the use of From/To ratios formed by summing the total flow from and to each machine in the cell. The method can be reduced to three steps:

1. Develop the From-To chart. This is the same step as in Hollier Method 1.
2. Determine the From/To ratio for each machine. This is accomplished by summing up all of the "From" trips and "Tp" trips for each machine (or operation). The "From" sum for a machine is determined by adding the entries in the corrcsponding row, and the "To" sum is determined by adding the entries in the corresponding column. For each machine, the From/To ratio is calculated by taking the "From" sum for each machine and dividing by the respective "To" sum.
3. Arrange machines in order of decreasing From/To ratio. Machincs with a high From/To ratio distribute work to many machines in the cell but receive work from few machines. Conversely, machines with a low From/To ratio receive more work than they distribute. Therefore, machines are arranged in order of descending From/To ratio. That is, machines with high ratios are placed at the beginning of the work flow, and machines with low ratios are placed at the end of the work flow. In case of a tie, the machine with the higher "From" value is placed ahead of the machine with a lower value.

## EXAMPLE 15.6 Group Mechmology Machine Sequence using Hollier Method 2

Solve Example 15.5 using Hollier Method 2.
Solution: Table 15.15 (a), containing the "From" and "To" sums, is repeated in Table 15.16, atong with the From/To ratios given in the last column on the right. Arranging the machines in order of descending From/To ratio, the machines in the cefl should be sequenced as fotlows:

$$
3 \rightarrow 2 \rightarrow 1 \rightarrow 4
$$

TABLE 15.16 From-To Sums and From/To Ratios for Example 15.6

|  |  | To: | 1 | 2 | 3 | 4 | "From" Sums | From/To Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| From: | , |  | 0 | 5 | 0 | 25 | 30 | 0.60 |
|  | $2$ |  | 30 | 0 | 0 | 15 | 45 | 1.0 |
|  | 3 |  | 10 | 40 | 0 | 0 | 50 | $\infty$ |
|  | 4 |  | 10 | 0 | 0 | 0 | 10 | 0.25 |
| "To" sums |  |  | 50 | 45 | 0 | 40 | 135 |  |

This is the same solution provided by Hollier Method 1.


Figure 15.14 Flow diagratn for machine cell in Examples 15.5 and 15.6. Flow of parts into and out of the cells has also been included.

It is helpful to use one of the availabie graphical technigues, such as the flow diagram (Section 10.6.1), to conceptualize the work flow in the cell. The flow diagram for the machine arrangement in Examples 15.5 and 15.6 is presented in Figure 15.14. The work ilow is mostly in-line; however, there is sume back flow of parts that must be considered in the design of any material handling system that might be used in the cell. A powered conveyor would be appropriate for the forward flow between machines. with manual handing for the back flow.

For our example data in Table 15.14, Hollier Methods 1 and 2 provide the same solution. This is not always the case. The relative performance of the two methods depends on the given problem. In some problems, Method 1 will outperform Method 2 . and in other problems the opposite will happen. In many problems, the two methods yield identical solutions, as in Examples 15.5 and 15.6 Hollier presents a comparison of these and his other proposed methods with a variety of problems in [17].

Two performance measures can be defined to compare solutions to the machine sequencing problem: (1) percentage of in-sequence moves and (2) percentage of backiracking moves. The percentage of in-sequence moves is computed by adding all of the values representing in-sequence moves and dividing by the total number of moves. The percentage of backtracking moves is determincd by summing all of the values representing backtracking moves and dividing by the votal number of moves.

## EXAMPLE 15.7 Performance Measures for Altemative Machine Sequences in a GT cell

Compute (a) the percenlage of in-sequence moves and (b) the percentage of backtracking moves for the solution in Examples 15.5 and 15.6.

Solution: From Figure 15.14, the number of in-sequence moves $=40+30+25=95$, and the number of hacktracking moves $=5+10=15$. The total number of noves $=\mathbf{1 3 5}$ (rotaling either the "From" sums or the "To" sums). Thus,
(a) Percentage of in-sequence moves $=95 / 135=0.704=70.4 \%$
(b) Percentage of backtracking moves $-15 / 135=0.111=11.1 \%$
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## Parts Classification and Coding

15.1 Develop the torm bode (first Five digin) in the Opitz System for the part illustrated in Figure P15.!.


Figure P15.1 Part for Problem 15.1. Dimensions are in millimeters.
15.2 Develop the form code (first five digits) in the Opiry System for the part illustrated in Figure Pi5. 2.


Figure P15.2 Part for Problem 15.2. Dimenstons are in millimeters.
15.3 Develop the form code (first five digits) in the Opitz Sysrem for the part illustrated in Fig. ure P15.3.


Figure P15.3 Part for Problem 15.3. Dimensions are in millimeters.

## Rank Order Clustering

15.4 Apply the ratik order clustering technique to the part-machine incodence matrix in the following table to identify logeal part famtics and machine groups. Parts are identified by letwers, and machines are identufied numerically

## Pants

| Machines | $A$ | $B$ | $C$ | $D$ | $E$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |  |
| 2 | 1 |  |  | 1 |  |
| 3 | 1 |  | 1 |  |  |
| 4 | 1 | 1 |  |  |  |
| 5 |  |  |  | 1 |  |

155 Apply the rank order clustering technique to the part-machine incidence matrix in the following table to identify logical part families and machine groups. Parts are identified by letterk and machines are identified numerically.

Parts

| Machines | A | B | C | D | $E$ | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  | 1 |  |
| 2 |  |  |  | 1 |  | 1 |
| 3 | 1 | 1 |  |  |  |  |
| 4 |  |  | 1 | 1 |  |  |
| 5 |  | 1 |  |  | 1 |  |
| 6 |  |  | 1 | 1 |  | 1 |

15.6 Apply the rank order clustering techmote to the part-machine incidence matrix in the tollowing table to rdentify logical part families and machine groups. Parls are identified by ictters, and machines are identified numerically.

Parts
$\left.\begin{array}{c|ccccccccc}\text { Machines } & A & B & C & D & E & F & G & H & \text { I } \\ 1 & 1 & & & & & & & & 1 \\ 2 & & 1 & & & & & 1 & & \\ 3 & & & 1 & & 1 & & & 1 \\ 4 & & 1 & & & & 1 & 1 & \\ 5 & & & 1 & & & & & 1\end{array}\right]$
15.7 Apply the rank order clustering technique to the part-machine incidence matrix in the fotlowing table to identify logical part families and machine groups Parts are identified by letters, and machines are identified numerically.

|  | Parts |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machines | A | B | C | D | E | F | G | H | 1 |
| 1 |  |  | 1 | 1 | 1 |  |  |  |  |
| 2 | 1 | 1 |  |  |  |  | 1 | 1 | 1 |
| 3 |  |  |  |  |  | 1 | 1 | 1 |  |
| 4 | 1 | 1 |  | 1 |  |  |  |  |  |
| 5 |  |  | 1 |  | 1 |  |  |  |  |
| 6 |  | 1 |  |  |  |  |  | 1 | 1 |
| 7 | ' |  | 1 | 1 |  |  |  |  |  |
| 8 |  | 1 |  |  |  | 1 |  | 1 | 1 |

15.8 The following table lists the weekly quantities and routings of ten parts that are being considered for cellular manufacturing in a machine shop. Patts are identified by letters, and machines are identifed numerically. For the data given, (a) develop the part-machine incidence mairix, and (b) apply the rank order clustering technique to the part-machine incidence matrix to identify logical part farnilies and machine groups.

| Part | Weekly Qusntity | Machine Routing | Part | Weekly Quartity | Machine Routing |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 50 | $3 \rightarrow 2 \rightarrow 7$ | F | 60 | $5 \rightarrow 1$ |
| 8 | 20 | $6 \rightarrow 1$ | G | 5 | $3 \rightarrow 2 \rightarrow 4$ |
| c | 75 | $6 \rightarrow 5$ | H | 100 | $3 \rightarrow 2 \rightarrow 4 \rightarrow 7$ |
| D | 10 | $6 \rightarrow 5 \rightarrow 1$ | 1 | 40 | $2 \rightarrow 4 \rightarrow 7$ |
| E | 12 | $3 \rightarrow 2 \rightarrow 7 \rightarrow 4$ | J | 15 | $5 \rightarrow 6 \rightarrow 1$ |

## Machine Cell Organization and Design

15.9 Four machines used to produce a family of parts are to be arranged into a GT cell. The From-To data for the parts processed by the machines are shown in the table below. (a) Determine the most logical sequence of machines for this data using Hollier Method 1. (b) Construct the flow diagram for the dati, showing where and how many parts enter and exit the system. (c) Compute the percentage of in-sequence moves and the percentage of backtracking moves in the solution. (d) Develop a feasible layout plan for the cell.

|  | To: |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| From: | 1 | 2 | 3 | 4 |
| 1 | 0 | 10 | 0 | 40 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 50 | 0 | 0 | 20 |
| 4 | 0 | 50 | 0 | 0 |

15.10 Solve Problem 15.9 except using Hollier Method 2.
15.11 In Problem 158. two logical machine groups are identified by rank order clustering. For each machine group, (a) determine the most logical sequence of machines for this data using Hollier Method 1. (b) Construct the flow diagram for the data. (c) Compute the percentage of in-sequence moves ard the percentage of backtracking moves in the solution.
15.12 Solve Problem 15.11 only using Hollier Method 2 .
15.13 Five machines will constitute a GT cell The From-lo data for the machines are shown in the table below. (a) Determine the most logical sequence of machines for this data, according to Hollier Method 1, and construct the flow diagram for the data, showing where and how many parts enter and exit the system (b) Repeat step (a) only using Holier Method 2, (c) Compule the percentage of in-sequence moves and the percentage of backtracking moves in the solution for the two methods. Which method is better, according to these measures? (d) Develop a feasible layout plan for the cell based on the bettef of the two Hoilier methods.

|  | To: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| From: | 1 | 2 | 3 | 4 | 5 |
| 1 | 0 | 10 | 80 | 0 | 0 |
| 2 | 0 | 0 | 0 | 85 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 |
| 4 | 70 | 0 | 20 | 0 | 0 |
| 5 | 0 | 75 | 0 | 20 | 0 |

15.14 A GT machine cell contains three machines. Machine 1 feeds machune 2 . whoh is the key machine in the cell. Machine 2 feeds machine 3 . The cell is set up to produce a family of five parin (A, B. C, D, and E). The uperation imes for each part at each machane are given in the table below. The products are to be produced in the ratios $4: 3: 2: 2: 1$, respectively. (a) If 35 hrs/wk are worked, determme how many of each product will be made by the cell. (b) What is the utilization of each machine in the cell?

|  | Operation Vime (min) |  |  |
| :---: | :---: | :---: | :---: |
| Part | Machine 1 | Machine 2 | Machine 3 |
| A | 4.0 | 15.0 | 10.0 |
| B | 15.0 | 18.0 | 7.0 |
| C | 26.0 | 20.0 | 15.0 |
| D | 15.0 | 20.0 | 10.0 |
| E | 8.0 | 16.0 | 10.0 |

15.15 This probiem is concerned with the design of a GT cell to machine the components for a farn, ily of parts. The parts come in several difterent sizes, and the cell will be designed to quackly change over from one size to the next. This will be actomplished using fasi-change fixtures and distributed numerical control (DNC) to download the NC programs from the plant computer to the CNC machines in the cell. The parts are rotational type, so the cell must be able to perform turning, boring, facing deilling, and cylindrical grinding operations. Accordingly, there will be several machine tools in the cell, of types and numbers to be specified by the designer To transfer parts between machines in the cell, the designer may elect to use a belt or similar conveyor system. Any conveyor equipment of this type will be 0.4 m wide. The arrangement of the various pieces of equipment in the cell is the principal problem to be considered. The raw workparts will be delivered into the machine cell on a belt convegor. The finished parts must be deposited onte a conveyor that delivers them to the assembly department. The input and output conveyors are 0.4 m wide, and the designer must specify where they enter and exit the cell. The parts are currently machined by conventional methods in a process-type layout. In the current production method, there are seven machines involved, but two of the machines are duplicates. From-To data have been colleced for the jobs that are relevant to this problem.

| From: | To: |  |  |  |  |  |  | Parts Out |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |
| 1 | 0 | 112 | 0 | 61 | 59 | 53 | 0 | 0 |
| 2 | 12 | 0 | 0 | 0 | 0 | 226 | 0 | 45 |
| 3 | 74 | 0 | 0 | 35 | 31 | 0 | 180 | 4 |
| 4 | 0 | 82 | 0 | 0 | 0 | 23 | 5 | 16 |
| 5 | 0 | 73 | 0 | 0 | 0 | 23 | 0 | 14 |
| 6 | 0 | 0 | 0 | 0 | c | 0 | 0 | 325 |
| 7 | $\uparrow 74$ | 16 | 20 | 30 | 20 | 0 | 0 | 0 |
| Parts in | 25 | 0 | 300 | 0 | 0 | 0 | 75 |  |

The From- 7 data indicate the number of workparts moved between machincs during a typical 412 hr week. The dala refer to the parts considered in the case. The two categories "parts in" and "parts out" indicate parts eritering and exiting the seven-machine group. A lotat of 400 paris on average ate processed through the seven macbines each wcek. However, as tndwated by the data, not all $4(0)$ parts are processed by every machine. Machnes 4 and 5 are dentical, and anvignment of parls to these machines is arbitrary. Average production rate capasity on each of the machines for the paticular distribution of the parts famly is given in the table below. Also given are the floor space dimensions of each machme m meters Assume that all loading and unloading operations take place on the center of the machine.

| Machine | Operation | Production Rate <br> $(p 6 / h r i$ | Machine Dimensions |
| :---: | :--- | :---: | :---: |
| 1 | Turn outside diameter | 9 | $3.5 \mathrm{~m} \times 1.5 \mathrm{~m}$ |
| 2 | Bore inside diameter | 15 | $3.0 \mathrm{~m} \times 1.6 \mathrm{~m}$ |
| 3 | Face ends | 10 | $2.5 \mathrm{~m} \times 1.5 \mathrm{~m}$ |
| 4 | Grind outside diameter | 12 | $3.0 \mathrm{~m} \times 1.5 \mathrm{~m}$ |
| 5 | Grind outside diameter | 12 | $3.0 \mathrm{~m} \times 1.5 \mathrm{~m}$ |
| 6 | Inspect | 5 | Bench $1.5 \mathrm{~m} \times 1.5 \mathrm{~m}$ |
| 7 | Drill | 9 | $1.5 \mathrm{~m} \times 2.5 \mathrm{~m}$ |

Opera:ion 6 is currently a manual inspection operation. It is anricipated that this mamual station will be replaced by a coordmate measuring machine (CMM). This automated inspectorn machine will triple throughpui fate to 15 parts/hr from 5 parts $/ \mathrm{hr}$ for the manual method. The floor spaze dimensions of the CMM are $2.0 \mathrm{~m} \times 1.6 \mathrm{~m}$. All other machnes currenily listed are to be candidates for inclusion in the new machine cell. ia) Analyze the problem and determine the most appropriate sequence of machincs in the cell using the data contained in the From-To chart (b) Construct the flow diagram for the cell, showing where and how many parts enter and exit the cell. (c) Determine the utilization and production capacity of the machines in the cell as you have designed it. (d) Prepare a layout (top) view) drawing of the GT cell, showing the machines, the robot(s), and any uther pieces of equipment it the cell, (c) Write a one-page (or less) description of the cell, explaining the hasis of your design and why the cell is arranged as it is.
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The flexible manufacturing system (FMS) was identified in the last chapter as one of the machine cell types used to implement group technology. It is the most automated and technologically sophisticated of the GT ccils. In our classification scheme for manufacturing sys-
tems (Section 13.2), an FMS typically possesses multiple automated stations and is capable of variable routings among stations (type II A) . ${ }^{1}$ Its flexibility allows it to operate as a mixed model system (case X for part or product variety). An FMS integrates into one highly automated manufacturing system many of the concepts and technologies discussed in previous chapters, including; flexible automation (Section 1.3.1), CNC machines (Chapters 6 and 14), distributed computer control (Section 6.3), automated material handling and storage (Chapters 10 and 11) and group technology (Chapter 15). The concept for FMSs originated in Britain in the carly 1960s (Historical Note 16.1). The first FMS installations in the United States were made starting around 1907. These initial systems performed machining operations on families of parts using NC machine tools.

## Historical Note 16.1 Flexible manufacturing systems [23]-[25]

The fiexible manufacturing sostem was first conceptualized for machining, and it required the prior develorment of NC. The concent is credited to David Williamson, a British engineer employed by Molins during the mid-1960s. Molins patented the invention (granted in 1965). The concept was zalled System 24 because 11 was believed that the group of machine tools comprising the systcm could operate 24 hr /day, 76 hr of which would be uratlended hy human workers. The original concept iacluded computer control of the NC machines, a yariety of parts beng produced and tool magnzines capable of holding various lools for different macbining operations

One of the first FMSs to be installed in the United States was a machining system at In-gersoll-Rand Company in Roanoke, Virginia, in the late 1960s by Sundstrand (see Example 16.1). Other systems introduced soon atter included a Kearney \& Trecker FMS at Caterpilar Tractor and Cincinnati Milacron's "Variable Mission Systemn." Most of the early FMS installations in the United States were in large companies, such as Ingersoll-Rand, Caterpilas, John Detre, and General Electric Co. These letge companies had the financial resourcesto make the major investments necessary, and they also possessed the prerequisite experience in NC machine tooks, compueer systems, and manufacturing systems to pioneer the new FMS technology.

FMSs were also installed in other countries around the world. In the Federal Republic of Germany (West Germany, now Germany), a manufacturing system was developed in 1969 by Heideberger Druckmaschinen in couperation with the University of Stutgart In the (former) USS.S.R (now Russia) an FMS was demonstrated at the 1972 Stanki Exhibition in Moscow. The first lapanese FMS was installed around the same time by Faji Xerox.

By around 1985, the number of FMS installations throughout the world had increased to ahout 300 . About $20-25 \%$ of these were located in the United States As the importance of flexibility in manufacturing grows, the number of FMSs is expected to increase. In recent years, there has been an emphasis on smaller, less expensive flexible manufacturing cells.

FMS technology can be applied in situations similar to those identified for group technology and cellular manufacturing; specifically,

- Presently, the plant either (1) produces parts in batches or (2) uses manned GT cells and management wants to automate.
- It must be possible to group a portion of the parts made in the plant into part famdies whose similarities permit them to be processed on the machines in the FMS.

[^16]Part similatities can be interpreted to mean that (1) the parts belong to a common product, andior (2) the parts possess similar geometries. In either case the processing requirements of the parts must be sufficiently similar to allow them to be made on the FMS.

- The parts or products made by the facility are in the mid-volume, mid-variery production range. The appropriate production volume range is $5000-75,000$ parts/yr [i8]. If annual production is below this range, an FMS is likely to be an expensive alternative. If production volume is above this range, then a more specialized production system should probably be considered

The differences between implementing a manually operated machine cell and instaling an FMS are: (1) the FMS requires a significantly greater capital itvestment because new equipment is being installed rather than existing equipment being rearranged. and (2) the FMS is technologically more sophisticated for the human resources who must make it work. However, the potential benefits are substantial. The benefits that can be expected from an FMS include:

- increased machine utilization
- fewer machines required
- roduction in factory floor space required
- greater responsiveness to change
* reduced inventory requirements
- lower manufacturing lead times
- reduced direct labor requirements and higher labor productivity
- opportunity for unattended production

We elaborate on these benefits in Section 16.3.2.
In this chapter, we define and discuss flexible FMSs: what makes them flexible, their components, their applications, and considerations for implementing the technology. In the final section, we present a mathematical model for assessing the performance of FMSs.

### 16.1 WHAT IS AN FMS?

A flexible manufacturing system (FMS) is a highly automated GT machine cell, consisting of a group of processing workstations (usually CNC machine tools), interconnected by an automated material haudling and storage system, and controlled by a distributed computer system. The reason the FMS is called flexible is that it is capable of processing a variety of different part styles simultaneously at the various workstations, and the mix of part styles and quantities of production can be adjusted in response to changing demand patterns. The FMS is most suited for the mid-variety, mid-volume production range (refer to Figure 1.7).

The initials FMS are sometimes used to denote the term flexible machining system. The machining process is presently the largest application area for FMS technology However, it seems appropriate to interpret FMS in its broader meaning, allowing for a wide range of possible applications beyond machining.

An FMS relies on the principles of group technology. No manufacturing system can be completely flexible. There are limits to the range of parts or products that can be made
in an FMS Accordingly, an FMS is designed to produce parts (or products) within a defined range of styles, sizes. and processes. In other words, an FMS is capable of producing a single part family or a limited range of part famikies.

A more appropriate term for an FMS would be flexible automated manufacturing system. The use of the word "automated" would distinguish this type of production technotogy from other manufacturing systems that are flexible but not automated, such as a manned GT mach ine cell. On the other hand, the word "flexible" would distinguish it from other manufacturing systems that are highly automated but not flexible, such as a conventional transter line. However, the existing terminology is well established.

### 16.1.1 What Makes It Flexible?

The issuc of manufacturing system flexibility was discussed previously in Section 13.2.4. In that discussion. we identified three capabilitics that a manufacturing system must possess to be flexible: (1) the ablility to identify and distinguish among the different part or product styics processed by the system, (2) suick changeover of operating instructions, and (3) quick changeover of physical setup. Flexibility is an attribute that applies to both manual and automated systems. In manual systems, the human workers are often the enablers of the system's flexibility.

To develop the concept of flexibility in an automated manufacturing system, consider a machine cell consisting of two CNC machine tools that are loaded and unloaded by an industrial robot from a parts carousel, perhaps in the arrangement depicted in Figure 16.1. The cell operates unattended for extended periods of time. Periodically, a worker must unload completed parts from the carousel and replace them with new workparts. By any definition, this is an automated manufacturing cell, but is it a flexible manufacturing cell? One might argue that yes, it is flexible, since the cell consists of CNC machine tools. and CNC machines are flexible because they can be programmed to machine different


Figure 16.1 Automated manufacturing cell with two machine tools and robot. Is it a flexible cell?
part configurations. However, if the cell only operates in a batch mode, in which the same part style is produced by both machines in lots of several dozen (or several hundred) units, then this does not qualify as flexible manufacturing.

To qualify as being flexible, a manufacturing system should satisfy several criteria. The following are four reasonable tests of flexibility in an automated manufacturing system:

1. Part variety test. Can the system process different part styles in a nonbatch mode?
2. Schedule change test. Can the system readily accept changes in production schedule, and changes in either part mix or production quantities?
3. Error recovery tesi. Can the system recover gracefully from equipment malfunctions and breakdowns, so that production is not completely disrupted?
4. New part test. Can new part designs be introduced into the existing product mix with relative ease?

If the answer to all of these questions is "yes" for a given manutacturing system, then the system can be considered flexible. The most important criteria are (1) and (2). Criteria (3) and (4) are softer and can be implemented at various levels. In fact introduction of new past designs is not a consideration in sotme FMSs: such systems are designed to produce a part family whose members are all known in advance.

If the automated system does not meet at least the first three tests, it should not be classified as an FMS. Getting back to our illustration, the robotic work cell satisfies the criteria if it: (1) can machine different part configurations in a mix rather than in batches; (2) permits changes in procuction schedule and part mix; (3) is capable of continuing to operate even though one machine experiences a breakdown (e.g., while repairs are being made on the broken machine, its work is temporarily reassigned to the other machine); and (4) as new part designs are developed. NC part programs are written off-line and then downloaded to the system for execution. This fourth capability requires that the new part is within the part family intended for the FMS, so that the tooling used by the CNC machines as well as the end effector of the robot are suited to the new part design.

Over the years, researchers and practitioners have attempted to define manufacturing flexibility. These attempts are documented in several of our references [3], [7], [23], and [26]. The result of these efforts is the conclusion that flexibility in manufacturing has multiple dimensions; there are various types of flexibility. Table 16.1 defines these flexibility types and lists the kinds of factors on which they depend.

To a significant degree, the types of flexibility in Table 16.1 are altemative ways of stating our preceding list of flexibility tests for a manufacturing system. The correlations are indicated in Table 16.2.

### 16.1.2 Types of FMS

Having considered the issue of flexibility and the different types of flexibility that are exhibited by manufacturing systems, let us now consider the various types of FMSs. Each FMS is designed for a specific application, that is, a specific family of parts and processes. Therefore, each FMS is custom engineered; each FMS is unique. Given these circumstances one would expect to find a great variety of system designs to satisfy a wide variety of application requirements.

TABLE 16.1 Types of Flexibility in Manufacturing. These Concepts of Flexibility Are Not Limited to Flexible Manufacturing Systems. They Apply to Both Manned and Autornated Systems, Sources: [3], [7], [231. [26]

| Flexibulity Type | Defirrition | Depends on Factors Such As: |
| :---: | :---: | :---: |
| Machinve flexihilfy | Capability to adapt a given machine (workstation) in the system to a wide range of production operations and part styles. The greater the range of operations and part styles, the greater the machine flexibility. | Setup or changeover time. <br> Ease of machine reprogramming tease with which part programs can be downloaded to machines). <br> Tool storage capacity of machines. Skill and versatility of workers in the systert. |
| Production flexibility | The range or universe of part styles that can be produced on the system. | Machine flexibility of individual stations. Range of machine flexibilities of all stations in the system. |
| Mix flexibility | Ability to change the product mix while mainaining the same total production quantity; that is, producing the same parts only in different proportions. | Similarity of parts in the mix. <br> Relative work content times of parts produced. <br> Machine flexibility. |
| Product flexibility | tase with which design changes can be accommodated. Ease with which new products can be introduced. | How closely the new part design matches the existing part family. <br> Off-line part program preparation. Machine flexibility. |
| Routing flexibility | Capacity to produce parts through afternative workstation sequences in response to equipment breakdowns, tool failures, and other interruptions at individual stations. | Similarity of parts in the mix. <br> Similarity of workstations. <br> Duplication of workstations. <br> Cross-training of manual workers. Common tooling. |
| Volume flacibility | Ability to economically produce parts in high end low total quantities of production, given the fixed investment in the system. | Level of manual labor perfurming production. <br> Amount invested in capital equipment. |
| Expansion fiexibility | Ease with which the system can be expanded to increase total production quantities. | Expense of adding workstations. Ease with which layout can be expanded. Type of part handling system used. Ease with which properly trained workers can be added. |

Flexible manufacturing systems can be distinguished according to the kinds of operations they perform: (1) processing operations ot (2) assembly operations (Section 2.2.1). An FMS is usually designed to perform one or the other but rarely both. A difference that is applicable to machining systems is whether the system will process rotavional parts or nonrotational parts (Section 13.2.1). Flexible machining systems with multiple stations that process rotational parts are much less common than systems that process nonrotational parts Two other ways to classify FMSs are by: (i) number of machines and (2) level of flexibility.

TABLE 16.2 Comparison of Four Criteria of Flexibility in a Manufacturing System and the Seven Tvpes of Flexibility

Flexibility Tests or Criteria
Part variety tast: Can the system process different part styles in a non-batch mode?
2. Schedule changa test. Can the system readily accept changes in production schedule, changes in either part mix or production quantities?
3. Error recovery test. Can the system recover gracefully from equipment malfunctions and breakdowns, so that production is not completely disrupted?
4. New part test Can new part designs be introduced into the existing product mix with relative ease?

Type of Flexibinty (Table 16.11
Machine flexibility
Production fiexibility
Mix flexibility
Volume flexibility Expansion flexibility
Routing flexibility

Product fiexibility

Number of Machines. Flexible manufacturing systems can be distinguished according to the number of machines in the system. The following are typical categories:

- single machine cell (type I A in our classification scheme of Section 13.2)
- flexible manufacturing cell (usually type II A, sometimes type III A. in our classification scheme of Section 13.2)
- flexible manufacturing system (usually type II A, sometimes type III A, in our classification scheme of Section 13.2)

A single machine cell (SMC) consists of one CNC machining center combined with a parts storage system for unattended operation (Section 14.2), as in Figure 16.2. Completed parts are periodically unloaded from the parts storage unit, and raw workparts are loaded into it. The cell can be designed to operate in either a batch mode or a flexible mode or in combinations of the two. When operated in a batch mode. the machine processes parts of a single style in specified lot sizes and is then changed over to process a batch of the next part style. When operated in a flexible mode, the system satisfies three of the four flexibility tests (Section 16.1.1). It is capable of (1) processing different part styles, (2) responding to changes in production schedule, and (4) accepting new part introductions. Criterion (3), error recovery, cannot be satisfied because if the single machine breaks down, production stops.

A flexible manufacturing cell (FMC) consists of two or three processing workstations (typicallyCNC machining centers orturning centers) plus a part handling system. The part handling system is connected to a load/unload station. In addition, the handling system usually includes a limited parts storage capacity. One possible FMC is illustrated in Figure 16.3. A flexible manufacturing cell satisfies the four flexibility tests discussed previously.

A flexible mantufacturing system (FMS) has four or more processing workstations connected mechanically by a common part handing system and electronically by a distributed computer system. Thus, an important distinction between an FMS and an FMC is


Figure 16.2 Single machine cell consisting of one CNC machining center and parts storage unit.
the number of machines: an FMC has two or three machines, while an FMS has four or more. ${ }^{2}$ A second difference is that the FMS generally includes nonprocessing workstations that support production but do not directly participate in it. These other stations include part'pallet washing stations, coordinate measuring machines, and so on. A third difference is that the computer control system of an FMS is generally larger and more sophisticated, often including functions not always found in a cell, such as diagnostics and toul monitoring. These additional functions are needed more in an FMS than in an FMC because the FMS is more complex.

Some of the distinguishing characteristios of the three categories of flexible manufacturing cells and systems are summarized in Figure 16.4. Table 16.3 compares the three systems in terms of the four flexibility tests.

Level of Flexibility. Another classification of FMS is according to the level of flexibility designed into the system. This method of classification can be applied to systems
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Figure 16.3 A flexible manufacturing cell consisting of three identical processing stations (CNC machining centers), a load/unload station, and a part handling system.


Figure 16.4 Features of the three categories of flexible cells and systems.
with any number of workstations, but its application seems most common with FMCs and FMSs. Two categories are distinguished here:

- dedicated FMS
- randon-order FMS

TABLE 16.3 Flexibility Criteria Appled to the Three Types of Manufacturing Cells and Systems

| Flexibility Criteria (Tests of Flexibility) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| System Type | 1. Part Variety | 2. Schedulo Change | 3. Error Recovery | 4. New Part |
| Single machine cell (SNC) | Yes, but processing is sequentiai, not simultaneous. | Yes | Limited recovery cue to only one machine. | Yes |
| Flexible manufacturing cell (fMC) | Yes, simultaneous production of different parts. | Yas | Error recovery iimited by fewer machines than FMS. | Yes |
| Flexible manufacturing system \|FMS| | Yes, simultaneous production of different parts. | Yes | Machine redundancy mirimizes effect of machine breakdowns. | Yes |

A dedicated FMS is designed to produce a limited variety of part styles, and the complete universe of parts to be made on the system is known in advance. The term special manufacturing system has also becn used in reference to this FMS 1ype (c.g. [24]). The part family is likely to be based on product commonality rather than geometric similarity. The product design is considered stable, and so the system can be designed with acertain amount of process specialization to make the operations more efficient. Instead of using generalpurpose machines, the machines can be designed for the specific processes required to make the Iimited part family, thus increasing the production rate of the system. In some instances. the machine sequence may be identical or nearly identical for all parts processed. and so a transter line may be appropriate. in which the workstations possess the necessary flexibility to process the different parts in the mix. Indeed, the term flexible Iransfer Itine is sometimes used for this case [19].

A random-order FMS is more appropriate when the part family is large, there are substantial variations in part configurations, there will be new part designs introduced into the system and engineering changes in parts currently produced, and the production schedule is subject to change from day-to-day. To accommodate these variations, the ran-dom-order FMS must be mote flexible than the dedicated FMS. It is equipped with general-purpose machnnes to deal with the variations in product and is capable of processing parts in various sequences (randorn-order). A more sophisticated computer control system is required for this FMS type.

We see in these two system types the trade-off between flexibility and productivity. The dedicated FMS is less flexible but more capable of higher production rates. The ran-dom-order FMS is more flexible but at the price of lower production rates. A comparison of the features of these two FMS types is presented in Figure 16.5. Table 16.4 presents a comparison of the dedicated FMS and random-order FMS in terms of the four flexibility tests.

### 16.2 FMS COMPONENTS

As indicated in our definition, there are several basic components of an FMS: (1) workstations, (2) material handling and storage system, and (3) computer control system, In ad dition, even though an FMS is highly automated, (4) people are required to manage and operate the system. We discuss these four FMS components in this section.


Figure 16.5 Comparison of dedicated and random-order FMS types.

TABLE 16.4 Flexibility Criteria Applied to Dedicated FMS and Random-Order FMS

| System Type | Floxibility Criteria (Tests of Flexibility) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1. Part Variety | 2. Schedule Change | 3. Error recovery | 4. New part |
| Dedicated FMS | Limited. All parts known in advance. | Limited changes can be tolerated. | Limited by sequential processes. | No. New part introductions difficult. |
| Randomorder FMS | Yes. Substantial part variations possible. | Frequent and significant changes possible. | Machine redundancy minimizes effect of machine breakdowns. | Yes. System designed for new part introductions. |

### 16.2.1 Workstations

The processing or assembly equipment used in an FMS depends on the type of work accomplished by the system. In a system designed for machining operations, the principle types of processing station are CNC machine tools. However, the FMS concept is also applicable to various other processes as well. Following are the types of workstations typically found in an FMS.

Load/Unioad Stations. The load/unload station is the physical interface between the FMS and the rest of the factory. Raw workparts enter the system at this point, and finished parts exit the system from here. Loading and unloading can be accomplished either manually or by automated handing systems. Manual loading and unloading is provalent in most FMSs today. The load/unload station should be ergonomically designed to permit convenient and safe movement of workparts. For parts that are too heavy to lift by the operator, mechanized cranes and other handling devices are installed to assist the operator. A certain level of cleanliness must be maintained at the workplace, and air hoses or other
washing facilities are often required to flush away chips and ensure clean mounting and locating points. The station is often raised slightly above floor level using an open-grid platform to permit chips and cutting fluid to drop through the openings for subsequent recycling or disposal.

The load/unload station should include a data entry unit and monitor for communication between the operator and the computer system, Instructions must be given to the operator regarding which part to load onto the next pallet to adhere to the production schedule. In cases when different pallets are required for different parts, the correct palle: must be supplied to the station. In cases where modular fixturing is used, the correct fixture must be specified, and the required components and tools must be available at the workstation to build it. When the part loading procedure has been completed. the handing system must proceed to launch the pallet into the system; however, the handling systern mest be prevented from moving the pailet while the operator is still working. Alt of these circumstances require communication between the computer system and the operator at the load/unload station.

Machining Stations. The must common applications of FMSs are machining operations. The workstations used in these systems are therefore predominantly CNC machine tools. Most common is the CNC machining center (Section 14.3.3); in particular, the horizontal machining center. CNC machining centers possess features that make them compatible with the FMS, inciuding automatic tool changing and tool storage, use of palletized workparts, CNC, and capacity for distributed numerical control (DNC) (Section 6.3). Machining centers can be ordered with automatic pallet changers that can be readily interfaced with the FMS part handling system. Machining centers are generaliy used for nonrotational parts. For rotational parts, rurning centers are used; and for parts that are mostly rotational but require multitooth rotational cuters (milling and drilling), mill-turn centers can be used.

In some machining systems, the types of operations performed ate concentrated in a certain category, such as milling or turning. For milling, special milling machine modules can be used to achieve higher production levels than a machining center is capable of. The miliing module can be vertical spindle, horizontal spindie, or multiple spindle. For turning operations. special turning modules can be designed for the FMS In conventional turning, the workpiece is rotated against a tool that is held in the machine and fed in a direction parallel to the axis of work rotation. Parts made on most FMSs are usually nonrotational: however, they may require some turning in their process sequence. For these cases, the parts are beld in a pallet fixture throughout processing on the FMS, and a turning module is designed to rotate the single point tool around the work.

Other Frocessing Stations. The FMS concept has been applied to other processing operations in addition to machining. One such application is sheet metal fabrication processes, reported in [44]. The processing workstations consist of pressworking operations, such as punching, shearing, and certain bending and forming processes. Also, flexible systems are being developed to alitomate the forging process [41]. Forging is traditionally a very labor-intensive operation. The workstations in the system consist principally of a heating furnace, a forging press. and a trimming station.

Assembly. Some FMSs are designed to perform assembly operations. Flexible automated assembly systems are being developed to replace manual labor in the assembly
of products typically made in batches. Industrial robots are often used as the automated workstations in these flexible assembly systems. They can be programmed to perform tasks with variations in sequence and motion pattern to accommodate the different product styles assembled in the system. Other examples of flexible assembly workstations are the programmable component placement machines widely used in eiectronics assembly.

Other Stations and Equipment. Inspection can be incorporated into an FMS, cither by including an inspection operation at a processing workstation or by including a station specifically designed for inspection. Coordnate measuring machines (Section 23.4), special inspection probes that can be used in a machine tool spindle (Section 23.4.6), and machine vision (Section 23.6) are three possible technologies for performing inspection on an FMS. Inspection has been found to be particularly important in flexible assembly systems to ensure that components have been properly added at the workstations. We exarnine the topic of sutomated inspection in more detail in Chapter 22 (Section 22.3).

In addition to the above, other operations and functions are often accomplished on an FMS. These include stations for cleaning parts and/or pallet fixtures.central coolant delivery systems for the entire FMS. and centralized chip removal systems often installed below floor level.

### 16.2.2 Material Handling and Storage System

The seconc major component of an FMS is its material handling and storage system. In this subsection, we discuss the functions of the handling system, material handing equipment typically used in an FMS, and types of FMS layout.

Functions of the Handling System. The material handling and storage system in an FMS performs the following functions:

- Random, independent movement of workparts between stations. This means that parts must be capable of moving from any one machine in the system to any other machine to provide various routing alternatives for the different parts and to make machine substitutions when certain stations are busy.
- Handle a variety of workpart configurations. For prismatic parts, this is usually aceomplished by using modular pallet fixtures in the handling system. The fixture is $10-$ cated on the top face of the pallet and is designed to accommodate different part configurations by means of common components, quick-change features, and other devices that permit a rapid build-up of the fixture for a given part. The base of the pallet is designed for the material handing system. For rotational parts, industrial robots are often used to load and unload the turning machines and to move parts between stations.
- Temporary storage. The number of parts in the FMS will typically exceed the number of parts actually being processed at any moment. Thus, each station has a small queue of parts waiting to be processed, which helps to increase machine utilization.
* Convenient access for Ioading and unloading workparis. The handling system must include locations for load/untoad stations.
- Compaible with computter control. The handling system must be capable of being controlled ditectly by the computer system to direct it to the various workstations, load/unload stations, and storage areas

Material Handing Equipment. The types of material handing systems used to trans fer parts betweets stations in an FMS include a variety of conventional material transport equipment (Chapter 10), in-line transfer mechanisms (Section 18.1.2), and industrial rohots (Chapter 7 ) The material handling function in an FMS is ofteu shared between two systems: (1) a primary handing system and (2) a secondary handling system. The primary handling system establishes the basic layout of the ГMS and is responsible for moving workparts between stations in the system. The types of material handling equipnent typically utilized for FMS layouts are summarized in Table 16.5.

The secondary handing system consists of transfer devices, automatic pallet changers, and similar mechanisms located at the workstations in the FMS. The function of the secondary handing system is to transfer work from the primary system to the machine tool or other processing station and to position the parts with sufficient accuracy and repeatability to perform the processing or assembly operation. Other purposes served by the secondary handling system include: (1) reorientation of the workpart if necessary to present the surface that is to be processed and (2) buffer storage of parts to minimize work change time and maximize station utilization. In some FMS installations, the positioning and registration requirements at the individial workstations are satisfied by the primary work handling system. In these cases, the secondary bandling system is not included.

The primary handling system is sometimes supported by an automated storage system (Section :1.4). An example of storage in an FMS is illustrated in Figure 16.6. The FMS is integrated with an automated storage/retrieval system (AS/RS), and the S/R machine serves the work handling function for the workstations as well as delivering parts to and from the storage racks

FMS Layout Configurations. The material handling system establishes the FMS layout. Most lavout configurations found in today's FMSs can be divided into five categories: (1) in-line layout, (2) loosp layout, (3) ladder layout. (4) open field layout, and (5) robot-centered cell.

In the in-line layout, the machines and handling system are arranged in a straight line, as illustrated in Figures 16.6 and 16.7. In its simplest form, the parts progress from one workstation to the next in a woll-defined sequence, with work always moving in one direction and no back flow, as in Figure 16.7 (a). The operation of this type of system is simdar to a transter line (Chapter 18). except that a variety of workparts are processed in the

TABLE 16.5 Material Handling Equipment Tvpicaily Used as the Primary Handling System for the Five FMS Layouts fChapter or Section Identified in Paremtheses,

| Layout Conflguration | Typical Material Hondling System (Chapter or Section) |
| :---: | :---: |
| In-iline layout | In-line transfer system (Section 18.1.2) <br> Conveyor system (Section 10.4) <br> Rail guided vehicle system (Section 10.3\} |
| Loop layout | Convevor system (Section 10.4) In-floor towline carts (Section 10.4 \} |
| Ladder layout | Conveyor system (Section 10.4) Automated guided vehicle system (\$ection 10.2) Rail guided vehicie system (Section 10.3) |
| Open field layout | Antomated guided venicle systern (Section 10.2) in-floor towline carts (Section 10.4) |
| Robot-centered layout | Industrial robot (Chapter 7) |



Figure 16.6 FMS that incorporates an automated storage and retrieval system for handing and storing parts. Key: AS/RS = automated storage/retricval system, $\mathrm{S} / \mathrm{R}=$ storage/retrieval machine (also known as a stacker crane), $\mathrm{CNC}=$ computer numerical control.
system. Since all work units follow the same souting sequence, even though the processing varies at each station, this system is classified as type III A in our manufacturing systems classification system. For in-line systems requiring greater routing flexibility, a linear transfer system that permits movement in two directions can be installed. One possible arrangement for doing this is shown in Figure 16.7 (b), in which a secondary work handling system is provided at each workstation to separate most of the parts from the primary line. Because of the variations in routings, this is a type II A manufacturing system.

In the loop layour, the workstations are organized in a loop that is served by a part handling system in the same shape, as shown in Figure 16.8(a). Parts usually flow in one direction around the loop, with the capability to stop and be transferred to any station. A sec-


Egure 16.7 In-line FMS layouts: (a) one direction flow similar to a transfer line and (b) linear transfer system with secondary part handing system at cach station to facilitate flow in two directions. Key: Load $=$ parts loading station. UnLd $=$ parts unloading station. Mach $=$ machining station, Man $=$ manual station, Aut $=$ automated station.
ondary handing system is shown at each workstation to permit parts to move without obstruction around the loop. The load/unload station(s) are typically located at one end of the loop. An aiternative form of loop layout is the rectangular layout. As shown in Figure 16.8(b), this arrangement might be used to return pallets to the starting position in a straght line machine arrangement.

The ladder layout consists of a loop with rungs between the straight sections of the loop, on which workstations are located, as shown in Figare 16.9. The rungs increase the possible ways of getting from one machine to the next, and obviate the need for a secondary handing system. This reduces average travel distance and minimizes congestion in the handling syslem, thereby reducing transport time between workstations.

The open field layour consists of multiple loops and ladders and may include sidings as well, as ithusirated in Figure 16.10. This layout type is generally appropriate for processing a large family of parts. The number of different machine types may be limited, and parts are routed to different workstations depending on which one becomes available first.

The robot-centered cell (Figure 16.1) uses one or more robols as the materiai handling system. Industrial robots can be equipped with grippers that make them well suited for the handling of rotational parts, and robot-centered FMS layouts are often used to process cylindrical or disk-shaped parts.


Figure 16.8 (a) FMS loop layout with secondary part handling system at each station to allow unobstructed flow on loop and (b) rectangular layout for recirculation of pallets to the first workstation in the sequence. Key:Load $=$ parts loading station, $\mathrm{UnLd}=$ parts unloading station, Mach $=$ machining station, Man $=$ manual station . Aut $=$ automated station.

### 16.2.3 Computer Control System

The FMS includes a distributed computer system that is interfaced to the workstations, material handling system, and other hardware components. A typical FMS computer system consists of a central computer and microcomputers controlling the individual machines and other components. The central computer coordinates the activities of the components to achieve smooth overall operation of the system. Functions performed by the FMS computer control system can be grouped into the following categories:

1. Workstation control. In a fully automated FMS, the individual processing or assembly stations generally operate under some form of computer control. For a mechining system, CNC is used to control the individual machine tools.
2. Distribution of control instructions to workstations. Some form of central intelligence is also required to coordinate the processing at individual stations. In a machining FMS, part programs must be downloaded to machines, and DNC is used for this purpose. The DNC system stores the programs, allows submission of new programs and editing of existing programs as needed, and performs other DNC functions (Section 6.3).


Figure 16.9 FMS ladder layout. Kcy: Load = parta loading station, UnLd $=$ parts unloading station. Mach $=$ machining station, Man $=$ manual station, $\mathrm{Aut}=$ automated station.
3. Production control. The part mix and rate at which the various parts are launched into the system must be managed. Input data required for production control includes desired daily production rates per part, numbers of raw workparts available, and number of applicable pallets. ${ }^{3}$ The production control function is accomplished by routing an applicable pallet to the load/unload area and providing instructions to the operator for loading the desired workpart.
4. Traffic control. This refers to the management of the primary material handing system that moves workparts between stations. Traffic control is accomplished by actuating switches at branches and merging points, stopping parts at machine lool transfer locations, and moving pallets to load/unload stations.
5. Shuttle control. This control function is concerned with the operation and control of the secondary handing system at each workstation. Each shuttle must be coordinated with the primary handling system and synchronized with the operation of the machine tool it serves.
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Figure 16.10 Open field FMS layout. Key: Load = parts loading, UnLd $=$ parts unloading. Mach $=$ machining. Clng $=$ cleaning, insp $=$ inspection, $\mathrm{Man}=$ manual, $\mathrm{Aut}=$ automated, $\mathrm{AGV}=\mathrm{au}-$ fomated guided vehicle. Rechg $=$ battery recharging station for AGVs.
6. Workpiece monitoring. The computer must monitor the status of each cart and/or pallet in the primary and secondary handling systems as well as the status of each of the various workpiece types.
7. Tool control. In a machining system, cutting tools are required. Tool control is concerned with managing two aspects of the cutting fools:

- Tool location. This involves keeping track of the cutting tools at each workstation. If one or more tools required to process a particular workpiece is not present at the station that is specified in the part's routing, the tool control subsystem takes one or both of the following actions: (a) determines whether an alternative workstation that has the required tool is availabie and/or (b) notifies the operator responsible for tooling in the system that the tool storage unit at the station must be loaded with the required cutter(s).
- Tool life monitoring. In this aspect of tool control, a tool life is specified to the computer for each cutting tow in the FMS. A record of the machining time usage in maintained for each of the tools, and when the cumulative machining time reaches the specified life of the 100 , the operator is notified that a tool replacement is needed.

8. Terformance moniroring and reporting. The computcr control system is programmed to colect data on the operation and performance of the FMS. This data is periodically summarized, and reports are prepared for management on system performance. Some of the important reports that indicate FMS performance are listed in Table 16.6.
9. Diagnostics. This function is available to a greater or lesser degree on many manufacturing systems to indicate the probable source of the problem when a malfunction occurs. It cat also be used to plan preventive maintenance iu the system and to identify mpending failures. The purpose of the diagnostics function is to reduce breakdowns and downtime and increase avalability of the system.
The modular structure of the FMS application software for system control is illustrated in Figure 16.11. It should be nuted that an FMS possesses the characteristic architecture of a DNC system. As in other DNC systems, two-way communication is used. Data and commands are sent from the central computer to the individual machines and other hardware components, and data un execution and performance are transmitted from the components back up to the central computer. In addition, an uplink from the FMS to the corporate host computer is provided.

### 16.2.4 Human Resources

One additional component in the FMS is human labor. Humans are needed to manage the operations of the FMS. Functions typically performed by humans include: (1) loading raw workparts into the system, (2) unloading finished parts (or assemblies) from the system, (3) changing and setting tools. (4) equipment maintenance and repair, (5) NC part programming in a machining system, (6) programming and operating the computer system, and (7) overall management of the system.

TABLE 16.6 Typical FMS Performance Reports

| Type of Report | Availability is a reliability measure. This report summarizes the uptime propontion |
| :--- | :--- |
| of the workstations. Detaits such as reasons for downtime are included to |  |
| identify recurring problem aras. |  |
| This repor summarizes the utilization of each workstation in the system as well |  |
| as the average utilization of the FNS for specified periods idays, weeks, |  |
| months!. |  |



Figure 16.11 Structure of FMS application software system. Key: $\mathrm{NC}=$ numerical control, Aut $=$ automated workstation.

### 16.3 FMS APPLICATIONS AND BENEFITS

In this section, we explore the epplications of FMSs and the benefits that result from these applications. Many of the findings from the industrial survey on cellular manufacturing (reported in Section 15.5.2) are pertinent to FMSs, and we refer the reader to that report [43].

### 16.3.1 FMS Applications

The concept of flexible automation is applicable to a variety of manufacturing operations. In this section, some of the important FMS applications are reviewed. FMS technology is most widely applied in machining operations. Other applications include sheet metal pressworking, forging and assembly. Here some of the applications are examined using case study examples to illustrate.

Flexible Machining Systems. Historically, most of the applications of flexible machining systems have been in milling and drilling type operations (nontotational parts), using NC and subsequently CNC machining centers. FMS applications for turning (rota(ional parts) were much less common until recently, and the systems that are installed tend to consist of fewer machines. For example, single machine cells consisting of parts storage units, part loading robots, and CNC turning centers are widely used today, although nat always in a flexible mode. Let us explore some of the issues behind this anomaly in the developitent of flexible machining systems.

By contrast with rotational pars, nonrotational parts are often too heavy for a human operator to casily and quickly load into the machine tool. Accordingly, pallet fixtures were
developed so that these parts could be loaded onto the pallet off-line and then the part-onpallet could be moved into position in front of the machine tool spindle. Nonrotational parts also tend to be more expensive than rotational parts, and the manufacturing lead times tend to be longer. These factors provide a strong incentive to produce them as effjciently as possible, using advanced technologies quch as FMSs. For these reasons, the technology for FMS milling and drilling applications is more mature today than for FMS turning applications.

EXAMPLE 16.1 FMS at Ingersoll-Rand in Roanoke, Virginia
One of the first FMS installations in the United States was at the Roanoke, Virginua, plant of the Tool and Hoist Division of Ingersoll-Rand Corp. The system was instalied by Sundstrand in the late 1960s. It consists of two five-axis machining centers, two four-axis machining centers, and two four-axis drilling machincs. The machines are each equipped with 60 -tool storage drums and automatic tool changers und pallet changers. A powered roller conveyor system is used for the primary and secondary workpart handling systems. Three operators plus one foreman run the system three shifts. Up to 140 part numbers are machined on the system. The patts begin as cast iron and aluminum castings and are machined into motor cases, hoist casings, and so on. Part size capability ranges up to a 0.9 m cube ( 36.0 in ). Production quantities for the various part nuribers range from 12 per year to 20,000 per year. The layout of the system is presented in Figure 16.12.


Figure 16.12 Layout of Ingersoll-Rand FMS in Roanoke, Virginia.

## EXAMPLE 16.2 FMS at Ayco-lycoming

An FMS was designed and installed by Kearney \& Trecker Corporation at the Aveo-Lycoming plant in Williamsport. Pennsylvania, to manufacture aluminum


Figure 16.13 FMS layout at Avco-Lycoming in Williamsport. Pennsylvania.
crankcase halves for aircraft engines. The layout is an open field type and is illustrated in Figure 16.13. The handling of workparts between machines is performed by an in-floor towline cart system with a total of 28 pallet carts. The system contains 14 machine tools: one duplex multispindle head indexer, two simplex multispindle head indexers, and 11 machining centers. In a multispindle head indexer, machining heads are attached to an indexing mechanism that indexes (rotates in specified angular amounts) to bring the correct machining head into position to address the work. A simplex unit processes the work on one side only, while a duplex has two indexers on opposite sides of the work. Machining centers are described in Section 14.3.3.

## EXAMPLE 16.3 Vought Aerospace FMS

An FMS installed at Vought Aerospace in Dallas. Texas, by Cincinnati Milacron is shown in Figure 16.14. The system is used to machine approximately 500 different aircraft components. The FMS consists of eight CNC horizontal machining centers plus inspection modules. Part handling is accomplished by in automated guided vehicie system using four vehicles. Loading and unloading of the system is done at two stations. These loadfunload stations consist of storage carousels that permit parts to be stored on pallets for subsequent transfer to the machining stations by the AGVS. The system is capable of processing a sequence of single, one-of-a-kind parts in a continuous mode. permitting a conplete set of components for one aircraft to be made efficiently without batching.

Other FMS Applications. Pressworking and forging are two other manufacturing processes in which efforts are being made to develop flexible automated systems. Refer-


Figure 16.14 FMS at Vought Aircraft (line drawing courtesy of Cincimati Mifacron).
ences [41] and [44] describe the FMS technologies involved. The following example illustrates the development efforts in the pressworking area.

## EXAMPLE 16.4 Flexible Fabricating System

The term flexible fabricating system (FFS) is sometimes used in connection with systems that perform sheet metal pressworking operations. One FFS concept by Wiedemann is illustrated in Figure 16.15. The system is designed to unload sheet metal stock from the automated storage/retrieval system (AS/RS). move the stock by rail-guided cart to the CNC punch press operations, and then move the finished parts back to the $\mathbf{4 S} / \mathbf{R S}$, all under computer control.

Flexible autumation concepts can be applied to assembly operations Although some examples have included industrial robots to perform the assembly tasks, the following example illusirates a flexible assembly system that makes minimal use of industrial robots.

## EXAMPLE 16.5 Assembly FMS at Allen-Bradley

An FMS for assembly installed by Allen-Bradley Company is reported in [42]. The "flexible automated assembly line" produces motor starters in 125 model styles. The line boasts a 1 -day manufacturing lead time on lot sizes as low as


Figure 16.15 Flexible fabricating system for automated sheet metal processing (based on line drawing provided courtesy of Wiedemann Division, Cross \& Trecker Co.)
one and production rates of $600 \mathrm{units} / \mathrm{hr}$. The system consists of 26 workstations that perform all assembly, subassembly, testing, and packaging required to make the product. The stations are linear and rotary indexing assembly machincs with pick-and-place robots performing certain handling functions between the machines. $100 \%$ automated festing at each step in the process is used to achitve very high quality levels. The flexible assembly line is controlled by a system of Allen-Bradley programmable logic controllers.

### 16.3.2 FMS Benefits

A number of benefits can be expected in successful FMS applications. The principal benefits are the following:

- Increased machine utlitzation. FMSs achieve a higher average utilization than machines in a conventional batch production machine shop. Reasons for this include:
(1) 24 hriday operation, (2) automatic tool changing at machine tooks, (3) automatic patlet changing at workstations. (4) queues of parts at stations, and (5) dynamic scheduling of production that takes into account irregularities from normal operations It shou be possible to approach $80-90 \%$ asset utilization by implementing FMS technology [23].
- Fewer machines required Because nf higher machine utilization, fewer machines are requited.
- Reduction in factory floor spate required. Compared with a job shop of equivalent capacity. an FMS generally requires less floor arca. Reductions in floor space reyuirements are estimated to be $40-50 \%$ [23].
- Greater responsiveness to change. An FMS improves response capability to pan design changes, introduclion of new parts, changes in production schedule and product mix, machine breakdowns, and cutting tool failures. Adjustments can be made in the production schedule from one day to the next to respond to rush orders and special customer requests.
- Reduced inventory requirements. Because different parts are processed together racher than separately in batches, work-it-process (WIP) is less than in a batch production mode. The inventory of starting and finished parts can be reduced as well. Inventury reductions of $60-80 \%$ are estimated $[23]$.
- Lower manufacturing lead times. Closely correlated with reduced WIP is the time spent in process by the parts. This means faster customer deliveries.
- Reduced direct labor requirements and higher labor productivity. Higher production rates and lower reliance on direct labor translate to greater productivity per labor hour with an FMS than with conventional production methods. Labor savings of 30-50\% arc estimated [23].
- Opportunity for anattended production. The high level of automation in an FMS allows it to operate for extended periods of time without human attention. In the most optimistic scenario, parts and tools are loaded into the system at the end of the day shift, and the FMS contimues to operate throughout the night so that the linished parts ean be unloaded the next morning.


### 16.4 FMS PLANNING AND MPLEMENTATION ISSUES

Implementation of an FMS represents a major investment and commitment by the user company. It is important that the installation of the system be preceded by thorough pianning and design, and that its operation be characterized by good managentent of all resources: machines, tools, patlets, parts, and people. Our discussion of these issues is organized along these lines: (1) FMS planning and design issues and (2) FMS operational issues.

### 16.4.1 FMS Planning and Design Issues

The initial phase of FMS planning must consider the parts that will be produced by the system. The issues are similar to thosc in GT machine cell planning (Section 15.4.2). They indude:

- Part family considerations. Any FMS must be designed to process a limited range of part (or product) styles. The boundaries of the range must be decided. In effect,
the part family that will be processed on the FMS must be defined. The definition of part families to be processed on the FMS can be based on product commonality as well as on part similarity. The term product commonality refers to different components used on the same product. Many successful FMS instaltations are designed to accommodate part families defined by this criterion. This allows all of the components required to assembie a given product unit to be completed just prios to beginning of assembly.
- Processing requirements. The types of parts and their processing requirements determiac the types of processing equipment that will be used in the system. In machining applications, nonrotatoonal parts are produced by machining centers, milling machines, and like machine tools, rotational parts are machined by tuming centers and similar equipment.
- Physical characteristics of the workparts. The size and weight of the parts determine the size of the machines at the workstations and the size of the material thandling system that must be used.
- Production volume. Quantitics to be produced by the system determine how many machines will be requred. Production volume is also a factor in selecting the most appropriate type of material handling equipment for the system.

After the part family, production volumes, and similar part issues have been decided, design of the system can proceed, Important factors that must be specified in FMS design include:

- Types of workstations. The types of machines are determined by part processing requirements Consideration of workstations must also include the loadfunload station(s).
- Variations in process routings and FMS layout. If variations in process sequence are minimal, then an in-line flow is most appropriate. As product variety increases, a loop is more suitable. If there is significant variation in the processing, a ladder layout or open field layout are the most appropriate.
- Material handing system. Selection of the material handling equipment and layout are closely related, since the type of handing system limits the layout selection to some extent. The material handling system includes both primary and secondary handling systems (Section 16.2.2).
- Work-in-process and storage capacity. The level of WIP allowed in the FMS is an important variable in determining utilization and efficiency of the FMS. If the WIP level is too low, then stations may become starved for work, causing reduced utilization. IE the WIP level is too high, then congestion may result. The WIP level should be planned, not just allowed to happen. Storage capacity in the FMS must be compatible with WIP level.
- Tooling. Tooling decisions include types and numbers of tools at each station. Con. sideration should also be given to the degree of duptication of tooling at the different stations. Tool duplication tends to increase routing flexibility (Table 16.1).
- Pallet fixtures. In machining systems for nonrotational parts, tbe number of pallei fixtures required in the system must be decided. Factors influencing the decision include: levels of WIP allowed in the system and differences in part style and size. Parts that differ too much in configuration and size require different fixturing.


### 16.4.2 FMS Operational Issues

Once the FNS is installed then the existing resources of the FMS must be optimized to mee: production requirements and achieve operational objectives related to profit, quality and customer satistaction. The operational problems that must be solved include [24], [26]. [35]:

- Scheduling and dispatching. Scheduling of production in the FMS is dictated by the master production schedule (Suction 26. 2 ). Dispatching is concerned with launching of parts into the system at the appropriate times \$everal of the problem areas below are related io the scheduling issue.
- Mactine loading. This problem is concerned with allocating the operations and tooling resources among the machines in the system to accomplish the required production schedule.
- Part routing. Routing decisions involve selecting the zoutes that should be followed by each part in the production mix to maximize use of workstation resources.
- Part grouping. This is concerned with the selection of groups of part types for simultaneous production, given limitations on avaitable tooling and other resources a: workstations.
- Tool management Managing the available tools includes decisions on when tu clange toois. allocation of tooling to workstations in the system, and similar issues.
- Pallex and fixure allocation. This problem is concerned with the allocation of pailets and fixtures to the parts bcing produced in the system.


### 16.5 OUANTITATIVE ANALYSIS OF FLEXIBLE MANUFACTURING SYSTEMS

Most of the design and operational problems identified in Section 16.4 can be addressed using quantitative analysis techniques. FMSs have constituted an active area of interest in operations research, and many of the important contributions are included in our list of references. FMS analyvis techniques can be classified as follows: (1) deterministic models, (2) queueing models, (3) discrete event simulation, and (4) other approaches, including heuristics.

To obtain starting estimates of system performance, deterministic models can be used. Later in this section, we present a deterministic modeling approach that is useful in the beginning stages of FMS design to provide rough estimates of system parameters such as production rate, capacity and utilization. Deterministic models do not permit evaluation of operating characteristics such as the buitd-up of queues and other dynamies that can impair performance of the production system. Consequently, deterministic models tend to overestimate FMS performance. On the other hand, if actual system performance is much lower than the estimates provided by these models, it may be a sign of either poor system design or poor management of the FMS operation.

Queueing models can be used to describe some of the dynamics not accounted for in: deterministic approaches. These models are based on the mathematical theory of queues they permit the inclusion of queues, but only in a general way and for relatively simple system configurations. The performance measures that are calculated are usually average values for steady-state operation of the system. Examples of queueing models to study FMS:
include [4], [33], and [36]. Probably the most well known of the FMS queueing models is CAN-O |31]. [32].

In the later stages of design, discrete event simulation probably offers the most accurate method for modeling the specific aspects of a given FMS [28], [45]. The computer model can be constructed to closely resemble the details of a complex FMS operation. Characteristics such as layout configuration, number of pallets in the system, and production scheduling rules can be incorporated into the FMS simulation model. Indeed, the simulation can be helpful in determining optimum values for these parameters.

Other techniques that have been applied to analyze FMS design and operational problems include mathematral programning [34] and various heuristic approaches [1], [17]. Several literature reviews on operations research techniques direcied al FMS problems are included among out references, specifically [2], [6], [20], and [37].

### 16.5.1 Bottleneck Model

Important aspects of FMS performance can be mathematically described by a deterministic modet called ihe bouleneck model, developed by Solberg [ 33$]^{4}$. Nowwithstanding the limitations of a deterministic approach, the value of the bottleneck model is that it is simple and intuitive. It can be uscd to provide starting estimates of FMS design parameters such as production rate and number of workstations. The term bordeneck refers to the fact that the output of the production system has an upper limit, given that the product mix flowing through the system is fixed. The model can be applied to any production system that possesses this bottleneck feature, for example, a manually operated machine cell or a production job shop. It is not limited to FMSs.

Terminology and Symbols. Let us define the features, terms, and symbols for the bottleneck model as they might be applied to an FMS:

- Part mix. The mix of the various part or product styles produced by the system is defined by $p_{1}$, where $p_{f}=$ the fraction of the total system output that is of style $j$. The subscript $j=1,2, \ldots, P$, where $P=$ the total number of different part styles made in the FMS during the time period of interest. The values of $p$, must sum to unity; that is.

$$
\begin{equation*}
\sum_{j=1}^{p} p_{j}=1.0 \tag{16.1}
\end{equation*}
$$

- Workstations and servers. The flexible production system has a number of distinctly different workstations $n$. In the terminology of the bottleneck model, each workstation may have more than one server, which simply means that it is possible to have two or more machines capable of performing the same operations. Using the terms "stations" and "servers" in the bottleneck model is a precise way of distinguishing between machines that accomplish identical operations from those that accomplish different operations. Let $s_{i}=$ the number of servers at workstation $i$, where $i=1,2, \ldots, n$, We include the load/unload station as one of the stations in the FMS.

[^19]- Process routing. For each part or product, the process routing defines the sequence of operations the workstations at which they are performed, and the associated processing times. The sequence includes the loading operation at the beginning of processing on the FMS and the unloading operation at the end of processing. Let $t_{\text {ask }}=$ the processing time, which is the total time that a production unit occupies a given workstation server, not counting any waiting time at the station. In the notation for $t_{2, k}$, the subscript $i$ refers to the station, $j$ refers to the part or product, and $k$ refers to the sequance of operations in the process routing. For example, the fourth operation in the process plan for part A is performed on machine 2 and lakes 8.5 min; thus, $t_{214}=8.5$ min. Note that process plan $j$ is unique to part $j$. The bottleneck model does not conveniently allow for alternative process plans for the same part.
- Work handing system. The meterial handling system used to transport parts or products within the FMS can be considered to be a special case of a workstation, Let us designate it as station $n+1$, and the number of carriers in the system (e.g, conveyor carts, AGVs , monorail vehicles, etc.) is analogous to the number of servers in a regular workstation. Let $s_{x-1}=$ the number of carriers in the FMS handling system.
- Transport time. Let $t_{n+1}=$ the mean transport time required to move a parl from one workstation to the next station in the process routing. This value could be computed for each individual transport based on transport velocity and distances between stations in the FMS, but it is more convenient to simply use an average transport time for all moves in the FMS
- Operation frequency. The operation frequency is defined as the expected number of times a given operation in the process routing is performed for each work unit. For example, an inspection might be performed on a sompling basis. once every four units, hence, the frequency for this operation would be 0.25 . In other cases, the part may have an operation frequency greater than 1.0 , for example, for a calibration procedure that may have to be performed more than once on average to be completely effective. Let $f_{y k}=-$ The operation (requency for operation $k$ in process plan $j$ at station $i$.

FMS Operational Parameters. Using the above terms, we can next define certain average operational parameters of the production system. The average workload for a given station is defined as the mean total time spent at the station per part. It is calculated as follows:

$$
\begin{equation*}
W L_{1}=\sum_{i} \sum_{i} t_{t i f} f_{i j k} p_{l} \tag{16.2}
\end{equation*}
$$

where $W L_{2}=$ average workload for station : (min), $t_{y, k}=$ processing time for operation $k$ in process plan $j$ at station : (mit), $f_{i, k}=$ operation frequency for operation $k$ in part $j$ at station $t$ and $p_{1}=$ part mix fraction for part $i$.

The work handling system (station $n+1$ ) is a spectal case as noted in our terminology above. The workload of the handling system is the mean transport time multiplied by the average number of transports required to complete the processing of a workpart. The average number of transpons is equal to the mean number of operations in the process routing minus one. That is.

$$
\begin{equation*}
n_{t}-\sum_{i} \sum_{i} \sum_{k} f_{i, k} p_{j}-1 \tag{16.3}
\end{equation*}
$$

where $n_{3}=$ mean number of transports, and the other terms are defined above. Let us illustrate this with a simple example.

## EXAMPLE 16.6 Determining $n_{2}$

Consider a munutacturing system with two stations: (1) a load/unload station and (2) a machining station.' There is just one part processed through the production system, parl $A$, so the part mix fraction $p_{A}=1.0$. The frequency of all operations is $f_{1,4 k}=1,0$. The parts are loaded at station 1 , routed to station 2 for machining, and then sent back to station 1 for unioading (three operations in the routing). Itsing Eq. (16.3).

$$
n_{t}=1(1.0)+1(1.0)+1(1.0)-1=3-1=2
$$

Looking at it another way, the process routing is $(1) \rightarrow(2) \rightarrow$ (1). Counting the number of arrows gives us the number of transports: $n_{t}=2$.

We are now in a position to compute the worklead of the handing system:

$$
\begin{equation*}
W L_{n+1}-m_{l} i_{n+1} \tag{16.4}
\end{equation*}
$$

where $W L_{n-1}=$ workload of the handing system (min), $n_{c}=$ mean number of tratisports by Eq. (16.3!, and $t_{n-1}=$ mean transport time per move (min).

System Performance Measures. Important measures ior assessing the performance of an FMS include production rate of all parts. production rate of each part style, utilization of the different workstations, and number of busy servers at each workstation. These measures can be calculated under the assumption that the FMS is producing at its maximum possible rate. This rate is constrained by the bottleneck station in the system, which is the station with the highest workload per server. The workload per server is simply the ratio $W L_{i, i} / s_{1}$ for each station. Thus the bottleneck is identified by finding the maximum value of the ratio among al! stations. The comparison must include the handling system, since it might be the bottleneck in the system.

Let $W L^{*}, s^{*}$, and $i^{*}$ equal the workioad, number of servers, and processing time, respectively, fer the bottleneck station. The FMS maximum production rate of all parts can be determined as the ratio of $s^{*}$ to $W L^{*}$. Let us refer to it as che maximum production rate because it is limited by the capacity of the bottleneck station.

$$
\begin{equation*}
R_{p}^{*}=\frac{s^{*}}{W L^{*}} \tag{16.5}
\end{equation*}
$$

where $R_{\text {, }}^{*}=$ maximum production rate of all part styies produced by the system, which is determined by the capacity of the bottleneck station ( $\mathrm{pc} / \mathrm{min}$ ),$s^{*}=$ number of servers at the bottleneck station, and $W L^{*}=$ workload at the bottleneck station ( $\mathrm{min} / \mathrm{pc}$ ). It is not difficult to grasp the validity of this formula as long as all parts are processed through the bottleneck station. A little more thought is required to appreciate 1hat $\mathrm{E}_{4}$. (16.5) is also valid, even when not all of the parts pass through the bottleneck station, as long as the product mix ( $\beta$, values) remains constant. In other words, if we disallow those parts not
passing through the bottleneck from increasing their production rates to reach their respective bottleneck limits, these parts will be limmed by the part mix ratios.

The vatuc of $R_{\text {, }}$ includes parts of all styles produced in the system. Individual part producrion rates can be obtained ty multiplying $R_{p}^{*}$ by the respective part mix ratios. That is.

$$
\begin{equation*}
R_{p}^{*}=p_{i}^{\prime}\left(R_{p}^{*}\right)=p_{i} \dot{W} L \tag{16.6}
\end{equation*}
$$

whare $R_{p j}^{*}=$ maximum producton rate of partstyle $j(\mathrm{pe} / \mathrm{min})$, and $p_{i}=$ parl mix fraction for part stylef

The mean utilization of each workstation is the proportion of time that the servers at the station are working tud not idle. This can be computed as follows:

$$
\begin{equation*}
U_{t}=\frac{W L}{s_{2}}\left(R_{\nu}^{*}\right)=\frac{W L_{t}}{s_{1}} \frac{s^{*}}{W L} \tag{16.7}
\end{equation*}
$$

where $U_{1}=$ uthlization of station $\mathrm{i} .4 \mathrm{~L}_{2}-$ workload of slation $;(\mathrm{min} / \mathrm{pc}), \mathrm{s}=$ number of servers al station $i$. and $R_{f}^{*}=$ overatl production rate ( $\mathrm{pc} / \mathrm{min}$ ). The utilization of the bottleneck station is $100 \%$ at $R_{g}^{*}$.

To obtain the average station utifization. one simply computes the average value for all stations, including the transporl sysiem. This can be calculated as follows:

$$
\begin{equation*}
U=\frac{\sum_{i=1}^{n \cdot 1} U_{i}}{n+1} \tag{16.8}
\end{equation*}
$$

where $\bar{U}$ is an unweighted average of the workstation utilizations.
A more useful measure of overall FMS utilizaion can be oblained using a weighted average, where the weighting is based on the number of servers at each station for the $n$ regular stations in the system. and the transport systemis omitted from the average. The argument for omitting the transport system is that the utilization of the processing stations is the important measure of FMS utili/ation. The purpose of the transport system is to serve the processing stations, and therefore its utilization should not be included in the ayerage. The werall FMS utilization is colculated as follows:

$$
\begin{equation*}
\bar{U}_{.}=\frac{\sum_{i}^{n} s_{i} U_{j}}{\sum_{i=1}^{n} s_{1}} \tag{16,9}
\end{equation*}
$$

where $\bar{U}_{1}=$ overall FMS utilization, $s_{1}=$ number of servers at station $i$, and $U_{1}=$ utilization of station $i$.

Finally, the number of busy servers at each station is of interest. All of the servers at the bottleneck station are busy at the maximum production rate, but the servers at the other stations are idte some of the time. The values can be calculated as follows:

$$
\begin{equation*}
\left.B S_{,}-W L_{s} \boldsymbol{R}_{p}^{*}\right)=W L_{t} \frac{s^{*}}{W L} \tag{16.10}
\end{equation*}
$$

where $B S_{s}=$ number of busy servers on average at station $i$, and $W L_{e}=$ workload at station $i$.

Let us present two example problems to illustrate the bottleneck model.the first a simple example whose answers can be verified intuitively, and the second a more complicated problem.

## EXAMPLE 16.7 Bottleneck model on a simple problem

A flexible machining system consists of two machning workstations and a load/unload station. Station 1 is the load/unload station. Station 2 performs milling operations and consists of two servers (two identical CNC milling machines). Station 3 has one server that performs drilling (one CNC drill press). The stations are connected by a part handling system that has four work carriers. The mean transport time is 3.0 min. The FMS produces two parts, A and B. The part mix fractions and process routings for the two parts are presented in the table below. The operation frequency $f_{i / k}=1.0$ for all operations Determine: (a) maximum production rate of the FMS, (b) corresponding production rates of each product, (c) uitization of each station, and (d) number of busy servers at each station.

| Part; | Part Mix $p_{i}$ | Operation $k$ | Description | Station ; | Process Time $t_{i j k}(\mathrm{~min})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.4 | 1 | Load | 1 | 4 |
|  |  | 2 | Mill | 2 | 30 |
|  |  | 3 | Drial | 3 | 10 |
|  |  | 4 | Unlond | 1 | 2 |
| B | 0.6 | 1 | Load | 1 | 4 |
|  |  | 2 | Mill | 2 | 40 |
|  |  | 3 | Drill | 3 | 15 |
|  |  | 4 | Unioad | 1 | 2 |

Solution: (a) To compute the FMS production rate, we first need to compute workloads at each station, so that the bottleneck station can be identified.

$$
\begin{aligned}
& W L_{1}=(4+2)(0.4)(1.0)+(4+2)(0.6)(1.0)=6.0 \mathrm{~min} \\
& W L_{2}=30(0.4)(1.0)+40(0.6)(1.0)=36.0 \mathrm{~min} \\
& W L_{3}=10(0.4)(1.0)+15(0.6)(1.0)=13.0 \mathrm{~min}
\end{aligned}
$$

The station routing for both parts is the same: $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$. There are three moves, $n_{f}=3$.

$$
W Z_{4}=3(3.0)(0.4)(1.0)+3(3.0)(0.6)(1.0)=9.0 \mathrm{~min}
$$

The bottleneck station is identified by finding the largest $W L_{T} / s_{i}$ ratio.

$$
\begin{aligned}
& \text { For station } 1 . W L_{1} / s_{1}=6.0 / 1=6.0 \mathrm{~min} \text {. } \\
& \text { For station } 2, W L_{2} / s_{2}=36.0 / 2=18.0 \mathrm{~min} \text {. } \\
& \text { For station } 3, W L_{3} / \mathrm{s}_{3}=13.0 / 1=13.0 \mathrm{~min} \text {. } \\
& \text { For station } 4 \text {, the part handing system, } W L_{4} / \mathrm{s}_{4}=9.0 / 4=2.25 \mathrm{~min} \text {. }
\end{aligned}
$$

The maximum ratio occurs at station 2 , so it is the bottleneck station that determines the maximum production rate of all parts made by the system.

$$
R_{p}^{*}=2 / 36.0=0.05555 \mathrm{pc} / \mathrm{min}=3.333 \mathrm{pe} / \mathrm{hr}
$$

(b) To determine production rate of each product, multiply $R_{F}^{*}$ by its respective part mix fraction.

$$
\begin{aligned}
& R_{p A}^{*}=3.333(0.4)=1.333 \mathrm{pc} / \mathrm{hr} \\
& R_{P B}^{*}=3.333(0.6)=2.00 \mathrm{pc} / \mathrm{hrr}
\end{aligned}
$$

(c) The utilization of each station can be computed using Eq. (16.7):

$$
\begin{align*}
& U_{1}=(6.0 / 1)(0.05555)=0.333 \\
& U_{2}=(36.0 / 2)(0.05555)=1.0 \\
& U_{3}=(13.0 / 1)(0.05555)=0.722 \\
& U_{4}=(9.0 / 4)(0.05555)=0.125
\end{align*}
$$

(d) Mcan number of busy servers at each station is determined using Eq.(16.10):

$$
\begin{aligned}
& B S_{\mathrm{t}}=6.0(0.05555)=0.333 \\
& B S_{2}=36.0(0.05555)=2.0 \\
& B S_{3}=13.0(0.05555)=0.722 \\
& B S_{4}=9.0(0.05555\}=0.50
\end{aligned}
$$

We designed the preceding example so that most of the results could be verified without using the bottleneck model. For example, it is fairly obvious that station 2 is the limiting station, even with two servers. The processing times at this station are more than twice those at station 3 . Given that station 2 is the botuleneck, let us try to verify the maximum production rate of the FMS. To do this, the reader should note that the processing times at station 2 are $t_{2 A 2}=30 \mathrm{~min}$ and $t_{2 B 2}=40 \mathrm{~min}$. Note also that the part mix fractions are $p_{A}=0.4$ and $p_{B}=0.6$. This means that for every unit of $\mathbf{A}$ produced, there are $0.4 / 0.6=\frac{2}{3}$ units of part A. The corresponding time to process 1 unit of $B$ and $\frac{2}{3}$ unit of $A$ at station 1 is

$$
\frac{2}{3}(30)+1(40)=20+40=60 \mathrm{~min}
$$

Sixty minutes is exactly the amount of processing time each machine has available in an hour. (This is no coincidence; we designed the problem so this would happen.) With two scrvers (two CNC mills), the FMS can produce parts at the following maximum rate:

$$
R_{p}^{*}=2\left(\frac{2}{3}+1\right)=2(1.6666)=3.333 \mathrm{pc} / \mathrm{hr}
$$

This is the same result obtained by the bottleneck model. Given that the bottleneck station is working at $100 \%$ utilization, it is easy to determine the utilizations of the other stations. At station 1, the time needed to load and unload the output of the two servers at station 2 is

$$
3.333(4+2)=20.0 \mathrm{~min}
$$

As a fraction of 60 min . in an hour, this gives a utilization of $U_{1}=0.333$. At station 3, the processing time required to process the output of the two scrvers at station 2 is

$$
\frac{4}{3}(10)+2(15)=43.333 \mathrm{~min}
$$

As a fraction of the 60 min ., we have $U_{3}=43.333 / 60=0.722$. Using the same approach on the part handling system, we have

$$
\frac{4}{3}(9.0)+2(9.0)=30.0 \mathrm{~min}
$$

As a fraction of 60 min , this is 0.50 . However, since there are four servers (four work carriers), this fraction is divided by 4 to obtain $U_{4}=0.125$. These are the same utilization values as in our example using the bottleneck model.

## EXAMPLE 16.8 Bottleneck Model on a more complicated Problem

An FMS consists of four stations. Station 1 is a load/unload station with one server. Station 2 performs milling operations with three servers (three identical CNC milling machines). Station 3 performs drilling operations with two servers (two identical (NC drill presses). Station 4 is an inspection station with one server that performs inspections on a sampling of the parts. The stations are connected by a part handling system that has two work carriers and whose mean transport time $=3.5 \mathrm{~min}$. The FMS produces four parts, A, B, C, and D. The part mix fractions and process routings for the four parts are presented in the table below. Note that the operation frequency at the inspection station ( $f_{\text {f } k k}$ ) is less than 1.0 to account for the fact that only a fraction of the parts are inspected. Determine: (a) maximum production rate of the FMS, (b) corresponding production rate of each part, (c) utilization of each station in the system, and (d) the overall FMS utilization.

| Part | Part Mix $p_{j}$ | $\begin{gathered} \text { Operation } \\ k \end{gathered}$ | Description | Station 1 | $\begin{gathered} \text { Process Time } \\ \left.t_{i, k} \text { (min }\right\} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Frequency } \\ f_{j, j e} \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.1 | 1 | Load | 1 | 4 | 1.0 |
|  |  | 2 | Mill | 2 | 20 | 1.0 |
|  |  | 3 | Drill | 3 | 15 | 1.0 |
|  |  | 4 | Inspect | 4 | 12 | 0.5 |
|  |  | 5 | Unfoad | 1 | 2 | 1.0 |
| B | 0.2 | 1 | Load | 1 | 4 | 1.0 |
|  |  | 2 | Dritl | 3 | 16 | 1.0 |
|  |  | 3 | Mill | 2 | 25 | 1.0 |
|  |  | 4 | Drill | 3 | 14 | 1.0 |
|  |  | 5 | Inspect | 4 | 15 | 0.2 |
|  |  | 6 | Unload | 1 | 2 | 1.0 |
| $c$ | 0.3 | 1 | Load | 1 | 4 | 1.0 |
|  |  | 2 | Drill | 3 | 23 | 1.0 |
|  |  | 3 | inspect | 4 | 8 | 0.5 |
|  |  | 4 | Untoad | 1 | 2 | 1.0 |
| D | 0.4 | 1 | Load | 1 | 4 | 2.0 |
|  |  | 2 | Mill | 2 | 30 | 1.0 |
|  |  | 3 | Inspect | 4 | 12 | 0.333 |
|  |  | 4 | Unload | 1 | 2 | 1.0 |

Soluion: (a) We first calculate the workloads at the workstations to identify the bottleneck station.

$$
\begin{aligned}
W L_{1} & =(4+2)(1.0)(0.1+0.2+0.3+0.4)=6.0 \mathrm{~min} \\
W L_{2} & =20(1.0)(0.1)+25(1.0)(0.2)+30(1.0)(0.4)=19.0 \mathrm{~min} \\
W L_{3} & =15(1.0)(0.1)+16(1.0)(0.2)+14(1.0)(0.2)+23(1.0)(0.3)=14.4 \mathrm{~min} \\
W L_{4} & =12(0.5)(0.1)+15(0.2)(0.2)+8(0.5)(0.3)+12(0.333)(0.4)=4.0 \mathrm{~min} \\
n_{4} & =(3.5)(0.1)+(4.2)(0.2)+(2.5)(0.3)+(2.333)(0.4)=2.873 \\
W L_{4} & =2.873(3.5)=10.06 \mathrm{~min} .
\end{aligned}
$$

The bottleneck station is identified by the largest $W L / s$ ratio:

$$
\begin{aligned}
& \text { For station } 1, W L_{1} / s_{l}=6.0 / 1=6.0 \\
& \text { For station } 2, W L_{2} / s_{2}=19.0 / 3=6.333 \\
& \text { For station } 3, W L_{3} / s_{3}=14.4 / 2=7.2 \\
& \text { For station } 4, W L_{4} / s_{4}=4.0 / 1=4.0
\end{aligned}
$$

For the part handling system, $W L_{5} / s_{5}=10.06 / 2=5.07$

The maximum ratio occurs at station 3 , so it is the bottleneck station that determines the maximum rate of production of the system.

$$
R_{\digamma}^{*}=2 / 14.4=0.1389 \mathrm{pc} / \mathrm{min}=8.333 \mathrm{pc} / \mathrm{hr}
$$

(b) To determine the production rate of each product, multiply $R_{p}^{*}$ by its respective part mix fraction.

$$
\begin{aligned}
& R_{F A}^{*}=8.333(0.1)=0.8333 \mathrm{pc} / \mathrm{hr} \\
& R_{p B}^{*}=8.333(0.2)=1.667 \mathrm{pc} / \mathrm{hr} \\
& R_{\rho C}^{*}=8.333(0.3)=2.500 \mathrm{pc} / \mathrm{hr} \\
& R_{\rho D}^{*}=8.333(0.4)=3.333 \mathrm{pc} / \mathrm{hr}
\end{aligned}
$$

(c) Utilization of each station can be computed using Eq. (16.7):

$$
\begin{align*}
& U_{1}=(6.0 / 1)(0.1389)=0.833 \\
& U_{2}=(19.0 / 3)(0.1389)=0.879 \\
& U_{3}=(14.4 / 2)(0.1389)=1.000 \\
& U_{4}=(4.0 / 1)(0.1389)=0.555 \\
& U_{4}=(10.06 / 2)(0.1389)=0.699
\end{align*}
$$

(d) Overall FMS utilization can be determined using a weighted average of the above values, where the weighting is based on the number of servers per station and the part handling system is excluded from the average, as in Eq. (16.9):

$$
\bar{U}_{\mathrm{s}}=\frac{1(0.833)+3(0.879)+2(1.0)+1(0.555)}{7}=0.861(86.1 \%)
$$

In the preceding example, it should be noted that the production rate of part D is constrained by the part mix fractions rather than the bottleneck station (station 3). Part D is not even processed on the bottleneck station. Instead, it is processed through station 2, which has unutidized capacity. It should therefore be possible to increase the output rate of part D by increasing its part mix fraction and at the same time increasing the utilization of station 2 to $100 \%$. The following example itlustrates the method for doing this.

## EXAMPLE 16.9 Increasing Unutilized Station Capacity

From Example 168, $U_{2}=879 \%$. Determine the production rate of part D that will increase the utilization of station 2 to $100 \%$.

Solution: Utilization of a workstation is calculated using Eq. 16.7. For station 2:

$$
U_{2}=\frac{W L_{2}}{3}(0.1389)
$$

Setting the utilization of station 2 to 1.0 ( $100 \%$ ), we can solve for the corresponding $W L_{2}$ value.

$$
W L_{2}=\frac{1.0(3)}{0.1389}=21.6 \mathrm{~min} .
$$

This compares with the previous workload value of 19.0 min computed in Example 16.8. A portion of the workload for both values is accounted for by parts $A$ and $B$. This portion is

$$
W L_{x}(A+B)=20(0.1)(1.0)+25(0.2)(10)=7.0 \mathrm{~min} .
$$

The remaining portions of the workloads are due to part $D$.
For the workload at $100 \%$ utilization, $W L_{2}(D)=21.6-7.0=14.6 \mathrm{~min}$.
For the workload at $87.9 \%$ utilization, $W L_{2}(D)=19.0-7.0=12.0 \mathrm{~min}$.
We can now use the ratio of these values to calculate the new (increased) production rate for part D :

$$
R_{p d}=\frac{14.6}{12.0}(3.333)=1.2167(3.333)=4.055 \mathrm{pc} / \mathrm{hr}
$$

Production rates of the other three products remain the same as before. Accordingly, the production rate of all parts increases to the following:

$$
R_{p}^{x}=833+1.667+2.500+4.055=9.055 \mathrm{pc} / \mathrm{hr} .
$$

Although the production rates of the other three products are unchanged, thic increase in production rate for part $D$ alters the relative parl mix fractions. The new values are:

$$
\begin{aligned}
& p_{A}=\frac{0.833}{9.055}=0.092 \\
& p_{B}=\frac{1.667}{9.055}=0.184 \\
& p_{C}=\frac{2.500}{9.055}=0.276 \\
& p_{D}=\frac{4.055}{9.055}=0.0 .448
\end{aligned}
$$

### 16.5.2 Extended Bottleneck Model

The bottleneck model assumes that the bottleneck station is utilized $100 \%$ and that there are no delays in the system due to queves. This implies on the one hand that there are a sufficient number of parts in the system to avoid starving of workstations and on the other hand that there will be no delays duc to queueing. Solberg [33] argued that the assumption of $100 \%$ utilization makes the bottleneck model overly optimistic and that a queueing model that accounts for process time variations and delays would more realistically and completely describe the performance of an FMS.

An altemative approach, developed by Mejabi [25], addresses some of the weaknesses of the bottleneck model without resorting to queueing computations (which can be
difficult, sometimes even worse), He called his approach the extended botfleneck model. This extended model assumes a closed queueing network in which there are always a certain number of workparts in the FMS. Let $N=$ this number of parts in the system. When one part is completed and exits the FMS, a new raw workpart immediately enters the system, so that $N$ remains constant. The new part may or may not have the same process routing as the one just departed. The process routing of the entering part is determined according to probabilities $p_{j}$.
$N$ plays a critical role in the operation of the production system. If $N$ is small (say; much smaller than the number of workstations), then some of the stations will be idle due to starving, sometimes even the bottleneck station. In this case, the production rate of the FMS will be less than $R_{p}^{*}$ calculated in Eq. (16.5). If $N$ is large (say, much larger than the number of workstations), then the system will be fully loaded, with quelues of parts waiting in front of the stations. In this case, $R_{p}^{*}$ will provide a good estimate of the production capacity of the system. However, WIP will be high, and manufacturing lead time (MLT) will be long.

In effect, WIP corresponds to $N$, and MLT is the sum of processing times at the workstations, transport times between stations, and any waiting time experienced by the parts in the system. We can express MLT as foltows:

$$
\begin{equation*}
\mathrm{MLT}=\sum_{i=1}^{n} W L_{t}+W L_{n+1}+T_{w} \tag{16.11}
\end{equation*}
$$

where $\sum_{i=1}^{n} W L_{i}=$ summation of average workloads over all stations in the FMS (min). $W L_{N+1}=$ workload of the part handling system (min), and $T_{w}=$ mean waiting time experienced by a part due to queues at the stations (min).

WIP (that is, $N$ ) and MLT are correlated, If $N$ is small, then MLT will take on its smallest possible value because waiting time will be short (zero). If $N$ is large, then MLT will be long and there will be waiting time in the system. Thus we have two altemative cases that must be distinguished, and adjustments must be made in the bottleneck model to account for them. To do this, Mejabi found the well-known Little's formula ${ }^{5}$ from queueing theory to be useful. Little's formula establishes the relationship between the mean expected time a unit spends in the system, the mean processing rate of items in the system, and the mean number of units in the system. It can be mathematically proved for a singlestation queveing system, and its general validity is accepted for multistation queueing systems. Using our own symbols, Little's formula can be expressed as follows:

$$
\begin{equation*}
N=R_{p}(\mathrm{MLT}) \tag{16.12}
\end{equation*}
$$

where $N=$ tumber of parts in the system (pc), $R_{p}=$ production rate of the system ( $\mathrm{pc} / \mathrm{min}$ ). and MLT $=$ manufacturing lead time (time spent in the system by a part) (min). Now, let us examine the two cases:

[^20]Case 1: When $N$ is small, production rate is less than in the bottleneck case because the bottleneck station is not fully utilized. In this case, the waiting time $T_{t w}$ of a unit is (theoretically) zero, and Eq. (16.11) reduces to

$$
\begin{equation*}
\mathrm{MLT}_{1}=\sum_{i=1}^{n} W L_{i}+W L_{n+1} \tag{16.13}
\end{equation*}
$$

where the subscript in $\mathrm{MLT}_{1}$ is used to identify case 1 . Production rate can be estimated using Little's formula:

$$
\begin{equation*}
R_{p}=\frac{N}{\mathrm{MLT}_{\mathbf{1}}} \tag{16.14}
\end{equation*}
$$

and production rates of the individual parts are given by:

$$
\begin{equation*}
R_{p t}=p_{i} R_{f} \tag{16.15}
\end{equation*}
$$

As indicated waiting time is assumed to be zero:

$$
\begin{equation*}
T_{w}=0 \tag{16.16}
\end{equation*}
$$

Case 2: When $N$ is large, the estimate of maximum production rate provided by Eq. (16.5) should be valid, it is restated here:

$$
\begin{equation*}
R_{p}^{*}=\frac{s^{*}}{W L^{*}} \tag{16.5}
\end{equation*}
$$

Where the asterisk (*) denotes that production rate is constrained by the bottleneck station in the system. The production rates of the individual products are given by:

$$
\begin{equation*}
R_{p j}^{*}=p_{j} R_{p}^{*} \tag{16.17}
\end{equation*}
$$

In this case, average manufacturing lead time is evaluated using Little's formula:

$$
\begin{equation*}
\mathrm{MLT}_{2}=\frac{N}{R_{\rho}^{*}} \tag{16.18}
\end{equation*}
$$

The mean waiting time a part spends in the system can be estimated by rearranging Eq. (16.11) to solve for $T_{w}$ :

$$
\begin{equation*}
T_{\mathrm{w}}=\mathrm{MLT}_{2}-\left(\sum_{i=1}^{n} W L_{1}+W L_{n+1}\right) \tag{16.19}
\end{equation*}
$$

The decision whether to use case 1 or case 2 depends on the value of $N$. The dividing line between cases 1 and 2 is determined by whether $N$ is greater than or less than a critical value given by the following:

TABLE 16.7 Equations and Guidelines for the Extended Bottleneck Model
Case 1:N< $N^{*}=R_{B}^{*}\left(\sum_{i=1}^{n} W L_{1}+W_{n+1}\right) \quad$ Case 2: $N \geq N^{*}=F_{p}^{*}\left(\sum_{i=1}^{n} W L_{1}+W_{n+1}\right)$

$$
\begin{array}{ll}
M L T_{1}=\sum_{i=1}^{\pi} W L_{1}-W L_{n+1} & R_{p}^{*}=\frac{s^{*}}{W L^{*}} \\
R_{p}=\frac{N}{M L T} & R_{p s}^{*}=p_{i} R_{p}^{*} \\
R_{p i}=\rho_{i} R_{p} & M L T_{2}=\frac{N}{R_{p}^{*}} \\
T_{w}=0 & \mathrm{~T}_{*}=\mathrm{MLT}_{2}-\left(\sum_{i=1}^{n} W L_{1}+W L_{n+1}\right)
\end{array}
$$

$$
\begin{equation*}
N^{*}-R_{p}^{*}\left(\sum_{i=1}^{n} W L_{i}+W L_{n+1}\right)=R_{p}^{*}\left(M L T_{1}\right) \tag{16.20}
\end{equation*}
$$

where $N^{+}=$critical value of $N$, the dividing line between the bettleneck and non-bottleneck cases. If $N<N^{*}$, then case 1 applies. If $N \geq N^{*}$, then case 2 applies. The applicable equations for the two cases are summarized in Table 16.7.

## EKAMPLE 16.10 Extended bottleneck model

Let us use the extended bottleneck modeI on the data given in Example 16.7 to compute production rate, manufacturing lead time, and waiting time for three values of $N:(a) N=2$, (b) $N=3$, and (c) $N=4$.

Solution: Let us first compute the critical value of $N$. We have $R_{p}^{*}$ from Example 16.7: $R_{F}^{*}=0.05555 \mathrm{pc} / \mathrm{min}$. We also need the value of $\mathrm{MLT}_{1}$. Again using previously calculated values from Example 16.7.

$$
\mathrm{MLT}_{1}=6.0+36.0+13.0+9.0=64.0 \mathrm{~min}
$$

The critical value of $N$ is given by Eq. (16.20);

$$
N^{*}=0.05555(64.0)=3.555
$$

(a) $N=2$ is less than the critical value, so we apply the equations for case 1 .

MLT $_{1}=64.0 \mathrm{~min}$ (calculated several lines above)

$$
\begin{aligned}
& R_{p}=\frac{N}{\mathrm{MLT}_{1}}=\frac{2}{64}=0.03125 \mathrm{pc} / \mathrm{min}-1.875 \mathrm{pc} / \mathrm{hr} \\
& T_{w}=0 \mathrm{~min} .
\end{aligned}
$$

(b) $N=\mathbf{3}$ is again less than the critical value, so case 1 applies.

$$
\begin{aligned}
\mathrm{MLT}_{\mathrm{t}} & =64.0 \mathrm{~min} \\
R_{p} & =\frac{3}{64}=0.0469 \mathrm{pc} / \mathrm{min}=2.813 \mathrm{pc} / \mathrm{hr} \\
T_{\mathrm{w}} & =0 \mathrm{~min} .
\end{aligned}
$$

(c) For $N=4$, case 2 applies, since $N>N^{*}$.

$$
\begin{aligned}
R_{s}^{*} & =\stackrel{s^{*}}{w L^{*}}=0.05555 \mathrm{pc} / \mathrm{min}=3.33 \mathrm{pc} / \mathrm{hr} \text { from Examplc } 16.2 . \\
\mathrm{MLT}_{2} & =\frac{4}{0.05555}=72.0 \mathrm{~min} . \\
T_{\mathrm{w}} & =72.0-64.0=8.0 \mathrm{~min} .
\end{aligned}
$$

The results of this example typify the behavior of the extended bottleneck model, shown in Figure 16.16. Below $N^{*}$ (case 1), MLT has a constant value, and $R_{p}$ decreases proportionally as $N$ decreases. Manufacturing lead time cannot be less than the sum of the processing and transport times, and production rate is adversely affected by low values of $N$ because stations become starved for work. Above $N^{*}$ (case 2), $R_{p}$ has a constant value equal to $R_{p}^{*}$ and MLT increases. No matter how large $N$ is made, the production rate cannot be greater than the output capacity of the bottleneck station. Manufacturing lead time increases because backlogs build up at the stations.

The preceding observations might tempt us to conclude that the optimum $N$ value occurs at $N^{*}$, since MLT is at its minimum possible value, and $R_{p}$ is at its maximum possible value. However, caution must be exercised in the use of the extended bottleneck model (and the same caution applies even more so to the conventional bottleneck model, which disregards the effect of $N$ ). It is intended to be a rough-cut method to estimate FMS performance in the early phases of FMS design. More reliable estimates of performance can be obtained using computer simulations of detailed models of the FMS-models that include considerations of layout, material handling and storage system, and other system design factors.


Figure 16.16 Gencral bchavior of the extended bottleaeck medel: (a) manufacturing lead time MLT as a function of $N$ and (b) production rate $R_{p}$ as a function of $N$.

Mejabi compared the estimates computed using the extended botleneck model with estimates obtained from the CAN-Q model [32], [33] for several thousand cases. He developed an adequacy factor to assess the differences between the extended bottleneck model and CAN-Q. The adequacy factor is computed:

$$
\begin{equation*}
A \bar{F}=\frac{N}{\bar{U} \sum_{i=1}^{n+1} s_{t}} \tag{16.21}
\end{equation*}
$$

where $A F=$ adequacy factor for the extended bottleneck model; $N=$ number of parts in the system ( $\mathbf{p c}$ ), $\bar{U}=$ average station utilization from Eq. (16.8), which includes the transport system; and $\sum_{i=1}^{n+1} s_{i}$ total number of servers in the system, including the number of carriers in the transport system. The anticipated discrepancies corresponding to the value of $A F$ are tabulated in Table 16.8. It is likely that an FMS would be scheduled so that the number of parts in the system is somewhat greater than the number of servers. This would result in adequacy factor values greater than 1.5 , permitting the extended bottleneck model to provide estimates of production rate and manufacturing lead time that agree fairly closely with those computed by CAN-Q.

### 16.4.3 Sizing the FMS

The bottleneck model can be used to calculate the number of servers required at each workstation to achieve a specified production rate. Such calculations would be useful during the initial stages of FMS design in determining the "size" (number of workstations and servers) of the system. The starting information needed to make the computation consists of part mix, process routings, and processing times so that workloads can be calculated for each of the stations to be included in the FMS. Given the workloads, the number of servers at each station $i$ is determined as follows:

$$
\begin{equation*}
s_{i}=\text { minimum integer } \geq R_{p}\left(W L_{i}\right) \tag{16.22}
\end{equation*}
$$

| E 16.8 | Anticipated Discrepancies Between the Extended Bottleneck Model and CAN-Q [31) as a Function of the Adequacy Factor Given in Eq. (16.21) |  |
| :---: | :---: | :---: |
| Adequacy F | actor Value | Anticipatad Discrepancy with CAN-O |
| AF $<0.9$ |  | Discrepancies < $5 \%$ are likely. |
| $0.9 \leq A F \leq$ |  | Discrepancies $\geq 5 \%$ are likely. User should view computed results of extended bottleneck model with caution. |
| $4 F>1.5$ |  | Diserepancies < $5 \%$ are likely. |

where $s_{s}=$ number of servers at station $i, R_{p}=$ specified production rate of all parts to be produced by the system ( $\mathbf{p c} / \mathrm{min}$ ), and $W L_{t}=$ workload at station $i(\mathrm{~min})$. The following example illustrates the procedure.

## EXAMPLE 16.11 Sizing the FMS

Suppose the part mix, process routings, and processing times for the family of parts to be machined on a proposed FMS are those given in Example 16.8. Determine how many servers at each station $l$ will be required to achieve an annual production rate of 60,000 parts/yr. The FMS will operate $24 \mathrm{hr} /$ day. 5 day/wk, $50 \mathrm{wk} / \mathrm{yr}$. Anticipated availability of the system is $95 \%$.

Solution: The number of hours of FMS operation per year will be $24 \times 5 \times 50$ $=6000 \mathrm{hr} / \mathrm{yr}$. Taking into account the anticipated system availability, the average hourfy production rate is given by:

$$
R_{\rho}=\frac{60,000 \mathrm{pc} / \mathrm{yr}}{(6000 \mathrm{hr} / \mathrm{yr})(0.95)}=10.526 \mathrm{pc} / \mathrm{hr}=0.1754 \mathrm{pc} / \mathrm{min}
$$

The workloads at each station were previously calculated in Example 16.8: $W L_{1}=6.0 \mathrm{~min}, W L_{2}=19.0 \mathrm{~min}, W L_{3}=14.4 \mathrm{~min} . W L_{4}=4.0 \mathrm{~min}$, and $W L_{s}=10.06 \mathrm{~min}$. Using Eq. (16.22), we have the following number of servers required at each station:

$$
\begin{aligned}
& r_{1}=\text { minimum integer } \geq(0.1754(6.0)=1.053)=2 \text { servers } \\
& \left.s_{2}=\text { minimum integer } \geq(0.1754(19.0)=3.333)\right)=4 \text { servers } \\
& s_{3}=\text { minimum integer } \geq(0.1754(14.4)=2.526)=3 \text { servers } \\
& s_{4}=\text { minimum integer } \geq(0.1754(4.0)=0.702)=1 \text { server } \\
& s_{5}=\text { minimum integer } \geq(0.1754(10.06)=1.765)=2 \text { servers }
\end{aligned}
$$

Because the number of servers at each workstation must be an integer, station utilization may be less than $100 \%$ for most if not all of the stations. In Example 16.11, all of the stations have utilizations less than $100 \%$. The bottleneck station in the system is identified as the station with the highest utilization, and if that utilization is less than $100 \%$, the maximum production rate of the system can be increased until $U^{*}=1.0$. The following example illustrates the reasoning.

## EXAMPLE 16.12 Increasing Utillzation and Production Rate at the Bottleneck Station

For the specified production rate in Example 16.11, determine: (a) the utilizations for each station and (b) the maximum possible production rate at each station if the utilization of the bottleneck station were increased to $100 \%$,

Solution: (a) The utilization at each workstation is determined as the calculated value of $s_{i}$ divided by the resulting minimum integer value $\geq s_{i}$.

$$
\begin{align*}
& U_{1}=1.053 / 2=0.526 \\
& U_{2}=3.333 / 4=0.833 \\
& U_{3}=2.526 / 3=0.842 \\
& U_{4}=0.702 / 1-0.702 \\
& U_{5}=1.765 / 2=0.883
\end{align*}
$$

The maximum value is at station 5 , the work transport system. This is the bottleneck station.
(b) The maximum production rate of the FMS, as limited by the bottleneck station, is

$$
R_{\rho}^{*}=\frac{10.526}{0.883}=11.93 \mathrm{pc} / \mathrm{hr}=0.1988 \mathrm{pc} / \mathrm{min}
$$

The corresponding utilization is

$$
U^{*}=U_{5}-0.1988(10.06 / 2)-1.0
$$

### 16.4.4 What the Equations Tell Us

Notwithstanding its limitations, the bottlencek model and extended bottleneck model provide some practical guidelines for the design and operation of FMSs. These guidelines can be expressed as follows:

- For a given product or part mix, the total production rate of the FMS is ultimately limited by the productive capacity of the bottleneck station, which is the station with the maximum workload per server.
- If the product or part mix satios can be relaxed, it may be possible to increase total FMS production rate by increasing the utilization of non-bottleneck workstations.
- The number of parts in the FMS at any time should be greater than the number of servers (processing machines) in the system. A ratio of around 2.0 parts/server is probably optimum, assuming that the parts are distributed throughout the FMS to ensure that a part is waiting at every station. This is especially critical at the bottleneck station.
- If WIP (number of parts in the system) is kept at too low a value, production rate of the system is impaired.
- If WIP is allowed to be too high, then manutacturing lead time will be long with ne improvement in production rate.
- As a first approximation. the bottleneck model can be used to estimate the number of servers at each station (number of machines of each type) to achieve a specified overall production rate of the system.
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## PROBLEMS

## Bottleneck Model

16.1 A flexible manufacturing cell consists of two machining workstations plus a load/unload station. The foad/unfoad station is station I. Station 2 performs milling operations and consists ol one server (one CNC, milling machine). Station 3 has one server that performs drilling (one CNC drill press), The three stations are connected by a part handing system that has one work carrier. The mean transport time is 2.5 min . The FMC produces three parts, A. B, and C The part mix fractions and process routings for the three parts are presented in the table below. The operation trequency $f_{\text {rjk }}=1.0$ for all operations, Delemine: (a) maximum production rate of the FMC. (b) corresponding production rates of each product (c) utilization of each machine in the system, and (d) number of busy servers at each station.

| Part $/$ | Part Mix p, | Operation $k$ | Description | Station 1 | Process Timo $t_{\mu, k}$ (min) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.2 | 1 | Load | 1 | 3 |
|  |  | 2 | Mill | 2 | 20 |
|  |  | 3 | Dril! | 3 | 12 |
|  |  | 4 | Unioad | 1 | 2 |
| $B$ | 0.3 | 7 | Load | 1 | 3 |
|  |  | 2 | Mill | 2 | 15 |
|  |  | 3 | Drill | 3 | 30 |
|  |  | 4 | Unload | 1 | 2 |
| $C$ | 0.5 | 7 | Load | 1 | 3 |
|  |  | 2 | Drill | 3 | 14 |
|  |  | 3 | Mill | 2 | 22 |
|  |  | 4 | Unload | 1 | 2 |

16.2 Solve Problem 16.1 except the number of servers at station 2 ( CNC milling machines) $=3$ and the number of servers at station 3 (CNC drill presses) $=2$. Note that with the increase in the number of machines from two to five, the FMC is now an FMS according to our definitions in Section 16.1.2.
16.3 An FMS consists of three stations plus a loadflunload station. Station 1 loads and unloads parts from the FMS using two servers (material handling workers). Station 2 performs hotizontal malling operations with two servers (two identical CNC horizontal milling machincs).

Station 3 performs vertical milling operations with three servers (three identical CNC vertical milling machines). Station 4 performs drilling operations with two servers (two identical crill presses). The machines are connected by a part handling system that has two work carriers and a mean transport time $=3.5 \mathrm{~min}$. The FMS produces four parts, A, B, C and D, whose part mix fractons and process routings are presented in the table bclow. The operation frequency $f_{i j k}=1.0$ for alloperations. Determine: (a) maximum production rate of the FMS, (b) utilization of each machine in ths system, and (c) average utilization of the systera, using the server average $U_{s}$, Eq. (16.9).

| Part ${ }^{\text {l }}$ | Part Mix $p_{i}$ | Operation k | Description | Station | Process Time $\mathrm{t}_{\mathrm{ik} 2}$ (min) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.2 | 1 | Losd | 1 | 4 |
|  |  | 2 | H. Mill | 2 | 15 |
|  |  | 3 | V. Mill | 3 | 14 |
|  |  | 4 | Drill | 4 | 13 |
|  |  | 5 | Unload | 1 | 3 |
| 8 | 0.2 | 1 | Load | 1 | 4 |
|  |  | 2 | Drill | 4 | 12 |
|  |  | 3 | H. Mill | 2 | 16 |
|  |  | 4 | V. Mill | 3 | 11 |
|  |  | 5 | Drill | 4 | 17 |
|  |  | 6 | Untoad | 1 | 3 |
| c | 0.25 | 1 | Load | 1 | 4 |
|  |  | 2 | H. Mill | 2 | 10 |
|  |  | 3 | Drill | 4 | 9 |
|  |  | 4 | Unload | 1 | 3 |
| D | 0.35 | 1 | Load | 1 | 4 |
|  |  | 2 | $\checkmark$ Mill | 3 | 18 |
|  |  | $3$ |  | $4$ | $g$ |
|  |  | $4$ | Unload | $1$ | 3 |

16.4 Solve Problem 16.3 except the number of carriers in the part handling system $=3$.
16.5 Suppose it is decided to increase the utilization of the two non-bottleneck machining stations in the FMS of Problem 16.4 by introducing a new part, part $E$, into the part mix. If the new product will be produced at a rate of 2 unitshr, what would be the ideal process routing (sequence and processing times) for part E that would increase the utilization of the two nonbottleneck machining stations to $100 \%$ each? The respective production rates of parts A, B, C, and D will remain the same as they are in Problem 16.4. Disregard the utilizations of the load/unload station and the part handling system.
16.6 A semit-automated flexible manufacturing pell is used to produce three products. The products are made by two automated processing stations followed by an assembly station. There is also a load/unload station. Material handlug between stations in the FMC is accomplished by mechanized carts that move tote bins containing the particuiar components to be processed and then assembled into a given product. The carts transfer tote bins between stations. In this way, the carts are kept busy while the tote bins are queued in front of the
workstations. Each tote bin remains with the produci throughout processing and assembly. The details of the FMC can be summarized as follows:

| Station | Description | Number of servers |
| :---: | :--- | :--- |
| 1 | Load and unload | 2 human workers |
| 2 | Process X | 1 automated server |
| 3 | Process Y | 1 automated server |
| 4 | Assembly | 2 human workers |
| 5 | Transport | Number of carriers to be determined |

The product mix fractions and station processing times for the parts are presented in the table below. The same station sequence is followed by all products: $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1$.

| Product j | Product <br> Mix $p_{s}$ | Station 1 <br> (min) | Station 2 <br> (min) | Station 3 <br> (min) | Station 4 <br> (min) | Station 1 <br> (min) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.35 | 3 | 9 | 7 | 5 | 2 |
| B | 0.25 | 3 | 5 | 8 | 5 | 2 |
| C | 0.40 | 3 | 4 | 6 | 8 | 2 |

The average cant transfer time between stations is 4 min. Use the bottleneck model to determine: (a) What is the botuleneck station in the FMC, assuming that the material handing system is not the botlleneck? (b) At full capacity, what is the overall production rate of the system and the rate for each product? (c) What is the minimum number of carts in the material handling system required to keep up with the production workstations? (d) Compute the overall utilization of the FMC. (e) What recommendations weuld you make to improve the cfficiency and/or reduce the cost of operating the FMC?
16.7 An FMS is used to produce four parts. The FMS consists of one load/unload station and two automated processing stations (prucesses X and Y ). The number of servers for each station type is to be determined. The FMS also includes an automated conveyor system with individual carts to transport parts belween servers. The carts move the parts from onc server to the next, drop them off, and proceed to the next delivery task. Average time required per transfer is 3.5 min . The following table summarizes the FMS:

| Station 1 | Load and urload | Number of human servers (workers) to be determined |
| :--- | :--- | :--- |
| Station 2 | Process $X$ | Number of automated servers to be deterrnined |
| Station 3 | Process $Y$ | Number of automated servers to be determined |
| Station 4 | Transport system | Number of carts to be determined |

All parts follow the same routing, which is $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$. The product mix and processing times at each station are presented in the able below:

| Product j | Product <br> Mixp | Station <br> (min) | Station 2 <br> (min) | Station 3 <br> (min) | Ststion 1 <br> (min) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.1 | 3 | 15 | 25 | 2 |
| B | 0.3 | 3 | 40 | 20 | 2 |
| C | 0.4 | 3 | 20 | 10 | 2 |
| D | 0.2 | 3 | 30 | 5 | 2 |

Required production is 10 parts/hr. distributed according to the product mix indicated. Use the bottleneck model to determine: (a) the minimum number of servers at each station and the minimum number of carts in the transport system that are required to satisfy production demand and (b) the utilization of each station for the answers above.

## Extended Bottleneck Model

16.8 Use the extended bottleneck model to solve Problem 16.1 with the following number of parts in the system: (a) $N=2$ parts and (b) $N=4$ parts. Also determine the manufacturing lead time for the two cascs of $N$ in (a) and (b).
16.9 Use the extended bottlencek model to solve Problem 16.2 with the following number of parts in the system: (a) $N=3$ parts and (b) $N=6$ parts. Also determine the manufacturing lead time for the iwo cases of $N$ in (a) and (b).
16.10 Use the extended bottleneck model to solve Problem 16.3 with the following number of parts in the system: (a) $N=5$ parts, (b) $N=8$ parts, and (c) $N=12$ parts. Also determine the manufacturing lead time for the threc cases of $N$ in (a), (b), and (c).
16.11 Use the extended botteneck model to solve Problem 16.4 with the following number of parts in the system: (a) $N=5$ parts, (b) $N=8$ parts, and (c) $N=12$ parts, Also determine the manufacturing lead time for the three cases of $N$ in (a), (b), and (c).
16.12 For the data given in Problem 16.6, use the extended bottleneck model to develop the relationships for production rate $R_{p}$ and manufacluring lead time MLT each as a function of the number of parts in the system $N$. Plot the reiationships as in Figure 16.16.
16.13 An FMS is used to produce three products. The FMS consists of a load/unload station, two automated processing stations, an inspection station, and an automated conveyor system with an individual cart for each product. The conveyor carts remain with the parts during their tume in the system, and therefore the mean transport time includes not only the move time, but also the average toral processing time per part. The number of servers at each station is given in the following table:

| Station 1 | Load and unfoad | 2 workers |
| :--- | :--- | :--- |
| Station 2 | Process $X$ | 3 sarvers |
| Station 3 | Process Y | 4 servers |
| Station 4 | Inspection | 1 server |
| Transpon system | Conveyor | 8 carriers |

All parts follow ether of two routings which are $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1$ or $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$, the difference being that inspections at station 4 are performed on only one part in four for each product $\left(f_{4 j k}=0.25\right)$. The product mix and process times for the parts are presented in the table below:

| Product j | Part Mix $\rho_{i}$ | Station <br> (min) | Station 2 <br> (min) | Station 3 <br> (min) | Station 4 <br> (min) | Station 1 <br> (min) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.2 | 5 | 15 | 25 | 20 | 4 |
| B | 0.3 | 5 | 10 | 30 | 20 | 4 |
| C | 0.5 | 5 | 20 | 10 | 20 | 4 |

The move time between stations is 4 mirt. (a) Using the bottleneck model, show that the convcyor system is the botlleneck in the present FMS configuration, and determine the
overali production rate of the system. (b) Determine how many carts are required to elim:inate the conveyor system as the hottleneck. (c) With the number of carts determined in (b), use the extended bottleneck model to determine the production rate for the case when $N=8$; that is, only eight parts are allowed in the systern even though the conveyor system has a sufficient number of carriers to handle more than eight. (d) How close are your answers in (a) and (c)? Why?
16.14 A group technology cell is organized to produce a particular family of products. The cel consists of three processing stations, each with one server; an assembly station with threc servers; and a load/unload station with two servers. A mechanized transfer system moves the products between stations. The cransfer system has a total of six transfer carts. Each cart inclades a workholder that holds the products during their processing and assembly, and therefore each catt must remain with the product throughout processing and assembly. The cell resources can be summarized as follows:

| Station | Description | Number of servers |
| :---: | :--- | :---: |
| 1 | Load and unload | 2 workers |
| 2 | Process $X$ | 1 server |
| 3 | Process $Y$ | 1 server |
| 4 | Process $Z$ | 1 server |
| 5 | Assembly | 3 workers |
| 6 | Transport system | 6 carriars |

The GT cell is currently used to produce four products, Ali products follow the same routing, which is $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 1$. The product mix and station times for the parts are presented in the table below:

| Product $j$ | Product Mixp, | Station 9 (min) | Station 2 (rтin) | Station 3 (min) | Station 4 (min) | Station 5 (min) | Station 1 (min) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.35 | 4 | 8 | 5 | 7 | 18 | 2.5 |
| B | 0.25 | 4 | 4 | 8 | 6 | 14 | 2.5 |
| C | 0.10 | 4 | 2 | 6 | 5 | 11 | 2.5 |
| 0 | 0.30 | 4 | 6 | 7 | 10 | 12 | 2.5 |

The average transfer time betweer stations takes 2 min in addition to the time spent at the workstation. Determine: (a) the botlleneck station in the GT cell and the critical value of $N$. Compute the overall production rate and manufacturing lead time of the cell, given that the number of parts in the system $=N^{*}$. If $N^{*}$ is not an integer, use the integer that is closest to $\mathrm{N}^{*}$. (b) Compute the overall production rate and manufacturing lead time of the cell, given that the number of parts in the system $=\mathbf{N}^{*}+10$. If $N^{*}$ is not an integer, use the integer that is closest to $N^{*}+10$. (c) Comment on the likely accuracies of the answers in (a) and (b) in light of Table 16.8 in the text.
16.15 In Problem 16.14, compute the average manufacturing lead time for the two cases: (a) $N=N^{*}$, and (b) $N=N^{*}+10$. If $N^{*}$ is not an integer, use the integers that are closest to $N^{*}$ and $N^{*}+10$. respectively. (c) Also compute the manufacturing lead times for each product for the two cases.
16.16 In Problem 16.14, what could be done to (a) increase the production rate and/or ( $b$ ) reduce the operating costs of the cell in light of your analysis? Support your answers with calculations.
16.17 A flexible manufacturing cell consists of a manual load/unload station, three CNC machines, and an automated guided vehicle system (AGVS) with two vehticles. The vehicies deliver parts to the individual machines, drop off the parts, then go perform other work. The workstations are listed in the table below, where the AGVS is listed as station 5 .

| Station | Description | Senvers |
| :---: | :--- | :--- |
| 1 | Load and unload | 1 worker |
| 2 | Milling | 1 CNC milling machine |
| 3 | Drilling | 1 CNC drill press |
| 4 | Grinding | 1 CNC grinding machine |
| 5 | AGVS | 2 vehicies |

The FMC is used to machine four workparts. The product mix, routings, and processing times for the parts are presented in the table below:

| Part | Part Mix $p_{i}$ | Station Routing | Station 1 (min) | Station 2 (min) | Station 3 (min) | Station 4 (min) | Station 1 (min) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.25 | $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1$ | 4 | 8 | 7 | 18 | 2 |
| B | 0.33 | $\rightarrow 3 \rightarrow 2 \rightarrow 1$ | 4 | 9 | 10 | 0 | 2 |
| C | 0.12 | $1 \rightarrow 2 \rightarrow 4 \rightarrow 1$ | 4 | 10 | 0 | 14 | 2 |
| D | 0.30 | $1 \rightarrow 2 \rightarrow 4 \rightarrow 3 \rightarrow 1$ | 4 | 6 | 12 | 16 | 2 |

The mean travel time of the AGVS between any two stations in the FMC is 3 min, which includes the time required to transfer loads to and from the stations. Given that the loading on the system is maintained at 10 parts ( 10 workparts in the system at all times), use the extended bottleneck model to determine: (a) the bottlencek station, (b) the production rate of the system and the average time to complete a unit of production, and (c) the overall utilization of the system, not including the AGVS.

## Sizing the FMS

16.18 A flexible machining system is being planned that wili consist of four workstations plus a part hand ing system. Station 1 will be a toad/unload station. Station 2 will consist of horizontal machining centers. Station 3 will consist of vertical machining centers. Station 4 will be an inspection station. For the part mix that will be processed by the FMS, the workloads at the four stations are: $W L_{1}=7.5 \mathrm{~min}, W L_{2}=22.0 \mathrm{~min}, W L_{3}=18.0 \mathrm{~min}$, and $W L_{4}=10.2 \mathrm{~min}$. The workload of the part handling system $W L_{s}=8.0 \mathrm{~min}$. The FMS will be operated $16 \mathrm{hr} /$ day, 250 day/yr. Maintenance will be performed during nonproduction hours, sa uptime proportion (availability) is expected to be $97 \%$. Annual production of the system will be 50,000 parts. Determine the number of machines (servers) of each type (station) required to satisty production requirements.
16.19 In Problem 16.18, determine (a) the utilizations of esch station in the system for the specified production requirements and (b) the maximum possible production rate of the system if the bottleneck station were to operate at $100 \%$ utilization.
16.20 Given the part mix, process routings and processing times for the three parts in Problem 16.1. The FMS planned for this part family will operate $250 \mathrm{day} / \mathrm{yr}$ and the anticipated avaij-
ability of the system is $90 \%$. Determine how many servers at each station will be required to achieve an annual production rate of 40,000 parts/ys if (a) the FMS operates $8 \mathrm{hr} / \mathrm{day}$, (b) 16 hriday. and (c) 24 hr/day (d) Which system configuration is preferred, and why'?
16.21 Given the part mix, process routings, and processing times for the four parts in Problem 16.3. The FMS proposed to machine these parts will operate $20 \mathrm{hr} /$ day, 250 day $/$ yr. Assume system availability $=95$ \%. Determinet (a) bow many seryers at cach station will be required to achieve en annual production rate of 75,000 parts/ yr and (b) the utilization of each workstation. (c) What is the maximum possible annual production rate of the system if the boltleneck station were to operatc at $100 \%$ utilization?

## chapter 17

## Manual Assembly Lines

## CHAPTER CONTENTS

17.1 Furdarnentals of Manual Assembly Lines
17.1.1 Assembly Workstations
17.1.2 Work Transport Systems
17.1.3 Line Pacing
17.1.4 Coping with Froduct Variety
17.2 Alternative Assembly Systems
17.3 Dasign for Assembly
17.4 Analysis of Single Model Assembly Lines
17.4.1 Repositioning Losses
17.4.2 The Line Balancing Problem
17.4.3 Workstation Considerations
17.5 Line Balancing Algorithms
17.5.1 Lergest Candidate Rule
17.5.2 Kiloridge and Wester Method
17.5.3 Ranked Positional Weights Method
17.5.4 Computerized Techniques
17.6 Mixed Model Assembly Lines
17.6.1 Determining Number of Workers on the Line
17.6.2 Mixed Model Line Balancing
17.6.3 Model Launching in Mixed Model Lines
17.7 Other Considerations in Assembly Line Design

Most manufactured consumer products are assembled. Each product consists of multiple components joined together by various assembly processes (Section 2.2.1). These kinds of
products are usuaily made on a manual assembly line, which is a type III M manufacturing system in our classification scheme (Section 13.2). Factors favoring the use of manual assembly lines include the following:

- Demand for the product is high or medium.
- The products made on the line are rdentical or similar.
- The total work required to assemble the product can be divided into small work eiements.
- It is technologically impossible or economically infeasible to automate the assembly operations.

Produccs characterized by these factors that are usually made on a manual assembly line are listed in lable 17.1.

Several reasons can be given to explain why manual assembly lines are so productive compared with altemative methods in which multiple workers each perform ath of the tasks to assemble the products:

- Spectalization of labor. Called "division of labor" by Adam Smith (Historical Note 17.1), this principle asserts that when a large job is divided into small tasks and each. tusk is assigned to one worker, the worker becomes highly proficient at performing the single task. Each worker becomes a specialist. One of the major explanations of specialization of labor is the tearning curve (Section 13.4).
- Interchangeable parts, in which each component is manufactured to sufficiently close tolerances that any part of a centain type can be selected for assembly with its mating component. Without interchangeable parts, assembly would require filing and fitting of mating components, rendering assembly tine methods impractical.
- Work principle in material handling (Table 9.3, principle 3), which provides that each work unit flows smoothly through the production line, traveling minimum distances between stations.
* Line pacing. Workers on an assembly line are usually required to complete their assigned tasks on cach product unit within a certain sycle time. which paces the line to maintain a specified production rate. Pacing is generally implemented by means of a mechanized conveyor.

In the present chapter, we discuss the engineering and technology of manual assembly lines. Automated assembly systems are covered in Chapter 19.

TABLE 17.1 Products Usualy Made on Manual Assembly Lines

| Audio equipment | Lamps | Refrigerators |
| :--- | :--- | :--- |
| Automobiles | Luggage | Stoves |
| Cameras | Microwave ovens | Telephones |
| Cooking ranges | Personal computers and | Toasters |
| Dishwasiers | peripherals (printers. | Toaster ovens |
| Dryers (iaundry) | monitors, ete.) | Trucks, light and heavy |
| Eiectric motors | Power tools (drilis, saws, etc.) | Video cossette players |
| Furniture | Pumps | Washing machines (laundry) |



Figure 17.1 Configuration of a production line. Key: Asby = as sembly, Man $=$ manual, Sta $=$ workstation, $n=$ number of stations on the line.

### 17.1 FUNDAMENTALS OF MANUAL ASSEMBLY LINES

A manual axsembly line is a production line that consists of a sequence of workstations where assembly tasks are performed by human workers, as depicted in Figure 17.1. Products are assembled as they move along the line. At each station, a portion of the total work is performed on each unit. The common practice is to "launch" base parts onto the beginning of the line at regular intervals. Each basc part travels through successive stations and workers add components that progressively build the product. A mechanized material transport system is typically used to move the base part along the line as it is gradually transformed into the final product. However, in some manual lines, the product is simply moved manually from station-to-station. The production rate of an assembly line is determined by its slowest station. Stations capable of working faster are ultimately limited by the slowest station.

Manual assembly line technology has made a significant contribution to the development of American industry in the twentieth century, as indicated in our Historical Note 17.1. It remains an important production system tbroughout the world in the manufacture of automobiles, consumer appliances, and other assembled products made in large quantities listed in Table 17.1,

## Historical Note 17.1 Origins of the manual assembly line

Manual assembly lines are hased largeiy on two furdamental principles. The first is division of labor, argued by Adam Snith (1723-1790) in his book The Wealth of Nations, published in England in 1776. Using a pin factory to illustrate the division of labor, the book describes how 10 morkers, specializing in the various distinct tasks required to make a pin, produce 48,000 pins/day, compared with only a few pins that could be made by each worker performing all of the tasks on each pin. Smith did not invent division of labor; there had been other examples of its use in Europe for centuries, but he was the first to note its significance in production.

The second principle is interchangeable parts, based on the efforts of Eli Whitney (1765-1825) and others at the beginning of the nineteentl century [16]. In 1797, Whitney contracted with the U.S. government to produce 10,000 muskets. At that time, guns were traditionally made by fabricatileg each part individuaily and then hand-fitting the parts together by filing Each gun was therefore unique. Whitney believed that parts could be made with greater precision and then assembled without the need for fitting. After working for several years in his Connecticut factory, he traveled to Washington in 1801 to demonstrate the principle. Before President Thomas Jefferson and other government officials, Whitney picked components
at random tor 10 muskets and procceded to assemble the guns. No special filing or fitting was required, and all of the guns worked perfectly. His achievement was made possible by the use of special machines, fixtures, and gages that he had developed in his factory. The principle of interchangeable parts took mary years of refinement before becoming a practical reality, but it revolutionized methuds of manufacturing. It is a prerequisite for mass production of assembled products.

The ongins of modern production lines can be traced to the meat industry in Chicago, 1 Ihnevis, and Cincimati, Ohis. In the mid- and late-1800s, meat packing plants used unpowered overhead conveyors to move slaughtered wock from one worker to the next. These unpowered conveyors werc later replaced by power-driven chatin conveyons to create "disassembly lines," which were the predecessor of the assembly line. The work organization permitted meat cutters t concentrate on single tasks (division of labor).

American automotive industrialist Henry Ford had observed these meat-packing operations. In 1913, he and his engineering colleagucs designed an assembly line in Fighland Park, Michigan to produce nagneto flywheels. Productivity increased fourfold. Flushed by success, Ford applied asfembly line techniques to chassis fabrication. Using chain-driven conveyors and workstations arranged for the convenence and confort of his assembly line wotkers, prodictivity was increased by a factor of eight, compared with previous single-station assembly methvis. These and oher improvements resulted in dramatie reductions in the price of the Model T Ford, which was the main product of the Ford Motor Company at the time Masses of Americans could now afford an nutomobile because of Ford's nehievement in oost roduction. This stimulated further development and use of production line techniques, including automated transport linex. It also forced Ford's competitors and suppliers to imitate his methods, and the manual assembly line became intrinsic to American industry.

### 17.1.1 Assembly Workstations

A workstation on a manual assembly line is a designated location along the work flow path at which one or more work elements are performed by one or more workers. The work clements represent small portions of the total work that must be accomplished to assembie the product. Typical assembly operations performed at stations on a manual assembly lime are listed in Table 17.2. A given workstation also includes the tools (hand tools or powered tools) required to perform the task assigned to the station.

Some workstations are designed for workers to stand, while others allow the workers to sit. When the workers stand, they can move about the station area to perform their assigned task. This is common for assembly of large products, such as cars, trucks, and major appliances. The typical case is when the product is moved by a conveyor at constant velocity through the station. The worker begins the assembly task near the upstream side of the station and moves along with the work unit until the task is completed, then walks back to the

| TABLE 17.2 | Typical Assembly Operations Performed on a Manual <br>  <br> Assembly Line |
| :--- | :--- | :--- |
| Application of adnesive | Riveting |
| Application of sealants | Shrink fitting applitations |
| Arc welding | Snap fitting of two parts |
| Brazing | Soldering |
| Cotter pin applications | Spotwelding |
| Expansion fitting applicetions | Stapling |
| Insertion of components | Stitching |
| Press fitting | Threaded fastener applications |

Source: See Groover [13] for definitions.
next work unit and repeats the cycle. For smaller assembled products (such as small appliances, electronic devices, and subassemblies used on larger products), the workstations are usually designed to allow the workers to sit while they perform their tasks. This is more comfortable and less fatiguing for the worker and is generally more conducive to precision and accuracy in the assembly task.

We have previously defined manning level in Chapter 13 (Section 13.2.3) for various types of manufacturing systems. For a manual assembly line, the manning level of workstation $i$, symbolized $M_{c}$, is the number of workers assigned to that station: where $i=1,2, \ldots, n$;and $n=$ number of workstations on the line. The generic case is one worker: $M_{t}=1$. In cases where the product is large, such as a car or a truck, multiple workers are often assigned 10 one station, so that $M_{t}>1$. Multiple manning conserves valuabie floor space in the factory and reduces line length and throughpit time because fewer stations are required. The average manning level of a manual assembly line is simply the total number of workers on the line divided by the number of stations; that is,

$$
\begin{equation*}
M=\frac{w}{n} \tag{17.1}
\end{equation*}
$$

where $M=$ average manaing level of the line (workers/station), $w=$ number of workers on the line. and $n=$ number of stations on the line. This seemingly simple ratio is complicated by the fact that manual assembly lines often include more workers than those assigned to stations, so that $M$ is not a simple average of $M$, values. These additional workers, called utility workers, are not assigned to specific workstations; instead they are responsible for functions such as (1) helping workers who fall behind, (2) relieving workers for personal breaks, and (3) maintenance and repair duties. Including the utility workers in the worker count, we have

$$
\begin{equation*}
M=\frac{w_{u}+\sum_{i=1}^{n} w_{i}}{n} \tag{17.2}
\end{equation*}
$$

where $w_{\alpha_{4}}=$ number of utility workers assigned to the system; and $w_{t}=$ number of workers assigned specifically to station i for $i=1,2 \ldots, n$. The parameter $w_{i}$ is almost always an integer, except for the unusual case where a worker is shared between two adjacent stations.

### 17.1.2 Work Transport Systems

There are two basic ways to accomplish the movement of work units along a manual assembly line: (1) manually or (2) by a mechanized system. Both methods provide the fixed routing (all work units proceed through the same sequence of stations) that is characteristic of production lines.

Manual Methods of Work Transport In manual work transport, the units of product are passed from station-to-station by hand. Two problems result from this mode of operation: starving and blocking. Starving is the situation in which the assembly operator has complered the assigned task on the curient work enit, but the next unit has not yet arrived at the station. The worker is thus starved for work. When a station is blocked, it means that the operator has completed the assigned task on the current work unit but cannot pass the
unit to the downstream station because that worker is not yet ready to receive it. The operator is therefore blocked from working.

To mitigate the effects of these problems, storage buffers are sometimes used between stations. In some cases, the work units made at each station are collected in batches and then moved to the next station. In other cases, work units are moved individually along a flat table or unpowered conveyor. When the task is finished at each station, the worker simply pushes the unit toward the downstream station. Space is often allowed for one or more work units in front of each workstation. This provides an available supply of work for the station as well as room for completed units from the upstream station. Herrce, starving and blocking are minimized. The trouble with this method of operation is that it can result in significant work-in-process. which is cconomically undesirable. Also, work ers are unpaced in lines that rely on manual transpont methods, and production rates tend to be lower.

Mechanized Work Transport. Powered conveyors and other types of mechanized material handling equipment are widely used to move units along a manual assembly line. These systems can be designed to provide paced or unpaced operation of the line. Three major categories of work transport systerns in production lines are: (a) continuous transport. (b) synchronous transport, and (c) asynchronous transport. These are illustrated schematically in Figure 17.2. Table 17.3 identifies some of the materal transport equipment (Chapter 10) commonly associated with each of the categories.


Figure 17.2 Velocity-distance diagram and physical layout for three rypes of mechanized transport systems used in production lines: (a) continuous transport, (b) synchronous transport, and (c) asynchronous transport. Key: $v$ - velocity, $v_{c}=$ constant velocity of continuous transport conveyor, $x=$ distance in conveyor direction, Sta $=$ workstation, $i=$ workstation identifier.

TABLE 17.3 Material Handling Equipment Used to Obtain the Three Types of Fixed Routing Work Transport Depicted in Figure 17.2

| Work Transport Systom | Material Handling Equipment (Text Reference) |
| :---: | :---: |
| Continuous transport | Overhead trolley conveyor (Section 10.4) <br> Belt oonveyor isection 10.4) <br> Roller conveyor (Saction 10.4) <br> Drag chain conveyor (Section 10.4) |
| Synchronous transport | Walking bearn transport equipment (Section 18.1.2) Rotary indexing mechanisms (Section 18.1.2) |
| Asynchronous transport | Power-and-free overhead conveyor (Section 10.4) <br> Cart-on-track conveyor (Section 10.4) <br> Powered roller conveyors (Section 10.4\| <br> Automated guided vehicle system (Section 10.2 <br> Monorail systems (Article 10 3) <br> Chain-driven carousel systems (Section 11.4.2) |

Source: Text reference given in parentheses.
A continuous transport system uses a continuously moving conveyor that operates at constant velocity, as in Figure 17.2(a). This method is common on manual assembly lines. The conveyor usually runs the entire length of the line. However, if the line is very long, such as the case of an automobile final assembly plant, it is divided into segments with a separate conveyor for each segment.

Continuous transport can be implemented in two ways: (1) Work units are fixed to the conveyor, and (2) work units are removable from the conveyor. In the first case, the product is large and heavy (e.g., automobile, washing machine) and cannot be removed from the conveyor. The worker must therefore walk along with the product at the speed of the conveyor to accomplish the assigned iask.

In the case where work units are small and lightweight, they can be removed from the conveyor for the physical convenience of the operator at each station. Another convenience for the worker is that the assigned task at the station does not need to be completed within a fixed cycle time. Flexibility is allowed each worker to deal with technical problems that may be encountered with a particular work unit. However, on average, each worker must maintain a production rate equal to that of the rest of the line. Otherwise, the line will produce inconaplese untits, which occurs when parts that were supposed to be added at a station are not added because the worker runs out of time.

In synchronous transport systems, all work units are moved simultaneously between stations with a quick, discontinuous motion, and then positioned at their respective stations. Depicted in Figure 17.2(b), this type of system is also known as intermittent transport, which describes the motion experienced by the work units. Synchronous transport is not common for manual lines, due to the requirement that the task must be completed within a certain time limit, This can result in incomplete units and excessive stress on the assembly workers. Despite its disadvantages for manual assembly lines, synchronous transport is often ideal for automated production lines.

In an asynchronous rransport system, a work unit leaves a given station when the assigned task has been completed and the worker releases the unit. Work units move independently rather than synchronously. At any moment, some units are moving between workstations, while others are positioned at stations, as in Figure 17.2(c). With asynchronous transport systems, small qucues of work anits are permitted to form in front of each station. This tends to be forgiving of variations in worker task times.

### 17.1.3 Line Pacing

A manual assembly line operates at a certain cycle time, which is established to achieve the required production rate of the line. We explain how this cycle time is determined in Section 17.4. On average, each worker must complete the assigned task at his/her station within this cycle time, ot else the reguired production rate will not be achieved. This pacing of the workers is one of the reasons why a manual assembly line is successtul. Pacing provides a discipline for the assembly line workers that more or less guarantees a certain production rate. From the viewpoint of management, this is desirable.

Manual assembly lines can be designed with theee alternative levels of pacing: (1) rigid pacing, (2) pacing with margin, and (3) no pacing. In rigid pacing, each worker is allowed only a certain fixed time each cycle to complete the assigned task. The allowed time in rigid pacing is (usually) set equal to the cycle time of the line. Rigid pacing occurs when the line uses a synchronous work transport system. Rigid pacing has several undesirable aspects. First, in the performance of any repetitive task by a human worker, there is inherent variability in the time required to complete the task. This is incompatible with a rigid pacing discipline, Second. तigid pacing is emotionally and physicaliy stressful to human workers. Although some level of stress is conducive to improved human performance, fast pacing on an assembly line throughout an 8 -hr shift (or longer) can have harmful effects on workers. Third, in a rigidly paced operation, if the task has not been completed within the fixed cycle time, the work unit exits the station incomplete. This may inhibit completion of subscquent tasks at downstream stations. Whatever tasks are left undone on the work unit at the regular workstations must later be completed by some other worker to yield an acceptable product.

In pacing with margin, the worker is allowed to complete the task at the station within a specified time range. The maximum time of the range is longer than the cycle time, so that a worker is permitted to take more time if a problem occurs or if the task time required for a particular work unit is longer than the average. (This occurs when different product styles are produced on the same assembly line.) There are several ways in which pacing with margin can be achieved: (1) allowing queues of work units to form between stations. (2) designing the line so that the time a work unit spends inside each station is longer than the cycle time, and (3) allowing the worker to move beyond the boundaries of his/her own station. In method (1), work units are allowed to form queues in front of each station, thus guaranteeing that the workers are never starved for work, but also providing extra time for some work units as long as otber units take less time. Method (2) applies to lines in which work units are fixed to a continuously moving conveyor and cannot be removed. Because the conveyor speed is constant. by designing the station length to be longer than the distance needed by the worker to complete the assigned task, the time spent by the work unil inside the station boundaries (catled the tolerance time) is longer than the cycle time. In method (3). the worker is simply allowed to: (a) move upstream beyond the immediate station to get an early start on the next work unit ot (b) move downstream past the current station boundary to finish the task on the current work unit. In either case, there are usually practical limits on how far the worker can move upstream or downstream, hence making this a case of pacing with margin. The terms upstream allowance and downstream allowance are sometimes used to designate these timits in movement In all of these methods, as long as the worker maintains an average pace that matches the cycle time, the required cycle rate of the linc will be achieved.

The third level of pacing is when there is no pacing, meaning that no time limit cx ists within which the task at the station must be finished. In effect, each assembly operator
works at his/her uwn pace. This case can occur when (1) manual work transport is used on the line, (2) work units can be removed from the conveyor, thus allowing the worker to take as much time as desired to complete a given unit. or (3) an asynchronous conveyor is used, and the worker controls the release of each work unit from the station. In each of these cases, there is no mechanical means of achieving a pacing discipline on the line. To reach the required production rate, the workers are motivated to achieve a certain pace eicher by their own collective work ethic or by an incentive system sponsored by the company.

### 17.1.4 Coping with Product Variety

Because of the versatility of human workers, manual assembly lines can be designed to deal with differences in assembled products. In general, the product variety must be relatively soft (Sections 1.1 and 2.3.1). Three types of assembly line can be distinguished: (1) single model. (2) batch model. and (3) mixed model. These assembly line types are consistent with the three cases S . B, and X in our classification of manufacturing systems (Section 132.4).

A single model line is one that produces many units of one product, and there is no variation in the product. Every work unit is identical, and so the task performed at each station is the same for all product units. This tine type is intended for products with high demand.

Batch model and mixed model lines are designed to produce two or more models, but different approaches are used to cope with the model variations A batch model line produces each model in batches. Workstations are set up to produce the required quantity of the first model, then the stations are reconfigured to produce the next model, and so on. Products are often assembled in bacches when demand for each product is medium. It is gencrally more economical to use one assembly line to produce several products in batches than to build a scparate line for each different model.

When we slate that the workstations are set up, we are referring to the assignment of tasks to each station on the line, including the special tools needed to perform the tasks, and the physical layout of the station. The models made on the tine are usually similar, and the tasks to make them are therefore similar. However, differences exist among models so that a different sequence of tasks is usually required, and tools used at a given workstation for the last model might not be the same as those required for the next model. One model may take more total time than another, requiring the line to be operated at a slower pace. Worker retraining or new equipment may be needed to produce each new model. For these kinds of reasons, changes in the station setup are required before production of the next model can begin. These changeovers result in lost production time on a batch model line.

A mixed model fine also produces more than one model; however, the models are not produced in batches. Instead, they are made simultaneously on the same line. While one model is being worked on at one station, a different model is being made at the next station. Each slation is equipped to perfonn the variety of tasks needed to produce any model that moves through it. Many consumer products are assembled on mixed model lines. Examples are automobiles and major appliances, which are characterized by model variations, differences in available options, and even brand name differences in some cases.

Advantages of a mixed model line over a batch model line include: (1) no lost production time switching between models, (2) high inventories typical of batch production are avoided, and (3) production rates of different models can be adjusted as product demand changes. On the other hand, the problem of assigning tasks to workstations so that they all share an equal workload is more complex on a mixed model line. Scheduling (determin-

| Hand varie'y | Balla model line |
| :---: | :---: |
| Soft variety | Misud model line |
| No vartety | Single <br> modet line |
| Prodiuct variets | Assembly <br> lin: typ |

Figure 17.3 Threc types of manuai assembly line related to product variety.
ing the wquence of models) and logistics (getting the nght parts to each workstation for the model currently at that station) are more difficult in this type of line. And in gencral. a batch model line can accommodate wider variations in model configurations

As a summary of this discussion, Figure 17.3 indicates the position of each of the three assembly line types on a scale of product variety.

### 17.2 ALTERNATIVE ASSEMBLY SYSTEMS

The weli-defined pace of a manual assembly line has merit from the viewpoint of maximizing production rate. However, assembly line workers often complain about the monotony of the repetitive tasks they must perform and the unrelenting pace they must maintain when a moving conveyor is used. Poor quality workmanship. sabotage of the line equipment. and other problems have occurred on high production assembly lines. To address these issues. alternative assembly systems are available in which either the work is made less monotonous and repetitious by enlarging the scope of the tasks performed, or the work is automated. In this section, we identify the following alternative assembly systems: (1) single-station manual assembly cells, (2) assembly cells based on worker teams, and (3) automated assembly systems

A single-staion manual assembly cell consists of a single workplace in which the assembly work is accomplished on the product or some major subassembly of the product. This method is generally used on products that are complex and produced in small quantities, sometmes one-of-a-kind. The workplace may utilize one or more workers, depending on the size of the product and the required production rate. Custom-engineered producis, such as machine tools, industrial equipment. and prototype models of complex products (e.g, aircraft, appliances, and cars) make use of a single manual station to perform the assembly work on the product.

Assembly by worker teams involves the use of multiple workers assigned to a common assembly task. The pace of the work is controlled largely by the workers themselves rather than by a pacing mechanism such as a powered conveyor moving at a constant speed. leam assembly can he implemented in several ways. A single station manual assembly cell in which there are multiple workers is a form of worker team. The assembly tasks performed by each worker are generally far less repetitious and broader in scope than the corresponding work on an asembly line.

Other ways of organizing assembly work by teams include moving the product through multiple workstations, hut having the same worker team follow the product from
station-10-station. This form of team assembly was pioneered by Volvo, the Swedish car maker. It uses independently operated automated guided vehicles (Section 10.2) that hold major components andfor subassemblies of the automobile and deliver them to manual assembly workstations along the line. At each station. the guided vehicle stops at the station and is not released to proceed until the assembly task at that station has been completed by the worker team. Thus, production rate is determined by the pace of the team, rather than by a moving conveyor. The reason for moving the work unit through multipie stations, rather than perfoming all the assembly at one station, is because the many component parts assembled to the car must be located at more than one station. As the car moves through each station, parts from that station are added. The difference betweet tbis and the conventional assembly line is that all work is done by one worker team moving with the car. Accordingly, the members of the team achieve a greater level of personal satisfaction at having accomplished a major portion of the car assembly. Workers on a convenuional line who perform a very small portion of the total car assembly do not usually have this personal satisfaction.

The use of automated guided vehicles allows the assembly system to be configured with parallel paths, queues of parts between stations, and other features not typically found on a conventional assembly line. In addition, these team assembly systems can be designed to be highly flexible, capable of dealing with variations in product and corresponding variations in assembly cycle tirnes at the different workstations. Accordingly, this type of team assembly is generally used when there are many different models to be produced, and the variations in the models result in significant differences in station service times.

Reported benefits of worker tcarn assembly systems compared with conventional assembly ine include: greater worker satisfaction, better product quality, increased capability to accommodate model variations, and greater ability to cope with problems that require more time rather than stopping the entire production line. The principal disadvantage is that these team systems are not capable of the high production rates characteristic of a conventional assembly line.

Automated assembly systems use automated methods at workstations rather than bumans. In our classification scheme, these can be type I A or type III A manufacturing systems, depending on whether there are one or more workstations in the system. We defer discussion of automated assembly systems until Chapter 19, where we also discuss hybrid assembly systems (type III H manufacturing systems).

### 17.3 DESIGN FOR ASSEMBLY

Design for assembly (DFA) has received much attention in recent years because assembly operations constitute a high labor cost for many manufacturing companies. The key to successful design for assembly can be simply stated [4]: (1) design the product with as few parts as possible, and (2) design the remaining parts so they are easy to assemble. The cost of assembly is determined largely during product design, because that is when the number of components in the product is determined, and decisions are made about how these components will be assembled. Once these decisions have been made, there is little that can be done in manufacturing to influence assembly costs (except, of course, to manage the operations efficiently).

In this section, we consider a few of the principles that can be applied during product design to facilitate assembly. Most of the principles have been developed in the context
of mechanical assembly, although some of them apply to joining processes such as welding, soldcring, brazing, and adhesive bonding. Much of the research in design for assembly has been motivated by the increasing use of automated assembly sysiems in industry. We consider the design guidelines for automated assembly in Section 19.2. In our present discussion, we provide some important general principles of design for assembly, complifed from several sources [1], [4], [5]. They apply to both manual and automated operations, and their goal is to achieve the requited design function by the simplest and lowest cost means.

- Use the fewest number of parts possible to reduce the amount of assembly required. This principle is implemented by combining functions within the same part that might otherwise be accomplished by scparate components; for example, using a plastic molded part instead of an assembly consisting of sheet metal parts.
- Reduce the number of threaded fasteners required. Instead of using separate threaded fasteners, design the components to be assembled using snap fits, retaining rings, integral fasteners, and similar fastening mechanisms that can be accomplished more rapidly. Use threaded fasteness only where justified (e.g, where disassembly or adjustrment is required).
- Standardize fasteners. This is intended to reduce the number of sizes and styles of fasteners required in the product. Ordering and inventory problems are reduced, the assembly worker does not have to distinguish between so many separate fasteners, the workstation is simplified, and the variety of separate fastening tools is reduced.
- Reduce parts ortentation difficulties. Orientation problems are generally reduced by designing parts to be symmetrical or minimizing the number of asymmetric features. This allows easier handling and insertion during assembly.
- Avoid parts that tangle. Certain part configurations are more likely to become entangled in parts bins, frustrating assembly workers or jamming automatic feeders. Parts with hooks, holes, slots, and curls exhibit more of this tendency than parts without these features.


### 17.4 ANALYSIS OF SINGLE MODEL ASSEMBLY LINES

The relationships developed in this and the following section are applicable to single model assembly lines With a little modification the same relationships apply to batch model lines We consider mixed model assembly lines in Section 17.6.

The assembly line must be designed to achieve a production rate $R_{p}$ sufficient to satisfy demand for the product. Product demand is often expressed as an annual quantity, which can be reduced to at hourly rate. Management must decide how many shifts per week the line will operate and how many hours per shift. Assuming the plant operates $50 \mathrm{wk} / \mathrm{yr}$, then the required hourly production tate is given by

$$
\begin{equation*}
R_{f}=\frac{D_{a}}{50 S H} \tag{17.3}
\end{equation*}
$$

where $R_{p}=$ average production rate (units $/ \mathrm{hr}$ ), $D_{a}=$ annual demand for the single product to be made on the line (units/yr). $S=$ number of shifts/wk, and $H=$ number of hr/shift. If the line operates 52 wk rather than 50 , then $R_{p}=D_{a} / 52 S H$. If a time period
other than a year is used for product demand, then the equation can be adjusted by using consistent time units in the numerator and denominator.

This production rate must be converted to a cyele time $T_{c}$, which is the time interval at which the line will be operated. The cycle time must take into account the reality that some production time will be lost due to occasional equipment failures, power outages, lack of a certain component needed in assembly, quality problems, labor problems, and other reasons. As a consequence of these losses, the line will be up and operating only a certain proporion of time out of the total shift time available; this uptime proportion is referred to as the line efficiency. The cycle tume can be determined as

$$
\begin{equation*}
T_{i}=\frac{60 E}{R_{p}} \tag{17.4}
\end{equation*}
$$

where $T_{c}=$ cycle time of the line ( $\mathrm{min} / \mathrm{cycle}$ ); $\boldsymbol{R}_{p}=$ required production rate, as determined from Eq. (17.3) (units/hr); the constant 60 converts the hourly production rate to a cycle time in minutes; and $E=$ line efficiency, the proportion of shift time that the line is up and operating. Typical values of $E$ for a manual assembly line are in the range 0.90-0.98. The cycle time $T_{c}$ establishes the ideal cycle rate for the line:

$$
\begin{equation*}
R_{c}=\frac{60}{T_{f}} \tag{17.5}
\end{equation*}
$$

where $R_{c}=$ cycle rate for the line (cycles/hr), and $T_{t}$ is in min/cycle as in Eq. (17.4). This rate $R_{c}$ must be greater than the required production rate $R_{p}$ because the line efficiency E is less than $100 \% . R_{p}$ and $R_{c}$ are related to $E$ as follows:

$$
\begin{equation*}
E=\frac{R_{p}}{R_{c}} \tag{17.6}
\end{equation*}
$$

An assembled product requires a certain total amount of time to build, called the work content time $T_{\text {wr }}$. This is the total time of all work elements that must be performed on the line to make one unit of the product. It represents the total amount of work that is accomplished on the prodect by the assembly line. It is useful to compute a theoretical minimum number of workers that will be required on the assembly line to produce a product with known $T_{v x}$ and specified production rate $R_{p}$. The approach is basically the same as we used in Section 14.4.1 to compute the number of workstations required to achieve a specified production workload. Let us make use of Eq. (14.6) in that section to determine the number of workers on the production line:

$$
\begin{equation*}
w=\frac{W L}{A T} \tag{17.7}
\end{equation*}
$$

where $w=$ number of workers on the line; $W L=$ workioad to be accomplished in a giver time period; and $A T=$ available time in the period. The time period of interest will be 60 min . The workload in that period is the hourly production rate multiplied by the work enntent time of the product; that is,

$$
\begin{equation*}
W L=R_{p} T_{u x} \tag{17.8}
\end{equation*}
$$

where $R_{r}=$ production rate $(\mathrm{pc} / \mathrm{hr})$, and $T_{\mathrm{uc}}=$ work content time ( $\mathrm{min} / \mathrm{pc}$ ).
Eq. (17.4) can be rearranged to the form $R_{p}=60 E / T_{e}$. Substituting this into Eq. (17.8), we have

$$
W L=\frac{60 E T_{w e}}{T_{c}}
$$

The available time $A T=1 \mathrm{hr}(60 \mathrm{~min})$ multiplied by the proportion uptime on the linc; that is.

$$
A T=60 E
$$

Substituting these terms for $W L$ and $A T$ into Eq. (17.7), the equation reduces to the ratio $T_{i n} / T_{\text {. Since }}$. the number of workers must be an infeger, we can state:

$$
\begin{equation*}
u^{*}=\text { Minimum Integer } \supseteq \frac{T_{w}}{T_{\mathrm{c}}} \tag{17.9}
\end{equation*}
$$

where $w^{*}=$ theoretical minimum number of workers. If we assume one worker per station ( $M_{1}=1$ for all $i, i=1,2 \ldots, n$; and the number of utility workers $w_{r}=0$ ), then this ratio also gives the theoretical minimum number of workstations on the linc.

Achieving this minimum value in practice is very unlikely. Eq. (17.9) ignores several factors that exist in a real assembly line. These factors tend to increase the number of workers above the theoretical minimum value:

- Repositioning losses. Some time will be lost at each station for repositioning of the work unit or the worker. Thus, he time available per worker to perform assembly is less than $T_{c}$.
- The line balancing problem. It is virtually impossible to divide the work content time evenly anong all workstations. Some stations are bound to have an amount of work that requires less time than $T_{c}$. This tends to increase the number of workers.
- Task time variability. There is intrerent and unavoidable variability in the time required by a worker to perform a given assembly task. Extra time must be allowed for this variability.
- Quality problems. Delective components and other quality problems cause delays and rework that add to the workload.

Let us consider repositioning losses and imperfect balancing in the following discussion. Task time variability and quality problems on manual assembly lines are treated in [20]. [22], and [25]. For simplicity, let us limit our discussion to the case where one worker is assigned to each station ( $M_{1}=1$ ). Thus, when we refer to a certain station, we are referring to the worker at that station, and when we refer to a certain worker, we are referring to the station where that worker is assigned.

### 17.4.1 Repositioning Losses

Repositioning losses on a production line occur because some time is required each cycle to reposition the worker or the work unit or both. Fur example, on a continuous transport line with work units attached to the conveyor and moving at a constant speed, time is required for the worker to walk from the unit just completed to the upstream unit entering
the station. In other conveyorized systems. time is required to remove the work unit from the conveyor and position it at the station for the worker.to perform his or her task on it In a!l manual assembly lines, there is some lost time for repositioning. Let us define $T_{\mathrm{r}}$ as the time required cach cycle to reposition the worker or the work unit or both. In our subsequent analysis, we assume that $T$, is the same for all workers. although repositioning thmes may actually vary among stations,

The repositioning time $T$, must be subtracted from the cycle time $T_{r}$ to obtain the available time remaining to perform the actual assembly task at each workstation. Let us refer to the time to perform the assigned task at each station as the service time. It is symbolized $T_{\mathrm{ft}}$, where i is used to identify station $i, i=1.2 \ldots, \ldots$. Service times will vary among stations hecause the total work content cannol be allocated eveniy among stations. Some stations will have more work than others will. There will be at least one station at which $T_{s i}$ is maximum. This is sometimes referred io as the bottlereck station because it establishes the cycle time for the entire line. This maximum service time must be no greater than the diference between the cycle time $T_{c}$ and the repositioning time $T_{r}$ : that is.

$$
\begin{equation*}
\operatorname{Max}\left\{T_{\mathrm{n}}\right\} \leq T_{1}-T, \text { for } i=1,2, \ldots, n \tag{17.10}
\end{equation*}
$$

where $\operatorname{Max}\left\{\mathrm{T}_{\mathrm{r}}\right.$ \} $\}=$ maximum service time among all stations ( $\min /$ cycle),$T_{\mathrm{r}}=$ cycle time for the assembly line from Eq. (17.4) (min/cycle), and $I_{r}=$ repositioning time (assumed the same for all stations) (min/cycle). For simplicity of notation, let us use $T$, to denote this maximum allowable service time: that is.

$$
\begin{equation*}
T_{s}=\operatorname{Max}\left\{T_{\mathrm{s}}\right\} \leq T_{c}-T_{r} \tag{17.11}
\end{equation*}
$$

At all stations where $T_{s}$ is less than $T_{r}$, workers will be idle for a portion of the cycle, as portayed in Figure 17.4. When the maximum service time does not consume the entire


Figure 17.4 Components of cycle time at several stations on a manual assembly line. At the siowest station, the bottleneck station, idle time $=$ zero; at other stations idle time exists Key: Sta $=$ worksta . tion, $n=$ number of workstations on the line, $T_{r}=$ repositioning time, $T_{e}=$ service time, $T_{5}=$ cycle time.
available time $T_{c}-T_{r}$ ( that is, when $T_{s}<T_{c}-T_{r}$ ), then this means that the line could be operated at a faster pace than $T_{e}$ from Eq. (17.4). In this case, the cycle time $T_{c}$ is usually reduced so that $T_{\mathrm{C}}=T_{s}+T_{r}$; this allows the production rate to be increased slightly.

Repositioning losses reduce the amount of time that can be devoted to productive assembly work on the line. These losses can be expressed in terms of an efficiency factor as follows:

$$
\begin{equation*}
E_{s}=\frac{T_{s}}{\bar{I}_{L}}=\frac{T_{c}-T_{\gamma}}{T_{s}} \tag{17.12}
\end{equation*}
$$

where $E_{i}=$ repositioning efficiency, and the other terms are defined above.

### 17.4.2 The Line Balancing Problem

The work content performed on an assembly line consists of many separate and distinct work elements. Invariably, the sequence in which these elements can be performed is restricted. at least to some extent. And the line must operate at a specified production rate, which reduces to a required cycle time as defined by Eq. (17.4). Given these conditions, the line balancing problem is concerned with assigning the individual work eiements to workstations so that all workers have an equal amount of work. Let us discuss the terminology of the line balancing problem in this section. We present some of the algorithms to solve it in Section 17.5.

Two important concepts in line balancing are the separation of the total work content into minimum rational work elements and the precedence constraints that must be satisfied by these elements. Based on these concepts we can define performance measures for solutions to the line balancing problem.

Minimum Rational Work Elements. A minimum rational work element is a small amount of work having a specific limited objective, such as adding a component to the base part or joining two components or performing some other small portion of the total work content. A minimum rational work element cannot be subdivided any further without loss of practicality. For example drilling a through-hole in a piece of sheet metal or fastening two machined components together with a bolt and serew would he defined as minimum rational work elements. It makes no sense to divide these tasks into smaller elements of work. The sum of the work element times is equal to the work content time; that is,

$$
\begin{equation*}
T_{v e z}=\sum_{k=1}^{n} T_{e k} \tag{17.13}
\end{equation*}
$$

where $T_{c k}=$ time to perform work element $k(\min )$, and $n_{t}=$ number of work elements into which the work content is divided; that is, $k=1,2, \ldots, n_{q}$.

In line balancing, we make the following assumptions about work element times: (1) Element limes are constant values, and (2) $T_{e k}$ values are additive; that is, the time to perform two or more work elements in sequence is the sum of the individual clement times. In fact, we know these assumptions are not quite true. Work element times are variable, leading to the problem of task time variability. A nd there is often motion economy that can be achioved by combining two or more work clenuents, thus violating the additivity assumption. Nevertheless, these assumptions are made to allow solution of the line balancing problem.

The task time at station $i$, or service time as we are calling it, $T_{s 1}$, is composed of the work element times that have been assigned to that station; that is,

$$
\begin{equation*}
T_{\star}=\sum_{k=1} T_{i k} \tag{17.14}
\end{equation*}
$$

An underlying assumption in this equation is that all $T_{e k}$ are less than the maximum service time $T_{s}$.

Different work elements require different times, and when the elements are grouped into logical tasks and assigned to workers, the station service times $T_{i i}$ are not likely to be equal. Thus, simply because of the variation among work element times, some workers wild be assigned more work, while others will be assigned less. Although service times vary from station-to-station. they must add up to the work content time:

$$
\begin{equation*}
T_{w e}=\sum_{i=1}^{n} T_{s i} \tag{17.15}
\end{equation*}
$$

Precedence Constraints. In addition to the variation in element times that make it difficult to obtain equal service times for all stations, there are restrictions on the order in which the work elements can be performed. Some eiements must be done before others. For example, to create a threaded hole, the hole must be drilled before it can be tapped. A machine screw that will use the tapped hole to attach a mating component cannot be fastened before the hole has been drilled and tapped. These technological requirements on the work sequence are called precedence constraints. As we shall see later, they complicate the line balancing problem.

Precedence constraints can be presented graphically in the form of a precedence dlagram, which indicates the sequence in which the work elements must be performed. Work elements are symbolized by nodes, and the precedence requirements are indicated by arrows connecting the nodes. The sequence proceeds from left to right. Figure 17.5 presents the precedence diagram for the following example, which illustrates the terminology and some of the equations presented here.


Figure 17.5 Precedence diagram for Example 17.1. Nodes represent work elements, and arrows indicate the sequence in which the elements must be done. Element times are shown above each node.

## EXAMPLE 17.1 A Problem for Line Balancing

A sma.l electrical appliance is to be produced on a single model assembly line. The work content of assembling the product has been reduced to the work elements listed in Table 17.4. The table also lists the standard times that have been established for each element as well as the precedence order in which they nust be perfonmed. The line is to be balanced for an anntal demand of $100.000 \mathrm{unit} / \mathrm{yr}$. The line will operate $50 \mathrm{wk} / \mathrm{yr}, 5$ shifts/wk, and $7.5 \mathrm{hr} / \mathrm{shift}$. Manning level will be one worker per station. Previous experience suggests that the uptime efficiency for the line will be $96 \%$, and repositioning time lost per cycle wili be 0.08 min . Determine: (a) total work content time $T_{\text {we }}$, (b) required hourly production rate $R_{p}$ to achieve the annual demand, (c) cycle time $T_{s}$, (d) theoretical minimum number of workers required on the line, and (e) service time $T_{\mathrm{x}}$ to which the line must be balanced.

TABLE 17.4 Work Elements for Example 17.1

| No. | Work Element Description | $T_{\text {oik }}(m i n)$ | Must Be Precodod By |
| ---: | :--- | :---: | :---: |
| 1 | Place frame in workholder and clamp | 0.2 | - |
| 2 | Assemble plug, grommet to power cord | 0.4 | - |
| 3 | Assemble brackets to frame | 0.7 | 1 |
| 4 | Wire power cord to mator | 0.1 | 1,2 |
| 5 | Wire power cord to switch | 0.3 | 2 |
| 6 | Assemble mechanism plate to bracket | 0.11 | 3 |
| 7 | Assemble blade to bracket | 0.32 | 3 |
| 8 | Assemble motor to brackets | 0.6 | 3,4 |
| 9 | Align blade and attach to motor | 0.27 | $6,7,8$ |
| 10 | Assembie suitch to motor bracket | 0.38 | 5,8 |
| 11 | Attach cover, inspect, and test | 0.5 | 9,10 |
| 12 | Place in tote pan for packing | 0.12 | 11 |

Sohuion: (a) The total work content time is the sum of the work element times in Table 17.4.

$$
T_{w v}=40 \mathrm{~min}
$$

(b) Given the annual demand, the hourly production rate is

$$
R_{p}=\frac{100,000}{50(5)(7.5)}=53.33 \text { units } / \mathrm{ht}
$$

(c) The corresponding cycle time $T$, with an uptime efficiency of $96 \%$ is

$$
T_{\mathrm{c}}=\frac{60(0.96)}{53.33}=1.08 \mathrm{~min}
$$

(d) The theoretical minimum number of workers is given by Eq ( (17.9):

$$
u^{*}=\left(\text { Min Int } \geq \frac{4.0}{1.08}-3.7\right)=4 \text { workers }
$$

(e) The available service time against which the line must be balanced is

$$
T_{5}=1.08-0.08=1.00 \mathrm{~min}
$$

Measures of Line Balance Efficiency. Because of the differences in minimum rational work element times and the precedence constraints among the elements, it is virtually impossible to obtain a perfect line balance. Measures must be defined to indicate how good a given line balancing solution is. One possible measure is balance efficiency, which is the work content time divided by the total available service time on the line:

$$
\begin{equation*}
E_{b}=\frac{T_{w A}}{w T_{n}} \tag{17.16}
\end{equation*}
$$

where $E_{b}=$ balance efficiency, oftet expressed as a percentage; $T_{s}=$ the maximum avaiable service time on the line ( $\operatorname{Max}\left\{T_{s t}\right\}$ ) (min/cycle); and $w=$ number of workers. The denominator in Eg ( $\mathbf{1 7 . 1 6 \text { ) gives the total service time available on the line to devote to the }}$ asscmbly of one product unit. The closer the values of $T_{u c}$ and $w T_{\text {, the }}$ the less idle time on the hine. $E_{h}$ is therefore a measure of how good the line balancing solution is. A perfect line balance yields a value of $E_{b}=1.00$. Typical line balancing efficiencies in industry range between 0.90 and 0.95 .

The complement of balance efficiency is balance delay, which indicates the amount of time lost due to imperfect balancing as a ratio to the total time availabic; that is,

$$
\begin{equation*}
d=\frac{\left(w T_{s}-T_{w}\right)}{w T_{s}} \tag{17.17}
\end{equation*}
$$

where $d=$ balance delay; and the other terms bave the same meaning as before. A balance delay of zero indjcates a perfect balance. Note that $E_{b}+d=1$.

Worker Requiremerts. In our discussion of the relationships in this section, we have identified three factors that reduce the productivity of a manual assembly line. They can all be cxpressed as cfficiencies:

1. line efficiency, the proportion of uptime on the line E, as defined in Eq. (17.6)
2. repositioning efficiency, $E_{\text {, }}$, as defined in Eq. (17.12)
3. balancing effciency, $E_{b}$, as defined in Eq. (17.16)

Together, they comprise the overall labor efficiency on the assembly line; defined as:

$$
\begin{equation*}
\text { Labor efficiency on the assembly line }=E E, E_{k} \tag{17.18}
\end{equation*}
$$

Using this measure of labor efficiency, we can calculate a more tealistic value for the number of workers on the assembly line. based on Eq. (17.9):

$$
\begin{equation*}
w=\text { Minimum Integer } \sum \frac{R_{p} T_{w c}}{60 E E_{,} E_{b}}=\frac{T_{w c}}{E, E_{b} T_{c}}=\frac{T_{w c}}{E_{b} T_{s}} \tag{17.19}
\end{equation*}
$$

where $w=$ number of workers required on the line, $R_{p}=$ hourly production rate (units/hr), and $T_{w c}=$ work content time per product to be accomplished on the line (min) unit). The trouble with this relationship is that it is difficult to determine values for $E, E_{\mu}$. and $E_{b}$ before the line is built and operating. Nevertheless, the equation provides an accu-
rate model of the parameters that affect the number of workers required to accomplish a given workload on a single model assembly line.

### 17.4.3 Workstation Considerations

Lee us attach a quantitative definition to some of the assembly line parameters discussed in Section 17.1.1. A workstation is a postion along the assembly line, where one or more workers perform assembly tasks. If the maraning level is one for all stations ( $M_{t}=1.0$ for $i=1,2 \ldots, n$ ), then the number or stations is equal to the number of workers. In general, for any value of $M$ for the line,

$$
\begin{equation*}
n=\frac{w}{M} \tag{17.20}
\end{equation*}
$$

A workstation has a length dimension $L_{\mathrm{v}}$, where idenotes station. The total length of the assembly line is the sum of the station lengths:

$$
\begin{equation*}
L=\sum_{s=1}^{n} L_{i t} \tag{17.21}
\end{equation*}
$$

where $L=$ Iength of the assembly line $(\mathrm{m}, \mathrm{ft})$, and $L_{s}=$ length of station $i(\mathrm{~m}, \mathrm{ft})$. In the case when all $L_{q_{2}}$ are equal,

$$
\begin{equation*}
L=n L_{1} \tag{17.22}
\end{equation*}
$$

where $I .,=$ station length $(\mathrm{m}, \mathrm{ft})$.
A common transport system used on manual assembly lines is a constant speed conveyor. Let us consider this case in developing the following relationships. Base parts are launched onto the begiming of the line at constant time intervals equal to the cycle time $T_{6}$. This provides a constant feed rate of base parts, and if the base parts remain fixed to the conveyor during their assembly, this feed rate will be maintained throughout the line. The feed rate is simply the reciprocal of the cycle time:

$$
\begin{equation*}
f_{p}=\frac{\mathrm{l}}{T_{c}} \tag{17.23}
\end{equation*}
$$

where $f_{n}=$ feed rate on the line (products/min). A constant feed rate on a constant speed conveyor provides a centerto-center distance between base parts given by

$$
\begin{equation*}
s_{p}=\frac{v_{c}}{f_{p}}=v_{c} T_{i} \tag{17.24}
\end{equation*}
$$

where $s_{p}=$ center-to-center spacing between base parts ( $\mathrm{m} / \mathrm{part}, \mathrm{ft} /$ part) and $v_{c}=$ velocity of the conveyor ( $\mathrm{m} / \mathrm{min}, \mathrm{ft} / \mathrm{min}$ ).

As we discussed in Section 17.13, pacing with margin is a desirable way to operate the line to achieve the desired production rate and at the same time allow for some prod-uct-to-product variation in task times at workstations. One way to achieve pacing with margin in a continuous transport system is to provide a tolerance time that is greater than
the cycle time. Tolerance time is defined as the time a work unit spends inside the boundaries of the workstation. It is deremined as the length of the station divided by the conveyor velocity; that is.

$$
\begin{equation*}
T_{t}=\frac{L_{s}}{v_{r}} \tag{17.25}
\end{equation*}
$$

where $T_{1}=$ tolerance time (min/part), assurning that all station lengths are equal. If stations have different lengths, identified by $L_{s i}$, then the tolerance times will differ proportionally, since $v_{c}$ is constant.

The author believes a good rule-of-thumb is for the ratio of tolerance time to cycle time to be around 1.5 . This permits the assembly worker to deal with modest variations in unit-to-unit task time. Limitations on floor space do not always permit this rule to be applied. Ratios of $T_{d} / T_{\mathrm{f}} \cong 1.0$ are often used when the product is large and workers are allowed to travel beyond their own station boundaries upstream and/or downstream.

The total elapsed time a work unit spends on the assembly line can be determined simply as the length of the line divided by the conveyor velocity. It is aso equal to the tolerance time multipiied by the number of stations. Expressing these relationships in equation form, we have

$$
\begin{equation*}
E T=\frac{L}{v_{c}}=n T_{i} \tag{17.26}
\end{equation*}
$$

where $E T$ = elapsed time a work unit (specifically, the base part) spends on the convevor during its assembly (min).

### 17.5 LINE BALANCING ALGORITHMS

The objective in line balancing is to distribute the total workload on the assembly linc as evenly as possible among the workers. This objective can be expressed mathematically in two alternative but equivalent forms:

$$
\begin{equation*}
\text { Minimize }\left(w T_{s}-T_{w k}\right) \text { or Minimize } \sum_{i-1}^{w}\left(T_{x}-T_{s i}\right) \tag{17.27}
\end{equation*}
$$

subject to: (1) $\sum_{k \in:} T_{\text {ek }} \leq T_{s}$ and (2) all precedence requirements arc obeyed.
In this section, we consider several methods to solve the line balancing problem, using the data of Example 17.1 to illustrate. The algorithms are: (1) largest candidate rule, (2) Kilbridge and Wester method, and (3) ranked positional weights method. These methods are beuristic, meaning they are based on common sense and experimentation rather than on mathematical optimization. In each of the algorithms, we assume that the manning level is one, so when we identify station i , we are also identifying the worker at station $i$.

### 17.5.1 Largest Candidate Rule

In this method, work elements are arranged in descending order according to their $T_{e k}$ values, as in Table 17.5. Given this list, the algorithm consists of the following steps: (1) assign elements to :he worker at the first workstation by starting at the top of the list and selecting the first element that satisfies precedence requirements and does not cause the total sum of $T_{p,}$ at ihat station to exceed the allowable $T_{s}$; when an element is selected for assignment to che station, start back at the top of the list for subsequent assignments; (2) when no more elemenis can be assigned without excecding $T_{s}$, then proceed to the next station; (3) repeat steps 1 and 2 for the other stations in turn until all elements have been assigned.

TABLE 17.5 Work Elements Arranged According to $T_{\text {ek }}$ Value for the Largest Candidate Rule

| Work Element | $T_{\text {me }}$ (min) | Precedөd $8 y$ |
| :---: | :---: | :---: |
| 3 | 0.7 | 1 |
| 8 | 0.6 | 3,4 |
| 11 | 0.5 | 9.10 |
| 2 | 0.4 | - |
| 10 | 0.38 | 5,8 |
| 7 | 0.32 | 3 |
| 5 | 0.3 | 2 |
| 9 | 0.27 | 6.7 .8 |
| 1 | 0.2 | -1 |
| 12 | 0.12 | 3 |
| 6 | 0.11 | 3 |
| 4 | 0.1 | 1,2 |

## EXAMPLE 17.2 Largest Candidale Rule

Apply the largest candidate rule to Example Problem 17.1.
Solution: Work clements are arranged in descending order in Table 17.5, and the algorithm is carried out as presented in Table 17.6. Five workers and stations are required in the solution. Balance efficiency is computed as:

TABLE 17.6 Work Elements Assigned to Stations According to the Largest Candidate Rule

| Station | Work Element | $T_{\text {gh }}$ (min) | Station Time (min) |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 0.4 |  |
|  | 5 | 0.3 |  |
|  | 1 | 0.2 |  |
|  | 4 | 0.1 | 1.0 |
| 2 | 3 | 0.7 |  |
|  | 6 | 0.11 | 0.81 |
| 3 | 8 | 0.6 |  |
|  | 10 | 0.38 | 0.98 |
| 4 | 7 | 0.32 |  |
| 5 | ${ }_{11}^{9}$ | 0.27 | 0.59 |
|  | 11 | 0.5 |  |
|  | 12 | 0.12 | 0.62 |



Figure 17.6 Solution for Example 17.2, which indicates: (a) assignment of elements according to the largest candidate rule and (b) physical sequence of stations with assigned work elements.

$$
E_{b}=\frac{4.0}{5(1.0)}=0.80
$$

Balance delay $d=0.20$. The line batancing solution is presented in Figute 17.6.

### 17.5.2 Kilbridge and Woster Method

This method has received considerable attention since its introduction in 1961 [18] and has been applied with apparent success to several complicated line balancing problems in industry [22]. It is a heuristic procedure that selects work elements for assignment to stations according to their position in the precedence diagram. This overcomes one of the difficulties with the largest candidate rule in which an elenent may be selected because of a high $T_{z}$ value but irrespective of its position in the precedence diagram. In general, the Kilbridge and Wester method provides a superior line balance solution than the largest candidate rule (although this is not the case for our example problem).

In the Kilbridge and Wester method, work elements in the precedence diagram are arranged into columns, as shown in Figure 17.7. The elements can then be organized into a list according to their columns, with the elements in the first column listed first. We have developed such a list of elements for our example problem in Table 17.7. If a given element can be located in more than one column, then list all of the columns for that element, as


Figure 17.7 Work elements in example problem arranged into columns for the Kilbridge and Wester method.

TABLE 17.7 Work Elements Listed According to Columns from
Figure 17.7 for the Kilbridge and Wester Mathod

| Work Element | Coiumn | $T_{\text {at }}$ (min) | Preceded By |
| :---: | :---: | :---: | :---: |
| 2 | I | 0.4 | - |
| 1 | 1 | 0.2 | - |
| 3 | II III | 0.7 | 1 |
| 5 | II | 0.3 | 2 |
| 4 | III | 0.1 | 1,2 |
| 8 | III | 0.6 | 3,4 |
| 7 | IV | 0.32 | 3 |
| 6 | IV | 0.38 | 3 |
| 10 | $V$ | 0.27 | 5.8 |
| 9 | $V I$ | 0.5 | $6,7.8$ |
| 11 | 12 |  | 0.12 |

we have done in the case of element 5. In our list, we have added the feature that elements in a given column are presented in the order of their $T_{e k}$ value; that is, we have applied the largest candidate rule within each column. This is helpful when assigning elements to stations, because it ensures that the larger elements are selected first, thus increasing our chances of making the sum of $T_{e k}$ in each station closer to the allowable $T_{s}$ limit. Once the list is established, the same three-step procedure is used as before.

## EXAMPLE 17.3 Kilbridge and Wester Method

Apply the Kilbridge and Wester mothod to Example Problem 17.1.

TABLE 17.8 Work Elements Assigned to Stations According to the Kilbridge and Wester Method

| Station | Work Eiement | Columa | $T_{\text {ak }}$ (min) | Station Time (min) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 0.4 |  |
|  | 1 | ! | 0.2 |  |
|  | 5 | II | 0.3 |  |
|  | 4 | II | 0.1 | 1.0 |
| 2 | 3 | II | 0.7 |  |
|  | E | III | 0.11 | 0.81 |
| 3 | 8 | fil | 0.6 |  |
|  | 7 | ! 11 | 0.32 | 0.92 |
| 4 | 10 | IV | 0.38 |  |
|  | g | N | 0.27 | 0.65 |
| 5 | 11 | $\checkmark$ | 0.5 |  |
|  | 12 | VI | 0.12 | 0.62 |

Solurion: Work elements are arranged in order of columns in Table 17.7. The Kilbridge and Wester solution is presented in Table 17.8. Five workers are again required, and the balance efficiency is once more $E_{b}=0.80$. Note that although the balance efficiency is the same as in the largest candidate rule, the allocation of work elements to stations is different.

### 17.5.3 Ranked Positional Weights Method

The ranked positional weights method was introduced by Helgeson and Birnie [14]. In this method, a ranked positional weight value (call it RPW for short) is computed for each element. The RPW takes into account both the $T_{e k}$ value and its position in the precedence diagram. Specifically, $\mathrm{RPW}_{k}$ is calculated by summing $T_{e k}$ and all other times for elements that follow $T_{e k}$ in the arrow chain of the precedence diagram. Elements are compiled into a list according to their RPW value, and the algorithm proceeds using the same three steps as before.

## EXAMPLE 17.4 Ranked Positional Weights Method

Apply the ranked positional weights method to Example Problem 17.1.
Solution: The RPW must be calculated for each eiement. To illustrate,

$$
\begin{aligned}
\mathrm{RPW}_{11} & =0.5+0.12=0.62 \\
\mathrm{RPW}_{8} & =06+0.27+0.38+0.5+0.12=1.87
\end{aligned}
$$

Work elements are listed according to RPW value in Table 17.9. Assignment of elements to stations proceeds with the solution presented in Table 17.10. Note that the largest $T_{t}$ value is 0.92 min . This can be exploited by operating the line

TABLE 179 List of Elements Ranked According io Their Ranked Positional Weights (RPW)

| Work Element | MPW | $T_{e k}(m i n)$ | Preceded By |
| :---: | :---: | :---: | :---: |
| 1 | 3.30 | 0.2 | - |
| 3 | 3.00 | 0.7 | 1 |
| 2 | 2.67 | 0.4 | - |
| 4 | 1.97 | 0.1 | 1.2 |
| 8 | 1.87 | 0.6 | 3,4 |
| 5 | 1.30 | 0.3 | 2 |
| 7 | 1.21 | 0.32 | 3 |
| 6 | 1.00 | 0.11 | 3 |
| 10 | 1.00 | 0.38 | 5.8 |
| 9 | 0.89 | 0.27 | $6,7,8$ |
| 11 | 0.62 | 0.5 | 9,10 |
| 12 | 0.12 | 0.12 | 11 |

TABLE 17.10 Work Elements Assigned to Stations According to the Ranked Positional Weights (RPW) Method

| Station | Work Element | $T_{a k}(m i n)$ | Station Time (min) |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0.2 |  |
| 2 | 3 | 0.7 | 0.90 |
| 2 | 2 | 0.4 |  |
|  | 4 | 0.1 |  |
|  | 5 | 0.3 | 0.91 |
| 3 | 6 | $0.1 \uparrow$ |  |
|  | 8 | 0.32 | 0.92 |
| 4 | 7 | 0.38 |  |
|  | 10 | 0.27 | 0.65 |
| 5 | 9 | 0.5 | 0.62 |

at this faster rate, with the result that line balance efficiency is improved and production rate is increased.

$$
E_{b}=\frac{4.0}{5(.92)}=0.87
$$

The cycle time is $T_{c}=T_{s}+T_{c}=0.92+0.08=1.00$ : therefore .
$R_{t}=\frac{60}{1.0}=60$ cycles $/ \mathrm{hr}$, and from Eq. (17.6). $R_{p}=60 \times 0.96=57.6$ units $/ \mathrm{hr}$

This is a better solution than the previous line balancing methods provided. It turns out that the performance of a given line balancing algorithm depends on the problem to be colved. Some line halancing methods work better on some protlems, while other methods work better on other problems.

### 17.5.4 Computerized Techniques

The three methods described above have all been developed into computer programs to solve large line balancing problems in industry. However, even as rapidly executed computer programs, these algorithms are still heuristic and do not guarantee an optimum solution. Attempts have been made to exploit the high speed of the digital computer by developing algorithms that either (1) perform a more cxhaustive search of the set of solutions to a given probem or (2) utilize some mathematical optimization technique to solve it, Examples of the first type are COMSOAL and CALB. Examples of the second type include branch and bound algorithms developed by Villa [24] and Deutsch [10]

COMSOAL (stands for COmputer Method of Sequencing Operations for Assembly Lines) was developed at Chrysler Corp and reported by Areus [2]. The basic procedure is to iterate through a large number of alternative solutions by randomly assigning elements to stations in each solution, and on each iteration comparing the current solution with the previous best solution, discarding the current one if it is not better than the previous best, and replacing the previous best if the current solution is better.

During the 1970s, the Advanced Manufacturing Methods Program of the IIT Research Institute was a nucleus for research on line balancing in the United States. Around 1968, the group introduced CALB (Computer-Aided Line Belancing), which has been widely adopted in a variety of industries that manufacture assembled products, including automotive, appliances, electronic equipment, and military hardware. CALB can be used for both single model and mixed model lines. For single model lines, the data required to use the package are the kind of work element data compiled in Table 17.4, plas other constraints. Also needed are minimum and maximum limits on station service time. Elements are sorted according to their $T_{e}$ values and precedence constraints; they are then assigned to stations to satisfy the allowable service time limits. Line balancing solutions with less than $2 \%$ balance delay have been reported [22]. For mixed model lines, additional data include production requirements per shift for each model to be run on the line. Solutions obtained by CALB for the mixed model casc are described as being near optimum.

### 17.6 MIXED MODEL ASSEMBLY LINES

A mixed model assembly line is a manual production line capable of producing a variety of different product models simultaneously and continuously (not in batches). Each workstation specializes in a certain set of assembly work elements, but the stations are sufficiently flexible that they can perform their respective tasks on different models Mixed model lines are typically used to accomplish the final assembly of automobiles, small and large trucks, and major and small appliances. In this section, we discuss some of the technical issues related to mixed model assembly lines, specifically: (1) determining the number of workers and other operating parameters, (2) line balancing, and (3) model launching.

### 17.6.1 Determining Number of Workers on the Line

To determine the number of workers required for a mixed model assembly line, we again start with Eq, (17.7):

$$
w=\frac{W L}{A T}
$$

where $w=$ number of workers. $W L=$ workload to be accomplished by the workers in the scheduled time period (min/hr). and $A T=$ available time per worker in the same time period (min/hr/worker). The time period used here is ar, holur, but units could be minutes per shift or minutes per week, depending on the information available and the analyst's preterence.

The workload consists of the work content time of each model multiplied hy its respective production rate during the period; that is.

$$
\begin{equation*}
W L=\sum_{j=1}^{p} R_{p j} T_{c c j} \tag{17.28}
\end{equation*}
$$

where $W L=$ workload $(\min / \mathrm{hr}) ; R_{p 1}=$ production rate of model $j(\mathrm{pc} / \mathrm{hr}) ; T_{\mu C}=$ work content tome of model ; (min/ pc ); $P=$ the number of models to be produced during the period; and $j$ is used to identify the model, $j=1,2, \ldots, P$.

Available time per worker is the number of minutes available to accomptish assembly work on the product during the hour. In the ideal case, where repositioning and line balance efficiencies are $100 \%$, then $A T=60 E$, where $E=$ proportion uptime on the line. This aliows us to determine the theoretical minimum number of workers:

$$
\begin{equation*}
w^{*}=\text { Mınimum Integer } \geq \frac{W L}{60 E} \tag{17.29}
\end{equation*}
$$

More realistically repositioning and balance efficiencies will be less than $100 \%$, and this fact should be factored into the ayailable time:

$$
\begin{equation*}
A T=60 E E_{r} E_{b} \tag{17.30}
\end{equation*}
$$

where $A T=$ available time per worker ( $\mathrm{min} / \mathrm{hr}$ ), $60=$ maximum number of minutes in an hour (min/hr). $E=$ line efficiency, $E_{r}=$ repositioning efficiency, and $E_{b}=$ balance efficiency.

## EXAMPLE 17.5 Number of Workers Required in a Mixed Model Line

The hourly production rate and work content time for two models to be prodeced on a mixed model assembly line are given in the table below:

| Model $;$ | $R_{\text {si }}($ per $h r)$ | $T_{\text {nci }}($ min $)$ |
| :---: | :---: | :---: |
| A | 4 | 27.0 |
| B | 6 | 25.0 |

Also given is that line efficiency $E=0.96$ and manning level $M=1$. Determine the theoretical minimum number of workers required on the assembly line.
Solution: Workload per hour is computed using Eq. (17.28):

$$
W L=4(27)+6(25)=258 \mathrm{~min} / \mathrm{hr}
$$

Available time per bour is 60 min corrected for $E$ :

$$
A T=60,(0.96)=57.6 \mathrm{~min} .
$$

Using Eq. (17.29), the theoretical ninimum number of workers is thercfore:

$$
w^{*}=\text { Minimum Integer } \geq \frac{258}{57.6}=4.48 \rightarrow 5 \text { workers }
$$

### 17.6.2 Mixed Model Line Balancing

The objective in mixed model line balancing is the same as for single model lines: to spread the workload among stations as evenly as possible. Algorithms used to solve the mixed model line balancing problem are usually adaptations of methods developed for single model hnes. Our treatment of this topic is admittedly limited. The interested reader can pursue mixed model line balancing and its companion problem, model sequencing, in several of our references, including [8], [22], [23], [25]. A literature review of these topies is presented in [12].

In single model line balancing, work element times are utilized to balance the line, as in Section 17.3. In mixed model assembly line balancing, total work element times per shift or per hour are used. The objective function can be expressed as follows:

$$
\begin{equation*}
\text { Minimize }(w A T-w L) \text { or Minimize } \sum_{t=1}^{w}\left(A T-T T_{s s}\right) \tag{17.31}
\end{equation*}
$$

whare $w=$ number of workers or stations (we are again assuming the $M_{s}=1$, so that $n=w$ ), $A T=$ available time in the period of interest (hour, shift) (min), $W L=$ workload to be accomplished during same period ( min ), and $T T_{\text {if }}=$ total service time at station $i$ to perform its assigned portion of the workload (min).

The two statements in Eq. (17.31) are equivalent. Workload can be calculated as before, using Eq. (17.28):

$$
W L=\sum_{j=1}^{P} R_{p p} T_{w c y}
$$

To determine total service time at station $i$, we must first compute the total time to perform each element in the workload. Let $T_{e, k}=$ time to perform work element $k$ on product $j$. The total time per element is given by:

$$
\begin{equation*}
T T_{k}=\sum_{j=1}^{p} R_{p i} T_{e j k} \tag{17.32}
\end{equation*}
$$

where $T T_{k}=$ total time within the workload that must be allocated to element $k$ for all products (min). Based on these $T T_{k}$ values, element assignments can be made to each station according to one of the line balancing algorithms Total service times at each station are computed:

$$
\begin{equation*}
T T_{s i}=\sum_{k=t} T T_{k} \tag{17.33}
\end{equation*}
$$

where $T T_{u}=$ total service time at station $i$, which equals the sum of the times of the elements that have been assigned to that station (min).

Measures of balance efficiency for mixed model assembly line balancing correspond to those in single model line balancing:

$$
\begin{equation*}
E_{\mathrm{b}}=\frac{W I .}{w\left(\operatorname{Max}\left\{T T_{s t}\right\}\right)} \tag{17.34}
\end{equation*}
$$

where $E_{n}=$ balance efficiency, $W L=$ workload from $\mathrm{E}_{\mathrm{q}}$ (17.28) (min), $\boldsymbol{u}^{\prime}=$ number of workers (stations), and Max $\left\{T T_{k}\right\}=$ maximum value of total service time among all stations in the solution. It is possible that the line balancing solution will yield a value of $\operatorname{Max}\left\{T T_{\mathrm{st}}\right\}$ that is less than the available total time $A T$. This situation occurs in the following exampic.

## EXAMPLE 17.6 Mixed Model Assembly Line Balancing

This is a contimation of Example 17.5. For the two models A and B, hourly production rates are: 4 uniss/hr lur $A$ and 6 units/hr for $B$. Most of the work elements are common to the two models, but in some cases the elements take fonger for onc model than for the other. The elements, times, and precedence requirements are given in Table 17.11. Also given: $E=0.96$, repositioning time $T_{1}=0.15 \mathrm{~min}$, and $M_{1}=1$. (a) Construct the precedence diagram for each model and for both models combined into one diagram. (b) Use the Kilbridge and Wester method to solve the line balancing problem. (c) Determine the balance efficiency for the solution in (b).

Solution: (a) The precedence diagrams are shown in Figure 17.8.
(b) To use the Kilbridge and Wester method, we must do the following: (1) calculate total production time requirements for each work element, $T T_{6}$, according to Eq. (17.32), which is done in Table 17.12; (2) arrange the elenents according to columns in the precedence diagram, as in Table 17.13 (within columns. we have listed the elements according to the largest candidate rule); and (3) allocate elements to workstations using the three-step procedure defined in Section 17.5.1. To accomplish this third step, we need to compute the available time per worker, given proportion uptime $E=0.96$

TABLE 17.11 Work Elements for Models A and B in Example 17.6

| Work element $k$ | $T_{\text {edk }}$ (min) | Preceded By | $T_{\text {esk }}(m i n)$ | Preceded By |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | - | 3 | - |
| 2 | 4 | 1 | 4 | 1 |
| 3 | 2 | 1 | 3 | 1 |
| 4 | 6 | 1 | 5 | 1 |
| 5 | 3 | 2 | - | - |
| 6 | 4 | 3 | 2 | 3 |
| 7 | - | $-$ | 4 | 4 |
| 8 | 5 | 5,6 | 4 | 7 |
| $T_{\text {ws }}$ | 27 |  | 25 |  |



Figare 178 Precedence diagrams for Example 17.6: (a) for model A, (b) for model B , and (c) for both models combined.

TABLE 17.12 Total Times Required for Each Element in Each Model to Meet Respective Production Rates for Both Models in Example 17.6

| Elomentk | $R_{\text {PA }} T_{\text {afk }}(\mathrm{min}$ ) | $\boldsymbol{R}_{p g} T_{\text {obk }}$ (min.) | $\sum_{j=A \in \in} R_{o f} T_{e j k}(m i n)$ |
| :---: | :---: | :---: | :---: |
| 1 | 12 | 18 | 30 |
| 2 | 16 | 24 | 40 |
| 3 | 8 | 18 | 26 |
| 4 | 24 | 30 | 54 |
| 5 | 12 | 0 | 12 |
| 6 | 16 | 12 | 28 |
| 7 | 0 | 24 | 24 |
| 8 | 20 | 24 | 44 |
|  |  |  | 258 |

TABLE 17.13 Elements Arranged in Columns in Example 47.6

| Element | Column | $\Pi_{k}$ | Preceded $B y$ |
| :---: | :---: | :---: | :---: |
| 1 | 11 | 30 | - |
| 4 | 11 | 54 | 1 |
| 2 | II | 40 | 1 |
| 3 | III | 26 | 1 |
| 6 | III | 28 | 3 |
| 7 | III | 24 | 4 |
| 5 | 12 | 2 | 2 |
| 8 |  | 44 | $5,6,7$ |

and repositioning efficiency $E_{\text {r }}$. To determine $E_{r}$. we note that total production rate is

$$
R_{p}=4+6=10 \text { units } / \mathrm{hr}
$$

The corresponding cycie time is found by multiplying the reciprocal of this ratc by proportion uptime $E$ and accounting for the difference in time units, as follows:

$$
T_{r}=\frac{60(0.96)}{10}=5.76 \mathrm{~min}
$$

The service time each cycle is the cycle time less the repositioning time $T_{r}$ :

$$
T=5.76-0.15=5.61 \mathrm{~min}
$$

Now repositioning efficiency can be determined as follows:

$$
E_{i}=5.61 / 5.76=0.974
$$

Hence we have the available time against which the line is to be balanced:

$$
A T=60(0.96)(0.974)=56.1 \mathrm{~min}
$$

Allocating elements to stations against this limit, we have the final solution presented in Table 17.14.

TABLE 17.14 Allocation of Work Elements to Stations in Example 17.6 Using the Kilbridge and Wester Method

| Station | Element | $\Pi_{k}($ min $)$ | $\Pi_{s,}($ min $)$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 30 |  |
| 2 | 3 | 26 | 56 |
| 3 | 2 | 54 | 54 |
| 4 | 5 | 40 | 52 |
| 5 | 6 | 12 |  |
| 5 | 8 | 28 | 52 |
|  |  | 44 | $\frac{44}{258}$ |

(c) Balance efficiency is determined by Eq. (17.34). Max $\left\{T T_{s i}\right\}=56 \mathrm{~min}$. Note that this is slightly less than the available time of 56.1 min , so our line will operate slightly faster than we originally designed it for.

$$
E_{b}=\frac{258}{5(56)}=0.921=92.1 \%
$$

### 17.6.3 Model Launching in Mixed Model Lines

We have previously noted that production on a manual assembly lite typically involves launching of base parts ontu the beginning of the line at regular time intervals. In a single model line, this time interval is constant and set equal to the cycle time $T_{c}$. The same applies for a batch model line, but $T_{\sigma}$ is likely to differ for each batch because the models are
different and their production requirements are probably different. In a mixed model line, model launching is more complicated because each model is likely to have a different work content time, which transiates into different station service times. Thus, the time interval between launches and the selection of which model to launch are interdependent. For example, if a series of models with high work content times are launched at short time intervals, the assembly line will quickly become congosted (ovarwhelmed with too much work). On the other hand, if a series of models with tow work content times are launched at long time intervals, then stations will be starved for work (with resulting idleness). Neither congestion nor jdleness is desirable.

The model launching and line balancing problems are closely related in mixed model lines, Solution of the model launching problem depends on the solution to the line balancing problem. The model sequence in launching must consist of the same model mix used to solve the line balancing problem. Otherwise, some stations are likely to experience excessive idle time while others endure undue congestion.

Determining the time interval between successive launches is referred to as the launching discipline. Two alternative launching disciplines ate available in mixed model assembly lines, (1) variable rate launching and (2) fixed rate launching.

Variable Rate Launching. In variahle rate lamehing, the time interval between the launching of the current base part and the next is set equal to the cycle time of the current unit. Since different models have different work content times and thus different task times per station, their cyele times and launch time intervals vary. The time interval in variable rate launching can be expressed as follows:

$$
\begin{equation*}
T_{c+1}(j)=\frac{T_{w c i}}{w E_{y} E_{b}} \tag{17.35}
\end{equation*}
$$

where $T_{c n}(i)=$ time interval before the next launch in variable rate launching (min). $T_{\text {woj }}=$ work content time of the product just launched (model $j$ ) (min), $w=$ number of workers on the line, $E_{r}=$ repositioning efficiency, and $E_{b}=$ balance efficiency. If manning level $M_{i}=1$ for all $i$, then the number of stations $n$ can be substituted for $w$. With variable rate launching, as long as the launching interval is determined by this formula, then models can be launched in any sequence desired.

## EXAMPLE 17.7 Variable Rate Launching in a Mixed Model Assembly Line

Determine the variable rate launching intervals for models $A$ and $B$ in $E x$ amples 17.5 and 17.6 . From the results of Example 17.6 , we have $E_{r}=0.974$ and $E_{b}=0.921$.

Solurion: Applying Eq. (17.35) for model A, we have

$$
T_{t n}(A)=\frac{27.0}{5(.974)(.921)}=6.020 \mathrm{~min}
$$

And for model B,

$$
T_{c r}(B)=\frac{25.0}{5(.974)(.921)}=5.574 \mathrm{~min}
$$

When a unit of model A is launched onto the front of the line, 6.020 min must clapse before the next launch. When a unit of model $B$ is laume hed onto the front of the line, 5.574 min must elapse before the next launch.

The advantage of variable rate launching is that units can be launched in any order without causing idle time or congestion at workstations The model mix can be adjusted at a moment's notice io adapt to changes in demand for the various products made on the line. However, there are certain technical and logistical issues that must be addressed when variable rate launching is used. Among the lechnical issues. the work carriers on a moving convevor are usually located at constant intervals along its length, and so the work units must be attached only at these positions this is not compatible with variable rate Jaunching. which presumes that work units can be attached at any location along the conveyor corresponding to the variable rate launching interval $T_{c e}$ for the preceding model. Among the logistical issues in variable rate launching is the problem of supplying the correct components and subassemblies to the individual stations for the models being assembled on the Iine at any given moment. Because of these kinds of issues, industry seems to prefer fixed rate launching.

Fixed Rate Launching for Two Models. In fixed rate launching, the time interval between two consecutive launches is constant. This launching discipline is usually set by the speed of the convcyor and the spacing between work carriers (e.g., hooks on a chain conveyor that occur at regular spacing in the chain). The time interval in fixed rate launching depends on the product mix and production rates of models on the line. Of course, the schedule must be consistent with the available time and manpower on the line. so repositioning efficiency and line balance efficiency must be figured in. Given the hourly production schedule, as well as values of $E_{\mathrm{r}}$ and $E_{\mathrm{t}}$, the launching time interval is determined as:

$$
\begin{equation*}
T_{\mathrm{vj}}=\frac{\frac{1}{R_{p}} \sum_{j=1}^{p} R_{R j} T_{\mathrm{wxj}}}{w E_{r} E_{b}} \tag{17.36}
\end{equation*}
$$

where $T_{s f}=$ dime interval between launches in fixed rate launching (min); $R_{p j}=$ production rate of model $/$ (units $/$ hr); $T_{\text {uej }}=$ work content time of model $j$ (min/unit); $R_{p}=$ total production rate of all models in the schedule, which is simply the sum of $R_{p j}$ values; $P=$ the number of models produced in the scheduled period, $j=1,2, \ldots, P$; and $u, E_{r}$, and $E_{b}$ have the same meaning as before. If manning level $M_{i}=1$ for all $i$, then $n$ can be used in place of $w$ in the equation.

In fixed rate launching, the models nust be launched in a specific sequence; otherwise, station congestion and/or idle time (starving) will occur Several algorithms have been developed to select the model sequence [7]. [11], [22], [23], [25], cach with its advantages and disadvantages. In our present coverage, we attempt to synthesize the findings of this previous research to provide two approaches to the fixed rate launching problem, one that works for the case of two mosdels and another that works for three or more models.

Congestron and idle time can be identified in each successive launch as the difference between the cumulative fixed rate launching interval and the sum of the launching intervals for the individual models that have been launched onto the line. This difference can be expressed mathematically as foltows:

$$
\begin{equation*}
\text { Congestion time or idle time }=\sum_{n=1}^{n \pi}\left(T_{c \mid n}-m T_{e r}\right) \tag{17.37}
\end{equation*}
$$

where $T_{c f}=$ fixed rate launching interval determined by Eq. (17.36) (min), $m=$ launch sequence during the period of interest, $h=$ latuch index number for summation purposee, and $T_{e, j n}$ - the cycle time ansociated with model $j$ in launch position $h$ (min), calculated as follows:

$$
\begin{equation*}
T_{i ; h}=\frac{T_{\mathrm{uxj}}}{w E_{\mathrm{r}} E_{b}} \tag{17.38}
\end{equation*}
$$

where the symbols on the fight hand side of the equation are the same as for Eq. (17,35).
Congestion is recognized when Eq. (17.37) yields a positive difference, indicating that the actual sum of task times for the models thus far launched ( $m$ ) exceeds the planned cumulative task time. Idle time is identified when Eq. (17.37) yields a negative value, indicating that the actual sum of task times is less than the planned time for the current launch $\mathrm{m} . \mathrm{lt}$ is desirable to minimize both cougestion and idle time. Accordingly, let us propose the fotlowing procedure, in which the model sequence is selected so that the square of the difference between the cumulative fixed rate launching interval and the camulative individual model launching interval is minimized for each launch. Expressing this procedure in equation form, we have:

$$
\begin{equation*}
\text { For each launch } m \text {, select } \mathrm{j} \text { to minimize }\left(\sum_{n=1}^{m} T_{c, h}-m T_{r f}\right)^{2} \tag{17,39}
\end{equation*}
$$

where all terms have been defined above.

## EXAMPLE 178 Fixed Rate Launching in a Mixed Model Assembly Line for Two Models

Determine: (a) the fixed rate launching interval for the production schedule in Example 17.5 and (b) the launch sequence of models A and B during the hour. Use $E$, and $E_{b}$ from Example 17.5(b).
Solution: (a) The combined production rate of models A and B is $R_{p}=4+6=10$ units/hr The fixed time interval is computed using Eq. (17.36):

$$
T_{c f}=\frac{\frac{1}{10}(4(27)+6(25))}{5(.974)(.921)}=5.752 \mathrm{~min}
$$

(b) To use the sequencing rule in Eq. (17.39), we need to compute $T_{\text {cjh }}$ for each model by Eq. (17.38). The values are the same as those computed in previous Example 17.7 for the variable launching case: for model $\mathrm{A}, T_{\text {e } A \mathrm{~h}}=6.020 \mathrm{~min}$, and for model B, $T_{c B h}=5.574 \mathrm{~min}$.
To select the first launch, compare

$$
\begin{aligned}
& \text { For model A, }\left(6.020-1(5.752)^{2}=0.072\right. \\
& \text { For model B, }\left(5.574-1(5.752)^{2}=0.032\right.
\end{aligned}
$$

TABLE 17.15 Fixed Rate Launching Sequence Obtained for Example 17.8

| Launch m | $\pi T_{0}$ | $\left(\sum_{s-1}^{m} T_{r j h}+T_{c A m}-m T_{c t}\right)^{2}$ | $\left(\sum_{h=1}^{1-1} T_{c j h}+T_{i g i n}-m T_{i f}\right)^{2}$ | Modet |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5.752 | 0.072 | 0.032 | B |
| 2 | 11.504 | 0.008 | 0.127 | A |
| 3 | 17.256 | 0.128 | 0.008 | B |
| 4 | 23.008 | 0.032 | 0.071 | A |
| 5 | 28.760 | 0.201 | 0.000 | B |
| 6 | 34.512 | 0.073 | 0.031 | B |
| 7 | 40.264 | 0.008 | 0.125 | A |
| 8 | 46.016 | 0.130 | 0.007 | 8 |
| 9 | 51.768 | 0.033 | 0.070 | A |
| 10 | 57.520 | 0.202 | 0.000 | B |

The value is minimized for model $B$; therefore, a base part for model B is launched first ( $m=1$ ).

To select the second launch, compare

$$
\begin{aligned}
& \text { For model A. }\left(5.574+6.020-2(5.752)^{2}=0.008\right. \\
& \text { For model B. }\left(5.574+5.574-2(5.752)^{2}=0.127\right.
\end{aligned}
$$

The value is minimized for model $A$ : therefore, a base part for model $A$ is launched second ( $m=2$ ). The procedure continues in this way, with the results displayed in Table 17.15.

Fixed Rate Launching for Three or More Models. The reader will note that 4 units of A and 6 units of B are scheduled in the sequence in Table 17.15 , which is consistent with the production rate data given in the original example. This schedule is repeated each successive hour. When only wo models are being launched in a mixed model assembly fine. Eq. (17.39) yields a sequence that matches the desired scheduled used to calculate $T_{i}$ and $T_{\text {rih }}$. However, when three or more models are being launched onto the line, Eq. (17.39) is likely to yield a schedule that does not provide the desired model mix during the period. What happens is that models whose $T_{c y h}$ values are close to $T_{c}$ are overproduced, whereas models with $T_{c j i}$ values significantly different from $T_{i t}$ are underproduced or even omitted from the schedule. Our sequencing procedure can be adapted for the case of three or more models by adding a term to the equation that forces the desired schedule to be met. The additional term is the ratio of the quantity of model $j$ to be produced during the period divided by the quantity of model $j$ units that have yet to be launched in the period: that is.

$$
\text { Additional term for three or more models }=\frac{R_{\mu i}}{Q_{1 m}}
$$

where $R_{n}=$ quantity of model $j$ to te produced during the period that is, the production rate of model (units $/ h^{\prime}$ ); and $Q_{\text {/FI }}=$ quantity of model $j$ units remaining to be launched during the period as $m$ (number of launches) increases (units/hr). Accordingly, the fixed rate launching procedure for three or more models can be expressed as follows:

$$
\begin{equation*}
\text { For each launch } m \text {, sclect } j \text { to minimize }\left(\sum_{h-1}^{m} T_{c, b}-m T_{c f}\right)^{2}+\frac{R_{\rho_{r}}}{Q_{p m}} \tag{17.40}
\end{equation*}
$$

where all terms have been previously defined. The effect of the addisional term is to reduce the chances that a urit of any model $j$ will be selected for launching as the number of units of that model aiready launched during the period increases. When the last unit of model; scheduled during the period has been launched, the chance of launching another anit of model $j$ becomes zero.

Selecting the sequence in fixed rate launching can sometimes be simplified by dividing all $R_{p}$ values in the schedule by the largest common denominator (if one cxists). which results in a set of new values. all of which are integers. For instance, in Example 17.8, the hourly schedule consists of 4 units of model A and 6 units of model B. The common denominator 2 reduces the schedule to 2 units of $A$ and 3 units of $B$ each half hour. These values can then be used in the tatio in Eq. (17.40). The model sequence obtained from Eq. (17.40) is then repeated as necessary to fill out the hout or shift.

## EXAMPLE 17.9 Fixed Rate Launching in a Mixed Model Assembly Line for Three Models.

Let us add a third model, C. to the production schedute in previous Example 17.8. Two units of model C will be produced each hour, and its work content time $=30 \mathrm{~min}$. Proportion uptime $E=0.96$, as before.
Solution: Let us begin by calculating the total hourly production rate

$$
R_{p}=4+6+2=12 \text { units } / \mathrm{hr}
$$

Cycle time is determined based on this rute and the given value of propor. tion uptime $E$ :

$$
T_{\mathrm{r}}=\frac{60(0.96)}{12}=4.80 \mathrm{~min} .
$$

Then

$$
T_{s}=4.80-0.15=4.65 \mathrm{~min} .
$$

Using these values we can determine repositioning efficiency.

$$
E_{\mathrm{r}}=4.65 / 4.80=0.96875
$$

To determine balance efficiency, we need to divide the workload by the avai1able time on the line, where available time is adjusted for line efficiency $E$ and repositioning efficiency $E_{1}$. Workload is computed as follows:

$$
W L=4(27)+6(25)+2(30)=318 \mathrm{~min} .
$$

Available time to be used in line balancing is thus:

$$
A T^{\prime}=60(.96)(.96875)=55.80 \mathrm{~min} .
$$

The number of workers (and stations, since $M_{i}=1$ ) required is given by

$$
w=\text { Minimum Integer } \equiv \frac{318}{55.8}=5.7 \rightarrow 6 \text { workers }
$$

For our example, let us assume that the line can be balanced with six workers, teading to the following balance efficiency:

$$
E_{t}=\frac{318}{6(55.8)}=0.94982
$$

Lsing the values of $E_{1}$ and $E_{t}$ in Fq. $(17.36)$, the fixed rate launching interval is calculated:

$$
T_{c f}=\frac{\frac{1}{12}\{318)}{6(.96875)(.94982)}=4.80 \mathrm{~min}
$$

The $T_{c t h}$ values for each model are, respectively,

$$
\begin{aligned}
& T_{c A b}=\frac{27}{6(.96875)(.94982)}=4.891 \mathrm{~min} . \\
& T_{c \mathrm{BH}}=\frac{25}{6(.96875)(.94982)}=4.528 \mathrm{~min} . \\
& T_{c C h}-\frac{30}{6(.96875)(.94982)}=5.434 \mathrm{~min} .
\end{aligned}
$$

Let us note that the models $A, B$, and $C$ are produced at rates of 4,6 , and 2 units/hr. Using the common denominator 2 , these rates can be reduced to 2 , 3, and 1 per half hour. respectively. These are the values we will use in the additional term of Eq. (17.40). The starting values of $Q_{\mu m}$ for $m=1$ are $Q_{A 1}=2$, $Q_{A 1}=3$, and $Q_{C 1}=1$. According to our procedure, we have:

$$
\begin{aligned}
& \text { For model A, }(4.891-4.80)^{2}+\frac{2}{2}=1.008 \\
& \text { For model B, }(4.528-4.80)^{2}+\frac{3}{3}=1.074 \\
& \text { For model C, }(5.434-4.80)^{2}+\frac{1}{1}=1.402
\end{aligned}
$$

The minimum value occurs if a unit of model $A$ is launched. Thus, the first launch $(m=1)$ is model $A$. The value of $Q_{A 1}$ is decremented by the one unit already launched, so that $Q_{A 2}=1$. For the second launch, we have:

$$
\begin{aligned}
& \text { For model A, }(4.891+4.891-2(4.80))^{2}+\frac{2}{1}=2.033 \\
& \text { For model B. }(4.891+4.528-2(4.80))^{2}-\frac{7}{3}=1.033 \\
& \text { For model C, }(4.891+5.434-2(4.80))^{2}+\frac{1}{1}=1.526
\end{aligned}
$$

The minimum neenrs when a model B unit is launched. Thus, for $m-2$ a unit of model B is launched, and $Q_{B 3}=2$. The procedure continues in this way, with the results displayed in Table 17.16.

TABLE 17.16 Fixed Rate Launching Sequence Obtained for Example 17.9

| $m$ |  | $\begin{gathered} \left(\sum_{n i}^{r} T_{c i n}-T_{c Q_{m}}-m T_{c}\right)^{2} \\ -R_{p A}^{2} \\ Q_{\alpha m} \end{gathered}$ | $\left(\sum_{\Delta=1}^{m-1} T_{c j n}+T_{c a m}-m T_{c f}\right)^{2}\left(\sum_{n=1}^{m} T_{c ; f}+T_{c c m}-m T_{c t}\right)^{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $m T_{\text {cr }}$ |  | $\begin{array}{r} R_{\mathrm{iuB}} \\ +0_{\mathrm{Bm}} \end{array}$ | $+\frac{R_{p c}}{Q_{c \pi}}$ | Modet |
| 1 | 4.80 | 1.008 | 1.074 | 1.402 | A |
| 2 | 960 | 2033 | 1.033 | 1.526 | B |
| 3 | 14.40 | 2.008 | 1.705 | 1.205 | C |
| 4 | 19.20 | 2.296 | 1.526 | $\infty$ | 8 |
| 5 | 24.00 | 2.074 | 3.008 | $\infty$ | ${ }^{\text {A }}$ |
| 6 | 28.80 | $\times$ | 3.000 | $\infty$ | 8 |

### 17.7 OTHER CONSIDERATIONS IN ASSEMBLY LINE DESIGN

The line balancing algorithms descrilued in Section 17.5 are precise computational procedures that allocate work elements to stations based on deterministic quantitative data. However, the designer of a manual assembly line should not overlook certain other factors, some of which may improve linc performance beyond what the balancing algorithrns provide. Following are some of the considerations:

- Methods analysts. Methods antalysis involves the study of human work activity to seek out ways in which the activity can be done with less effort, in less time, and with greater effect. This kind of analysis is an obvious step in the design of a manual assembly line. since the work elements need to be defined to balance the line. In addition, methods analysis can be used after the line is in operation to examine workstations that turn out to be bottlenecks or sources of quality problems. The analysis may result in improved hand and body motions, better workplace layout, design of special tools and/or fixtures to facilitate marual work elements, or even changes in the product design for easier assembly. (We discuss design for assembly in Section 17.3.)
- Subdividing work elements. Minimum rational work elements are defined by dividing the total work content into small tasks that cannot be subdivided further. It is reasonable to define such tasks in the assembly of a given product, even though ir some cases it may be technically possible to further subdivide the element. For example, suppose a hole is to be drilled through a rather thick cross-section in one of the parts to be assembled. It would normaliy make sense to define this drilling operation as a minimum rational work ciement. However, what if this drilling process were the bottleneck station? It might then be argucd that the drilling operation should be subdivided into two separate steps, which might be performed at two adjacent stations. This would not only relicve the bottleneck, it woutd probably increase the tool lives of the drill bits.
- Sharing work elements between two adjacent stations. If a particular work element results in a bottleneck operation at one station, while the adjacent station has ample idle lime, it might be possible for the element to be shared between the two stations, perhafs alternating every other cycle.
- Etility workers. We have previcusly mentioned utility workers in our discussion of manning levels. Utility workers can be used to relieve congection at stations that are temporatily overioaded.
- Changing workhead speeds ar mechonized stations. At stations in which a mechanized operation is performed. surh as the drilling step in the previous paragraph, the power feed or speed ol the process may be increased or decreased to alter the time required to perform the task. Depending on the situation, ether an increase or decrease in task time may be beneficial. If the mechanized operation takes too long, then an increase in speed or feed is indicated. On the other hand, if the mechanized process is of relatively shorl duration, so that idle time is associated with the station, then a reduction in speed and/or feed may be appropriate. The advantage of reducing the speedifeed combination is that tool life is increased. The reverse occurs when speed or feed is increased. Whether specos and/or feeds are mereased or decreased, procedures must be devised for elficiently changing the tools without causing undue downtime on the line.
- Preassembly of comporents. Te reduce the total amourst of work done on the regular assembly line, certain subassemblies can be prepared off-line, either by another assembly cell in the plant or by purchasing them from an outside vendor that specializes in the type of processes required. Although it may seem like simply a means of moving the work from one location to another, there are some good reasons for organizing assembly operations in this manner. (1) The required process may be dif. ficult to implement on the regular assembly line, (2) task time variability (e.g. for adjusiments or fitting) for the associated assembly operations may result in a longer overall cycle time if done on the regular line, and (3) an assembly cell set up in the plant or a vendor with certain special capabilities to perform the work may be able to achieve higher quality.
- Storage buffers between stations. A storage buffer is a location in the production line where work units are temporarily stored. Reasons to include one or more storage buffers in a production line include: (1) to accumulate work units between two stages of the line when their production rates are different, (2) to smooth production between stations with large rask time variations, and (3) to permit continued operation of certain sections of the line when other sections are temporarily down for service or repair. The use of storage buffers generally improves the performance of the line operation.
- Zoning and other constraints. In addition to precedence constraints, thete rmay be other restrictions on the line balancing solution. Zoning constraints impose limitations on the grouping of work elements and/or their allocation to workstations, Zoning constraints are of two types: positive and negative. A posidive zoning constraint means that certain clements should be grouped together at the same workstation if possble For example, spray painting elements should all be grouped together due to the need for special enclosures. A negative zoning constraint indicates that certain work elements might interfere with each other and should therefore not be located near tach other. To illustrate, a work ciement requiring delicate adjustments should not he iocated near an assembly operation in which loud sudden thoises uccur, such as bammering. Another lumitation on the allocation of work to stations is a position constraint. This in encountered in the assembly of lage products such as trucks and automobiles, which make it difficult for one operator to perform tasks on both sides
of the product. To facilitate the work, operators are positioned on both sides of the assembly line.
- Parallel workstations. Paralle' stations are sometimes used to balance a producion line. Their most obvious application is where a particular station has an unusually long task time, which would cause the production rate of the line to be less than that required to satisfy product demand. In this case, two stations operating in parallel and both performing the same long task may eliminate the bottleneck.


## EXAMPLE 17.10 Parallel Stations When One Service Time is Too Long

In the planning of a certain production line, a six-station line with one worker per station has been designed. Work elements have been alfocated to stations with resulting service times as follows:

| Station | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Service time (min) | 0.93 | 0.89 | 0.97 | 0.88 | 0.95 | 1.78 |

Repositioning time at each station $=6 \mathrm{sec}(T,=0.1 \mathrm{~min})$ (a) Determine the production rate and balance efficiency for (a) the current line configuration and (b) a revised line configuration that uses two parallel stations in place of current station 6 .

Soluxion: (a) Station 6 is the bottleneck. The cycle time for the line is the longest service time plus the repositioning time:

$$
T_{\mathrm{c}}=1.78+0.1=1.88 \mathrm{~min}
$$

In the absence of information on line efficiency (assume $E=1.0$ for our calculations), the hourly production rate would be the cycle rate of the line:

$$
R_{p}=R_{r}=60 / 1.88=31.9 \text { units } / \mathrm{hr}
$$

To compute the balance efficiency, the total work content must be determined. This is the sum of the service times at the six stations:

$$
T_{\text {tec }}=0.93+0.89+0.97+0.88+0.95+1.78=6.40 \mathrm{~min}
$$

Using Eq. (17.16), we can now calculate balance efficiency:

$$
E_{\mathrm{b}}=\frac{6.40}{6(1.78)}=0.599=59.9 \%
$$

(b) It parallel stations are used at position 6 in the line, the total number of workers increases to seven, but the effective task time at position 6 is reduced to $1.78 / 2=0.89 \mathrm{~min}$. Station 3 now becomes the limiting station. The cycle time based on station 3 is

$$
T_{c}=0.97+0.1=1.07 \mathrm{~min}
$$

Assuming $E=1.0$ as before, the production rate of the reconfigured line would be:

$$
R_{D}=R_{L}=60 / 1.07=56.1 \text { units } / \mathrm{hr}
$$

For the balance efficiency, the total work content rematns at $T_{\mathrm{xc}}=6.40 \mathrm{~min}$, but the maximum service time $T_{s}=0.97 \mathrm{~min}$, and the number of workers (stations) $w=7$.

$$
E_{b}=\frac{6.40}{7(0.97)}=0.943=94.3 \%
$$

In some line balancing problems, a tnore equal allocation of work elements to stations car be achieved by arranging certain stations in parallel Conventional line balancing methods. such as the largest candidate rule, Kilbridge and Westex method, and ranked positional weights method, do not consider the use of parallel workstations. It turns out that the only way to achieve a perfect balance in our earlier Exampie 17.1 is by using parallel stations.

## EXAMPLE 17.11 Parallel Work Stations for Better Line Badance

Can a perfect linis balance be achieved in our Example 17.1 using parallel stations?
Solution: The answer is yes By using a parallel station contiguration to replace positions 1 and 2, and hy reallocating the elements as indicated in Table 17.17, a perfect balance can be obtained. The solution is illustrated in Figure 17.9.

(b)

Figure 17.9 Solution tor Example 17.11 using parallel workstations: (a) precedence diagram and (b) workstation layout showing element assignments.

TABLE 17.17 Assignment of Work Elements to Stations for Example 17.11 Using Parallel Workstations

| Station | Work Element | $T_{\text {ex }}(m i n)$ | Station Tme (min) |
| :---: | :---: | :---: | :---: |
| $9.2^{*}$ | 1 | 0.2 |  |
|  | 2 | 0.7 |  |
|  | 3 | 0.7 |  |
|  | 4 | 0.1 |  |
| 3 | 8 | 0.6 | $2.00 / 2=1.00$ |
|  | 5 | 0.11 |  |
|  | 6 | 0.32 |  |
|  | 7 | 0.27 | 1.00 |
| 4 | 9 | 0.38 |  |
|  | 11 | 0.5 |  |
|  | 12 | 0.12 | 1.00 |

-Stations 1 and 2 are in parallel.

Work content time $T_{u r}=4.0 \mathrm{~min}$ as before. To figture the available service time, we note that there are two conventional stations ( 7 and 4) with $T,-1.0 \mathrm{~min}$ each. The parallel stations ( 1 and 2 ) each have service times of 2.0 min, but each is working on its own unit of product so the available service time per unit at the wo parallel stations is $(2.0+2.0) / 2=2.0 \mathrm{~min}$. Using this reasoning, we can compute the balance efficiency as follows:

$$
E_{b}=\frac{4.0}{2(1.0)+2.0}=1.00=100 \%
$$
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## PROELEMS

## Single Model Assembly Lines

17.1 A product whose work content time $=50 \mathrm{~min}$ is to be assembled on a manal production line. The required production rate is 30 units/hr. From previous experience with similar products, it is eslimated that the manning level will be 1.25 . Assume that the proportion uptime $E=1.0$ and that the repositioning time $T_{s}=0$. Determine: (a) cycle time and (b) ideal minimum number of workers recured on the line. (c) If the ideal number in part (b) could be achieved. how many workstations would be needed?
17.2 A marual assembly line has 15 workstations with one operator per station. Work content time to assemble the product $=22 \mathrm{~min}$. The production rate of the line $=35 \mathrm{units} / \mathrm{hr}$. Assume
that the proportion tutime $E=1.0$ and that tepositioning time $T_{r}=6 \mathrm{sec}$. Deternine the balance delay.
17.3 A manual assembly line must be designed for a product with annual dcmand $=100000$ units. The line will operate $50 \mathrm{wk} / \mathrm{ym}, 5$ shifts/wk, and $7.5 \mathrm{hr} / \mathrm{shtfi}$. Work unite will be attached to a continuously movng conveyor. Work content time $=42.0 \mathrm{~min}$. Assume line efficiency $E=0.97$, balancing efficiency $E_{b}=0.92$, and repositioning time $T_{s}=6$ sec. Detarmine: (a) hourly production tate to meet demand and (b) number of workers required.
17.4 A single nodel assembly dine is being planned to produce a consumer appliance at the rate oi $200, \mathrm{CN} / \mathrm{units} / \mathrm{yr}$. The line will be operatcd $8 \mathrm{hr} / \mathrm{shift}, 2$ shifts/day, 5 day/wk, $50 \mathrm{wk} / \mathrm{yr}$. Work content ame $=35.0 \mathrm{~min}$. For planning purposes it is anticipated that the proportion uptime on the line will be $95 \%$. Determinc: (a) average hourly production rate $R_{p}$, (b) cycle time $T_{c}$, and (c) theoretical minimum number of workers required on the line. (d) If the balance efficiency is 0.93 and the repositioning time $=6$ sec, how many workers will be required?
47.5 The required prodection rate $=50$ units/hr for a certain product whose assembly work content time $=1.2 \mathrm{hr}$ of direct manual labor. It is to be produced on a production dine that includes four automated workstations. Becanse the automated stations are not completely reliable, the line will have an expected uptime efficiency $=90 \%$. The remaining manual stations will each have one worker. It is anticipated that $8 \%$ of the cycle time will be lost due to repositoming at the bottleneck station. If the balance delay is expected to be $d=0.07$, determine: ( $a$ ) the cycle time; (b) number of workers; (c) number of workstations needed for the line; (d) average manning level on the line, induding the automated stations; and (e) labor efficiency on the line.
17.6 An overhead contin uous conveyor is used to carry dishwasher base parts along a mantal assembly line. The spacing belween appliances $=2.2 \mathrm{~m}$, and the speed of the conveyor $=1 \mathrm{~m} / \mathrm{min}$. The length of each workstation is 3.5 ms . There are a tetal of 25 stations and 30 workers on the line Determine: (a) elapsed time a dishwasher base part spends on the line, (b) feed rate, and (c) tolerance time.
17.7 A moving belt line is used for a product whose work content $=20 \mathrm{~min}$. Production rate $=48$ units $/$ ht. Assume that the proportion uptime $E=0.96$. The length of each station $=5$ fland manning level $=10$. The beit speed can be set at any value between 1.0 and $6.0 \mathrm{ft} / \mathrm{min}$. It is expected that the balance delay wid be about 0.07 or slightly higher. Time lost for repositioning each cycle is 3 sec (a) Determine the aumber of stations needed on the line. (b) What would be an appropriate belt speed, spacing between parts, and tolerance time for this line?
17.8 A final assembly plant for a cerlain automobile model is to have a capacity of 225,000 units annually. The piant will operate $50 \mathrm{wk} / \mathrm{yr}, 2$ shifts/day, 5 day $/ \mathrm{wk}$, and $7.5 \mathrm{hr} / \mathrm{shift}$. It will be divided inco three departments: (1) body shop, (2) paint shop, (3) trim-chassis-ifinal department. The body shop welds the car bodies using tobots, and the paint shop coats the bodics Both of these departments are highiy automated. Trim-chassis-final has no automation. There are 15.0 br of direct labor content on each car in this third department, where cars are moved by a continuous conveyor. Determine: (a) bourly production rate of the plant and (b) mumber of workers and workstations required in trim-chassis-final if no automated stations are used. The average manning level is 2.5 , balancing efficiency $=90 \%$, proportion uptime $=95 \%$, and a repositioning time of 0.15 min is ailowed for cach worker.
17.9 In the previous problem, if each workstation is 6.2 m long, and the tolerance time $T_{s}=$ cycle time $T_{r}$, determine the following: (a) speed of the conveyor, (b) center-to-center spacing between units on the line, (c) total length of the trim-chassis-final line, assuming no vacant space between stations, and (d) elapsed time a work unit spends in trim-chassis-final.
17.10 Pruduction rate for a certain assembled product is 47.5 units $/ \mathrm{hn}$. The assembly work content time $=32$ rimin of direct manual labor. The line operates at $95 \%$ uptime. Ten workstations have two workers on opposite sides of the line so that both sides of the product can be
worked on simultaneously. The remaining stations have one worker. Repositioning time lost by each worker is 02 mun/cycle. It is known that the dumber of workers on the line is two more than the number required for perfec balanoc. Determute: (a) number of workers, (b) number of workstations, (c) balance efficiency, and (d) average manning level.
17.11 Total work content for a product assembled on a manual production line is 33.0 min . Production rate of the line must be 47 untits/hr. Work units are atrached to a moving conveyor whose speed $=7.5 \mathrm{ft} /$ min. Repositionugg tume per worker is 6 sec , and uptime efficiency of the hne is $94 \%$. Because of imperfect line balancing. the number of workers needed on the line mast be four more woikers than the nomber required for perfect balance. Assume the manning level $M=1.6$, (a) How many workers are requiced on the !ine? (b) How many workstations are on the line? (c) What is the balance efficiency for this line? (d) If the workstations are atranged in a linc. and the iength of each station is 11 ft . what is the tolerance nome in each station? (e) What is the elapsed time a work unit spends on the line?
17.12 A manual assembly line is to be designed for a certain major appliance whose assembly work content time $=2.0$ hr. The line will be designed for an annual production rate of 150,000 units. The plant. will operate one $10-\mathrm{hr}$ shift/ H ay. 250 day/yr. A contintous conveyor syslem will be used, and it will operate at a speed $=1.6 \mathrm{~m} / \mathrm{min}$. The line must be desigued under the following assumptions: balance delay $=6.5 \%$, uptime efficiency $=96 \%$, repositioning time $=6 \sec$ for each worker, and average manning level $=1.25$. (d) How many workers will he required to operate the assembly line? If each station is 2.0 m long, (b) how long will the production line be. and (c) what is the elapsed time a work unit spends on the line? (d) What is the labor elficiency on the assambly line?
17.13 The work content for a product assembled on a manual production line is 48 min. The work is transported using a contiruous overhead conveyor that operates at a speed of $5 \mathrm{ft} / \mathrm{min}$. There are 24 workstotions on the line, one third of which have two workers; the remaining stations cach have one worker. Repositioning time per worker is 9 sec, and uptime efficiency of the line is $95 \%$. (a) What is the meximum possible bourly production rate if the line is assumed to be perfectly balanced? (b) If the actual production rate is only $92 \%$ of the naximum possibie rate determined in part (a), what is the balance delay on the line? (c) If the Ine is designed so that the tolerance time is 1.3 times the cyde time, what is the total length of the production line, and what is the clapsed tine a product spends on the line?
17.14 A moving belt line is used for a product whose work content time $=33.0$ min. Production rate $=45$ units $/ \mathrm{hr}$. The length of each station $=1.75 \mathrm{~m}$, and manning level $=1.0$. It is expected that the balance delay will bc about 0.08 or slightly higher. Uptime reliability $=96 \%$. Time lost for repositioning each cycle is 6 soc. (a) Determine the number of stations needed on the line. (b) If the tolerance time were 1.5 times the cycle time. detemine the belt speed and spacing between parts for this line.
17.15 Work content time for a product assembled on a manual production line is 45.0 min. Production rate of the line must be 40 units/hr. Work units are attached to a moving conveyor whose speed $=8 \mathrm{tt} /$ min. Repositioning time per worker is 8 sec, uptime efficiency of the line is $93 \%$, and manning leve $=1.25$. Because of imperfect line balancing, it is cxpected that the number of workcrs needed on the line will be about $10 \%$ more than the number required for perfect balance. If the workstations are arranged in a line, and the length of each station is 12 ft , (a) how long is the entire production line, and (b) what is the elapsed time a work unit spends on the line?

## Line Balancing (Singłe Model Lines)

17.16 Show that the two statements of the objective function in single model line balancing in Eq. (17.27) are equivalent.
17.17 The table below defines the precedence relationships and element times for a new model toy. (a) Construct the precedence dagram for this job. (b) If the ideal cycle time $=1.1 \mathrm{~min}$, repositionng time $=0.1 \mathrm{~min}$, and uptime proportion is assumed to be 1.0 , what is the theoretical minimum number of workstations requred to minimize the balance delay under the assumption that there will be une worker per station? (c) Use the fargest candidate rule to assign work elements to stations. (d) Compute the balance delay for your solution.

| Work Element | $T_{s}$ (min) | (mmediate Predecessors |
| :---: | :---: | :---: |
| 1 | 0.5 | - |
| 2 | 0.3 | 1 |
| 3 | 0.8 | 1 |
| 4 | 0.2 | 2 |
| 5 | 0.1 | 2 |
| 6 | 0.6 | 3 |
| 7 | 0.4 | 4,5 |
| 8 | 0.5 | 3,5 |
| 9 | 0.3 | 7,8 |
| 10 | 0.6 | 6,9 |

17.18 Solve Problem 17.17 using the Kilbridge and Wester method in part (c).
17.19 Solve Problem 17.17 using the ranked positional weights method in part (c).
17.20 A manual assembly line is to be designed to make a small consumer product. The work elements, their times, and precedence constraints are given in the table below. The workers will operate the line for $400 \mathrm{~min} /$ day and must produce 300 products/day. A mechanized belt moving al a speed of $1.25 \mathrm{~m} / \mathrm{min}$ will transport the products between stations Because of the variability in the time required to perform the assembly operations, ic has been determined that the tolerance time should be 1.5 times the cycle time of the line. (a) Determine the deal minimum number of workers on the line. (b) Use the Kilbridge and Wester method to balance the line. (c) Compute the balance delay for your solution in part (b). (d) Determine the spacing berween assemblies on the conveyor and (e) the required length of each workstation to meet the specifications for the line.

| Element | $T_{0}$ (min) | Preceded By | Element | $T_{0}$ (min) | Preceded By |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.4 | - | 6 | 0.2 | 3 |
| 2 | 0.7 | 1 | 7 | 0.3 | 4 |
| 3 | 0.5 | 1 | 8 | 0.9 | 4,9 |
| 4 | 0.8 | 2 | 9 | 0.3 | 5,6 |
| 5 | 1.0 | 2.3 | 10 | 0.5 | 7.8 |

17.21 Solve Problem 17.20 using the ranked positional weights method in part (b).
17.22 A manual assembly line operates with a mechanized conveyor. The conveyor moves at a speed of $5 \mathrm{ft} / \mathrm{min}$, and the spacing between base parts launched onto the linc is 4 ft . It has been determined that the line operates best when there is one worker per station and each station is 6 ft long. There are 14 work elements that must be accomplished to complete the assembly. dud the etement times and precedence requirements are listed in the table below. Determine: (a) feed rate and corresponding cycle time, (b) tolerance time for each worker, and (c) ideal minimum number of workers on the line. (d) Draw the precedence diagram for
the prehlem. (e) Detemme an eflicient line halancing solution. (i) For your solution, determine the balance delay

| Element | $T_{e}($ min $)$ | Preceded $B y$ | Efement | $T_{r}$ (min) | Preceded By: |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.2 | - | 8 | 0.2 | 5 |
| 2 | 0.5 | - | 9 | 0.4 | 5 |
| 3 | 0.2 | 1 | 10 | 0.3 | 6,7 |
| 4 | 0.6 | 2 | 11 | 0.1 | 9 |
| 5 | 0.1 | 3,4 | 13 | 0.2 | 8,10 |
| 6 | 0.2 | 4 | 14 | 0.1 | 11 |
| 7 | 0.3 |  | 0.3 | 12,13 |  |

17.23 A new small electrical appliance is to he assembled on a single model assembly line. The line will be operated 250 day/yr, $15 \mathrm{ht} / \mathrm{day}$. The work content has been divided into work elements as defined in the table below. Also given are the element times and precedence requirements. Annual production is to be 200,000 units. It is anticipated that the line efficiency (proportion uptime) $E-0.96$. The rcpositionng time for each worker is 008 min . Determine: (a) avcrage hourl) production rate. (bi cycle time, and (c) theoretical minimum number of workcrs required to meet annual production requirements. (d) Use one of the line balancing algonthms to balance the line. For your solution, determine: (e) balance efficiency and (f) overall habor efficiency on the the.

| Element No. | Element Description | $T_{e}$ (min) | Preceded Sy |
| :---: | :---: | :---: | :---: |
| 1 | Piace frame on workholder and clamp | 0.15 | - |
| 2 | Assemble fan to moter | 0.37 | - |
| 3 | Assemble bracket A to frame | 0.21 | 1 |
| 4 | Assemble bracket 日 to irame | 0.21 | 1 |
| 5 | Assemble motor to frame | 0.58 | 1.2 |
| 6 | Affix insulation to bracket A | 0.12 | 3 |
| 7 | Assembie angle plate to bracket $A$ | 0.29 | 3 |
| 8 | Affix insulation to bracket B | 0. 12 | 4 |
| 9 | Attach link bar to motor and bracket B | 0.30 | 4,5 |
| 10 | Assemble three wires to motor | 0.45 | 5 |
| 11 | Assemble nameplate to housing | 0.18 | - |
| 12 | Assemble light fixture to housing | 0.20 | 11 |
| 13 | Assemble blade mechanism to frame | 0.65 | 6,7,8,9 |
| 14 | Wire switch, motor, and light | 0.72 | 10.12 |
| 15 | Wire blade mechanism to switch | 0.25 | 13 |
| 16 | Attach housing over motor | 0.35 | 14 |
| 17 | Test blade mechanism, light, otc. | 0.16 | 15,16 |
| 18 | Affix instruction label to cover plate | 0.12 | - |
| 19 | Assemble grommet to power cord | 0.10 | - |
| 20 | Assemble cord and grommet to cover plate | 0.23 | 18,19 |
| 21 | Assemble power cord leads to switch | 0.40 | 17,20 |
| 22 | Assemble cover plate to frame | 0.33 | 21 |
| 23 | Final inspect and remove from workholder | 0.25 | 22 |
| 24 | Package | 1.75 | 23 |

## Mixed Model Assembly Lines

17.24 Two product models, A and B, are to be produred on a moxed nodel assembly linc Hourly production rase and work contenl time for model $A$ are 12 units $/ \mathrm{hr}$ and 32.0 min , respectively; and for model $B$ are 20 units $/$ hr and 21.0 min . Line efficiency $E=0.95$, balance efficiency
$E_{h}=0.93$, repositioning time $T_{t}=0.10 \mathrm{~min}$, and manning level $M=1$, Determine how many wo:kers and workstations must he on the production line to produce this workload.
17.25 Three models, A, B. and C. will he produced on a mixed model assembly line. Hourly production rate and work content time for model $A$ ate 10 units/hr and 45.0 min, for model $B$ are 20 units $/ \mathrm{hr}$ and 35.0 min , and for model C are $30 \mathrm{unit} .8 / \mathrm{hr}$ and 25.0 min . Line efficiency is 95 辰, halance efficiency is 0.94 , repositioning $e^{\prime}$ ficiency $E,=0.97$, and manning level $M=1$. Determine how many workers and workstations must be on the production line to produce this workload.
17.26 For Problem 17.24, determine the variable rate launching intervals for models $A$ and $B$.
17.27 For Problem 17.25, Actermine the variable rate launching intervals for models $\mathrm{A}, \mathrm{B}$, and C .
17.28 For Probiem 17.24, determinc: (a) the fixed rate launching interval and (b) the lameth sequence of models $\mathbf{A}$ and $\mathbf{B}$ during 1 hr of production.
17.29 For Probiem 17.25 , determinc: (a) the fixed rate launching interval and (b) the launch sequence of models A, B, and C during 1 hr or production.
17.30 Show that the two statements of the objective function in mixed model line balancing in Eq. (17.31) are equivalent.
17.31 Two models $A$ and $B$ are to be assembled on a mixed model line. Hourly production rates for the two models are: A, 25 units/hr and B, 18 units/hr. The work elements, element times, and precedence requirements are given in the table below. Elements 6 and 8 are not required for model $A$, and elements 4 and 7 are not required for model $B$. Assume $E=10$, $E=1.0$, and $M_{r}=1$. (a) Construct the precedence diagram for each model and for both models combined into one diagram, (b) Find the theoretical minimum number of workstations required to achieve the required production rate. (c) Use the Kilbridge and Wester method to solve the line balancing problem. (d) Deternine the balance efficiency tor your solution in (c).

| Work Elament k | $T_{\text {sat }}(m i n)$ ) | Praceded By | $T_{\text {AEik }}(\mathrm{min})$ | Prececied 8y |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.5 | - | 0.5 | - |
| 2 | 0.3 | 1 | 0.3 | 1 |
| 3 | 0.7 | 1 | 0.8 | 1 |
| 4 | 0.4 | 2 | - | $\cdots$ |
| 5 | 1.2 | 2,3 | 1.3 | 2,3 |
| 6 | - | - | 0.4 | 3 |
| 7 | 0.6 | 4,5 | - | - |
| 8 | - | - | 0.7 | 5,6 |
| 9 | 0.5 | 7 | 0.5 | 8 |
| $\overline{T_{w e}}$ | 4.2 |  | 4.5 |  |

17.32 For the daca given in previous Problem 17.31 , solve the mixed model line balancing problem except use the ranked positional weights method to determine the order of entry of work elenkents.
17.33 Three models $A, B$, and $C$ are to be assembled on a mixed model line. Hourly production rates for the three models are: A, 15 units/hr; $\mathbf{B}, 10$ units/hr; and $\mathrm{C}, 5$ units/br. The work elements, clement times, and precedence requirements are given in the table below. Assume $E=1.0, \varepsilon_{r}=1.0$, and $M_{1}=1$. (a) Construct the precedence diagram for each model and for all three models combined into one diagram. (b) Find the theoretical minimum number of workstations required to acheve the required production rate. (c) Use the Kilbridge and

Wester method to solve the linc balancing problem. (d) Determine the balance efficiency for the solution in (c).

| Element | $T_{\text {ata }}(\mathrm{min}$ ) | Preceded By | $T_{a s k}(\mathrm{~min})$ | Preceded By | $T_{e c k}(\mathrm{~min})$ | Pracedea By |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.6 | - | $0 \cdot 6$ | T | 0.6 | $\bar{\square}$ |
| 2 | 0.5 | 1 | 0.5 | 1 | 0.5 | 1 |
| 3 | 0.9 | 1 | 0.9 | 1 | 0.9 | 1 |
| 4 | - |  | 0.5 | 1 | - |  |
| 5 | - |  |  |  | 0.6 | 1 |
| 6 | 0.7 | 2 | 0.7 | 2 | 0.7 | 2 |
| 7 | 1.3 | 3 | 1.3 | 3 | 1.3 | 3 |
| 8 | - |  | 0.9 | 4 | - |  |
| 9 | - |  | - |  | 1.2 | 5 |
| 10 | 0.8 | 6.7 | 0.8 | 6,7,8 | 0.8 | 6,7,9 |
| $T_{w}$ | 4.8 |  | 6.2 |  | 6.6 |  |

17,34 For the data given in frevious Problem 17.33, (a) solve the mixed model line balaneing prob1 m except that line efficiency $E=0.96$ and repositioning efficiency $E_{r}=0.95$. (b) Determine the balance efficiency for your solution.
17.35 For Problen 17.33, determine: (a) the fixed rate launching interval and (b) the launch sequence of models $\mathrm{A}, \mathrm{B}$, and C during 1 hr of production.
17,36 Two similar models, $A$ and $B$, are to be produced on a mixed model assembly line There are fous workers and four stations on the line ( $M_{i}=1$ for $i=1,2,3,4$ ). Hourly production rates for the two models are: for $\mathbf{A} .7$ units/hi and for $B, 5$ units/hr. The work elements, element times, and precedence requirements for the two models are given in the table below. As the table indicates, most elements are common to both models. Element 5 is unique to model $A$, and elements 8 and 9 are unique to model $B$. Assume $E=1.0$ and $E_{r}=1.0$. (a) Develop the mixed model precedence diagram for the two models and for both models combincu. (b) Detcrmine a line balancing solution that allows the two models to be produced on the four stations at the specified rates. (c) Using your solution from (b), solve the fixed rate model launching problem by determining the fixed rate fanching interval and constructing a lable to show the sequence of model launchings during the hour.

| Work Element k | $T_{\text {eak }}(\mathrm{min})$ | Proceded Ey | $T_{\text {mext }}(\mathrm{min})$ | Preceded By |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\dagger$ | - | 1 | - |
| 2 | 3 | 1 | 3 | 1 |
| 3 | 4 | 7 | 4 | 1.8 |
| 4 | 2 | - | 2 | 8 |
| 5 | 1 | 2 | - | - |
| 6 | 2 | 2,3,4 | 2 | 2,3,4 |
| 7 | 3 | 5,6 | 3 | 6,9 |
| 8 | - | - | 4 | - |
| 9 | - | - | 2 | 4 |
| $\overline{\text { Twe }}$ | 16 |  | 21 |  |

## chapter 18

## Transfer Lines and Similar Automated Manufacturing Systems
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The manufacturing systems considered in this chapter are used forhigh procuction of parts that require multiple processing operations. Each processing operation is performed at a workstation, and the stations are physically integrated by means of a mechanized work transport system to form an automated production line. Machining (milling, drilling, and similar rotating cutter operations) is a common process performed on these production
lines, in which case the term transfer line or transfer machine is used. In our classification of manufacturing systems (Section 13.2), transfer lines are type III A, case $S$ (fixed routing or parts, automated, single model systems). Other applications of automated production lines include robotic spotwelding in automobile final assembly plants, sheet metal pressworking, and electroplating of metals. Sirnilar automated lines are used for assembly operations: however, the technolney of antomated assembly is sufficiently different that we postpone coverage of this topse until the next chapter.

Automated production lines require a significant capital investment. They are examples of fixed automation (Section 1.3), and it is generally difficult to alter the sequence and content of the processing operations once the line is built. Their application is therefore appropriate only under the following conditions:

- High product demand, requiring high production quantities.
- Stable product design. Frequent design changes are difficult to cope witio on an automated production line.
- Long product fife, at least several years in most cases.
- Muftiple operations are performed on the product during its manufacture.

When the application satisfies these conditions, automated production lines provide the following benefits:

- Low direct labor content.
- Low product cost because cost of fixed equipment is spread over many units.
- High production rates
- Production lead time the time between beginning of production and completion of a fimshed unit) and work-in-process are minimized.
- Factory floor space is minimized.

In this chapter. we examine the technology of automated production lines and develop several mathematical models that can be used to analyze their operation.

## 18. 1 FUNDAMENTALS OF AUTOMATED PRODUCTION LINES

An automated production line consists of multiple workstations that are linked together by a work handling system that transfers parts from one station to the next, as depicted in Figure 18.1. A raw workpart enters one end of the line, and the processing sleps are


Figure 18.1 General configuration of an automated production line.
Key: Proc = processing operation, Aut = automated workstation.
performed sequentially as the part progresses forward (from left to right in our drawing). The line may include inspection stations to perform intermediate quality checks. Also, manual stations may also be located along the line to perform certain operations that are difficult or uneconomical to automate. Each station performs a different operation, so that the sum total of all the operations is reguired to complete one unit of work. Multiple parts are processed simultanemsly on the line one part at each workstation. In the simplest form ot production line the number of parts on the line at any moment is equal to the number of workstations, as indicated in our figure. In more complicated lines, provision is made for tenporary parts storage between stations, in which case there is on average more than one part per station.

An automated production line operates in cycles, similar to a manual assembly line (Chapter 17). Each cycle consists of processing time plus the time to transfer parts to their respective next workstations. The slowest workstation on the line sets the pace of the line, just as in an assembly line. In Section 18.3, we develop cquations to describe the cycle time performance of the transfer line and similar automated manufacturing systems.

Depending on workpart geometry a transfer line may utifize pallet fixtures for part handling. A pallet fixture is a workholding device that is designed to (1) fixture the part in a precise location relative to its base and (2) be moved tocated, and accurately clamped in position at successive workstations by the transfer system. With the pars accurately located on the pallet fixture, and the pallet accurately registered at a given workstation, the part is therefore itself accuratcly positioned relative to the processing operation performed at the slation. The location requirement is especialiy critical in machining operations, where tolerances are typically specified in hundredths of a millimeter or thousands of an inch. The term palletized transfer line is sometimes used to identify a transfer line that uses pallet fixtures or similar workholding devices. The alternative method of workpart location is to simply index the parts themselves from station-to-station. This is called a free transfer Ine, whose obvious benefit is that it avoids the cost of the pallet fixtures. However, certain part geometries require the use of pallet fixtures to facilitate handling and ensure accurate location at a workstation. When pallet fixtures are used, a means must be provided for them to be delivered back to the front of the line for re-use.

### 18.1.1 System Configurations

Although Figure 18.1 shows the flow of work to be in a straight line, the work flow can actually take several different forms. We classify them as follows: (1) in-line, (2) segmented in-line, and (3) rotary. The in-line configuration consists of a sequence of stations in a siraight line arrangement, as in Figure 18.1. This configuration is common for machining big workpieces, such as automotive engine blocks, engine heads, and transmission cases Because these parts require a large number of operations, a production tine with many stations is needed. The in-line configuration can accommodate a large number of stations. Inline systems can also be designed with integrated storage buffers atong the flow path (Section 18.1.3).

The segmented in-line configuration consists of two or more straight-line transfer sections, where the segments are usually perpendicular to each other. Figure 18.2 shows several possible layouts of the segmented in-line catepory. There are a number of teasons for designing a production line in these configurations rather than in a pure straight line, including: (1) available floor space may limit the length of the line, (2) it allows reorientation


Figure 18.2 Sereral possible layouts of the segmented in-line configuration of an automated production line: (a) L-sbaped, (b) Ushaped, and (c) rectangular. Key: Proc = processing operation, Aut = automated workstation. Wash = work carrier washing station.
of the workpiece to present different surfaces for machining, and (3) the rectangular layout provides for return of workholding fixtures to the front of the line for reuse.

Figure 18.3 vhows two transfer lines that perform metal machining operations on a truck rear axle housing. The first line, on the bottom tight-hand side, is a segmented inline configuration in the shape of a rectangle. Pallet fixtures are used in this line to position the starting castings at the workstations for machining. The second line, in the upper left corner, is a conventional in-line configuration consisting of seven stations. When processing on the first lime is completed. the parts are manually transferred to the second line. where they are reoriented to present different surfaces for machining. In this line, the parts are moved by the transfer inechanism using no pailet fixtures.


Figure 18.3 Line drawing of two machining transfer lines. At bottom right, the first is a 12 -station segmented in-line configuration that uses pallet fixtures to locate the workparts. The return loop brings the pallets back to the front of the line. The second transfer line (upper left) is a seven-station in-line configuration. The manual station between the lines is used to reorient the parts. (Courtesy of Snyder Corp.

In the rotary configuration, the workparts are attached to fixtures around the periphery of a circular worktable, and the table is indexed (rotated in fixed angular amounts) to present the parts to workstations for processing. A typical arrangement is illustrated in Figure 18.4. The worktable is oftet referred to as a dial, and the equipment is called a diad indexing machine, or simply, indering machine. Although the rotary configuration does not seem to belong to the class of production systems called "lines," their operation is nevertheless very similar. Compared with the in-line and segmented in-line configurations, rotary indexing systems are commonly limited to smaller workparts and fewer workstations; and they cancot readily accommodate buffer storage capacity. On the positive side, the rotary system usually involves a less expensive piece of equipment and typically requires less floorspace.


Figure 18.4 Rotary indexing machine (dial indexing machine). Key: Proc = processing operation. Aut $=$ automated workstation.

### 18.1.2 Workpart Transfer Mechanisms

The workpart trarsfer system moves parts between stations on the production linc. Transfer mechanisms used on altomated production lines are usually either synchronous or asynchronous (Section 17.1.2). Synchronous transfer has been the traditional means of moving parts in a transfer line. However, applications of asynchronous transfer systems are increasing because they provide certain advantages over synchronous parts movement [10]: (1) greater flexibility, (2) fewer pallet fixtures required, (3) easier to rearrange or expand the production system. These advantages come at higher first cost. Continuous work transpor: systems are uncommon on automated lines due to the difficulty in providing accurate registation berween the station workheads and the continuously moving parts.

In this Section, we divide work patt transfer mechanisms into two categories: (1) lincar transport systems for in-line systems and (2) rotary iodexing mechanisns for dial ithdexing machines. Some of the linear transport systems provide synchronous movement, whereas others provide asynchronous motion. The rotary indexing mechanisms all provide synchronous motion.

Linear Transfer Systems. Most of the material transport systems described in Chapler 10 provide a linear motion, and some of these are used for workpart transfer in automated production systems. These include powered roller conveyors, belt conveyors, chain-driven conveyors, and cart-on-track conveyors (Scetion 10.4). Figure 185 illustrates


Figure 18.5 Side vicw of chain or steel belt driven conveyor ("over-and-under" type) for linear workpart transfer using work carriers.
the possibic application of a chain or belt driven conveyor to provide continuous of intermittent movement of parts between stations. Either a chain or flexible steel helt is used to fransport parts using work eatriers attached to the conveyor. The chain is driven by pulleys in either an "over-and-under" configuration, in which the pulleys turn about a horizontal axis, or an "around-the-corner" configuration, in which the pulleys rotate about a vertical axis.

The belt conveyor can ako be adapted for asynchronous movement of work units using friction between the belt and the part to move parts between stations. The forward motion of the parts is stopped at each station using pop-up pins or other stopping mechanisms.

Cart-on-irack conveyors pruvide asynchronous parts movement and are designed to position their carts withim about $\pm 0.12$ min ( 40.005 inch), which is adequate for many processing situations. In the other types. provision must be made to stop the workparts and loente them within the required tolerance at each workstation. Pin-in-tole medtanisms and detente devices can be used for this purpose.

Many machining yype transfer lines utilize vanious walking beam transfer systems, in which the parts are syncbronously lifted up from their respective stations by a transfer beam and moved onc position ahead to the next station. The transfer beam then lowers the parts into nests that position them for processing at their stations. The beam then retracts to make ready for the next transfer cycle. The action sequence is depicted in Figure 18.6.

(2)

(3)

(4)

Figure 18.6 Operation of walking beam transfer system: (1) workparts at station positions on fixed station beam. (2) transfer beam is raised to lift workparts from nests, (3) elevated transfer beam moves parts to next station positions, and (4) transfer beam lowers to drop workparts into nests at new station positions Transfer beata then retracts to original position shown in (1).

Rotary Indexing Mechanisms. Several mechanisms are available to provide the rotational incexing motion required in a dial indexing machinc. Two representative types are cxplained here: Gencua mechanism and cam drive.

The Geneva mechanism uses a continuously rotating driver to index the table through a partial rotation, as illustrated in Figure 18.7. If the driven member has six slots for a sixstation dial indexing table. each turn uf the driver results in $1 / 6$ rotation of the workahle or $60^{\circ}$. The driver only causes motion of the table through a portion of its own rotation. For a six-slotted Geneva. $120^{\circ}$ of driver rotation is used to index the table. The remaining $240^{\circ}$ of driver rotation is dwell time for the table, during which the processing operation must be completed on the work unit. In general.

$$
\begin{equation*}
\theta=\frac{360}{n_{s}} \tag{18.1}
\end{equation*}
$$

where $\theta=$ angle of rotation of worktable during indexing (degrees of rotation), and $n,=$ number of slots in the Geneva. The angle of driver sotation during indexing $=2 \theta$, and the angle of driver rolationduring which the work table experiences dwell time is ( $360-2 \theta$ ). Gencva mechanisms usually have four, five, six, or eight slots, which establishes the maximum number of workstation positions that can be placed around the periphery of the table Given the rotational speed of the driver. we can determine total cycle time as:

$$
\begin{equation*}
T_{t}=\frac{1}{N} \tag{18.2}
\end{equation*}
$$

where $T_{s}=$ cycle time (min), and $N=$ rotational speed of driver (rev/min). Of the total cycle time, the dwell time, or available opetation time per cyele, is given by:

$$
\begin{equation*}
T_{4}-\frac{(180+\theta)}{360 \mathrm{~N}} \tag{18.3}
\end{equation*}
$$

where $T_{\lambda}=$ available service or processing time or dwell time (min), and the other terms are defined above. Similarly; the indexing time is given by:

$$
\begin{equation*}
r_{r}=\frac{(180-\theta)}{360 \mathrm{~N}} \tag{18.4}
\end{equation*}
$$



Figure 18.7 Geneva mechanism with six slots.
where $T$, = indexing time (min). (We have previously referred to this indexing time as the repositioning time, so for consistency we retain the same notation.)

## EXAMPLE 18.1. Geneva Mechanism for a Rotary Indexing Table

A rotary worktable is driven by a Geneva mechanism with six slots, as in Figare 18.7. The driver rotates at $30 \mathrm{rev} / \mathrm{min}$. Determine the cycle time, available process time. and the lost time each cycle indexing the table.
Solution: With a driver rotational speed of $30 \mathrm{rev} / \mathrm{min}$, the total cycle time is given by Eq. (18.2):

$$
T_{t}=(30)^{-1}=0.0333 \mathrm{~min}=2.0 \mathrm{sec}
$$

The angle of rotation of the worktable during indexing for a six-slotted Geneva is given by Eq. (18.1)

$$
\theta=\frac{360}{6}=60^{\circ}
$$

Eqs. (18.3) and (18.4) give the available service time and indexing time, respectively, as:

$$
\begin{aligned}
& T_{s}=\frac{(180+60)}{360(30)}=0.0222 \mathrm{~min}=1.333 \mathrm{sec} \\
& T_{r}=\frac{(180-60)}{360(30)}=0.0111 \mathrm{~min}=0.667 \mathrm{sec}
\end{aligned}
$$

Various forms of cam drive mechanisms, one of which is illustrated in Figure 18.8, are used to provide an accurate and retiable method of indexing a rotary dial table. Although a relatively expensive drive mechanism, its advantage is that the cam can be designed to provide a variety of velocity and dwell chatacteristics.


Figure 18.8 Cam mechanism to drive dial indering table (reprinted from [1]).

### 18.1.3 Storage Buffers

Automated production lines can be designed with storage buffers. A storage buffer in a production line is a location where paris can be collected and ternporarily stored before proceeding to subsequent (downstream) workstations The storage buffers can be manually operared or antomated. When antomated. a storage buffer consists of a mechanism to accept parts from the upstream workstation, a place to store the parts. and a mechanism to supply parts to the downstream station. A key parameter of a storage buffer is its storage capacity, that is, the number of workpars it is capable of holding. Storage buffers may be located between every pair of adjacent stations or between line stages containing multiple stations. We illustrate the case of one storage buffer between two stages in Figure 18.9.

There are a number of reasons why storage buffers are used on automated production lines. The reasons include:

- To reduce the effect of station breakdowns. Storage buffers between stages on a production line permit one stage to continue operation while the other stage is down for repairs: We analyze this issue in Section 18.4.
- To provide a bank of parts to supply the line. Parts can be collected into a storage unit and automatically fed to a cownstream manufacturing system. This permits untended operation of the system between refills.
* To provide a place to put the output of the line. This is the opposite of the preceding case.
- To allow for curing time or other required delay. A curing or setting time is required for some processes such as painting or adhesive application. The storage buffer is de. signed to provide sufficient time for the curing to occur before supplying the parts to the downstream station.
- To smooth cycle time variations. Alt hough this is gencrally not an issue in an automated tine, it is relevant in mantual production lines, where cycle time variations are an inherent feature of human perfurmance.

Storage buffers are more readily accommodated in the design of an in-line transfer machine than a rotary indexing nachine. In the latter case, buffers are sometimes located (1) before a dial indexing system to provide a bank of raw starting workparts, (2) following the dial indexing machine to accept the oulput of the system, or (3) between pairs of adjacent dial indexing machines.

### 18.1.4 Control of the Production Line

Controlling an automated production tine is complex because of the sheer number of sequential and simultaneous activities that must be accomplished during operation of the


Figure 18.9 Storage buffer between two stages of a production line.
line. In this Section, we discuss (1) the basic control functions that are accomplished to run the line and (2) the characteristics of controllers used on automated lines.

Control Functions. Three basic control functions can be distinguished in the operation of an automatic transfer machine. One is an operational requirement, the second is a safety requirement, and the third is far quality control. The three basic control functions are:

1. Sequence control. The purpose of this function is to coordinate the sequence of actions of the transfer system and associated workstations. The various activities of the production line must be carricd out with sphit-second timing and accuracy. On a transfer line, for example, the parts must be released from their current workstations, transported, located, and clamped into position at their respective next stations; then the work heads must be actuated to begin their feed cycles; and so on. Sequence controt is basic to the operation of an automated production line.
2. Safety monitoring. This function ensures that the production line docs not operate in an utsafe condition. Safety applies to both the human workers in the area as well as the equipment itself Additional sensors must be incorporated into the line beyond those required for sequence control to complete the safety feedback ioop and avoid hazardous operation. For example, interlocks must be installed to prevent the equipment from operating when workers are performing maintenance or other duties on the line. In the case of machining transfer lines, cutting tools must be monitored for breakage and/or excessive wear to prevent feeding a defective cutter into the work. A more complete treatment of safety monitoring in manufacturing systems is presented in Section 3.2.1.
3. Quality control. In this controi function, certain quality attributes of the workparts are monitored. The purpose is to detect and possibly reject defective work units produced on the line. The inspection devices required to accomplish quality control are sometimes incorporated intu existing processing stations. In other cases, separate inspection stations are included in the line for the sole purpose of checking the desired quality characteristic. We discuss quality inspection principles and practices in production systems as well as the associated inspection technologies in Chapters 22 and 23.

When a defect is encountered during quality control inspection, the question arises as to what action should be taken to deal with the problen. One possible action is to stop the production line immediately and remove the defect. The trouble with stopping the line is that production time is lost. An alternative action is to continue to operate, but to lock out the affected work unit from further processing as it proceeds through the sequence of stations. This keeps the line producing but requires a more sophisticated level of control over the equipment. The same question of whether to interrupt or continue operation of the line arises in sequence control and safety monitoring, but answering the question is usually more straightforward in these modes of control. For example, when a workstation feed mechanism jams, interlocks prevent continuation of the line operation, and a line stop occurs that must be repaired. If a life-threatening safcty violation occuss, the line must be stopped immediately. If, on the other hand, a minor safety problem occurs, such as detection of worn cutter that will last only a few more cycles, then a more reasonable action might be to wait until a forced line stop occurs and use that as the opportunity to replace the tool.

Let us refer to the two alternatives of immediately stopping the line or continuing to operate as instantaneous control and memory control. They are auxiliary control functions imbedded within the three basic functions.

1. Instantaneous control. This control mode stops the line immediately when a defect ot malfunction is detected. This reaction to a problem is the simplest, most reliable, and casiest to implement. However, as our analysis in Section 18.3 shows, downtime on a production line can be very costly. Diagnostic features can be added to aid in identifying the location and cause of the problem so that repairs can be made in the minimum possible time. Instantaneous control is appropriate for serious safety problems and for malfunctions in sequence control that repeat every cycle.
2. Memory control. In contrast to instantaneous control, memory control is designed to keep the line running. If the problem is associated with a particular work unit (eg., a defective part is detected), memory control prevents subsequent stations from processing the particular unit as it moves toward the end of the line. When the part reaches the last station. it is separated from the rest of the good parts produced. This usually requires that the final station on the line be a sortation station that is controlled by the memory controller.

Memory control is based on the premise that malfunctions occurring on the line are random and infrequent. On the other hand, if the malfunctions are systernatic and repetitive (e.g., a workhead that has gone out of alignment), memory control will not improve performance but will instead degrade it. The line will continue to operate, with the consequence that bad parts will continue to be produced. To address this issue, a counter can be added to the control logis to count the number of consecutive failures and stop the machine for repairs after the count reaches a certain critical value.

Lino Controllers. For many years, the traditional equipment used to control the sequence of steps on automated production lines were electromechanical relays. Since the 1970s. programmable logic controllers (PLCs, Chapter 8) have been used as the controllers in new installations. More recently, personal computers ( PCs ) are being used to accomplish the control functions to operate automated production lines [11]. In addition to being more reliable, computer control offers the following benefits:

1. Opportunity to improve and upgrade the control software, such as adding specific control functions not anticipated in the original system design.
2. Recording of data on process performanee, equipment reliability, and product quality for subsequent analysis. In some cases, product quality records thust be maintained for legal reasons.
3. Diagnostic routines to expedite maintenance and repair when line breakdowns occur and to reduce the duration of downtime incidens.
4. Automatic generation of preventive maintenance schedules indicating when certain preventive maintenance activities should be performed. This helps to reduce the frequency of downtime occurrences.
5. Provides a more convenient human-machine interface between the operator and the atutomated line.

### 18.2 APPLICATIONS OF AUTOMATED PRODUCTION LINES

Aulomated production lines are applied in processing operations as well as assembly. We discuss automated assembly systems in Chapter 19. Machining is one of the most common processing applications and is the focus of most of our discussion in this section. Other processes performed on automated production lines and similar systems include sheet
metal forming and cutting, roling nill operations, spot welding of automobile car bodies. and painting and plating operations.

### 18.2.1 Machining Systems

Many applications of machining transfer machines, both in-line and rotary configurations, are found in the automotive industry to produce engine and drivetrain components. In fact, the first transfer lines can be traced to the atitomobile industry (Historical Note 18.1). Machining operations commonly performed on transfer lines include milling, drilling, reaming, tapping, griading, and similar rotational cuting tool operations. Provision can be made to perform turning and boring on transfer lines, but these applications are less prevalent. In this chapter, we discusy the various multiple station machining systems.

## Historical Note 18.1 Transfer lines [15].

Deve lopment of automated transfer lines is traced principally to the automotile industry, which had becone the largess mass production indestry in the United States by the early 1920. with a similar trend in Europe. The lord Metor Co had pionecred the development of the moving assembly line, but the operalions performed on these lines were manual. Attempts were being made to extend the principle of manual assembly lines by building hnes capable of autonatic or semiautomatic operation. The first fuily automatic production line is credited to L. R. Smith in Milwakee. Wisconsin during 1919 and 1920 . This line produced automobile chussis frames out of shect melal. using air-powered riveting heads that rotated into position at each station to engage the workpart. The line periormed a total of 550 operations on each frame and was capable of producing over a million chassis frames per year.

The first metal machining multi-station line was developed by Archdale Co. in England for Moris Enginess Ltd in 1923 to machine automobile engine bloeks. It had 53 stations, per formed 224 min of machining un each part, and had a production rate of 15 blocks/hr. It was not a truc automatic line because il required mankal transfer of work between stations Yet it stands as an important forerunner of the automated transfer line.

The fitsl machining line to use automatic work transfer between stations was built by Archdale Company for Morris Engines in 1924. The two companies had obviously benctited from them previous collaborations. This line periormed 45 machining operations on gearboxes and produced at the rate of 17 units $/ \mathrm{hr}$. Relielilitity problems caused this lirs transfer line to be less than completely successfal.

Transfer Lines. In a transfer line, the workstations containing machining workheads are arranged in an in-line or segmented in-line configuration, and the parts are moved between stations by transfer mechanisms such as the walking beam system (Section 18.1.2). It is the most highly automated and productive systern in terms of the number of operations that can be periormed to accommodate complex work geometries and the rates of production that can be acheved. It is also the most expensive of the systems discussed in this chapter. Machining type transter lines are pictured in Figure 18,3. The transfer line can include a large number of workstations, but the reliability of the system decreases as the number of stations is increased. (We discuss this issue in Section 18.3.) Among the variations in features and options found in transfer lines are the following:

- Workpart irarsport can be synchronous or asynchronous.
- Workparts can be transported with or without pallei lixtures, depending on part geometry and eave of handling.
- A vanety of monitoring and control features can be included to manage the line.

In recent years. transler lints have heen designed for ease of changeover to allow different but rulated workparts to be produced on the same line [10], [12|.| [13]. The workstations on these linus consist of a combination of fixed tooling and CNC machines. so that the differences in product can be accommodated by the CNC'stations, while the common operations are performed by the stations with fixed tooling. Thus, we see a trend in transfer lines in the direction of flexible manufacturing sustems (Chapter 16).

Rotary Transfer Machines and Related Systems. A rotary transfer machine consists of a horizontal circular worktable, un which are fixtured the workparts to be processed, and around whose periphery are located stationaty workheads. The worktable is indexed to present each workpart to cach work head to accomplish the sequence of nachining operations. An example is shown in Figure 18.10. Compared with a transfer line. the rotary indexing machine is limited to smaller and lighter workparth and fewer workstations.

Two variants of the rotary transfer machine are the center column machine and the trunnion machine. In the center column machine, vertical machining heads are mounted on a center column in addition to the stationary machining heads located on the outside of the horizontal worktable, thereby increasing the number of machining oparations that can be performed. The center column machine, pictured in Figure 18.11, is considered to be a high production machine that makes efficient use of floor space. The trunnion machine gets its name from a vertically oriented worktable, or trunnion. to which workholders are attached to fixture the parts for machining. Since the trunnion indexes around a horizontal axis this provides the opportunity to perform machining operations on opposite sides of the workpart. Additional workheads can be located around the periphery of the trunnion to increase the number of machining directions. Trunnion machines are most suitable for smaller workparts than the other rotary machines discussed here.


Figure 18.16 Plan view of a rotary transfer machine.


Figure 18.11 Plan view of the center column machine.

### 18.2.2 System Design Considerations

For most companies that use automated production lines and related systems, the design of the system is turned over to a machine tool builder that specializes in this type of equipment. The customer (the company purchasing the equipment) must develop specifications that include design drawings of the part to be machined and the required production rate of the line that will produce them. Typically, several machine tool builders are invited to submit proposals. Each proposal is based on the machinery components comprising the builder's product line as well as the ingenuity of the engineer preparing the proposal. The proposed line consists of standard workheads, spindles, feed units, drive motors, transfer mechanisms, bases, and other standard components, all synthesized into a special configuration to match the machining requirements of the customer's particular part. Examples of these standard components are illustrated in Figures 18.12 and 18.13. The controls for the system are either designed by the machine builder or sublet as a separate contract to a


Figure 18.12 Standard feed units used with in-line or rotary transfer machines: (a) horizontal feed drive unit, (b) angular feed drive unit, and (c) vertical column unit.


Figure 18.13 Standard milling head unit. This unit attaches to the feed drive units in Figure 18.12.
controts specialist. Transfex fines and indexing machines constructed using this buildingblock approach are sometimes referred to as unitized production Iines.

An alternative approach in designing an automated line is to use standard machine tools and to connect them with standard or special material handling devices. The materjal handling hardware serves as the transfer system that moves work between the standard machines. The term link line is sometimes used in connection with this type of construction. In some cases the individual machines are manually operated if there are fixturing and location problems at the stations that are difficult to solve without human assistance.

A compary often prefers to develop a link line rather than a unitized production line because it can utilize cxisting equipment in the plant. This usually means the production line can be installed sooner and at lower cost. Since the machine tools in the system are standard, they can be reused when the production cun is finished. Also, the lines can be engineered by personnel within the company rather than relying on outside contractors. The limitation of the link line is that it tends to favor simpler part shapes and therefore fewer operations and workstations. Unitized lines are generally capable of higher production rates and require less floor space. However, their high cost makes them suitable onty for very long production runs on products that are not subject to frequent design changes.

### 18.3 ANALYSIS OF TRANSFER LINES WTH NO INTERNAL STORAGE

In the analysis of automated production lines, two general problem areas must be addressed: (1) process technology and (2) systems technology. Process technology tefers 10 a body of knowledge about the theory and principles of the particular manufacturing processes used on the production line. For example, in the machining process. process technology includes the metallungy and machinability of the work material, the proper application of cutting tools, chip control, machining economics, machine tool vibrations, and a host of other problem areas and issues. Many of the problems encountered in machining can be solved by difect application of good machining principles. The same is true of other processes. In each proccss, a technology has been developed over many years of research
and practice. By making use of this technology. each individual workstation in the production line can be designed to operate at or near its maximum performance. However, even if each station performance could be optimized, there still remain larger systems issues that must be analyzed.

It is with this viewpoint of the larger system that we identify the second problem area. Two aspects of this problem stand out. The first is the line balancing problem. Although this problem is normally associated with the design of manua) assembly lines (Section 17.4.2), it is aiso a problem on autornated production lines. Somehow, the total machining work that must be accomplished on the automated line must be divided as evenly as possible among the workstations. The solution to this problem on a machining transfer line is usually dominated by technological considerations (precedence constraints, as we called them in Chapter 17). Certain machining operations must be performed before others (e.g., drilling must precede tapping), and the element times are determined by the cycle time required to accomplish the given machining operation at a station. These two factors make the line balancing problem less of an issue on a machining type production line then it is in marual assembly, where the total work content can be divided into much smaller work elements, and the possible permutations on the order in which the elements can be performed is much greater.

The second and more critical systems problem in automated production line design is the reliability probtern In a highly complex and integrated system such as an automated production line. failure of any one component can stop the entire system. It is this problem of how line performance is affected by reliability that we consider in this section.

### 18.3.1 Basic Terminology and Performance Measures

Our terminology borrows definitions and symbols from the previous chapter on manual assembly lines. We make the following assumptions about the operation of the transfer lines and rotary indexing machines: (1) The workstations perform processing operations, such as machining, not assembly, (2) processing times at each station are constant, though not necessarily equal; (3) synchronous transfer of parts; and (4) no internal storage buffers. In Section 18.4, we consider automated production lines with internal storage buffers.

In the operation of an automated production line, parts are introduced into the first workstation and are processed and transported at regular intervals to succeeding stations. This interval defines the ideal cycle time $T_{c}$ of the production line. $T_{i}$ is the processing time for the slowest station on the line plus the transfer time; that is,

$$
\begin{equation*}
T_{r}=\operatorname{Max}\left\{T_{n}\right\}+T_{r} \tag{18.5}
\end{equation*}
$$

where $T_{c}$ - ideal cycle time on the line (min); $T_{s}=$ the processing time at station $i($ min); and $T_{r}=$ repositioning time, called the ransfer sime here (min). We use the $\operatorname{Max}\left\{T_{n}\right\}$ in Eq. (18.5) because this longest service time establishes the pace of the production line. The remaining stations with smaller service times must wait for the slowest station. Thereforc, these other stations will experience idle time. The situation is the same as for a manual assembly line depicted in Figure 17.4

In the operation of a transfer line, random breakcowns and planned stoppages cause downtime on the line. Common reasons for downtime on an automated production line are listed in Table 18.1. Although the breakdowns and line stoppages oceur randomly, their frequency can be measured over the long run. When the line stops, it is down a certain average

## TABLE 18.1 Common Reasons for Downtime on an Automated Production Line

- Tool failures at workstations
- Tool adiustments at workstations
- Scheduled tool changes
- I imit switch or other elactrical malfunctions
- Mechanical failure of a workstation
- Mechanical failure of the transfer system
- Stockouts of starting work units
- Insufficient space for completed parts
- Preventive maintenance on the line
- Worker breaks
time for each downtime occurrence. These downtime occurrences cause the actual average production cycle time of the line to be longer than the ideal cycle tirne given by Eq. (18.5). We cart formulate the following expression for the actual average production time $T_{p}$ :

$$
\begin{equation*}
T_{r}=T_{c}+F T_{d} \tag{18.6}
\end{equation*}
$$

where $F=$ downtume frequency. line stopscycle; and $T_{d}=$ downtime per line stop min. The downtime $T_{s}$ includes the time for the repair crew to swing into action, diagnose the cause of the failure, fix it, and restatt the line. Thus, $F T_{d}=$ duwntime averaged on a per cycle basis.

One of the important measures of performance on an automated transfer line is production rate, which can be computed as the reciprocal of $T_{p}$ :

$$
\begin{equation*}
R_{p}=\frac{1}{T_{p}} \tag{18.7}
\end{equation*}
$$

where $R_{p}=$ actual average production rate ( $\mathrm{pc} / \mathrm{min}$ ), and $T_{p}$ is the actual average production time from Eq, (18.6) (min). It is of interest to compare this rate with the ideal production rate given by

$$
\begin{equation*}
R_{s}=\frac{1}{T_{c}} \tag{18.8}
\end{equation*}
$$

where $R_{1}=$ ideal production rate ( $\mathbf{p c} /$ min). It is customary to express production rates on automated production lines as hourly rates (multiply the rates in Eqs. (18.7) and (18.8) by 60).

The machine tool builder uses the ideal production rate $R_{\mathrm{r}}$ in its proposal for the automated transier line and speaks of it as the production rate at $100 \%$ efficiency. Unfortunately, hecause of downtime. the line will not operate at $100 \%$ efficiency. While it may seem deceitful for the machine tool builder to ignore the effect of line downtime on production rate it should be stared that the amount of downtime experienced on the line is mostly the responsibility of the company using the production line. In practice, most of the reasons for downtime occurrences in Table 18.1 represent factors that must be controlled and managed by the user company.

In the context of automated production systems, line efficiency refers to the proportion of uptime on the line and is realiy a measure of reliability more than efficiency.

Nevertheless. this is the terminology of production lines. Line efficiency can be calculatod as follows:

$$
\begin{equation*}
E=\frac{T_{c}}{T_{\rho}}=\frac{T_{c}}{T_{c}+F T_{\imath}} \tag{18.9}
\end{equation*}
$$

where $E=$ the proportion of uptime on the production line, and the other terms have been previously defined.

An alternative measure of performance is the proportion of downtime on the line, which is given by

$$
\begin{equation*}
D=\frac{F T_{d}}{T_{p}}=\frac{F T_{d}}{T_{c}+F T_{d}} \tag{18.10}
\end{equation*}
$$

where $D=$ proportion of downtime on the line. It is obvious that

$$
\begin{equation*}
E+D=1.0 \tag{18.11}
\end{equation*}
$$

An important economic measure of performance of an automated production line is the cost per unit produced. This piece cost includes the cost of the starting blank that is to be processed on the line, the cost of time on the production line, and the cost of any tooling that is consumed (e.g, cutting tools on a machining line). The piece cost can bexpressed as the sum of these three factors:

$$
\begin{equation*}
C_{j \mu}=C_{m}+C_{0} T_{p}+C_{t} \tag{18.12}
\end{equation*}
$$

where $C_{p r}=$ cost per piece $(\$ / p c) ; C_{r, ~}=$ cost of starting material $(\$ / \mathrm{pc}) ; C_{o}=$ cost per minute to operate the line $(\$ / \mathrm{min}) ; T_{p}=$ average production time per piece (min/pc); and $C_{s}=$ cost of tooling per piece $(\$ / \mathrm{pc}), C_{0}$ includes the allocation of the capital cost of the equipment over its expected service life, labor to operate the line, applicable overheads, maintenance, and other relevant costs, all reduced to a cost per minute (see Section 2.5.3),

Eq. (18.12) does not include factors such as scrap rates, inspection costs, and rework costs associated with fixing defective work units. These factors can usualiy be incorporated into the unit piece cost in a fairly straightforward way.

## EKAMPLE 18.2 Transfer Line Performance

A 20-station transfer line is being proposed to machine a certain component currently produced by conventional methods. The proposai reccived from the machine tool builder states that the line will operate at a production rate of $50 \mathrm{pc} / \mathrm{hr}$ at $100 \%$ efficiency. From similar transfer lines, it is estimated that breakdowns of all types will occur with a frequency $F=0.10$ breakdown per cycle and that the average downtime per line stop will be 8.0 min . The starting casting that is machined on the line costs $\$ 3.00$ per part. The line operates at a cost of $\$ 75.00 / \mathrm{hr}$. The 20 cutting tools (one tool per station) last for 50 parts each, and the average cost per tool $=\$ 2.00$ per cutting edge Based on this data, compute the following: (a) production rate, (b) line efficiency, and (c) cost per unit piece produced on the line.

Solution: (a) At $100 \%$ efficiency, the line produces $50 \mathrm{pc} / \mathrm{hr}$. The reciprocal gives the unit time, or ideal cycle time per piece:

$$
Y_{c}=\frac{1}{50}=0.02 \mathrm{hr} / \mathrm{pc}=1.2 \mathrm{~min}
$$

The average production time per piece is given by Fa. (18.6):

$$
T_{p}=T_{1}+F T_{d}=1.2+0.10(8.0)=1.2+0.8=2.0 \mathrm{~min} / \mathrm{pc}
$$

Production rate is the reciprocal of production time per piece:

$$
R_{y}=\frac{1}{2.0}=0.500 \mathrm{pc} / \mathrm{min}=\mathbf{3 0 . 0} \mathbf{~ p c} / \mathbf{h r}
$$

Ffficiency is the ratio of ideal cycle time to actual average production time, by Eq. (18.9):

$$
E=\frac{1.2}{2.0}=0.60=60 \%
$$

Finally, for the cost per picce produced, we uced the tooling cost per piece, which is computed as follows:

$$
C_{t}=(20 \text { tools })(\$ 2 / \text { tool }) /(50 \text { parts })=\$ 0.80 / \mathrm{pc}
$$

Now the unit cost can be calculated by Eq. (18.12). The hourly rate of $\$ 75 / \mathrm{hr}$ to operate the line is equivalent to $\$ 1.25 / \mathrm{min}$.

$$
c_{p c}=3.00+1.25(2.0)+0.80=\$ 6.30 / \mathbf{p c}
$$

### 18.3.2 Workstation Breakdown Analysis

Line downtime is usually associated with failures at individual workstations. Maty of the reasons for downtime listed in Tabie 18.1 represent malfunctions that cause a single station to stop production. Since all workstations on an automated production line without internal storage are interdependent, the failure of one station causes the entire line to stop.

Let us consider what happens when a workstation breaks down. There are two possibilities, in terms of whether a workpart at a station is removed from the line when a breakdown occurs and the resulting effect that this has on the line operation. We refer to the analyses of these two possibibities as the upper-bound approach and the lower-bound approach. In the upper-bound approuch, the workstation maltunction has no effect on the part at that station, and therefore the part remains on the line for subsequent processing at the remaining stations. The upper bound case applies in situations such as minor electrical or mechanical failures at stations, tool changes due to worn cutters, tool adjustments, preventive maintenance at stations, and so on. In these cases, the workpart is unaffected by the station malfunction, and there is no reason to remove the part. In the tower-bound approach the station malfunction results in damage to the part, and it must therefore be removed from the line and is not available to be processed at subsequent workstations. The lower-bound case arises when a drill or tap breaks in the part during processing, which results in damage to the part. The hroken tool must be replaced at the workstation, and the part must be removed from the line and cannot proceed to the next stations for additional processing.

Upper-Bound Approach. The upper-bound approach provides an upper limit on the frequency of line stops per cycle. In this approach, we assume that the part remains on the line for further processing. It is therefore possible that there will be more than one line stop associated with a given part during its sequence of processing operations. Let $p_{\mathrm{t}}=$ probability or frequency of a failure at station $i$, where $i=i, 2 \ldots, n$. Since a part is not removed fron the line when a station jam occurs, it is possible (although not probable. thank goodness) that the part will be assuciated with a station breakdown at every station. The expected number of line stops per part passing through the line is obtained by merely summing the frequencies $p_{i}$ over the $n$ stations. Since each of the $n$ stations is processing a part cach cycle. then the expected froquency of line stops per cycle is equal to the expected frequency of line stops per part; that is.

$$
\begin{equation*}
F=\sum_{i=1}^{n} p_{i} \tag{18.13}
\end{equation*}
$$

where $F=$ expected frequency of line stops per cycle, first encountered in Eq. (18.6): $p_{i}=$ frequency of station breakdown per cycke, causing a line stop; and $n=$ number of workstations on the line. If all $p_{i}$ are assumed equal, which is unlikely but useful for approximation and computation purposes, then

$$
\begin{equation*}
F=n p \tag{18.14}
\end{equation*}
$$

where all $p_{1}$ are equal, $p_{1}=p_{2}=\ldots=p_{n}=p$.
Lower-Bound Approach. The lower-bound approach gives an estimate of the lower limit on the expected frequency of line stops per cycle. In this approach, we assume that a station breakdown results in destruction of the part, resulting in its removal from the line and preventing its subsequent processing at the remaining workstations.

Again let $p_{1}=$ the probability that a workpart will jam at a particular station i. Then, considering a given part as it proceeds through the line, $p_{1}=$ probability that the part witt jam at station 1 , and $\left(1-p_{1}\right)=$ probability that the part will not jam at station 1 and wil! thus be available for processing at subsequent stations. $A$ jam at station 2 is contingent on successfully making it through station 1 and therefore the probability that this same part will jam at station 2 is given by $p_{2}\left(1-p_{1}\right)$. Generalizing, the quantity

$$
p_{1}\left(1-p_{1-1}\right)\left(1-p_{t-2}\right) \ldots\left(1-p_{2}\right)\left(1-p_{i}\right) \quad \text { where } i=1,2, \ldots, n
$$

is the probability that the given part will jam at any station $i$. Summing all these probabilities from $i=1$ through $i=n$ gives the probability or frequency of line stops per cycle. Fortunately there is an easier way to determine this frequency by taking note of the fact that the probability that a given part will pass through all $n$ stations without a line stop is

$$
\prod_{i-1}^{n}\left(1-p_{i}\right)
$$

Therefore, the frequency of line stops per cycle is

$$
\begin{equation*}
F=1-\prod_{i=1}^{n}\left(1-p_{t}\right) \tag{18.15}
\end{equation*}
$$

If all probabilities $p_{1}$ are equal. $p_{i}=p$, then

$$
\begin{equation*}
F=1-(1-p)^{n} \tag{18.16}
\end{equation*}
$$

Becalse of parts removal in the lower-bound approach, the number of parts coming off the line is less than the number launched onto the front of the line. Therefore, the production rate formula must be amended to reflect this reduction in output. Given that $F=$ frequency of line stops and a part is removed for every line stop, then the proportion of parts removed from the line is $F$. Accordingly, the proportion of parts produced is $(1-F)$. This is the yield of the production line. T'he production rate equation becomes the following:

$$
\begin{equation*}
R_{a p}=\frac{1-F}{T_{p}} \tag{18.17}
\end{equation*}
$$

wherc $R_{a p}=$ the average actual production rate of acceptabke parts from the line; $T_{p}=$ the average cycle rate of the transfor machine. given by Eq. (18.6). $R_{p}$, which is the retiprocal of $T_{D}$, is the average cycle rate ol the system.

## EXAMPLE 18.3 Upper-Bound vs, Lower-Bound Approaches

A 20-station transter line has an ideal cycle time $T_{:}=1.2 \mathrm{~min}$. The probability of station breakdowns per cycle is equal for al stations, and $p=0.005$ कreakdowns/cycle. For each of the upper-bound and lower-bound approaches, determine (a) frequency of line stops per cycle. (b) average actual production rate, and (c) line efficiency.

Solution: (a) For the upper-bound approach, using Eq. (18.14),

$$
F-20(0005)=0.10 \text { line stops per cycle }
$$

'This is the same value we used in Example 18.2. For the lower-bound approach. using Eq. (18.16),

$$
F=1-(1-0.005)^{20}=1-(0.995)^{20}=1-0.0 .9046=\mathbf{0 . 0 9 5 4} \text { line stops per cycle }
$$

(b) For the upperbound approach, the production rate is calculated in Example 18.2 to be

$$
R_{p}=30.0 \mathrm{pe} / \mathrm{hr}
$$

For the lower-bound approach, we must calculate $T_{p}$ using the new value of $F$.

$$
T_{p}=1.2+0.0954(0.8)=1.9631 \mathrm{~min}
$$

Now using Eq. (18.17) to compute production rate, we have

$$
R_{u p^{n}}=\frac{0.9 \mathrm{h46}}{1.9631}=0.4608 \mathrm{pc} / \mathrm{min}=27.65 \mathrm{pc} / \mathrm{hr}
$$

This production rate is about 88 . lower than we computed by the upper-bound approach. Note that the cycle rate

$$
R_{p}=(1.9631)^{7}=0.5094 \text { cycles } / \text { min }=30.56 \mathrm{cycles} / \mathrm{hr}
$$

is slightly higher than in the upper bound ease.
(c) For the upper-bound approach, the line efficiency was computed in Example 18.2 tid be

$$
E=0.60=60 \%
$$

For the lower-bound approach, we have

$$
E=\frac{1.2}{1.9631}=0.6113=61.13 \%
$$

Line efficiency is greater with the lower-bound approach, even though production rate is lower. The reason for this apparent anomaly is that the lowerbound approach. with its assumption of parts removal, leaves fewer parts remaining on the line to jam subsequent workstations. With fewer station jams, line efficiency is higher. However, fewer parts remaining on the line means production rate is lower.

### 18.3.3 What the Equations Tell Us

The upper-bound and lower-bound approaches provide upper and lower limits on the frequency of downtime occurrences. However, as illustrated by Example 183, they also provide upper and lower boundaries on production rate, under the circumstances of part removal in the lower-bound case and assuming that station breakdowns are the sole cause of scrap. Of course, there may be other causes of scrap, such as poor quality starting workparts.

Determining whether the upper-bound or lower-bound approach is more appropriate for a particular transfer line requires knowledge of the line operation. It is likely that the true line operation lies somewhere between these two extreme assumptions, that is, that some line stops require removal of parts white other line stops do not. In this case, the true values of breakdown frequency and production rate will lie somewhere between the values given by the respective upper-bound and lower-bound equations.

There are reasons why line stops occur that are not directly related to workstations. Some of these reasons are listed in Table 18.1 (e.g.,transfer system failure, worker breaks, and stockout of starting parts). These other factors must be taken into account when determining line performance.

Perhaps the biggest difficulty in the practical use of the equations in this section is in determining the values of $p_{i}$ for the various workstations. We may be using the equations to predict performance for a proposed transfer line, and yet we do not know the critical reliability factors for the individual stations on the lime. The most reasonable approach is to base the values of $p_{i}$ on previous experience and historical data for similar workstations.

Notwithstanding the preceding considerations, there are a number of general truths that are revealed by the equations in this section about the operation of automated transfer lines with no internal parts storage:

- As the number of workstations on an automated production line increases, line efficiency and production rate are adversely affected.
- As the reliability of individual workstations decreases. line efficiency and production rate are adversely affected.
- Comparing the upper-bound and lower-bound cases, the upper-bound calculations lead to higher values of breakdown frequency and production rate but to lower values of line efficiency:


### 18.4 ANALYSIS OF TRANSFER LINES WITH STORAGE BUFFERS

In an automated production line with no interral parts storage, the workstations are interdependent. When one station breaks down, a!l oher stations on the line are affected, either immediately or by the end of a few cycles of operation. The other stations will be forced to stop for one of two reasons: (1) starving of stations or (2) blocking of stations. These terms have meanings that are basically the same as in the operation of manual assembly lines (Section 17,1.2). Starving on an automated production line means that a workstation is prevented from performing its cycle because it has no part to work on. When a breakdown occurs at any workstation on the line, the stations downstream from (following) the affected station wilt either immediately or eventually become staryed for parts. Rlocking means that a station is prevented from performing its work cycle because it cannot pass the part it just completed to the neighboring downstream station. When a breakdown occurs at a station on the line the stations upstream from (preceding) the affected station become blocked because the broken-down station cannol accept the next part for processing from the neighboring upstream station. Therefore, none of the upstream stations can pass their just completed parts forward.

A method by which production lines can be designed to operate more efficiently is to add one or more parts storage buffers between workstations. The storage buffer divides the line into stages that can operate independently for a number of cycles, the number depending on the storage capacity of the buffer. If one storage buffer is used. the line is divided into two stages. If two buffers are used at two different locations along the line, then a three-stage line is formed. And so forth. The upper limit on the number of storage buffers is to have storage between every pair of adjacent stations. The number of stages will then equal the number of workstations. For an $n$-stage line, there will be $n$ - 1 storage buffers. This. of course, does not include the raw parts inventory at the front of the line or the finished parts inventory that accumulates at the end of the line.

Consider a lwo-stage transfer line, with a storage buffer separating the stages. Let us suppose that, on average, the storage buffer is half full. If the first stage breaks down, the second stage can continue to operate (avoid starving) using parts that have been collected in the buffer. And if the sccond stage breaks down, the first stage can continue to operate (avoid blocking) because it has the buffer to receive its output. The reasoning for a two-stage litte can be extended to production lines with more than two stages. For any number of slages in an automated production line, the storage buffers allow each stage to operate somewhat independently the degree of independence depending on the capacity of the upstrean and downstream buffers.

### 18.4.1 Limits of Storage Buffer Effectiveness

Two extreme cases of storage buffer effectiveness can be identificd: (1) no buffer storage capacity at all and (2) inilinite capactly storage bufters. In the analysis that follows, let us assume that the ideal cycle time $T_{c}$ is the wme for all stages considered. This is generally desirable in practice because it helps to balance production rates among stages.

In the case of no storage capacity, the production line acts as one stage. When a station brcaks down, the cutire line stops. This is the case of a production line with no internal storage analyzed in Section 18.3. The efficiency of the line was given by Eq. (189). We rewrite th here as the line efficicncy of a zero capacity storage baffer:

$$
\begin{equation*}
E_{0}=\frac{T_{c}}{T_{c}+F T_{d}} \tag{18.18}
\end{equation*}
$$

where the subscript 0 identifies $E_{0}$ as the efficiency of a line with zero storage buffer capacity; and the other terms have the same meanings as before.

The opposite extreme is the case where buffer zones of infinite capacity are instalied between every pair of stages If we assume that each buffer zone is half full (in other words, each buffer zone has an infinite supply of parts as well as the capacity to accept an infinite number of additional parts), then each stage is independent of the rest. The presence of infinite scorage buffers means that no stage will ever be blocked or starved because of a breakdown at some other stage.

Of course, an infinite capacity storage buffer cannot be realized in practice. If it could, then the overall line efficiency would be limited by the bottleneck stage. That is, production on all other stages would ultimately be restricted by the slowest stage. The downstream slages could only process parts at the output rate of the bottleneck stage. And it would make no sense to run the upstream stages at higher production rates because this would only accumulate inventory in the storage buffer ahead of the bottleneck. As a practical matter, therefore, the upper limit on the efficiency of the entire line is defined by the efficiency of the bottleneck stage. Given that the cycle time $T_{c}$ is the same for all stages, the efficiency of any stage $k$ is given by:

$$
\begin{equation*}
E_{k}=\frac{T_{c}}{T_{c}+F_{k} T_{d k}} \tag{18.19}
\end{equation*}
$$

where the subscript $k$ is used to identify the stage. According to our argument above, the overall line efficiency would bc given by

$$
\begin{equation*}
E_{\kappa}=\operatorname{Minimum}\left\{E_{k}\right\} \tag{18.20}
\end{equation*}
$$

where the subscript $\infty$ identifies $E_{x \infty}$ as the efficiency of a line whose storage buffers all have infinite capacity.

By including one or more storage buffers in an automated production line, we expect to improve the line efficiency above $E_{0}$, but we cannot expect to achieve $E_{\infty}$ simply because buffer zones of infinite capacity are not possible. Hence, the actual value of line efficiency for a given buffer capacity $b$ will fall somewhere between these extremes:

$$
\begin{equation*}
E_{0}<E_{0}<E_{x} \tag{18.21}
\end{equation*}
$$

Next, let us consider the problem of evaluating $E_{k}$, for realistic levels of buffer capacity for a two-stage automated production line.

### 18.4.2 Analysis of a Two-Stage Transfer Line

Most of the discussion int this section is based on the work of Buzacott [2], who pioneered the analyrical research on production lines with buffer stocks. Several of his publications are listed in our references [3]-[7]. Our presentation in this Section will follow Buzacott's analyses in (2).

The two-stage line is divided by a storage buffer of capacity $b$, expressed in terms of the number of workparts that it can store. The buffer receives the output of stage 1 and forwards it to stage 2 , temporarily storing any parts not immediately needed by stage 2 up to its capacity $b$. The ideal cycle time $T_{c}$ is the same for both stages. We assume the downtime distributions of cach stage to te the sarne wih mean downtime $=T_{d}$. Let $F_{1}$ and $F_{2}=$ the breakdown rates of stages 1 and 2 , respectively. $F_{1}$ and $F_{2}$ are not necessarily equal.

Over the long run. both stages must have equal efficiencies. If the efficiency of stage I were greater than the stage 2 efficjency, then inventory would build up in the storage buffer until its capacity $b$ is reached. Thereafter, stage 1 would eventually be blocked when it outproduced stage 2 . Similarly, if the efficiency of stage 2 were greater than that of stage 1. the inventory in the buffer would become depleted, thus starving stage 2. Accordingly, the efficiencics in the two stages would tend to equalize over time. The overall line efficiency for the two-stage line can be expressed:

$$
\begin{equation*}
E_{b}=E_{\mathrm{D}}+D_{1} h(b) E_{2} \tag{18.22}
\end{equation*}
$$

where $E_{h}=$ overall line efficiency for a two-stage line with buffer capacity $b ; E_{0}=$ line efficiency for the same line with no internal storage: and the second term on the right-hand side ( $\left.D_{1}^{\prime} h(b) E_{2}\right)$ represents the improvement in efficiency that results from having a storage buffer with $b>0$. Let us examine the right-hand side terms in Eq. (18.22). The value of $E_{0]}$ was given by Eq. (18.18), but we write it below to explicitly define the two-stage efficiency when $b=0$ :

$$
\begin{equation*}
E_{10}=\frac{T_{r}}{T_{r}+\left(F_{1}+F_{2}\right) T_{d}} \tag{18.23}
\end{equation*}
$$

The term $D_{1}^{\prime}$ can be thought of as the proportion of total time that stage $\mathbf{1}$ is down, defined as follows:

$$
\begin{equation*}
D_{1}^{\prime}=\frac{F_{1} T_{d}}{T_{c}+\left(F_{1}+F_{2}\right) T_{a}} \tag{18.24}
\end{equation*}
$$

The term $h(b)$ is the proportion of the downtime $D_{1}^{\prime}$ (when stage 1 is down) that stage 2 could be up and operating within the limits of storage buffer capacity $b$. Buzacott presents equations for evaluating $h(b)$ using Markov chain analysis. The equations cover several different downtime distributions based on the assumption that both stages are never down at the same time. Four of these equations are presented in Table 18.2.

Finally. $E_{2}$ corrects fot the assumption in the calculation of $h(b)$ that both stages are never down at the same time. This assumption is unrealistic. What is more realistic is that when ctage 1 is down but stage 2 could be producing because of parts stored in the buffer, there will be times when stage 2 itself breaks down. Therefore, $E_{2}$ provides an estimate of the proportion of stage 2 uptime when it could otherwise be operating even with stage 1 being down. $E_{2}$ is calculated as:

TABLE 18.2 Formulas for Computing $f(b)$ in Eq. (18.22) for a Two-Stage Automated Production Line Under Several Downtime Distributions

Assumptions and definitions: Assume that the two stages have equal downtime distributions ( $T_{\sigma 1}=T_{\alpha \beta}=T_{d}$ ) and equal cyele times ( $T_{c 1}=T_{c 2}=T_{c}$ ). Let $F_{1}=$ downtime trequency for stage 1 , and $F_{2}=$ downtime frequency for stage 2. Define $r$ to be the ratio of breakdown frequencies as follows;

$$
\begin{equation*}
r=\frac{F_{1}}{F_{2}} \tag{18.25}
\end{equation*}
$$

Equations for $h(b)$ : With these definitions and assumptions, we can express the relationships for h(b) for two theoretical downtime distributions as derived by Buzacatt [2]:

Constant downtime: Each downtime occurrence is assumed to be of constant duration $T_{d}$. This is a case of no downtime variation. Given buffer capacity $b$, define $B$ and $\mathcal{A}$ as follows:

$$
b=8 \frac{T_{d}}{T_{c}}+L
$$

where $\theta$ is the largest integer satisfying the relation: $b \begin{aligned} & T_{c} \\ & T_{\dot{c}}\end{aligned}=B_{T}$ and $L$ represents the leftover units, the amount by which $b$ exceeds $B \frac{T_{d}}{T_{0}}$, There are two cases:

$$
\begin{align*}
& \text { Case 1: } r=1.0 . h(b)=\frac{B}{B+1}+L \frac{T_{C}}{T_{\sigma}} \frac{1}{(B+1)(B+2)}  \tag{18.27}\\
& \text { Case 2: } r \neq 1.0 . h(b)=r \frac{1-r^{B}}{1-r^{B+1}}+L \frac{T_{G}}{T_{t}} \frac{r^{B+1}(1-r)^{2}}{\left(1-r^{B+1}\right)\left(1-r^{B+2}\right)}
\end{align*}
$$

Geomatric alowntine distribution; in this downtime distribution, the probability that repairs are complated during any cvele duration $T_{c}$ is independent of the time since repairs began. This is a case of maximum downtime variation. There are two cases:

$$
\begin{align*}
& \text { Case 1: } r=1.0 . h(b)=\frac{b \frac{T_{t}}{T_{s}}}{2+(b-1) \frac{T_{c}}{T_{0}}}  \tag{18.29}\\
& \text { Case 2; } r \neq 1.0 . \text { Define } K=\frac{1+r-\frac{T_{c}}{T_{d}}}{1+r-r \frac{T_{s}}{T_{A}}} \quad \text { then } h(b)=\frac{r\left(1-K^{b}\right)}{1-K^{b}} \tag{18.30}
\end{align*}
$$

$$
\begin{equation*}
E_{2}=\frac{T_{c}}{T_{c}+F_{2} T_{d}} \tag{18.31}
\end{equation*}
$$

It should be mentioned that Buzacott's derivation of Eq. (18.22) in [2] omitted the $E_{2}$ term. relying on the assumption that stages 1 and 2 will not share downtimes. However, without
$E_{2}$, the author has found that the equation tends to overestimate line efficiency. With $E_{2}$ in cluded, as in our Eq. (18.22), the calculated values are much more realistic. In research subsequent to that reported in [2], Buzacott developed other equations that agree closely with results given by our own Eq . (18.22).

## EXAMPLE 18.4 Two-Stage Automated Production Line

A 20-station transfer line is divided into two stages of 10 stations each. The ideal cycle time of each stage is $T_{c}=1.2 \mathrm{~min}$. All of the stations in the line have the same probability of stopping, $p=0.005$. We assume that the downtime is constant when a breakdown occurs, $T_{d}=8.0 \mathrm{~min}$. Using the upper-bound approach, compute the line efficiency for the following buffer capacities: (a) $b=0$, (b) $b=\infty$, (c) $b=10$, and (d) $b=100$.

Solution: (a) A two-stage line with 20 stations and $b=0$ turns out to be the same case as in our previous Examples 18.2 and 18.3. To review,

$$
\begin{gathered}
F=n p=20(0.005)=0.10 \\
E_{0}=\frac{1.2}{1.2+0.1(8)}=0.60
\end{gathered}
$$

(b) For a two-stage line with 20 stations (each stage $=10$ stations) and $b=\infty$, we first compute $F$ :

$$
\begin{aligned}
F_{1} & =F_{2}=10(0.005)=0.05 \\
E_{\mathrm{cc}} & =E_{1}=E_{2}=\frac{1.2}{1.2+0.05(8)}=0.75
\end{aligned}
$$

(c) For a two-stage line with $b=10$, we must determine each of the terms in Eq. (18.22). We have $E_{0}$ from part (a). $E_{0}=0.60$. And we have $E_{2}$ from part (b). $E_{2}=0.75$.

$$
D_{1}=\frac{0.05(8)}{1.2+(0.05+0.05)(8)}=\frac{0.40}{2.0}=0.20
$$

Evaluation of $h(b)$ is from Eq. (18.27) for a constant repair distribution. In Eq. (18.26), the ratio

$$
\begin{gathered}
\frac{T_{d}}{T_{c}}=\frac{8.0}{1.2}=6.667 . \text { For } b=10, B=1 \text { and } L=3.333 . \text { Thus, } \\
h(b)=h(10)=\frac{1}{1+1}+3.333\left(\frac{1.2}{8.0}\right) \frac{1}{(1+1)(1+2)}=0.50+0.0833=0.5833
\end{gathered}
$$

We can now use Eq. (18.22):

$$
E_{10}=0.600+0.20(0.5833)(0.75)=0.600+0.0875=0.6875
$$

(d) For $b=100$, the only parameter in Eq. (18.22) that is different from part (c) is $h(b)$. For $b=100, B=15$ and $L=0$ in Eq. (18.27). Thus, we have

$$
h(b)=h(1 \infty 0)=\frac{15}{15+1}=0.9375
$$

Using this value.

$$
F_{150}=0.600+0.20(0.9375)(0.75)=0.600+0.1406=0.7406
$$

The value of $h(3)$ not only serves its role in $E q$ (18.22). It also prowides information on how mucn improvement in efficiency we get from any given value of $b$. Note in Example 18.4 that the difference between $E_{x}$ and $E_{0}=0.75-0.60=0.15$. For $b=10$, $h(b)=h(10)=0.5833$, which means we get $58.33 \%$ of the maximum possible improvement in line efficiency using a buffer capacity of $10\left(\mathbf{E}_{10}=0.6875=0.60+0.5833(0.75-0.60)\right)$. For $b=100, h(b)=h(100)=0.9375$, which means we get $93.75 \%$ of the maximum improvement with $b=100\left(E_{500}=0.7416=0.60+0.9375(0.75-0.60)\right)$.

We are not only interested in the tine efficiencies of a two-stage production line. We also want to know the corresponding production rates. These can be evaluated based on knowledge of the ideal cycle time $T_{c}$ and the definition of line efficiency. According to Eq. (18.9), $E=T_{r} / T_{f}$. Since $R_{p}=$ the reciproc;al of $T_{p}$, then $E=T_{c} R_{p}$. Rearranging, we have

$$
\begin{equation*}
R_{r}=\frac{E}{T_{c}} \tag{18.32}
\end{equation*}
$$

## EXAMPLE 18.5 Production Rates an the Two-Stage Line of Example 18.4

Compute the production rates for the four cases in Example 18.4. The value of $T_{s}=1.2$ min is as before.
Solution: (a) For $b=0, E_{0}=0.60$. Applying Eq. (18.32), we have

$$
R_{p}=0.60 / 1.2=0.5 \mathrm{pc} / \mathrm{min}=30 \mathrm{pc} / \mathrm{hr} .
$$

This is the same value calculated in Example 18.2.
(b) For $b=\infty, E_{\mathrm{o}}=0.75$.

$$
R_{p}=0.75 / 1.2-0.625 \mathrm{pc} / \mathrm{min}=37.5 \mathrm{pc} / \mathrm{hc}
$$

(c) For $b=10, E_{10}=0.6875$.

$$
R_{p}=0.6875 / 1.2=0.5729 \mathrm{pc} / \mathrm{min}=34.375 \mathrm{pc} / \mathrm{hr}
$$

(d) For $b=100, E_{1 \times 0}=0.7416$

$$
R_{p}=0.7406 / 1.2=0.6172 \mathrm{pc} / \mathrm{min}=37.03 \mathrm{pc} / \mathrm{hr}
$$

In Example 18.4, a constant repair distribution was assumed Every breakdown had the same constant repair time of 8.0 min . It is more realistic to expect that there will be some variation in the repair time distribution. Table 18.2 provides two possible distributions representing extremes in possible variability. We have already used the constant repair distribution in Example 18.5, which represents the case of no downtime variation. This is covered in Table 18.2 by Eqs. (18.27) and (18.28). Let us consider the opposite extreme, the case of very high variation. This is presented in Table 18.2 as the geometric repair distribution, where h(b) is computed by Eqs. (18.29) and (18.30).

## EXAMPLE 18.6 Effect of High Variability in Downtimes

Evaluate the line efficiencies for the two-stage line in Example 18.4, cacept that the geometric repair distribution is used instead of the constant downtime distribution.

Solution: For parts (a) and (b) the values of $E_{0}$ and $\mathrm{E}_{\infty}$ will be the same as in previous Ex ample 18.4. $E_{0}=0.600$ and $E_{\mathrm{x}}=0.750$.
(c) For $b=10$, all of the parameters in Eq (18.22) remain the same except $h$ t $b$ ). Using Fq ( 18.29 ) from Table 18.2 we have

$$
h(b)-h(10)-\frac{10(1.2 / 8.0)}{2+(10-1)(1.2 / 8.0!}=0.4478
$$

Now using Eq. (18.22), we have

$$
E_{10}=0.600+0.20(0.4478)(0.75)=\mathbf{0 . 6 6 7 2}
$$

(d) For $b=100$, again the only change is in $k(b)$.

$$
\begin{aligned}
& h(b)=h(100)=\frac{100(1.2 / 8.0)}{2+(100-1)(1.2 / 8.0)}=0.8902 \\
& E_{1.0}=0.600+0.20(0.8902)(0.75)=0.7333
\end{aligned}
$$

Note that when we compare the values of line efficiency for $b=10$ and $b=100$ in this example with the corresponding values in Example 18.4, both values are lower here. It must be conciuded that increased downtime variability degrades line efficiency.

### 18.4.3 Transfer Linas with More than Two Stages

If the line cfficiency of an automated ptoduction line can be increased by dividing it into two stages with a storage buffer between, then one might infer that further improvements in performance can be achieved by adding additional storage buffers. Although we do not present exact formulas for computing line efficiencies for the general case of any capacity $b$ for multiple storage buffers, efficiency improvements can readily be determined for the case of infinite buffer capacity. In Exampies 18.5 and 18.6 we have seen the relative improvement in efficiency that result from intermediate buffer sizes between $b=0$ and $b=\infty$.

## EXAMPLE 18.7 Transfer Lines with more than $0+$ ne Storage Buffer

For the same 20 -station transfer line we have been considering in previous examples, compare line efficiencies and production rates for the following cases, where in each case the buffer capacity is infinite: (a) no storage buffers, (b) one buffer, (c) three buffers and (d) 19 buffers. Assume in cases (b) and (c) that the buffers are located in the line to equalize the downtime frequencies; that is, all $F_{f}$ are equal. As before, the computations are based on the upper-bound approach.
Solution: We have already computed the answer for (a) and (b) in Example 18.4.
(a) For the case of nin storage buffer, $E_{\infty}=0.60$

$$
R_{p}=0.60 / 1.2=0.50 \mathrm{pc} / \mathrm{min}=\mathbf{3 0} \mathrm{pc} / \mathrm{hr}
$$

(b) For the case of one storage buffer (a two-stage line), $\mathbf{E}_{o x}=0.75$

$$
R_{p}=0.75 / 1.2-0.625 \mathrm{pc} / \mathrm{min}=37.5 \mathrm{pc} / \mathbf{h r}
$$

(c) For the case of three storage buffers (a four-stage line), we have

$$
F_{1}=F_{2}=F_{3}=F_{4}=5(.005)=0.025 .
$$

$$
\begin{aligned}
T_{p} & =1.2+0.025(8)=1.4 \mathrm{~min} / \mathrm{pc} \\
E_{\infty} & =1.2 / 1.4=0.8571 \\
R_{p} & =0.8571 / 1.2=0.7143 \mathrm{pc} / \mathrm{min}=\mathbf{4 2 . 8 6} \mathbf{~ p c} / \mathbf{h r}
\end{aligned}
$$

(d) For the case of 19 storage buffers (a 20 -stage line, where cach stage is one station), we have

$$
\begin{aligned}
& F_{1}=F_{2}=\ldots=F_{20}=1(0.005)=0.005 \\
& T_{p}=1.2+0.005(8)=1.24 \mathrm{~min} / \mathrm{pc} \\
& E_{\infty}=1.2 / 1.24=\mathbf{0 . 9 6 7 7} \\
& R_{p}=0.9677 / 1.2=0.8065 \mathbf{~ p c} / \mathrm{min}=\mathbf{4 8 . 3 9} \mathbf{~ p c} / \mathbf{h r}
\end{aligned}
$$

This last value is very close to the ideal production rate of $R_{\mathrm{c}}=50 \mathrm{pc} / \mathrm{hr}$.

### 18.4.4 What the Equations Tell Us

The equations and analysis in this section provide some practical guidelines in the design and operation of automated production lines with internal storage buffers. The guidelines can be expressed as follows:

- If $E_{0}$ and $E_{\infty}$ are nearly equal in value, little advantage is gained by adding a storage buffer to the line. If $E_{\infty}$ is significantly greater than $E_{i}$, then storage buffers offer the possibility of significantly improving line performance.
- In considering a multi-stage automated production line, workstations should be divided into stages to make the efficiencies of all stages as equal as possible. In this way, the maximum difference between $E_{0}$ and $E_{x}$ is achieved, and no single stage will stand out as a significant bottieneck.
- In the operation of an automated production line with storage buffers, if any of the buffers are nearly always empty or nearly always full, this indicates that the production rates of the stages on either side of the buffer are out of balance, and that the storage buffer is serving little it any uschil purpose.
- The maximum possible line efficiency is achieved by (1) setting the number of stages equal to the number of stations, that is, by providing a storage buffer between every pair of stations, and (2) using large capacity buffers.
- The "law of diminishing returns" operates in multi-stage automated lines. It is manifested in two ways: (1) As the number of storage buffers is increased, line efficiency improves at an ever-decreasing rate. (2) As the storage buffer capacity is increased, line efficiency improves at an ever-decreasing rate.
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## PROBLEMS

## Trensfer Mechanisms

18.1 A rotary worktable is driven by a Geneva mechanism with five slots. The driver rotates at 48 revimin. Determine (a) the cycle time, (b) available process time, and (c) indexitge time each cycle.
18.2 A Geneva with six slots is used to operate the worktabie of a dial indexing machine. The slowest workstation on the dial indexing machine has an operation time of 2.5 sec , so the table must he ta d dwell position for this length of time. (a) At what rolutional speed must the driven member of the Geneva mechanism be turned to provide this dwell time? (b) What :s the indexing time each cycle?
18.3 Solve Problem 18.2 except that the Geneva has eight slots.

## Automated Production Lines with No Internal Storage

10.4 A ten-station transfer machine has an ideal cycle time of 30 sec . The frequency of line stops is $F=0.075$ stops/cyclc. When a line stop oceurs, the average downtime is 4.0 min . Determine: (a) average production rale in pc/hr, (b) line efficiency, and (c) proportion downtime
185 Cost slements associated with the operation of the ten-station transfer line in Problem 18.4 are as follows: raw workpart cost $-\$ 0.55 / \mathrm{pc}$, line operating cost $=\$ 42.00 / \mathrm{hr}$, and cost of disposable tooling $=\$ 027 / \mathrm{pc}$. Compute the average cost of a work piece produced.
18.6 In Problem 18.4, the line stop occurrences are due to randorn mechanical andelectrical failures on the line Suppose that in addition to these reasons for duwntime, the wols at each workstation on the line must be changed and/or reset every 150 cycles. This procedure lakes a total of 12.0 min for all ten stations. Include this additional data and recompate $R_{p}, E$, ind $D$.
18.7 The dial indexing machine of Problem 18.2 experiencer a breakdown frequency of $F=0.06$. The average downime per breakdown is 3.5 min . Determine: (a) average production rate in pleces per hour and (b) line efficiency.
18.8 In the operation of a certain 15 -station transfer line, the ideal cycle time $=0.58$ min. Breakdowns occur at a tate of once every 20 cycles, and the average downtime per breakdown is 9.2 min . The transfer line is located in a plant that works an $8-\mathrm{hr}$ day. 5 day/wk. Determine: (a) kine efficiency and (b) how many parts the transifer line wili produce in a week.
18.9 A 22 -station in-line transfer machine has an ideal cycle ume of 0.35 min. Station breakdowns occur with a probability $p=0.01$. Assume that station breakdowns are the only reason for line stops. Average downime -8.0 rmin per line stop. Use the upper-bound approach to determine: (a) ideal production rate $R_{c}$, (b) frequency of line stops $F$, (c) average actual production ratc $R_{p}$, and (d) line efficiency $E$.
18.10 Solve the preceding problem except use the lower-bound approach. Also determine the proportion of workparts removed from the production line.
18.11 A ten-station rotary indexing machine performs nine machining operations at nine workstatons. and the tenth station is used for bading and unloadine parts. The longest process time on the line is 1.30 min , and the loading'unloading operation can be accomplished in less time than this. It takes 9.0 sec to index the machine between workstations. Stations break down or stop with a frequency of $p=0.007$, which is considered equal for all ten stations When these stops occur, it takes an average of 10.0 min to diagnose the problem and make repairs. Parts are not removed from the line when line stops oceur, so the upper-bound approach is applicable. Determine: (a) line efficiency and (b) average aetual production rate.
18.12 A transfer machine has six stations that function as follows:

| Station | Operation | Process Tme | p |
| :---: | :--- | :---: | :--- |
| 7 | Load part | 0.78 min | 0 |
| 2 | Orill three holes | 1.25 min. | 0.02 |
| 3 | Ream two holes | 0.90 min. | 0.01 |
| 4 | Tap two holes | 0.85 min. | 0.04 |
| 5 | Mill flats | 1.32 min. | 0.01 |
| 6 | Unload parts | 0.45 min. | 0 |

In addition, transfer time $=0.18 \mathrm{~min}$. Average downtime per occurrence $=8.0 \mathrm{~min}$. As. sume the upper-bound approach is applicable. A total $\mathbf{u} 20,000$ parts must be processed through the transfer machine. Determine: (a) proportion downtime.(b) average actual production rate, and (c) how many hours of operation are required to produce the 20,000 parts.
18.13 Solve the preceding problem only assume that each station breakdown causes damage to the workpart so that it must be removed. Accordingly, the lower-bound approach is applicable. Determine: (a) proportion cowntime, (b) averge actual production rate. (c) how many hours of operation are required to produce the 20,000 parts, and (d) how many starting workparts are required to produce the 20,000 parts.
18.14 The cost to operate a certain 20 -station transfer line is $\$ 72 / \mathrm{hr}$. The lite operates with an ideal cycle timc of 0.85 min . Downtime uceurrences happen on average once per 14 cycles. Average downtime per occurrence is 9.5 min . It is proposed that a new computer system and associated sensors be installed to monitor the line and diagnose downtinc occurrences when they happen. It is anticipated that this new system will reduce downtime from its present value to 7.5 min . If the cost of purchasing and installing the new system is $\$ 15,000$, how many units must the system producc for the savings to pay for the computer system?
18.15 A 23 -station transfer line has been $\log g$ ed for 5 days (total time $=2400 \mathrm{~min}$ ). During this time, there were a total of 158 downtime uccurrences on the line. The accornpanying table
identifies the type of downtime occurrence, how many occurrences of each type, and how much :oral time was lost for each type. The transfer line performs a sequence of machining operations, the longest of which takes 0.42 mun. The teansfer mechanism takes 0.08 min . to index the parts from one station to the next each eycle. Assunting no parts romoval when the time jums, determine the following based on the 5 -day observatoon period: (a) how many parks were froduced, (b) downtime proportion, (c) production rate, and (d) frequeacy rate pawmelated with the isansfer mechanism failures.

| Trpe of Downtime | Number of Occurrences | Total Time Lost |
| :--- | :---: | :---: |
| Assoelated with stations: |  |  |
| Tool-related causes | 104 |  |
| Mechanical failures | 21 | 180 min. |
| Miscellaneous | 7 | 89 min. |
| Subtotal | 132 | 793 min. |
| Transfer mechanism | 26 | 78 min. |
| Totals | 158 | 871 min. |

18.16 An ceght-station rotary indexing oachine performs the machining operations shown in the accompanying table, together with prucessing times and breakdown írequencies for each station. The transfor time for the machine is 6.15 min/cycle. A study of the system was undertaken. durng which time 2000 parts were completed. It was determined in this study that when breakdowns occur, it takes an average of 7.0 min to make repairs and get the system operatug again. Assume the upper-bound approach is applicable. For the shudy period, delermine: (a) average attual production rate, (b) line uptime efficiency, and (c) how many hours were required to produce the 2000 parts

| Station | Process | Process Imme | Breakdowns |
| :---: | :--- | :---: | :---: |
| 7 | Load part | 0.50 min. | 0 |
| 2 | Mill top | 0.85 min. | 22 |
| 3 | Mill sides | 1.10 min. | 31 |
| 4 | Drill two holes | 0.60 min. | 47 |
| 5 | Ream two holes | 0.43 min. | 8 |
| 6 | Drill six holes | 0.92 min. | 58 |
| 7 | Tapsix holes | 0.75 min. | 84 |
| 8 | Unload part | 0.40 min. | 0 |

18.17 Solve Problem 18.16, except use the lower-bound approach in your analysis, in which the part is :emoved cuery time a breakdown occurs. Determine: (a) how many starting workparts would be requifed to produce the 2000 units, (b) line uptime efficiency, and (c) how many hours were requued to produce the 2000 parts.
18.18 A 14 -station transter line has been logged for 2400 min, to identify type of downtime occurronce. how many occursences and time Iost. The results are presented in the table below. The deal cycle tome for the line is 0.50 min. including transfer time between stations. Half of the downtime oceurrences associated with "tool changes and fanlures" ( 35 oceurrences and 200 min.) involve cases in whath the part was damaged and had to be removed from the linc. The remaning downtme occurrences follow the assumptions of the upper-bound approach. Determine: (a) how many acceptable parts were produced during the 2400 min ,
(b) line uptime efficiency (c) avefage actual production rate of acceptable parts per hour, and (d) frequency $p$ associated with transter syscem failures.

| Type of Occurrence |  | Number |
| :--- | :---: | :---: |
| Tool changes and failuros | Thme Lost |  |
| Station failures fmechanical and electrical) | 70 | 400 min. |
| Transfer systern failures | 45 | 300 min. |

18.19 A iransfer machine has a mean time between failures $(\mathrm{MTBF})=50 \mathrm{~min}$. and a mean time to tepais (MTTR) $=9 \mathrm{~min}$. If the ideal cycle rate $=1$ per min (when the machine is running), what is the average hourly production rate? Assume the upper-bound approach.
18.20 A ransfer machinc has 36 stations. The ideal cycle time $=1.50 \mathrm{~min}$. Frequency of line steps $F=0.20$; however, this is complicated by the fact that in $25 \%$ of the line stops, the pant is damaged and must be removed from the line. In other words, $25 \%$ of the line stops operate according to the lower-bound approach, while $75 \%$ operate under the uppr-bound approach. The average downtime for thelower bound stops $=10.0 \mathrm{~min}$, and the average downtime for the uppe: bound stops $=8.0 \mathrm{~min}$. Given these conditions, if the line operates for 16.0 hr , de icrmine the number of good parts produced and the number of parts removed from the line.
18.21 A part is to be produced on an automated transfer line. The total work content time to make the part is 36 min, and this work will be divided evenly among the workstations, so that the processing time at each station is $36 / n$, where $n=$ the number of stations. In addition the time required to transfer parts between workstations is 6 sec. Thus, the cycle time $=0.1+36 / n$ min. In addition, it is known that the station breakdown frequency will be $p=0.005$, and that the average downtime per breakdown $=8.0 \mathrm{~min}$. (a) Given these data and using the upper-bound approach, determine the number of workstations that should be included in the linc to maximize production rate. (b) Also, what is the production rate and line efficiency for this number of stations?

## Automated Production Lines with Storage Buffers

18.22 A 30 -station transfer line has an ideal cycle time $T_{c}=0.75 \mathrm{~min}$, an average downtime $T_{d}=6.0 \mathrm{~min}$. per line stop occurrence, and a station failure frequency $p=0.01$ for all stations. A proposal has been submitted to locate a sturage buffer between stations 15 and 6 10 improve line efficiency. Using the upper-bound approach, determine: (a) the current line efficiency and production rate and (b) the maximum possible tine efficiency and production rate that would result from installing the storage buffer.
18.23 Given the data in Problem 18.22, solve the problem except that (a) the proposal is to divide the line into three stages, that is, with two storage buffers located between stations 10 and 11 and between stations 20 and 21 , tespectively; and (b) the proposal is to use an asynchronous lane with large storage buffers between every pair of stations on the line, that is, a total of 14 storage buffers.
18.24 In Problem 18.22, if the capacity of the proposed storage buffer is to be 20 parts, determine: (a) line efficiency and (b) production rate of the line. Use the upper-bound approach and assurre that the downtime $\left(T_{d}=6.0 \mathrm{~min}\right)$ is a constant.
18.25 Solve Problem 18.24 but assume that the downtime ( $T_{d}=6.0$ min) follows the geometric repair distribution.
18.26 In the transfer line of Problems 18.22 and 24 , suppose it is more technically feasible to tocate the storage buffer between stations 11 and 12 , rather than between stations 15 and 16 . Determinc: (a) the maximum possible line efficiency and production rate that would result

Irom installing the sterage butfer and (h) the line efficiency and production rate for $\&$ btorage hutier uf tapacity $b-20$ parts. Assume that downtime ( $T_{a}=60$ min $)$ is a constant.
18.27 A proposec synchronous transfer line will have 20 stations and will operate with an jdeal cyele tome of 0.5 min. All itations are expected 10 have an equal probabilit of breakdown, $p=0.01$. The average downtime per brcakdown is expected to be 5.4 min., and the upperbinon apronach is applisable in the analys.s. An optiou under consideration is to divide the line into two tagen each stade having in atations, with a buffer storage rane between the stages. It has the decided that the storage capacity should be 20 units. The cost lo operate the line is $\$ 96.00 /$ hr Installing the slorage buffer would increase the line operating cost by \$12.60)'hr, lgoring material ind tooling ensts, determine: (a) line efficiency. production rate. end unit cost for the one-stage configuration and (b) line efficicncy, production rale. and unt cose for the oplional lwo-stage conliguration.
18.28 A two-weck stuty has been performed on a 12 -station transfer line that is used to partially machme engine heads tor a maion atomotive company. During the 80 hr of observation, the line was down a total of 42 hr, and a total of 1689 parts were completed. The accompanying table lists the machining operation pertormed at each station, the process times, and the downtime occurrences [or each station. Transter time between stations is 6 sec. To addrese the downtime problom, it has becn proposed to divide the line into wo stages each consisting of six statons. The siorage buffer between the stages would have a sturage capacity of 21 parts. Asuming the upper-bound appronch and a constant downtime, determine: (a) line eficiency and proxduction rate wicurrent one-slage conliguration and (b) litne efficency and production rate of proposed two-scage configuration. (c) Given that the line is to be divided into two stages, should each stage consist of six stations as proposed, or is there a better division ot stations into stages? Support your answer.

| Station | Operation | Process Time | Downtime Occurrences |
| :---: | :---: | :---: | :---: |
| 1 | Load part (manual] | 0.50 min . | 0 |
| 2 | Rough mill top | 1.10 min . | 15 |
| 3 | Finish mill top | 1.25 min . | 18 |
| 4 | Rough mill sides | 0.75 min . | 23 |
| 5 | Finish mill sides | 1.05 min . | 31 |
| 6 | Mill surfaces for drill | 0.80 min . | 9 |
| 7 | Driil two holes | 0.75 min . | 22 |
| 8 | Tap two holes | 0.40 min . | 47 |
| 9 | Drid three holes | 1.10 min . | 30 |
| 10 | Ream three holes | 0.70 min . | 21 |
| 11 | Tap three holes | 0.45 min . | 30 |
| 12 | Unload and inspect part (manual) | 0.90 min. | 0 |
|  | Totals: | 9.40 min. | 246 |

18.29 In Prohler 18.28 . the current line has an operating cost of $\$ 66.00 / \mathrm{hr}$. The starting workpari is a casting that costs $\$ 4.50 / \mathrm{pc}$. Disposable tooling costs $\$ 1.25 / \mathrm{pc}$. The proposed storage buffer will add $\$ 6$.ont/hr to the operating cost of the lne. Does the improvement in producion rate justify this cost increase?
18.30 A 16 escation transfer line can be divded into two stages by installing a storage buffer between stations 8 and 9 . The probability of failure at any station is $p=0.01$. The ideal cycle time is 1.0 min , and the downime per hine stop is 10.0 min . These values are applicable for thoth the une-mage and two-stage contigutations. The downtime should be considered constant, and the upper-bound approach should be used in the analysis. The cost of instaling the storage buffer is a function of its capache. This cost functon is $C_{n}=\$ 0.60 \mathrm{~b} / \mathrm{hr}=\$ 0.01 \mathrm{~b} / \mathrm{min}$, where
$b=$ the buffer capacity. However. the buifer can oniy be constructed to store increments of 10.(In other words, $b$ can take on values of $10,20,30$, etc.) The cost to operate the line itself is $\$ 120 / \mathrm{ht}$. Ignore material and tooling costs Based on cost per unit of product, determine the buffer capacity $b$ that will minimize unit product cost.
18.31 The uptime efficiency of a 20 -station automated production line is only $40 \%$ The ideal cycle time is 48 sec , and the averade downtime per line stop occurrence is 3.0 min . Assume the frequency of breakdowns for all stations is equal ( $p_{i}=p$ for all stations), the downtime is constant, and the upper-bound approach is applicable. To improve uptime efficiency, it is proposed to instail a storage buffer with a 15 -part capacity for $\$ 14,000$. The present production cost is $\$ 4.00$, unit, ignortng materal and tooling costs. How many units would have to be produced for the $\$ 14,000$ investment to pay for itself?
18.32 An automated transfer line is divided into two stages with a storage buffer between them. Each stage consists of nite stations. The ideal cycle time of each stage $=1.0 \mathrm{~min}$, and frequency of failure for each station is $p=0.01$. The average downtime per stop is 8.0 mm , and a constant downtime distribution shonld be assumed. Determine the required capacity of the storage buffer such that the improvement in lige efficiency $E$ compared to a zero buffer capaciry would be $80 \%$ of the improvement yiclded by a buffer with infinite capacity.
18.33 In Problem 18.21, suppose that a two-stage line were to be designed with an equal number of stations in each stage. Work content time will be divided evenly between the two stages. The storage buffer between the stages will have a capacity $=\mathbf{3} \gamma_{d} / T_{c}$. Assume a constant repair distnbution. (a) For this two stage line, determine the number of workstations that should bs included in each stage of the line to maximize production rate (b) What is the production rate and line efficiency for this line coniguration? (c) What is the buffer storage capacity?
18.34 A 20-station transfer line presently operates with an efficiency $E=1 / 3$. The ideal cycle time $=1.0 \mathrm{~min}$. The repair distribution is geometric with an average downtime per occurrence $=8 \mathrm{~min}$, and each station has an equal probabitity of failure . It is possible to divide the line into two stages with ten stations each, separating the stages by a storage buffer of capacity $b$. With the information given, determine the required value of $b$ that will increase the efficiency from $E=1 / 3$ to $E=7 / 5$.
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The term automated assembly refers to the use of mechanized and automated devices to perform the various assembly tasks in an assernbly line or cell. Much progress has been made in the technology of assembly automation in recent years. Some of this progress has been motivated by advances in the field of robotics. Industrial robots are sometimes used as components in automated assembly systems (Chapter 7). In the present chapter, we discuss automated assembly as a distinct field of automation. Although the manual assembly methods described in Chapter 17 will be used for many years into the future.there are significant opportuaities for productivity gains in the use of automated methods.

As with transfer lines discussed in the previous chapter, automated assembly systems considered in this chapter are usually included in the category of fixed automation. Most automated assembly systems are designed to perform a fixed sequence of assembly steps
on a specific product. In our ciassification scheme (Section 13.2), they are either type III A for multiple station systems or type I A for single station systems (less common). Automated assembly technology should be considered when the following conditions exist:

- High product demand. Automated assembly systems should be considered for products made in millions of units (or elose to this range).
- Stable product design. In general, any change in the product design means a change in workstation tooling and possibly the sequence of assembly operations. Such changes can be very costly.
- The assembly consisus of no more than a limited number of components. Riley [13] recommends a maximum of around a dozen parts.
- The product is designed for automated assembly. In Section: 19.2. we examine the design factors that allow the assembly of a product to be atomated.

Automated assembly systems involve a significant capital expense, although the investments are generally less than for automated transfer lines. The reasons for this are: (1) work units produced on automated assembly systems are usually smalier than those made on transfer lines, and (2) assembly operations do not have the large mechanical force and power requirements of processing operations such as machining. Accordingly, in comparing an automated assembly system and a transfer line both having the same number of stations, the assembly system would tend to be smaller in physical size. This usuatly reduces the cost of the system.

### 19.1 FUNDAMENTALS OF AUTOMATED ASSEMBLY SYSTEMS

An auromated assembly system performs a sequence of automated assembly operations to combine multiple components into a single entity. The single entity can be a tinal product or a subassembly in a larger product. In many cases, the assembled entity consists of a base part to which other components are attached. The components are joined one at a time (usually). so the assembly is completed progressively.

A typical automated assembly system consists of the following subsystems: (1) one or more workstations at which the assembly steps are accomplished, (2) parts feeding devices that deliver the individual components to the workstations, and (3) a work handling system for the assembled entity. In asscmbly systems with one workstation, the work handling system moves the base part into and out of the station. In systems with multiple stations, the handling system transfers the partialiy assembled base part between stations.

Control functions required in automated assembly machines are the same as in the automated processing lines of Chapter 18: (1) sequence control, (2) safety monitoring, and (3) quality control. These functions are described in Section 18.1.4. The issue of memory control versus instantaneous control is especially relevant in multi-station automated assembly systems.

### 19.1.1 System Configurations

Automated assembly systems can be classified according to physical configuration. The principal configurations, illustrated in Figure 19.1, are: (a) in-line assembly machine, (b) dialtype assembly machine, (c) carousel assembly system, and (d) single station assembly ma-


Figure 19.1 Types of automated assembly systems: (a) in-line, (b) dial-type, (c) carousel, and (d) single station.

TABLE 19.1 Possible Work Transfer Systems for the Four Assembly System Configurations

|  |  |  |  | Work Transfer System |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| System Configuration | Stationary Base Part | Continuous | Synchronous | Asynchronous |  |
| In-line | No | Unusual | Yes | Yes |  |
| Dial-type | No | Unusual | Yes | No |  |
| Carousel | No | Unusual | Yes | Yes |  |
| Single station | Yes |  | No | No | No |

chine. Table 19.1 summarizes the possible combinations of work transfer systems (Section 17.1.2) that are utilized with these assembly system configurations. The transfer mechanisms to provide the corresponding motions are identified in Table 17.3.

The in-line assembly machine, Figure 19.1(a), consists of a series of automatic workstations located along an in-line transfer system. It is the assembly version of the machining transfer line. Synchronous and asynchronous transfer systems are the common means of transpurting base parts from station-to-station with the in-line configuration.

In the typical application of the dial-type machine, Figure 19.1(b), base parts are loaded onto fixtures or nests attached to the circular dial. Components are added and/or
joined to the base part at the various workstations located around the periphery of the dial. The dial indexing machine operates with a synchronous or intermittent motion, in which the cycle consists of the service time plus indexing time. Dial-type assembly machines are sometimes designed to use a continuous rather than intermittent motion. This is common in beverage bottling and canning plants, but it is not common in mechanical and clectronics assembly.

The operation of dial-type and in-line assembly systems is similar to the operation of their counterparts for processing operations described in Section 18.1.2, except that assembly operations are performed. For synchronous transfer of work between stations, the ideal cycle time equals the operation time at the slowest station plus the transfer time between stations. The production rate, al $100 \%$ uptime, is the reciprocal of the ideal cycle time. Because of part jams at the workstations and other malfunctions, the system operates at less than $100 \%$ uptime. We analyze the performance of these systems in Section 19.3.2.

As seen in Figure 19.1(c), the carousel assembly system represents a hybrid between the circular work flow of the dial assembly machine and the straight work flow of the inline system. The carousel configuration can be operated with continuous, synchronous, or asynchronous transfer mechanisms to move the work around the carousel. Carousels with asynchronous transfer of work are often used in partially automated assembly systems (Section 19.3.4).

In the single station assembly machine. Figure 19.1(d), assembly operations are performed on a base part at a single location. The typical operating cycle involves the placement of the base part at a stationary position in the workstation, followed by the addition of compotents to the base and finally the removal of the completed assembly from the station. An important application of single station assembly is the component insertion machine, widely used in the electronics industry to populate components onto printed circuit boards. For mechatnical assemblies, the single station cell is sometimes selected as the configuration for robotic assembly applications. Parts are fed into the single station, and the robot adds them to the base part and performs the fastening operations. Compared with the other three system types, the single station system is inherently slower, since all of the assembly tasks are performed and only one assembled unit is completed each cycle. Single station assembly systems are analyzed in Section 19.3.3.

### 19.1.2 Parts Delivery at Workstations

In each of the configurations described above, a workstation accomplishes one or both of the following tasks: (1) a part is delivered to the assembiy workhead and added to the existing base part in front of the workhead (in the case of the first station in the system, the base part is often deposited into the work carrier), andior (2) a fastening or joining operation is performed at the station in which parts added at the workstation or at previous workstations are permanentiy attached to the existing base part. In the case of a single station assembly system, these tasks are carried out multiple times at the single station. For task (1), a means of delivering the parts to the assembly workhead musi be designed. The parts delivery system typically consists of the following hardware:

1. Hopper. This is the container into which the components are loaded at the workstation. A separate hopper is used for each component type. The components are usually toaded into the hopper in bulk. This means that the parts are initially randomly oriented in the hopper.
2. Parts feeder. This is a mechanism that removes the components from the hopper one at a time for delivery to the assembly workhead. The hopper and parts feeder are
3. Feed track. The preceding elements of the delivery system are usually separated from the assembly workhead by a certain distance. A feed track is used to move the components from the hopper and parts feeder to the location of the assembly workhead, maintaining proper orientation of the parts during the transfer. There are two general categories of feed tracks: gravity and powered. Gravity feed tracks are the most common. In this type, the hopper and parts feeder are located at an elevation above that of the workhead. The force of gravity is used to deliver the components to the workhead. The powered feed track uses vibratory action, air pressure, or other means to force the parts to travel along the feed track toward the assembly workhead.
4. Escapement and placement device. The purpose of the escapement device is to remove components from the feed track at time intervals that are consistent with the cycle time of the assembly workhead. The placement device physically places the component in the correct location at the workstation for the assembly operation. These elements are sometimes combined into a single operating mechanism. In other cases, they are two separate devices. Several types of escapement and placement devices are pictured in Figure 19.4.

The hardware elements of the parts delivery system are illustrated schematically in Figure 19.5. A parts selector is illustrated in the diagram. Improperly oriented parts are fed back into the hopper. In the case of a parts orientor, improperly oriented parts are reoriented and proceed to the feed track. A more detailed description of the various elements of the delivery system is provided in [3].

One of the recent developments in the technology of parts feeding and delivery systems is the programmable parts feeder [7], [10]. A programmable parts feeder is capable of feeding components of varying geometries with only a few minutes required to make the adjustments (change the program) for the differences. The flexibility of this type of feeder perrnits it to be used in batch production or when product design changes occur. Most parts feeders are designed as fixed automated systems for high production assembly of stable product designs.

### 19.1.3 Applications

Automated assembly systems are used to produce a wide variety of products and subassemblies. Table 19.2 presents a list of typical products made by automated assembly.

The kinds of operations performed on automated assembly machines cover a wide tange. We provide a representative list of processes in Table 19.3. These processes are described in [9]. It should be noted that certain assembly processes are more suitable for automation than are others. For example, threaded fasteners (e.g., screws, bolts, and nuts), although common in manual assembly, are a challenging assembly method to automate. This issue, along with some guidelines for designing products for automated assembly, is discussed in the following section.

### 19.2 DESIGN FOR AUTOMATED ASSEMBLY

One of the obstacles to automated assembly is that many of the traditional assembly methods evolved when humans were the only available means of assembling a product. Many of the mechanical fasteners commonly used in industry today require the special anatom-


Figare 19.4 Various escapement and placement devices used in automated assembly systems: (a) hotizontal device and (b) vertical device for placement of parts onto dial indexing table. (c) escapement of rivet-shaped parts actuated by work carriers, and (d) and (e) are two types of pick-and-place mechanisms (reprinted from Gay [6]).
ical and sensory capabilities of human beinge Consider, for example, the use of a bolt, lock washer and nut to fasten two sheet metal parts on a partially assembled cabinet. This kind of operation is commonly accomplished manually at either a single assembly station or on


Figure 19.5 Hardware elements of the parts delivery system at an assembiy workstation.

TABLE 19.2 Typical Products Made by Automated Assembly

| Alarm clocks | Light bults |
| :--- | :--- |
| Audio tape cassattes | Locks |
| Ball bearings | Mechanical pens and pencils |
| Ball point pens | Printed circuit board assemblies |
| Cigarette lighters | Pumps for household appliances |
| Computer diskettes | Smell alectric motors |
| Electrical plugs and sockets | Spark plugs |
| Fuel injectors | Video tape cassettes |
| Gear boxes | Wrist watches |

TABLE 19.3 Some Typical Assembly Processes Used in Automated Assambly Systems
Adhesive bonding (automatic dispensing of adhesive)
Insertion of components (pin-in-hole printed circuit board assembly)
Placement of components (surface mount printed circuit board assembly)
Riveting
Screw fastening rautomatic screwdriver)
Snap fitting
Soldering
Spotwelding
Stapling
Stitching
an assembly line. The cabinet is positioned at the workstation with the two sheet metal parts to be fastened at an awkward location for the operator to reach. The operator picks up the bolt, lockwasher, and nut, somehow manipulating them into position on opposite sides of the two parts, and places the lockwasher and then the nut onto the bolt. As luck would have it, the threads of the nut initially bind on the bolt threads, and so the operator must unscrew slightly and restart the process, using a well-developed sense of touch to en-
sure that the threads are matching. Once the bolt and nut have been tightened with fingers, the operator reaches for the appropriate screwdriver (there are various bolt sizes with different heads) to tughten the fastener.

This kind of manual operation has been used commonly and successfully in industry for many years to assemble products. The hardware required is inexpensive, the sheet metal is readily perforated to provide the matching clearance holes, and the method lends itself to field servise. What is becoming very expensive is the manual labor at the assembly workstation required to accomplish the initial fastening. The high cost of manual labor has resulted in a reexamination of assembly technoligg with a view toward automation. However, automating the assembly operation just described is very difficult. First, the positions of the holes through which the bolt must be inserted are different for each fastener, and some of the positions may be difficult for the operator to reach. Sccond, the holes between the two shect metal parts may not match up perfectly, requiring the operator to reposition the two parts for a better fit. 1 hird. the operator must juggle three separate hardware items (bolt, lockwasher, and nut) to pertorm the fastening operation. And the part to he fastened may also have to be included in the juggling act. Fourth, a sense of touch is required to make sure that the riut is started properly onto the bolt thread. Each of these four problems makes automation of the operation difficult. All four problems together make it nearly impossible. As a consequence, attempts at assembly automation have led to an examination of the methods specitied by the designer to fasten logether the various components of a product.

The first and most general lesson. which is obvious from this last example, is that the methods traditionally used for manual assembly are not necessarily the best methods for automated assembly. Humans are the most dexterous and intelligent machines, able to move to different positions in the workstation, adapt to uncxpected problems and new situations during the work cycle, manipulate and coordinate multiple objects simultaneously and make use of a wide range of senses in performing work. For assembly automation to be achicved, fastening procedures must be devised and specified during product design that do not requite all of these human capabilities. The following are some recommendatoons and principles that can be applied in product design to facilitate automated assembly;

- Reduce the amount of assembly required. This principle can be realized during design by combining functions within the same part that were previously accomplished by separate components in the product. The use of plastic molded parts to substitute for sheet metal parts may be a way to actualize this principle. A more complex geometry molded into a plastic part might replace several metal parts. Although the plastic part may seem to be more costly, the savings in assembly time will justify the substitution in many cases.
- Use of modular design. In automated assembly, increasing the number of separate as. sembly steps accomplished by a single automated system results in a decrease in system reliability. This is demonstrated in our analysis of assembly system performance in Sections 19.3.2 and 74.3.3. To reduce this effect Riley [13] suggests that the design of the prodect be modular with perhaps each module requiting a maximum of 12 or so parts to be assembled on a single assembly system. Also, the subassembly should be designed around a base parl to which other components ave added [14].
- Reduce the numher of fasteners required. Instead of using separate screws, nuts and similar fasteners, designt the fastening mechanism into the componeat design using snap fits and similar features.
- Reduce the need for multiple components to be handled ar once. The pieferred practiee in automated assembly machine design is to separate the operations at different stations rather than to simultaneously handle and fasten multiple components at the same workstation. For the case of the single station assembly system, this pronciple must be interpreted to mean that the handling of multiple components must be minimized in each assembly work element.
- Limit the required directions of access. This principle simply means that the number of directions in which new components are added to the existing subassembly should be minimized. If all of the components can be added vertically from above, this is the ideal situation. Obviously the design of the subasiembly determines this.
- High quality required in components. High performance of the automated assembly system requires consistently good quality of the components added at each workstation. Poor quality components cause jarns in the feeding and assembly mechanisms, which cause downtime in an automated system.
- Hopperability. This is a term that Riley [13] uses to identify the case with which a given component can be fed and oriented reliably for delivery from the parts hopper to the assembly workhead. One of the major costs in the development of an automated assembly system is the engincering time to devise the moans of feeding the components in the correct orientation for the assembly oneration. The product designer is responsible for providing the orientation features and other geometric aspects of the components that determinc the ease of feeding and orienting the parts.


### 19.3 QUANTITATIVE ANALYSIS OF ASSEMBLY SYSTEMS

Certain performance aspects of automated assembly systems can be studied using mathematical models. In this section, we develop models to analyze the following issues in automated assembly: (1) parts delivery system at workstations, (2) multi-station automated assembly systems, (3) single station automated assembly systems, and (4) partial automation.

### 19.3.1 Parts Delivery System at Workstations

In the parts delivery system, Figure 19.5, the parts feeding mechanism is capable of removing parts from the hopper at a certain rate $f$. These parts are assumed to be randomly oriented initially, and must be presented to the selector or orientor to establish the correct orientation. In the case of a selector, a certain proportion of the parts will be correctly oriented initially, and these will be allowed to pass through. The remaining proportion that is incorrectly oriented will be rejected back into the hopper. In the case of an orientor, incorrectly oriented parts will be reoriented. resulting ideally in a $100 \%$ rate of parts passing through the device. In many delivery system designs, the functions of the selector and the orientor are combined. Let us define $\theta$ to be the proportion of components that pass through the selector-orientor process and ate cortectly oriented for delivery into the feed track. Hence, the effective rate of delivery of components from the hopper into the feed track is $f \theta$. The remaining proportion, $(1-\theta)$, is recirculated back into the hopper. Obviously, the delivery rate $f \theta$ of components to the worthead must be sufficient to keep up with the cycle rate of the assembly machine.

Assuming the delivery rate of components $f \theta$ is greater than the cycle rate $R_{r}$ of the assembly mach ine. a means of fimiting the size of the queve in the feed track must be es-
tablished. This is generally accomplished by placing a sensor (eg, limit swith or optical sensor) near the top of the feed track to turn off the feeding mechanism when the feed track is full. This sensor is referred to as the high level sensor, and its location defines the active Iength $L_{i 2}$ of the feed track. If the length of a component in the feed track is $L_{c}$, then the number of parts that can be held in the feed track is $n_{n}=L_{f /} / L_{r}$. The length of the components must be masasured from a point on a given component to the corresponding point on the next component in the queue to allow for possible overlap of parts. The valuc of $n_{/ 2}$ is the capacity of the feed track.

Another sensor is placed along the feed track at some distance from the first sensor and is used to restart the feeding mechanism again. If we define the location of this low level sensor as $L_{f 1}$, then the number of components in the feed track at this point is $n_{f 1}=L_{f 1} / L_{\mathrm{c}}$.

The rate at which parts in the feed track are reduced when the high level sensor is acwated (turns off the feeder) $=R_{c}$, which is the cycle rate of the automated assembly workhead. On average, the rate at which the quantity of parts will increase with the actuation of the low level sensor (turns on the feeder) is $f \theta-R_{c}$. However, the rate of increase will not be uniform due to the random nature of the feeder selector operation. Accordingly, the value of $n_{f \mid}$ must be made large enough to virtually eliminate the probability of a stockout after the low level sensor has turned on the feeder.

## EXAMPLE 19.1 Parts Delivery System in Automatic Assembly

The cycle time for a given assembly workhead $=6 \mathrm{sec}$. The parts feeder has a feed tate $=50$ components $/ \mathrm{min}$. The prohability that a given component fed by the feeder will pass through the selector is $\theta=0.25$. The number of parts in the feed track corresponding to the low level sensor is $n_{f 1}=6$. The capacity of the feed track is $n_{f 2}=18$ parts. Determine (a) how long it will take for the supply of parts in the feed track to go from $n_{f 2}$ to $n_{f 1}$ and (b) how long it wil] take on average for the supply of parts to go from $n_{f_{1}}$ to $n_{f 2}$.
Solution: (a) $T_{c}=6 \mathrm{sec}=0.1 \mathrm{~min}$. The rate of depletion of parts in the feed track, starting from $n_{f z}$, will be $R_{e}=1 / 0.1=10 \mathrm{parts} / \mathrm{min}$.
Time to depiete feed track (time to go from $n_{f 2}$ to $n_{f_{1}}$ ) $=\frac{18-6}{10}=1.2 \mathrm{~min}$.
(b) The rate of parts increase in the feed track, once the low lovel sensor has been reached, is $f \theta-R_{c}=(50)(0.25)-10=12.5-10=2.5$ parts $/ \mathrm{min}$.
Time to replenish feed track (time to ga from $n_{f 1}$ to $n_{f 2}$ ) $=\frac{18-6}{2.5}=4.8 \mathrm{~min}$.

### 19.3.2 Multi-Station Assembly Machines

In this section. we analyze the operation and performance of automated assembly machines that have several workstations and use a synchronous transfer system. The types include the dial indexing machine, many in-line assembly systems, and certain carousel systerns. Assumptions underlying the analysis are similar to those in our analysis of transfer lines:Assembly operations at the stations have: (1) constant element times, although the times ate not necessarily equal at all stations; (2) synchronous parts transfer; and (3) no internal storage.

The analysis of an automated assembly machine with multiple stations shares much in common with the upper-bound approach used for metal machining transfer hines from Section 18.3. Some modifications in the analysis mist be made to account tor the fact that components are being added at the various workstations in the assembly system. The general operation of the assembly system is pictured in Figure 39.5 (a)-(c). In developing the equations that govern the operation of the system. We will follow the general approach suggested by Boothroyd and Redford [2].

We assume that the typical operation at a workstation of an assembly machine consists of a component being added andior joined in some fastion to an existing assembly. The existing assembly consists of a base part plus the components assembled to it at previous stations The base part is launched onto the fine either at or before the first workstation. The components that are added mast be clean, uniform in size and shape, of high quality, and consistently oriented. When the feed mechanism and assembly workhead attempt to join a component that does not satisfiy this technical description, the station can jam. When a jam occurs, it results in the shutdown of the entire system until the fault is corrected. Thus, in addition to the other mechanical and electrical failures that interrupt the operation of a production line, the problem of defective components is one that specifically plagues the operation of an automatic assembly system. This is the problem we propose to deal with in this Section.

The Assembly Machine as a Game of Chance. Defective parts occur in manufacturing with a certain fraction defect rate, $g(0 \leq q \leq 10)$. In the operation of an assembly workstation, $q$ can be considered to be the probability that the component to be added during the current cycle is defective. When an attempt is made to feed and assemble a defective component, the defect might or might not cause the station to jam. Let $m=$ probability that a defect results in a jam at the station and consequent stoppage of the line. Since the values of $q$ and $m$ may be different for different stations, we subscript these terms as $q_{i}$ and $m_{i}$ where $i=1,2, \ldots, n$, the number of workstations on the assembly machine.

Consider what happens at a particular workstation, say station $i$, where there are three possible events that might occur when the feed mechanism attempts to feed the next component, and the assembly device attempts to join it to the existing assembly at the station. The three events and their associated probabilities are:

1. The component is defective and causes a station jam. The probability of this event is the fraction defect rate of the parts at the station $\left(q_{i}\right)$ multiplied by the probability that a defect will cause the station to jam ( $m_{i}$ ). This product is the same term $p_{\text {, }}$ in our previous analysis of transfer machines in Section 18.3.2. For an assembly machine, $p_{i}=m_{1} q_{i}$. When the station jams, the component must then be cleared and the next component be allowed to feed and be assembled. We assume that if the next component is the feed track were defective, the operator who cleared the previous jam would notice and remove this next defect as well. Anyway, the probability of two consecutive defects is very small, equaj to $q_{i}^{2}$.
2. The component is defecive bus does not cause a station jam. This has a probability $\left(1-m_{i}\right) q_{\text {; }}$. With this outcome, a bad part is joined to the existing assembly, perhaps rendering the entire assembly defective.
3. The componert is not defective. This is the most desirable outcome and the most tikely by far (hopefully). The probability that a pari added at the station is not defective is equal to the proportion of good parts $\left(1-q_{i}\right)$.

The probabilities of the three possible events must sum to unity for any workstation; that is,

$$
\begin{equation*}
m_{1} q_{1}+\left(1-m_{1}\right) b_{1}+\left(1-q_{1}\right)=1 \tag{19.1}
\end{equation*}
$$

For the special case where $m_{i}=m$ and $q_{i}=q$ for all $i$, this equation reduces to the following:

$$
\begin{equation*}
m q+(1-m) q+(1-q)=1 \tag{19.2}
\end{equation*}
$$

 computation and approximation purposes.

To determine the comple te distribution of possible outcomes that can occur on an $\mathrm{n}^{-}$ station assembly machine, the terms of Eq. (19.1) are multiplied together for all $n$ stations:

$$
\begin{equation*}
\prod_{i=1}^{n}\left[m_{i} q_{1}+\left(1-m_{i}\right) q_{i}+\left(1-q_{i}\right)\right]=1 \tag{193}
\end{equation*}
$$

In the special case where $m_{t}=m$ and $q_{t}=q$ for all $i$, this reduces io:

$$
\begin{equation*}
[m a+(1-m) q+(1-q)]^{n}=1 \tag{19.4}
\end{equation*}
$$

Expansion of Eq. (19.3) reveals the probabilities for all possible sequences of events that can take place on the $n$-station assembly machine. Unfortunately, the number of terms in the expansion becones very large for a machine with more than two or three stations. The exact number of terms is equal to $3^{n}$, where $n=$ number of stations. For example, for an eight-station line, the number of terms $=3^{3}=6561$, each term representing the probability of one of the 656 possible outcome sequences on the assembly machine.

Measures of Performance. Fortunately, it is not necessary to calculate every term to make use of the description of assembly machine operation provided by Eq. (19.3). One of the characteristics of performance that we want to know is the proportion of assemblies that contain one or more defective components. Two of the three terms in Eq. (19.3) represent events in which a good component is added at the given station. The first term is $m ; a_{\text {}}$. which indicates that a station jam has occurred, and thus a defective component has not been added to the existing assembly. The other term is $\left(1-q_{i}\right)$, which means that a good component has been added at the station. The sum of these two terms represents the probability that a defective component is not added at station $i$. Muitiplying these probabilities for all stations. we get the proportion of acceptable product coming off the line $P_{a p}$.

$$
\begin{equation*}
P_{o p}=\prod_{r=1}^{n}\left(1-q_{t}+m_{i} q_{t}\right) \tag{19.5}
\end{equation*}
$$

where $P_{\text {rp }}$ can be thought of as the yield of good assemblies produced by the assembly machinc. If $P_{\text {up }}=$ the proportion of good assemblies, then the proportion of assemblies containing at least one defective component $P_{q p}$ is given by:

$$
\begin{equation*}
P_{q p}=1-P_{a p}=1-\prod_{t-1}^{n}\left(1-q_{t}+m, q_{t}\right) \tag{19.6}
\end{equation*}
$$

In the case of equal $m_{s}$ and equal $g_{r}$, these two equations become, respectively:

$$
\begin{align*}
& P_{s_{s}}=(1-q+m q)^{n}  \tag{19.7}\\
& P_{g p}=1-(1-q+m q)^{n} \tag{19.8}
\end{align*}
$$

The yicld $P_{a p}$ is certainly one of the important performance measures of an assembly machine. The proporion of assemblies with one or more defective components $P_{q p}$ must be considered a significant disadvantage of the machine's performance. Either these assemblies must be identified through an inspeetion process and possibly repaired, or they will become mixed in with the good assemblies. This latter possibility leads to undesirable consequences when the assemblies are placed in service.

Other performance measures of interest are the machine's production rate, proportion of uptime and downtime, and average cost per unit produced. To calculate production rate, we must first determine the trequency of downtime occurrences per cycle $F$. If each station jam results in a machine downtime occurrence, $F$ can be determined by taking the expected number of station jams per cycle; that is,

$$
\begin{equation*}
F=\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} m_{i} q_{t} \tag{19.9}
\end{equation*}
$$

In the case of a station performing only a joining of fastening operation and no part is added at the station, then the contribution to $F$ made by that station is $p_{r}$, the probability of a station breakdown, where $p_{i}$ does not depend on $m_{t}$ and $q_{i}$,

If $m_{f}=m$ and $q_{i}=q$ for all stations, $i=1,2, \ldots, n$, then the above equation for $F$ reduces to the following:

$$
\begin{equation*}
F=n m q \tag{19.10}
\end{equation*}
$$

The average actual production time per assembly is given by

$$
\begin{equation*}
T_{p}=T_{c}+\sum_{i=1}^{n} m_{i} q_{s} T_{d} \tag{19.11}
\end{equation*}
$$

where $T_{c}=$ ideal cycle time of the assembly machine, which is the longest assembly task time on the machine plus the indexing or transfer time (min), and $T_{d}=$ average downtime per occurrence ( $\mathbf{m i n}$ ). For the case of equal $m$, and $q_{j}$,

$$
\begin{equation*}
T_{p}=T_{c}+n m q T_{i} \tag{19.12}
\end{equation*}
$$

From the average actual production time, we obtain the production rate, which is the reciprocal of production time:

$$
\begin{equation*}
R_{p}=\frac{\mathbf{l}}{T_{p}} \tag{19.13}
\end{equation*}
$$

This is the same relationship as Eq. (18.7) in our previous chapter on transfer lines Howcver, the operation of assembly machines is different from processing machines. In an as-
sembly machine, unless $m_{i}=1.0$ tor all slations, the production output will include some assemblics with onc or more defective components Accordingly, the production rate should be corrected to give the rate of acceptable product, that is, those that contain no defects. This is simply the sield $P_{a p}$, multiplied by the production rate $R_{p}$ :

$$
\begin{equation*}
R_{a p}=P_{a p} R_{j}=\frac{P_{t p}}{T_{n}}=\frac{\prod_{i-1}^{n}\left(1-q_{i}+m_{i} q_{i}\right)}{T_{p}} \tag{19.14}
\end{equation*}
$$

where $R_{p}=$ production rate of acceptable product (units $/ \mathrm{min}$ ). When all $m_{j}$ are equal and all $q_{\text {a }}$ are equal, the corresponding equation is

$$
\begin{equation*}
R_{a p}=P_{a p} R_{p}=\frac{P_{a \mu}}{T_{p}}=\frac{(1-q+m q)^{n}}{T_{p}} \tag{19.15}
\end{equation*}
$$

Eq. (19.13) gives the production rate of all assemblies made on the system, including those thet contain one or more delective patts. Eys. (19.14) and (19.15) give production rates for good product only. The problem still remains that the defective products are mixed in with the good unitu. We toke up this issuc of inspection and sortation in Chapter 22 (Sectien 22.5).

Line efficiency is calcutated as the ratio of ideal cycle time to average actual production time This is the same ratio as we defined in Chapter 17 (Eq. (17.6)):

$$
\begin{equation*}
E=\frac{R_{g}}{R_{c}}=\frac{T_{c}}{I_{p}} \tag{19,16}
\end{equation*}
$$

where $T_{R}$ is catculated from Eq. (19.11) or Eq. (19.12). The proportion downtime $D=1-E$, as before. No atternpt has been made to correct line efficiency $E$ for the yield of good assemblies. We are treating assembly machine efficiency and the quality of units produced on it as separatc issues.

On the other hand, the cost per assembled product must take account of the output quality. Therefore, the general cost formula given in Eq. (18.12) in the previous chapter must be corrected for yield, as follows:

$$
\begin{equation*}
C_{p c}=\frac{C_{m t}+C_{n} T_{p}+C_{r}}{P_{a p}} \tag{19.17}
\end{equation*}
$$

where $C_{m}=$ cosi per good assembly ( $\$ / p c$ ): $C_{m}=$ cost of materials, which includes the cost of the base part plus components added $w$ it $(\$ / p c) ; C_{o}=$ operating cost of the assembly system ( $\$ / \mathrm{min}$ ): $T_{f}=$ average actual production time (min/pc); $C_{t}=$ cost of disposable tooling ( $\$ / \mathbf{p c}$ ): and $P_{a p}=$ yield from Eq. (19.5). The effect of the denominator is to increase the cont per assembly: as the quality of the individual components deteriorates, the average cost per good quality assembly increases.

In addition to the traditional ways of indicating line performance (production rate, line efficiency, cost per unit), we see an additional dimension of importance in the form of yield. White the yield of good product is an important issue in any autontated prodacion line, we see that it can be explicitly included in the formulas for assembly machine performance by means of $q$ and $m$.

## EXAMPLE 19.2 Multi-Station Automated Assembly System

A ten-station in-line assembly machine has an ideat cycle time $=6 \mathrm{sec}$. The base part is automatically loaded prior to the first station, and components are added at each of the stations. The fraction defect rate at each of the 10 stations is $q=0.01$, and the probability that a defect will jam is $m=0.5$. When a jain cocus, the average downtime is 2 min. Cost to operate the assembly machine is $\$ 42.00 / \mathrm{hr}$. Other costs are ignored. Determine: (a) average production rate of all assemblits (asb/hr), (b) yield of good assemblies, (c) average production rate of good product. (d) uptime efficiency of the assembly machine, and (e) cost per unit.

Solution: (a) $T_{\mathrm{c}}=6 \mathrm{sec}=0.1 \mathrm{~min}$. The average production cycle time is

$$
T_{p}=0.1+(10)(.5)(.01)(2.0)=0.2 \mathrm{~min}
$$

The production rate is therefore

$$
R_{\rho}=\frac{60}{0.2}=300 \text { total assemblies } / \mathrm{hr}
$$

(b) The yield is given by Eq. (19.7):

$$
P_{\Delta p}=(1-.01+.5 \times .01)^{10}=0.9511
$$

(c) Average production rate of good assemblies is determined by Eq. (19.15):

$$
R_{a p}=300(0.951 \mathrm{~L})=285.3 \mathrm{good} \text { asbys } / \mathrm{hr}
$$

(d) The efficiency of the assembly machine is

$$
E=0.1 / 0.2=0.50=50 \%
$$

(e) Cost to operate the assembly machine $C_{0}=\$ 42 / \mathrm{hr}=\$ 0.70 / \mathrm{min}$.

$$
C_{r}=(\$ 0.70 / \mathrm{min})(0.2 \mathrm{~min} / \mathrm{pc}) / 0.9511=\$ 0.147 / \mathrm{pc}
$$

## EXAMPLE 19.3 Effect of Variations in $\boldsymbol{q}$ And $m$ on Assembly System Performance

Let us examine how the performance measures in Example 19.2 are affected by variations in $q$ and $m$. First, for $m=0.5$, determine the production rate, yield, and efficiency for three kvels of $q: q=0, q=0.01$, and $q=0.02$. Second, for $q=0.01$, determine the production rate. yield, and efficiency for three levels of $m: m=0, m=0.5$, and $m=1.0$.

Solution: Computations similar to those in Example 19.2 provide the following results:

| $q$ | $m$ | $R_{p}$ (asbys/hr) | Yeld | $R_{3 p}$ (asbys/hr) | $E(\%$ ) | (per asby) $C_{p c}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0.5 | 600 | 1.0 | 600 | 100 | $\$ 0.07$ | $(1)$ |
| 0.01 | 0.5 | 300 | 0.9511 | 285.3 | 50 | $\$ 0.147$ | $(2)$ |
| 0.02 | 0.5 | 200 | 0.9044 | 180.9 | 33.33 | $\$ 0.232$ | $(3)$ |
| 0.01 | 0 | 600 | 0.9044 | 542.5 | 100 | $\$ 0.077$ | $(4)$ |
| 0.01 | 0.5 | 300 | 0.9511 | 285.3 | 50 | $\$ 0.147$ | $(5)$ |
| 0.01 | 1.0 | 200 | 1.0 | 200 | 33.33 | $\$ 0.21$ | $(6)$ |

Let us discuss the results of Example 19.3. The effect of component quality, as indicated in the value of $q$, is predictable. As fraction defect rate increases, meaning that component quality gets worse, all measures of performance suffer. Production rate drops. yield of good product is reduced. proportion uptime decreases, and cost per unit increases.

The effect of $m$ (the probability that a defect will jam the workhead and cause the assembly machine to stop) is less obvious. At low values of $m$ ( $m=0$ j for the same component quality level $(q=0.01$, production rate and machine efficiency are high, but yield of good product is low. Instead of interrupting the assembly machine operation and causing downtime, all defective components pass through the assembly process to become part of the final product. At $m=1.0$, all defective components are removed before they become part of the product. Therefore. yield is $100 / \mathrm{c}$, but removing the defects takes time, adversely affecting production rate, efficiency, and cost per unit.

In Section 18.1 .4 , we discussed two types of control, instantaneous control and memory control. Memory control is particularly appropriate for automated assembly machine operation. With memory control, the assembly machine is provided with logic that identifies when a defective component is encountered but does not stop the machine. Instead, it remembers the position of the partially assembled unit that is affected by the defect, locking it out from additional assembly operations at subsequent workstations, and rejects the assembly after the last station. By contrast, instantaneous control stops the assembly machine when a defect (or other malfunctiou) occurs. With the introduction of the variable $m$, we are now in a position to compare the performance of the two control types.

## EXAMPLE 19.4 Instantaneous Control vs. Memory Control

Let us compare the two control modes using the same automated assembly machine as in Examples 19.2 and 193. Fraction defect rate $q=0.01$. Under ideal conditions, instantaneous control implies a value of $m=1.0$. meaning that every defective component causes the assembly machine to stop. Likewise, memory control means $m=0$. As before, cost to operate the assembly machine is $\$ 42.00 / \mathrm{hr}$ : however, cost of additional sensors, controls, and sortation devices for memory control add $\$ 12.00 / \mathrm{hr}$ for this mode of operation. Other costs are ignored Compare (a) instantaneous control and (b) memory control on the basis of average actual production rate, yield, production rate of good product, uptime efficiency, and cost per unit produced.

Solution: (a) For instantaneous control ( $m=1.0$ ) we have already made the calculations for this case in line (6) of Example 19.3.

| $R_{p}$ | Yeld | $R_{s p}$ | $E$ | $C_{p s}$ |
| :---: | :---: | :---: | :---: | :---: |
| 200 | 1.0 | 200 | $33.33 \%$ | $\$ 0.21 / 900 \mathrm{od}$ asby |

(b) For memory control ( $m=0$ ), we have made most of the calculations in line (4) of Example 19.3. The only additional computation is cost per unit in whicls we include the additional cost of memory control.

$$
\begin{aligned}
C_{o} & =\$ 42.00+\$ 12.00=\$ 54.00 / \mathrm{hr}=\$ 0.90 / \mathrm{min} . \\
C_{p c} & =(\$ 0.90 / \mathrm{min})(0.1 \mathrm{~min} / \mathbf{p c}) / 0.9044=\$ 0.10 / \text { good asby }
\end{aligned}
$$

| $R_{p}$ (asbys/hr) | Yeld | $R_{a p}$ (asbys/hr) | $E$ | $C_{p c}$ |
| :---: | :---: | :---: | :---: | :---: |
| 600 | 0.9044 | 542.6 | $100 \%$ | $\$ 0.10 /$ good asby |

Memory contrul has the clear advantage in thisexennple.despite the higher operating costs for the assembly system. It is assumed that the sortation station is $100 \%$ effective; thus the good products. represented in the yield of 0.9044 . are completely separated from the products that contain one or more defects.

In practice, the theoretical values of $m$ will not be realized for the two control types. With instantaneous control, a portion of the defective components will ship thraugh undetected to become included in the final product, so that the actual value of $m$ will be less than 1.0 . With memory control, there will be cases of line stops resulting from defective components jamming the machine in such a way that it cannot continue operation. Hence, the actual value of $m$ under memory control will be greater than the theoretical value of zero. These realities are ignored in the preceding example.

### 19.3.3 Single Station Assembly Machines

The single station assembly system is pictured in Figure 19.1(d). We assume a single workhead with several components feeding into the station to be assembied to a base part. Let $n_{p}=$ the number of distinct assembly elements that are performed on the machine. Eacit element has an element time, $T_{r_{j}}$, where $j=1.2, \ldots, n_{t}$. The ideal cycle time for the single station assembly machine is the sum of the individual element times of the assembly operations to be performed on the machine plus the handling time to load the base part into position and unload the completed assembly. We can express this ideal cycle time as

$$
\begin{equation*}
T_{c}=T_{h}+\sum_{s=1}^{n_{4}} T_{c i} \tag{19.18}
\end{equation*}
$$

where $T_{h}=$ handling time (min).
Many of the assembly elements involve the addition of a component to the cxisting subassembly. As in our analysis of multiple station assembly, each component type has a certain fraction defect rate $q_{i}$, and thete is a certain probability that a defective component will jam the workstation $m_{j}$. When a jam occurs, the assembly machine stops, and it takes an average $T_{d}$ to clear the jam and restart the system. The inclusion of downtime resulting from jams in the machinc cycle time gives

$$
\begin{equation*}
r_{p}=T_{c}+\sum_{j=1}^{n_{c}} q_{i} m r_{j} \tag{19.19}
\end{equation*}
$$

For elements that do not include the addition of a component, the value of $q_{1}=0$ and $m_{j}$ is irrelevant. This might occur, for example, when a fastening operation is performed with no part added during element $j$. In this type of operation, a term $p, T_{d}$ would be included in the above expression to allow for a downtime during that element, where $p$, the probability of a station failure during element $j$. For the special case of equal $q$ and equal $m$ va!ues for all components added, Eq. (19.19) becomes

$$
\begin{equation*}
T_{p}=T_{\varepsilon}+n m q T_{d} \tag{19.20}
\end{equation*}
$$

Determining yield (proportion of assemblies that contain no defective components) for the single station assembly machine makes use of the same equations as for the multipie station systerts, Eqs. (19.5) or (19.7). Uptime efficiency is computed as $E=T_{c} / T_{p}$, using the values of $T$, and $T_{\mathrm{f}}$ from Eqs. (19.18) and (19.19) or (19.20).

## EXAMPLE 19.5 Single Station Automatic Assembly System

A single station assembly machine performs five work elements to assemble four components to a base part. The elements are listed in the table below, together with the fraction defect rate $(q)$ and probability of a station jam $(m)$ for each of the components added (NA: not applicable).

| Element | Operation | Time (sec) | $\bar{a}$ | $m$ | $p$ |
| :--- | :--- | :---: | :--- | :--- | :--- |
| 1 | Add gear | 4 | 0.02 | 1.0 |  |
| 2 | Add spacer | 3 | 0.01 | 0.6 |  |
| 3 | Add gear | 4 | 0.015 | 0.8 |  |
| 4 | Add gear and mesh | 7 | 0.02 | 1.0 |  |
| 5 | Fasten | 5 | 0 | NA | 0.012 |

Time to load the base part is 3 sec , and time to unload the completed assembly is 4 sec , giving a total load/unioad time of $T_{h}=7 \mathrm{sec}$. When a jam occurs, it takes an average of 1.5 min to clear the jam and restart the machine. Determine: (a) production rate of all product, (b) yield, and (c) production rate of good product, and (d) uptime efficiency of the assembly machine.

Solution: (a) The ideal cycle time of the assembly machine is

$$
T_{c}=7+(4+3+4+7+5)=30 \mathrm{sec}=0.5 \mathrm{~min}
$$

Frequency of downtime occurrences is

$$
F=.02 \times 1.0+.01 \times .6+.015 \times .8+.02 \times 1.0+0.012=0.07
$$

Adding the average dowotime due to jams,

$$
T_{p}=0.5+0.07(1.5)=0.5+0.105=0.605 \mathrm{~min}
$$

Production rate is therefore

$$
R_{p}=60 / 06005=99.2 \text { total assemblies } / \mathrm{br}
$$

(b) Yietd of good product is

$$
P_{\mathrm{ap}}=(1.0)(0.996)(0.997)(1.0)=0.993
$$

(c) Production rate of only good assemblies is

$$
R_{i \rho}=99.2(0.993)=98.5 \mathrm{good} \text { assemblies } / \mathrm{hr}
$$

(d) Uptime efficiency is

$$
E=0.5 / 0.605=0.8264=82.64 \%
$$

As our analysis suggests, increasing the number of elements in the assembly machine cycle results in a higher cycie time, therefore decreasing the production rate of the machine. Accordingly, applications of the single station assembly machine are lirnited to medium volume, medium production rate situations. For higher production rates, one of the multi-station assembly systems is generally preferred.

### 19.3.4 Partial Automation

Many assembly lines in industry contain a combination of automated and manual workstations. These cases of partially automated production lines ociur for two main reasons:

1. Automation is introduced gradually on an existing manual line. Suppose that demand for the product made on a manually operated line increases, and it is desired to increase prodnction and reduce labor costs by automating some or all of the stations. The smpler operations are automated first, and the transition toward a fully antomated line is accomplished over a long period of time. Meanwhile, the line operates as a partially automated system (see Chapter 1. Section (.5.3).
2. Certain manual operations are too difficult or too costly to automate. Therefore, when the sequence of workstations is planned for the fine, certain stations are designed to be automated, whereas the others are designed as manual stations.

Examples of operations that might be too difficult to automate are assembly proccdures or processing steps involving alignment, adjustment, or fine-tuning of the work unit. These operations often require special human skilds and/or senses to carry out. Many inspection procedures also fall into this category. Defects in a product or part that can be easily perceived by a human inspector are sometimes extremely difficult to identify by an automated inspection device. Another problem is that the automated inspection device can only check for the defects for which it was designed, whereas a human inspector is capable of sensing a variety of unanticipated imperfections and problems.

To analyze the performance of a partially automated production line, we build on our prewous analysis and make the following assumptions: (1) Workstations perform either processing or assembly operations; (2) proeessing and assembly times at automated stations are constant, though not necessarily equal at all stations; (3) synchronous transfer of parts; (4) no internal buffer storage; (5) the upper-bound approach (Section 18.3.2) is applicable; and (6) station breakdowns occur only at automated stations. Breakdowns do not occur at manual stations because the human workers are flexible enough, we assume, to adapt to the kinds of disruptions and malfunctions that would interrupt the operation of an automated workstation. For example, if a human operator were to retrieve a defective part from the parts bin at the station, the part would immediately be discarded and replaced by another without much lost time. Of course, this assumption of human adaptability is not always correct, but our analysis is based on it.

The ideal cycle time $T_{c}$ is determined by the slowest station on the line, which is generally one of the manual stations. If the cycle time is in fact determined by a manual station, then $T_{=}$will exhibit a certain degree of variability simply because there is random variation in any repetitive human activity. However, we assume that the average $T_{c}$ remains constant over time. Given onr assumption that breakdowns occur only at automated stations, let $n_{a}=$ the number of automated stations and $T_{d}=$ average downtime per occurrence. For the automated stations that perform processing operations, let $p_{i}=$ the
probability (frequency) of break downs per cycle; and for automated stations that perform assembly operations, let $q_{t}$ and $m_{i}$ equal, respectively, the defect rate and probability that the defect will cause station i to stop We are now in a position to define the average actual production time:

$$
\begin{equation*}
T_{p}=T_{c}+\sum_{k=n_{x}} p_{t} T_{d} \tag{19.21}
\end{equation*}
$$

where the summation applies to the $n_{0}$ automated stations only. For those automated stations that perform assembly operations in which a part is added,

$$
p_{t}=m_{t} g_{t}
$$

If all $p_{1}, m_{r}$, and $q_{k}$ are equal, respectively to $p, m$, and $q$, then the preceding equations reduce to the following:

$$
\begin{equation*}
T_{p}=T_{r}+n_{e} p T_{d} \tag{19.22}
\end{equation*}
$$

and $p=m q$ for those stations that perform assembly consisting of the addition of a part.
Given that $n_{a}$ is the number of automated stations, then $n_{w}=$ the number of stations operated by manual workers, and $n_{e}+n_{2 n}=n$, where $n=$ the total station count. Let $C_{\text {ain }}=$ cost io operate automatic workstation $i(\$ / \mathrm{min}), C_{\mathrm{w} i}=$ cost to operate manual workstation $i(\$ / \mathrm{min})$, and $C_{a r}=$ cost to operate the automatic transfer mechanism. Then the total cost to operate the line is given by:

$$
\begin{equation*}
C_{o}=C_{o r}+\sum_{v \in n_{s}} C_{a s i}+\sum_{i \in n_{v}} C_{w t} \tag{19.23}
\end{equation*}
$$

where $C_{o}=$ cost of operating the partially automated production system ( $\$ / \mathrm{min}$ ). For all $C_{a s i}=C_{B t}$, and all $C_{u t i}=C_{w}$, then

$$
\begin{equation*}
C_{o}=C_{a t}+n_{t} C_{a s}+n_{v e} C_{t o} \tag{19.24}
\end{equation*}
$$

Now the total cost per unit produced on the line can be calculated as follows:

$$
\begin{equation*}
C_{P}=\frac{C_{m t}+C_{o} T_{s}+C_{f}}{P_{a p}} \tag{19.25}
\end{equation*}
$$

where $C_{p c}=$ cost per good assembly $(\$ / \mathrm{pc}), C_{m t}=\operatorname{cost}$ of materials and components being processed and assembled on the line ( $\$ / \mathrm{pc}), C_{o}=$ cost of operating the partially automated production system by either of Eqs. (19.23) or (19.24) ( $\$ / \mathrm{min}$ ), $T_{p}=$ average actual production time ( $\mathrm{min} / \mathrm{pc}$ ) , $C_{j}=$ any cost of disposable tooling ( $\$ / \mathrm{pc}$ ), and $P_{o \rho}=$ proportion of good assemblies by Eqs. (19.5) or (19.7).

## EXAMPLE 19.6 Partial Automation

It has been proposed to replace one of the current manual workstations with an automatic workhead on a ten-station production line. The current line has six
automatic stations and four manual stations. Current cycle time is 30 sec. The limiting process time is at the manual station that is proposed for replacement. Implementing the proposal would allow the cycle time to be reduced to 24 sec . The new station would cost $\$ 0.20 / \mathrm{min}$. Other cost data: $C_{i}=\$ 0.15 / \mathrm{min}$, $C_{a, ~}=\$ 0.10 / \mathrm{min}$, and $C_{a t}=\$ 0.12 / \mathrm{min}$. Breakdowns occur at cach automated station with a probability $p-0.01$. The new automated station is expected to have the same frequency of breat downs. Average downtime per occurtence $T_{4}=3.0 \mathrm{~min}$, which will be unaffected by the new station. Material costs and tooling costs will be neglected in the analysts. It is desired to compare the current line with the proposed change on the basis of production rate and cost per piece. Assume a yield of $100 \%$ good product.

Solution: For the current line, $T_{\mathrm{r}}=30 \mathrm{sec}=0.50 \mathrm{~min}$.

$$
\begin{aligned}
T_{p} & =0.50+6(0.01)(3.0)=0.68 \mathrm{~min} \\
R_{p} & =1 / 0.68=1.47 \mathrm{pc} / \mathrm{min}=88.2 \mathrm{pc} / \mathrm{hr} \\
C_{p} & =0.12+4(0.15)+6(0.10)=\$ 1.32 / \mathrm{min} \\
C_{D:} & =1.32(0.68)=\$ 0.898 / \mathrm{pc}
\end{aligned}
$$

For the proposed line, $T_{\mathrm{r}}=24 \mathrm{sec}=0.4 \mathrm{~min}$.

$$
\begin{aligned}
& T_{p}=0.40+7(0.01)(3.0)=0.61 \mathrm{~min} \\
& R_{p}=1 / 0.61=1.64 \mathrm{pc} / \mathrm{mir}=98.4 \mathrm{pc} / \mathrm{hr} \\
& C_{o}=0.12+3(0.15)+6(0.10)+1(0.20)=\$ 1.37 / \mathrm{min} \\
& C_{p}=1.37(0.61)=\$ 0.836 / \mathrm{pc}
\end{aligned}
$$

Even though the line would be more expensive to operate per unit time, the proposed change would increase production rate and reduce piece cost.

Storage Buffers. The preceding analysis assumes no buffer storage between stations. When the automated portion of the line breaks down, the manual stations must also stop for lack of workparis (either due to starving or blocking depending on where the manual stations are located relative to the automated stations). Performance would be improved if the manual stations could continue to operate even when the automated stations stop for a temporary downtime incident. Storage buffers located before and after the manual stations would reduce forced downtime at these stations.

## EXAMPLE 19.7 Storage Buffers on a Partially Automated Line

Considering the current line in Example 19.6, suppose that the ideal cycle time for the automated stations on the current line $T_{c}=18 \mathrm{sec}$. The longest manual time is 30 sec . Under the method of operation assumed in Example 19.6, both manual and automated stations are out of action when a breakdown occurs at an automated station. Suppose that storage buffers could be provided for each operator to insulate them from breakdowns at automated stations. What effect would this have on production rate and cost per piece?
Solution: Given $T_{\mathrm{c}}=18 \mathrm{sec}=0.3 \mathrm{~min}$, the average actual production time on the automated stations is computed as follows:

$$
T_{p}=0.30+6(0.01)(3.0)=0.48 \mathrm{~min} .
$$

Since this is less than the longest manual time of 0.50 , the manual operations could work independently of the automated stations if storage buffers of sufficient capacity were placed before and after each manual station. Thus, the limiting cycle time on the line would be $T_{c}=30 \mathrm{sec}=0.50 \mathrm{~min}$, and the corresponding production rate would be:

$$
R_{p}=R_{c}=1 / 0.50=2.0 \mathrm{pc} / \mathrm{min}=120.0 \mathrm{pc} / \mathrm{hr} .
$$

Lising the line operating cost from Example 19.6, $C_{0}=\$ 1.32 / \mathrm{min}$, we have a piece cost of

$$
C_{\rho^{\prime}}=1.32(0.50)=\$ 0.66 / \mathrm{pc}
$$

Comparing with Example 19.6. one can see that a damatic improvement in production rate and unit cost is achieved through the use of storage buffers.

### 19.3.5 What the Equations Tell Us

The eqpations derived in this section and their application in our examples reveal severat practical guidelites for the design and operation of automated assembly systems and the products made on such systems. We state these guidelines here:

- The paris delivery system at each station must be designed to deliver components to the assembly operation at a net rate (parts feeder multiplied by pass-through proportion of the selectot/orientor) that is greater than or equal to the cycle rate of the assembly workhead. Otherwise, assembly system performance is limited by the paris delivery system rather than by the assembly process technology-
- The quality of components added in an automated assembly system has a significant effect on system performance. The effect of poor quality, as represented by the fraction defect rate, is eicher to:
(1) cause jams at stations that stop the entire assembly system, which has adverse effects on production rate, uptime proportion, and cost per unit produced, or
(2) cause the assembly of defective parts in the product which has adverse effects on yicld of good assemblies and prodact cost.
- As the number of workstatiuns increases in an automated assembly system, uptime cfficiency and production rate tend to decrease due to parts quality and station reliability elfects. This supports the Modularity Princtple in Design for Automated Assembly (Section 19.2) and reinforces the need to use only the highest quality components on automated assembly systems.
- The crele time of a multi-station assembly system is determined by the slowest station (longest assembly task) in the system. The number of assembly tasks to be performed is important only insofar as it affects the reliability of the assembly system. By comparison. the cycle time of a single station assembly system is determined by the sum of the assembly element times rather than by the longest assembly elemeni,
- By comparivon with a multi-station assembly machine, a single station assembly system with the same number of assembly tasks tends to have a lower production rate but a higher uptime efficiency.
- Multi-station assembly systems are appropriate for high production applications and long production runs. By comparison, single station assembly systems have a longer cycle time and are more appropriate for mid-tange quantities of product.
- Storage buffers should be used on partially automated production lines to isolate the manual stations from break downs of the automated stations. Use of storage buffers will increase production rates and reduce unit product cost.
- An automated station should be substituted for a manual station only if it has the effect of reducing cycle time sufficiently to offser any negative effects of lower reliability.
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## Parts Feeding

19.1 A feeder-selector device at one of the stations ot an automated assembly machine has a feed rate $f=25$ parts $/ \mathrm{min}$ and provides a throughput of one part in four $(9=0.25)$. The idea eycle time of the assembly machine is 10 sec . The low level sensor on the feed track is set at 10 parts, and the high level sensor is set at 20 parts. (a) How long will it teke for the supply of parts to be depleted from the high level sensor to the low level sensor once the feederselector device is turned off? (b) How long will it take for the parts to be resupplied from the low lexel sensor to the high level sensor, on average, after the feeder-selector device is farned on? (c) What proportion of the time that the assembly machinc is operating will the feeder-selector device be turned on? Turned off?
19.2 Solve Prohtem 19.1 eveep use a feed rate $f=32$ parts/min. Note the importance of tuning the feederselector rate to the cycle rate of the assembly machine.
19.3 A synchronous assembly machine has eight scetions and must produce at a rate of 400 compteted assemblies per hour. Avcrage downtime per jam is 2.5 min . When a breakdown occurs, all subsystems (including the feeder) stop The frequency of breakdowns of the machine is once every 50 cycles. One of the eight stations is an automatic assembly operation that uses a feeder-selector. The components fed into the selector cen have any of five possible orienbations. tach with equal probability, butonly one is correct for passage into the feed track to the assembly workhead. Parts rejected by the selector are fed back into the hopper. What minimum rate must the feeder deliver components to the selector during system uptime to keep up with the assembly machine?

## Multi-Station Assembly Systems

19.4 A dial indexing thachine hes six stations that perfom assembly operations on a base part. The operations, element times. $q$ and in values for components added are given in the table below (NA means $q$ and $m$ are not applicable to the operation). The indexing time for the dral table is 2 sec . When a jam occurs, it requires 1.5 min to release the jan and put the machine back in operation. Determinc: (a) production rate for the assembly machine, (b) yith of good product (final assemblies containing no defective components), and (c) proportion uprime of the system.

| Station | Operation | Element Time (sec) | $q$ | $m$ |
| :---: | :--- | :---: | :---: | :---: |
| 1 | Add part A |  | $m$ | 0.015 |
| 2 | Fasten part A | 4 | 0.6 |  |
| 3 | Assemble part B | 5 | NA | NA |
| 4 | Add part C | 4 | 0.01 | 0.8 |
| 5 | Fasten part C | 3 | 0.02 | 1.0 |
| 6 | Assemble part D | 6 | NA | NA |
|  |  | 0.01 | 0.5 |  |

19.5 An eight-station assembly machire has an ideal cycle time of 6 sec. The fraction defect rate at etch of the eight stations is $q=0.015$, and the system operates using the instantaneous contral strategy. When a breakdown occurs, jt takes 1 min, on average, for the systent to be put back into operation. Determine the production rate for the assembly machine, the yield of good product (final assemblies containing no defective components), and proportion uptime of the system.
19.6 Solve Problern 19.5 only assuming that memory control is used rather than instantaneous control Other data are the same.
19.7 Sulve Problem 19.5 only assuming that $m=0.6$ for all stations. Other data are the same.
19.8 A six-station autornatic assembly machinc has an ideal cycle time of 12 sce. Downtime occurs for two reasons. First, mechanical and electrical failures of the workheads occur with a frequency of once per S0 cycles Average downtime for these causes is 3 min. Second, defective components also result in downtime. The fraction defect rate of each of the sux components added to the base part at the six stations is $q=2 \%$. The probatility that a defcetive com ponent will cause a station jam is $m=0.5$ for all stations. Downtime per occurrence for defective parts is 2 min . Detcrminc ( ( ) yield of assemblies that are free of defective components (b) proportiun of assemblies that contain at least one defective eomponent, (c) average production rate of good product, and (d) uptime efficiency.
19.9 An eight-station eutomatic assembly machine has an ideal cycle time of 10 sec. Downtime is causcd by ctefective parts jamming at the individual assembly stations. The average downtime per occurrence is 3.0 min. The fraction defect rate is $1.0 \%$, and the probability that a defective part will jam at a given station is 0.6 for all stations. The cost to operate the assembly machine is $\$ 90.00 / \mathrm{hr}$, and the cost of components being assembled is $\$ .60 /$ unit assembly. Ignore other costs. Detemine: (a) yield of good assemblies, (b) average production rate of good assemblies, (c) proportion of assemblies with at least one defective component, and (d) unit cost of the assembled product.
19.10 An automated assembly machine has four workstations. The first station presents the base part, and the other three stations add parts to the base. The ideal cycle time for the machine is 15 sec , and the average downtime when a jam results from a defective part is 3.0 min . The fraction defective rates ( 4 ) and probabilities that a defective part will jam the station mare given in the following table. Quantities of 100,000 for each of the bases, brackets, pins, and retainers are used to stock the assembly line for operation. Detcrmine: (a) proportion of good product to total product coming off the line, (b) production rate of good product coming oft the ine, and (c) total number of final assemblies produced, given the starting component quantities. Of the total, how many are good products, and how many are prodicts that contain at least one defective eomponent? (d) Of the number of defective assembliss determined in part (c), how many will have defective base parts? How many will have defective brackets? How many will have defective pins? How many will have defective retainers?

| Station | Part lofentification | $\boldsymbol{q}$ | $\boldsymbol{m}$ |
| :---: | :---: | :---: | :---: |
| 1 | Base | 0.07 | 1.0 |
| 2 | Bracket | 0.02 | 1.0 |
| 3 | Pin | 0.03 | 7.0 |
| 4 | Retainer | 0.04 | 0.5 |

19.11 A sux-station automatic assembly machine has an ideal cycle time of 6 sec. At stations $2-6$. parts feeders deliver components to be assembied to a basc part that is addod at the first station. Each of stations 2-6 is identicai, and the five components are identical; that is, the completed product consists of the base part plus the five components. The base parts have zero defects, but the other components are defective at a rate $q$. When an attempt is made to assemble a defective component to the base part, the machine stops ( $m=1.0$ ). It takes an average of 2.0 min to make repairs and scart the machine up after each stoppage. Since all components are identical, they are purchased from a suppliet whe can control the fraction detect rate very closely. Howevet, the supptier charges a premium for better quality. The cost per component is determined by the following equation:

$$
\text { Cost per component }=0.1+\frac{0.0012}{q}
$$

where $q=$ the fraction defect ratc. Cost of the base part is 20 cents. Accordngly, the total cost of the base part and the five components is:

$$
\text { Product material cost }=0.70+\frac{0.006}{q}
$$

The cust to operate the automatic assembly machinc is $\$ 150 \mathrm{~N} / \mathrm{hr}$. The problem facing the production manager is this: As the component quality decreases ( $q$ increases), the down time mereases, which drives production costs up. As the quality improves ( $q$ decreases), the matcial onst increases because of the price formula used by the supplier. To min imize total cost, the opumum value of $q$ mist be determined. Deicmine by analyticai methods (rather than by trial-and-emor) the value of $a$ that min imizes the total cost per assembly Also, determune the assoriated cost per assembly and production rate. (Ignore other costs).
19.12 A six-station dial indexing machine is designed to perform four assembly operations at stations $2-5$ after a base part has been manually loaded at station I. Station 6 is the unload stetion. Each assembly operation involves the athechment of a component to the existing base. At cath of the four assembly stations, a hopper-feeder is used to deliver components to a sclector device that separates components that are improperly oriented and drops them back into the hopper. The system was designed with the operating parameters for stations $2-5$ as given in the following table. It takes 2 sec to index the dial from one slation position to the nex:. When a component jam occurs, it takes an average of 2 min to release the jam and restart the system. Line stops due to mechanical and electrical fajlutes of the assembly machute are not significant and can be neglected. The toreman says the system was designed to produce at a certain hourly tate, which takes into account the jaras resulting from defective components. However, the actual delivery of finished assemblies is far below that designed production rate. Analyze the problem and determine the following: (a) What is the designed average production rate that the foreman alluded to? (b) What is the proportion of assemblies coming off the system that contain one or more defective components? (c) What seems to be the protlem that limits the assembly system from achicving the expeceed production rate? (d) What is the production rate that the system is actually achieving? State any assumptions that you make in determining your answer.

| Station | Assembly Time isec | Feed Rate $f(\rho e r ~ m i n)$ | Sejectore | $q$ | m |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 32 | 0.25 | 0.01 | 1.0 |
| 3 | 7 | 20 | 0.50 | 0.005 | 0.6 |
| 4 | 5 | 20 | 0.20 | 0.02 | 1.0 |
| 5 | 3 | 75 | 1.0 | 0.01 | 0.7 |

19.13 A six-station assembly machinc has an ideal cycle time $=9 \mathrm{sec}$. The cost of individual come ponenes is low. and the fraction defect rate at each of the six stations is $q=0.02$. When a breakdown oceurs, it takes an average of 2 min for the system to be put back into operation A decision must be made whether the system should be operated under memory control or instantaneous control. For boin of these strategies, determine: (a) production rate of good assemblies, (b) yield of good product (proportion of final assemblies containting no defective components), and (c) proportion of uptime of the assembly system. Which control would you recommend and why?
19.14 For Example 19.5, dealing with a single station assembly system, suppose that the sequence of assembly elements were to be accomplishod on a scven-station assembly system with synchronous parts transfer. Fach clement is performed at a separate station (stations 2-6), and the assembly time at each respective station is the same as the element time given in Example 19.5. Assume that the handling lime is divided evenly ( 3.5 sec each) between a ioad station
(station 1) and an unload station (station 7). The transfer time $I_{;}=2 \mathrm{sec}$, and the average downtime per downtime occurrence is $T_{4}=2.0 \mathrm{~min}$. Determine: (a) production rate of all completed unts. (b) yeld, (c) production rate of good quality completed units, and (d) up time cfficiency.

## Single Station Assembly Systems

19.15 A singlo station assembly machine is to be considered as an alternative to the dial indexing machine in Problem 19.4. Use the data given in the table of Problem 19.3 10 determine: (a) production rate, (b) yreld of good product (final assemblies containing no defective components), and (c) proportion uptime of the system. Handing time to load the base part and unload the finished assembly is 7 sec and the downtime averages 1.5 min every time a component jamm. Why is the proportion uptime so mech higher than in the ease of the dial indexing machine in Problem 19.4?
19.16 A single station robotic assembly system performs a series of five assembly elements, each of which adds a different component to a base part. Each element takes 6 sec. In addition, the handling time needed to move the base par into and out of position is 4 sec. For identification. the components, as well as the elements that assemble them, are numbered 1,2 , 3,4 , and 5 . The fraction defect rate $q=0,005$ for all components, and the probability of a jam by a defective component $m$ - 0.7. Average downtime per occurrence $=5.5$ min. Determine: (a) production rate, (b) yield of good product in the output. (c) uptime efficiency, and (d) proportion of the ontput that contains a defective type 3 component.
19.17 robotic assembly cell uses an industral robot to perform a series of assembly operations The base part and parts 2 and 3 are delivered by vibratory bowl feeders that use selectors to ensure that only properly oriented parts are delivered to the robol for assembly. The robot cell performs the elements in the following table (also given are feeder rates, selector proportion $\theta$. clement times fraction defect tate $q$, probability of jam $m$, and, for the last element. the frequency of downtime incidents $p$ ). In addition to the times given in the table, the time required to unload the completed subassembly takes 4 sec . When a linestop nceurs, it takes an average of 1.8 min to make repairs and restart the cell. Determine: (a) yicld of good product, (b) average production rate of good product, and (c) uptime efficiency for the cell. Siate any assumptions you must make about the operation of the cell to solve the problem.

| Element | Fead Rate $f(p c / m i n)$ | Selector $\theta$ | Element | Time $T_{\theta}(\sec )$ | $q$ | $m$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 15 | 0.30 | Load base part | 4 | 0.05 | 0.6 |  |
| 2 | 12 | 0.25 | Add part 2 | 3 | 0.02 | 0.3 |  |
| 3 | 25 | 0.10 | Add part 3 | 4 | 0.03 | 0.8 |  |
| 4 |  |  | Fasten | 3 |  |  |  |

## Partial Automation

19.18 A partally automated production linc has a mixture of three mechanized and three manual workstations. There ate a total of six stations, and the ideal cycle time $r_{t}=1.0 \mathrm{~min}$, which ineludes a transfer time $T,-6$ sec. Data on the six stations are listed in the following table. Cost of the eransfer mechanism $C_{a t}=\$ 0.10 /$ mitn, cost to run each automated station $C_{a r}=\$ 0.12 / \mathrm{min}$, and labor cosi to operate each mansal station $C_{w}=\$ 0.17 / \mathrm{min}$. It has been proposed to substitute an automated station in place of station 5 . The cost of this station is estimated at $C_{a y 5}=\$ 0.25 / \mathrm{min}$, and its breakdown rate $P_{5}=0.02$, but its process time would be only 30 sec, thus reducing the overall cycle time of the line from 1.0 min to 36 sec. Average domntime per breakdown of the current line as well as the proposed configuration is $T_{4}=3.5 \mathrm{~min}$. Determine the following for the current line and the proposed line; (a) pro-
diction valc. (b) proportion uptime, and (c) cost per unit. Assume the line operates without storage buffers. so when an automated station stops, the whole line stops, including the manual seations. Also, in computing costs, neglect material and ifoling costs.

| Station | Type | Process Time (sed) | $\boldsymbol{p}_{i}$ |
| :---: | :--- | :---: | :--- |
| 1 | Manual | 36 | 0 |
| 2 | Automatic | 15 | 0.01 |
| 3 | Automatic | 20 | 0.02 |
| 4 | Automatic | 25 | 0.01 |
| 5 | Manual | 54 | 0 |
| 6 | Manual | 33 | 0 |

19.19 Recunsider Problem 19.18 except that both the cutrent line and the proposed line will have stimage buffers before and after the manuel stations. The storage buffers will be of sufficient capacily to allow these manual stations to operate independentiy of the automated portion of the linc. Determine: (a) production rate. (b) proportion uptime, and (c) cost per unit for the current line and the froposed line.
19.21) A manual assembly line has six stations. The assembly time at each manual station is 60 sec. Parts are transferred by hand from one station to the next, and the lack of discipline in this mithod adds $12 \mathrm{sec}\left(T_{i}=12 \mathrm{sec}\right)$ to the cycle time. Hence, the current cycle time is $T_{s}=72$ succ. The tollowing two proposals have heen made: (1) Install a mechanized inansfer system in pace the line, and (2) automate one or more of the manual stations using robots that would perform the same tasks as humans only faster. The second proposal requires the mechanized transfer system of the first proposal and would result in a partially or fully automated assembly line. The transfer system would have a cransfer tame $T_{F}=6$ sec, thus reducing the cycle time on the manual line $10 T_{c}=66 \mathrm{sec}$. Regarding the second proposal, all six stat:ons ate candidates for automation. Each automated station would bave an assembly time of 30 sec. Thus, if all six stations were automated, the cycle time for the line would be $T_{t}=36 \mathrm{sec}$. There are differences in the quality of parts added at the stations; these data are given for cach station in the following table for $(q=$ fraction defect rave, $m=$ probability that a defect will jam the station). Average downtime per station jam at the automated statuonn $\Gamma_{1}=3.9$ min Assume that the manual stations do not expenence line stops due to defective components. Cost data: $C_{n}=\$ 0.10 / \mathrm{min} ; C_{u}=\$ 0.20 / \mathrm{min}$; and $C_{a s}=\$ 0.15 / \mathrm{min}$. Determine if cither or hoth of the preposais should be accepted. If the secend proposal is accepted, how many stations should be automated and which ones" Use cost per piece as the criterion of your decision. Assume for all cases considered that the line operates without storage buffers, so when an automated station stops, the whole line stops, inclading the manual stations.

| Station | $a_{i}$ | $m_{i}$ | Station | $q_{i}$ | $m_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.005 | 1.0 | 4 | 0.020 | 1.0 |
| 2 | 0.010 | 1.0 | 5 | 0.025 | 1.0 |
| 3 | 0.015 | 1.0 | 6 | 0.030 | 1.0 |

19.21 Solve Problem 14.20, excep1 that the probability that a defective part will jan the automated staton is $m=0.5$ for all stations.
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In the 1980 s. the issue of quality control (QC) became a national concern in the United States. The Japanese automobile industry had demonstrated that high-quality cars could be produced at relatively low cost. This combination of high quality and low cost was a contradiction of conventional wisdom in the United States, where it was always belicved that superior quality is achieved only at a premium price. Cars were perhaps the most visible product area where the Japanese exceled, but there were other areas as well, such as televisions. video cassette recorders, audio equipment, small appliances, 35 mm cameras, machine tools, and industrial robots. In some of these markets, the Japanese have become so dominent that there are few if any U.S. manufacturers remaining.

Of course, there were skeptics who initially argued that the lower wage rates in Japan gave their products a competitive advantage over those made in America. While Japanese
wages were in fact lower at that time the argument obscured the reality that Japanese products were not only cheaper, they were better guality. How did the Japanese achieve such great success in manufacturing, an accomplishment made even more remarkable by the fact that their industries were virtually waped out during World War II? There is no single answer that explains their success. It was a combination of factors, including (1) a well developed work ethic and orientation toward quality that is instilled into the Japanese workec. (2) design features incorporated inco Japanese products that reduce labor content and increase reliability and quality, (3) a philosophy of continuous improvenent (the Japanese call it kaizen), and (4) attention to the use of OC techniques. some of which were imported from the United States, whereas others were uniquely Japanese (Historical Note 20.1).

In the United States, quality control has traditionally been concerned with detecting poor quality in manufactured products and taking corrective action to eliminate it. Operationally, QC has often been limited to inspection of the product and its components and deciding whether the measured or gaged dimensions and other features conformed to design specifications. If they did, the product was shipped. The modern view of QC. derived largely from the Japenesc influence encompasses a broader stope of activities that are accomplished throughout the enterprise. not just by the inspection department. The term quality assurance suggests this broader scope of activities that are implemented in an organization to ensure that a product (or service) will satisfy (or even surpass) the requirements of the customer.

This part of the book contains four chapters on quality control systems. The position of the quality control systems in the larger production system is shown in Figure 20.1. Our block diagram indicates that QC is one of the manufacturing support systems, but that it also consists of facilities-inspection equipment used in the factory. The present chapter addresses the broad issue of quality assurance, with an emphasis on product design. Subsequent chapters deal with quality systems in production operations. The topics include statistical process control, inspection and measurement, and the various technologies used to accomplish inspection, such as coordinate measuring machines and machine vision. Let us begin by attempting to define "quality"-that somewhat nebulous factor that we are attempting to control and ensure.


Figure 20.1 Quality control systems in the larger production system.

### 20.1 Quality defined'

The dictionary" defines qualiry as "the degree of excellence which a thing possesses," or "the features that make something what it is"-its characteristic elements and altributes. Crosby defines quality as "conformance to requirements" [2]. Juran summatizes it as "fitness for use" and "quality is customer setisfaction" [8]. The American Society for Quality Control (ASQC) defines quality as "the totality of features and characteristics of a product or service that hear on its ability to satisfy given nocds" [3].

### 20.1.1 Dimensions of Quality

The meaning of quality cannot easily be captured in a simple short statement. To sharpen the definition. Garvin defines eight dimensions of quality thet are applicable in particular to a manufactured product |4]:

1. Performance. Performance refers to the totality of the product's operating characteristics. For example, in an automobile, it refers to factors such as acceleration, top speed, braking distance, steering and handling, and ride.
2. Features These refer to the special characteristics and options that are often intended by the designer to distinguish the product from its competitors. In a television, these features might include a larger viewing screen and "picture-in-picture."
3. Aesthetic appeal. This usually refers to the appearance of the product. How pleasing is the product to the senses, especially the visual sense? A car's body style, front grille treatment, and color influence the customer's aesthetic appea! for the car.
4. Conformance This is the degree to which the product's appearance and function conform to preestablished standards. The term workmanship is often applicable here. In an automobile, conformance includes the body's fit and finish and absence of squeaks.
5. Refiability. Reliability in a product means that it is always available for the customer and that it lasts a long time before final failure. In a car, it is the quality factor that allows the car to be started in cold weather and the absence of maintenance and repair visits to the dealer.
6. Durability. If the product and its components last a long time despite heavy use, then it possesses durability. Signs of durability in a car include a motor that continucs to run for well over 100,000 miles, a body that does not rust, a dashboard that does not crack, and upholstery fabric that does not wear out after many years of use.
7. Serviceability. How easy is the product to service and maintain? Many products bave becume so complicated that the owner cannot do the servicing. The product must be taken back to the original dealer for service. Accordingly, serviceability includes such factors as the courtesy and promptness of the service provided by the dealer.
8. Perceived quality. This is a subjective and intangible factor that may include the customer's perception (whether correct or not) of several of the preceding dimensions. Perceived quality is often influenced by advertising, brand recognition, and the reputation of the company thaking the product.
[^21]
### 20.1.2 Ouality in Design and Manufacturing

Juran and Gryna distinguish two aspects of quality in a manufactured product [8]: (1) prociuct features and (2) freedom from deficiencies. Product features are the characteristics of a product that result from design; they are the functional and aesthetic features of the product intended to appeal to and paovide sabislation to the custoner. In an automupile, these features include the size of the car. the arrangement of the dashboard, the fit and finish of the body, and similar aspects. They also include the available options for the customer to choose. Table 20.1 lists some of the important general product features. The reader will note a similarity between the terms used in this table and the dimensions of quality in the preceding section. In our table, we have highlighted the overlapping terms in italics.

The sum of the features of a product usually defines its grade, which felates to the level in the market at which the product is aimed. Cars (and most other products) come in difterent grades. Certain cars provide basic transportation because that is what some customers want. while others are upscale for consumers willing to spend more to own a "better product."The features are decided in design, and they generally determine the intherent cost of the product. Superior features and more of them translates to higher cost.

Freedom from deficiencies means that the product does what it is supposed to do (within the limitations of its design features) and that it is absent of defects and out-of-tolerance conditions (see Table 20.1). This aspect of quality applies to the individual components of the product as well as to the product itself. Achieving freedom from deficiencies means producing the product in conformance with design specifications, which is the responsibility of the manufacturing departments. Although the inherent cost to make a product is a function of its design, minimizing the product's cost to the lowest possible level within the limits set by its design is largely a matter of avoiding defects, tolerance deviations, and other errors during production. Costs of these deficiencies include scrapped parts, larger lot sizes for scrap allowances, rework, reinspection, sortation, customer complaints and returns, warranty costs and customer allowances, lost sales, and lost good will in the marketplace.

TABLE 20.1 Aspects of Quality*

| Quality Aspect | Examples |
| :---: | :---: |
| Product features | Design configuration, size, weight <br> Function and performence <br> Distinguishing fastures of the model <br> Aesthatic appeal <br> Ease of use <br> Avatilability of options <br> Feliability and dependability <br> Dursbifity and long service life <br> Serviceability <br> Reputation of product and producer. |
| Freedom from deficiencies | Absence of defects Conformance to specifications Components within tolerance No missing parts No eatly failures |

[^22]Thus, produc: features are the aspect of quality for which the design department is responsible. Product featares determine to a large degree the price that a company can charge for its products. Freedorn from deficiencies is the quality aspect for which the manufacturing departments are responsible. The ability to minimize these deficiencies has an important influence on the cost of the product. These are generalities thal oversimplify the way thangs work, because the responsibility for high quality extends well beyond the design and manufacturing functions in an organization.

### 20.2 TRADITIONAL AND MODERN QUALITY CONTROL

The principles and approaches to QC have evolved during the iwentieth exntury although quality and workmanship have been issues for thousands of years (Historical Note 20.1). Early applications of QC were associated with the developing field of statistics. Since around 1970 , world competition and the demand of the consuming public for high quality products has resulted in what we will call a modern view of OC.

## Historical Note 20.1 Quality control [3], [10], [11]

Recognition of the importance of quality dates from ancient times. The Egyptians cut stoncs for their pyrarmds so accurately that they must have devcloped principles of measurement. precision, and QC . The crafismen of ancient Rome and the Middle Ages understood their trades and buil| quality into their products 10 avoid "customer complaints"

Around 1800. Eli Whitney was awarded a contract from the U.S Government to supply 10,000 muskets in two years using interchangeable parts (the "uniformity principle," as Whtney called it). This principle represented a new technology in the carly nineteenth century. and it required much greater precision and repeatability in the making of components than had previously been achieved. Whitney completed the contract, but not untif ten years later. He did it by using fixtures and gages designed to make the parts more accufately. The importance of interchangeable parts cannor be overstated in the evolution of modern manufacturing.

Quality conirol as practiced today dates from less than a century ago. Bell Telephone in the United Stales led the devclopment. An inspection department was formed in the early 19005 at Western Electric Company (Ihe manufacturing division of Bell Telephone at that time) to support the telephone operating companies. Workers in this department were subsequentty trantferred to the Bell Laboratories, where they developed new theories and procedures fot OC. Around 1924. W. Shewhart developed control chars (Sections 20.2 .1 and 21.2). In 1928. H. Dodge and H. Romig developed acceptance sampling techniques (Sections 20.2.1 and 22.2.1).

During World War II, the United States hegan applying sampling procedures to military suppliers. Bell Laboratories developed sampling plans for the U.S. Army that subsequently became the military standards. Statistical quality control (SQC) became widel) adopted by US. industry. The American Socicty for Quality Control (ASQC) was Iounded in 1946 through the merger of several other quality societies. During the 1950s, several significant books on quality wore published, inchuding the works of E Grant and A. Duncan, A. Feigenbaum, and J. Juran and F. Gryna.

Immediately atter World War II, Japan's manufacturing industries werc in disarray. Products built in Japan during thai period were moted for their poor quality. During the late 1940 s and early 1950 s , W. Deming and J. Juran were invited to Japau to introducc SOC and quality management principles to Japanese industry. Following therr advice, Japanese manufacturers graduatly improved their quality systems During the 1950s and 1960s. G. Taguchi in Japan developed new concepis of quality control and design of experiments. His concept of quality
control extended from product design through prodiction and even to customer relations (Section 20.3.1). K. Ishikawa developed the cause-and-effect diagram (Section 21.3.6) around 1950. The approach to product development and design called quality function deptoyment was introduced in Japan by Y. Akao in 1966 (Section 244). By the 1980s, Japanese products were penctrating Western markets with qreat success due to their higher quality. The Japanese success was duc largely to their quest for continual improvement in their producte and processes.

During the late 1980, the quaisty movement had taken a fim hold in the United States, largely as a consequence of Japanese competition. In 1987, an international standard on quality systems, ISO 9000 (Section 20.4 ) was adupted by 91 nations In 9988 , the Malcolm Baldridge National Quality Award was established by an act of the U.S. Congress.

### 20.2.1 Traditional Quality Control

Traditional QC focused on inspection. In many factories, the only department responsible for QC was the inspection department. Much attention was given to sampling and statistical methods. The term statistical quality control ( SQC ) was used to describe these methods. In SQC, inferences are made about the quality of a population of manufactured items (e.g., components, subassemblies, products.) based on a sample taken from the population. The sample consists of one or more of the items drawn at random from the population. Each item in the sample is inspected for certain quality characteristics of interest. In the case of a manufactured part, these characteristics relate to the process or processes just completed. For example, a cylindrical part may be inspected for diameter following the turning operation that generated it.

Two statistical sampting methods dominate the field of SQC: (1) control charts and (2) acceptance sampling. A control chart is a graphical technique in which statistics on one or more process parameters of interest are plotted over time to determine if the process is behaving nomally or abnormally. The chart has a central line that indicates the value of the process mean under normal operation. Abnormal process behavior is identified when the process parameter strays significantly from the process mean. Control charts are widely used in statisticat process conirol, which is the topic of Chapter 21.

Acceptance sampling is a statistical technique in which a sample drawn from a batch of parts is inspected, and a decision is made whether to accept or reject the batch on the basis of the quality of the sample. Acceptance sampling is traditionally used for various purposes: (1) receiving inspection of raw materials from a vendor, (2) deciding whether or not to ship a batch of parts or products to a customer, and (3) inspection of parts between steps in the manufacturing sequence.

In statistical sampling, which includes both control charts and acceptance sampling, there are risks that defects will slip through the inspection process, resulting in defective products being delivered to the customer. With the growing demand for $100 \%$ good quaiity rather than tolerating even a small fraction of defective product, the use of sampling procedures has declined over the past several decades in favor of $100 \%$ automated inspection. We discuss these inspection principles in Chapter 22 and the associated technologies in Chapter 23.

The management principles and practices that characterize traditional QC included the following [3]:

- Customers arc cxternal to the organization. The sales and marketing department is responsible for relations with customers.
- The company is organized by functional departments. There is little appreciation of the in terdependence of the departments in the larger enterprise. The loyalty and viewpoint of each department tends to be centered on itself rather than on the corporation. There tends to exist an advetsarial relationship between management and labor.
* Ouality is the responsibility of the inspection department. The quality function in the urganization emphasizes inspection and confermance to specifications lts objective is simple: elimination of defects.
- Inspection follows production. The objectives of production (to ship product) often clash with the objectives of QC (to ship only good product).
* Knowledge of SOC techniques resides only in the minds of the OC experts in the organization. Workers' responsibilities are limited. Managers and technical staff do all the planing. Workers follow instructions.
- There is an emphasis on maintaining the status quo.


### 20.2.2 The Modern View of Quality Control

High cluality is achieved by a combination of good management and good technology. The two factors must be integrated to achieve an effective quality system in an organization. The managerment factor is captured in the frequently used term "total quality management." The technology factor includes traditional statistical tools combined with modern measurement and inspection technolngies.

Total Quality Management. Total quality management (TQM) denotes a management approach that pursues three main objectives: (1) achieving customer satisfaction, (2) continuous improvement, and (3) encouraging involvement of the entire work force. These objectives contrast sharply with the practices of traditional management regarding the QC function. Compare the following factors, which reflect the modern view of quality management, with the preceding list that characterizes the traditional approach to qualiyy management:

- Quaility is focused on customer satisfaction. Products are designed and manufactured with this quality focus. Juran's definition, "quality is customer satisfaction," defines the requirement for any product. The technical specifications-the product featuresmust be established to achieve customer satisfaction. The product must be manufactured free of deficiencies. Included in the focus on customers is the notion that there are intemal customers as well as external custorrers. External customers are those who buy the company's products. Intemal customers are departments or individuals inside the company who are served by other departments and individuals in the organization. The final assembly department is the customer of the parts production departments. The engineer is the customer of the technical staff support group. And so forth.
- The quality goals of an organization are driven by top management, which determines the overall attitude toward quality in a company. The quality goals of a company are not established in manufacturing; they are defined at the highest levels of the organization. Does the company want to simply meet specifications set by the customer, or does it want to make products that go beyond the technical specifications? Does it want to be known as the lowest pricc supplier or the highest quality producer in its industry? Answers to these kinds of questions define the quality goals of the company.These must be set by top management. Through the goals they define,
the actions they take, and the examples they set, top management determines the overall atlitude toward quality in the company.
- Quality control is pervasive in the organization, not just the job of the inspection department. It extends from the top of the organization through all levels. There is recognition of the important influence that product design has on product quality. Decisions made in product design directly impact the quality that can be achieved in manufacturing.
- In manufacturing, the viewpoint is that inspecting the product after it is made is not good enough. Quality must be built into the product. Production workers must inspect their own work and not rely on the inspection department to find their mistakes
- Quality is the job of everyone in the organization. It even extends outside the immediate organization to the suppliers. One of the tenets of a modern QC system is to develop close relationships with suppliers.
- High product quality is a process of continuous improvement. It is a never-ending chase to design better products and then to manufacture them better. We examine a step-by-step procedure for quality improvement in Chapter 21 (Section 21.4.2).

Quality Control Technologies. Good technology also plays an important role in achicving high quality- Modern technologies in QC include: (1) quality engineering and (2) quality function deployment. The topic of quality function deployment is related to product design, and we discuss it in Chapter 24 (Section 24.4). Other technologies in modern OC include (3) statistical process control, (4) $100 \%$ automated inspection, (5) on-line inspection, (6) coordinate measurement machines for dimensional measurement, and (7) non-contact sensors such as machine vision for inspection. These topics are discussed in the following chapters in this part of the book.

### 20.3 TAGUCHI METHODS IN QUALITY ENGINEERING ${ }^{3}$

The term quality engineering encompasses a broad range of engineering and operational activities whose aim is to ensure that a product's quality characteristics are at their nominal or target values. It could be argued that the areas of quality engineering and TQM overlap to a significant degree, since implementation of good quality engineering is strongly dependent on management support and direction. The field of quality engineering owes much to G. Taguchi, who has had an important influence on its development, especially in the design area-both product design and process design. In this section, we review some of the Taguchi methods: (1) off-line and on-line quality control, (2) robust design, and (3) loss function. Taguchi has also made contributions in the area of design of experiments, although some of his approaches in this area have been eriticized [11]. More complete treatments of Taguchi's methods can be found among references [3]. [10], [12], [13].

We begin our coverage with Taguchi's off-line and on-line quality control. Although the term "quality control" is used, his approach represents a broader program of quality assurance.

[^23]
### 20.3.1 Off-Line and On-Line Quality Control

Caguchi believes that the quality system must be distributed throughout the organization. The quality system is divided into two basic functions:

1. Off-fine quality control. This function is concerned with design issues, both product and process design. It is applicable prior to production and shipment of the product. In the sequerce of the two functions. off-line control precedes on-line control.
2. On-line quality control. This is concerned with production operations and relations with the customer after shipment. Its objective is to manufacture products within the specifications defined in product design, utilizing the technologies and methods develuped in process design.

Traditional QC methods are more closely aligned with this second function, which is to achicve conformance to specification The Taguchi approach is summarized in Figure 20.2.

Off-Line Quality Control. Oif-line quality control consists of two stages: (1) product design and (2) process design. The product design stage is concemed with the development of a new product or a new model of an existing product. The goals in product design are to properly identify customer needs and to design a product that meets those needs but can also be manufacuured consistently and economically. The process design stage is what we usually think of as the manufacturing engineering function. It is concemed with specifying the processes and equipment, setting work standards, documenting procedures and devcioping clear and workable specifications for manufacturing. A three-step approach applicable to both of these design stages is outined: (1) system design, (2) parameter design, and (3) tolerance design.

System design involves the application of engineering knowledge and analysis to develop a prototype design that will meet customer needs In the product design stage. system design refers to the final product configuration and features, including starting materials, components. and subassemblies. For example, in the design of a new car, system


Figure 20.2 Block diagrann of Taguchi's off-line and on-line quality control.
design includes the size of the car, its styling, engine size and power, and other features that target it for a certain market segment. In process design, system design means selecting the most appropriate manufacturing methods. For example, it means selecting a forging operation rather than casting to produce a certain component. The use of existing techologies should be comphasized rather than developing new ones. Obviously, the product and process design stages overlap, because product design determines the manufacturing process to a great degree. Also, the quality of the product is impacted significantly by decisions made during product design.

Parameter design is concerned with decermining optimal parameter settings for the product and process. In parameter design, the nominal values for the product or process parameters are specified. Examples of paramelers in product design include the dimensions of components in an assembly or the resistance of an electronic component. Examples of parameters in process design include the speed and feed in a machining operation or the furnace temperature in a sintering process. The nominal value is the ideal or target value that the product or process designer would like the parameter to be set at for optimum performance.

It is in the parameter design stage that a robust design is achieved. A robush design is one in which the paraneter values have been selected so that the product or process performs consistently, even in the face of influencing factors that are difficult to control. It is one of Taguchi's central concepts, and we define the term more thoroughly in Section 20.3.2. Taguchi advocates the use of various experimental designs to determine the optimal parameter setrings.

In tolerance design, the objective is to specify appropriate tolerances about the nominal values establishod in parameter design. A reality that must be addressed in manufacturing is that the nominal value of the product or process parameter cannot be achieved without some inherent variation. A tolerance is the allowable variation that is permitted about the nominal value. The tolerance design phase attempts to achieve a balance between setting wide tolerances to facilitate manufacture and minimizing tolerances to optimize product performance. Some of the factors that favor wide versus narrow tolerances are presented in Table 20.2. Tolerance design is strongly influenced by the Taguchi loss function. explained in Section 20.3.3.

On-Line Quality Control. This function of quality assurance is concerned with production operations and customer relations. In production, Taguchi classifics threc approaches to quality control:

TABLE 20.2 Factors in Favor of Wide and Narrow Tolerances

| Factors in Favor of Wide (Loose) Tolersncos | Factors in Favor of Narrow (Tight) Tolorances |
| :---: | :---: |
| - Yield in menufacturing is increased. Fewer defects are produced. <br> - Fabrication of special tooling (dies, jigs, molds, etc.! is easier. Tools are therefore less costly. <br> - Setup and tooling adjustment is easier. <br> - Fewer production operations may be needed. <br> - Lessiskilled, lower cost labor can be used. <br> - Machine maintenance may be reduced. <br> - The need for inspection may be reduced. <br> - Overall manufacturing cost is reduced. | - Parts interchangeability is increased in assembly. <br> - Fit and finish of the assembled product is better, for greater aesthetic appeal. <br> - Product functionality and performance are likety to be improved. <br> - Durability and reliability of the product may be increased. <br> - Serviceability of the product in the field is likely to be improved due to increased parts interchangeability. <br> - Product may be safer in use. |

1. Process diagnosis and adjustment. In this approach. the process is measured periodicolly and adjustments are made to move parameters of intercst toward nominal values.
2. Process prediction and correction. This refers to the measurement of process parameters at periodic intervals so that trends can be projeeted. If projections indicate devations from target values, corrective process adjustments are made.
3. Process measurement and acrion. This involves inspection of all units ( $100 \%$ ) to detect deficiencies that will be reworked or scrapped. Since this approach occurs after the unit is alroady made. it is less desirable than the other two forms of control.

The Taeuchi on-line approach includes customer relations, which consists of two elements. First.there is the traditional customer service that deals with repairs, replacements, and complairts. And secend, there is a feedback system in which information on failures, complaints. and related data are communicated back to the relevant departments in the organization for cortection. For cxample. customer complaints of frequent failures of a certain component are communicated back to the product design department so that the componenc's design can be improved. This latter scheme is part of the continuous improvement process advocated by Taguchi.

### 20.3.2 Robust Design

The objective of parameter design in Taguchi's off-linefon-line quality control is to set specifications on product and process parameters to create a design that resists failure or reduced performance in the face of variations. Taguchi calls the variations noise factors. A noise factor is a soutce of variation that is ithpossibie or difficult to control and that affects the functional characteristics of the product. Three types of noise factors can be distinguished:

1. Unit-to unit noise factors. These are inherent random variations in the process and product caused by variability in raw materials, machinery, and human participation. They are associated with a production process that is in statistical controt,
2. Internal noise factors. These sources of variation are internal to the product or process. They include: (1) time-dependent factors, such as wear of mechanical components, spoilage of raw materials, and fatigue of metal parts; and (2) operational errors, such is improper settings on the product or machine tool.
3. External noise factors. An external noise factor is a source of variation that is external to the product or process, such as outside temperature, bumidity, raw material supply, and inpur voltage. Internal and external noise factors constitute what we have previously called assignabie variations. Taguchi distinguishes between internal and external noise factors because external noise factors are generally more difficult to controi.

A robust design is one in which the function and performance of the product or process are relatively insensitive to variations in any of these noise factors $\ln$ product design, robustness means that the product can maintain consistent performance with minimal disturhance due to variations in uncontrollable factors in its operating cinvironment. In process design, robustness means that the process continues to produce good product with minmal effect from uncontrollable variations in its operating environment. Some examples of robust designs are presented in Table 20.3.

## TABLE 20.3 Some Examples of Robust Designs in Products and Processes

## Product design:

- An airplane that flies as well in stormy weather as in clear weather
- A car that starts in Minneapolis, Minnesota in January as well as Phoenix, Arizona in July
- A tennis racket that returns the ball just as well when hit near the rim as when hit in dead center
- A hospital operating room that maintains lighting and other life support systems when the efectric power to the hospital is interrupted


## Process design:

- A turning operation that produces a good surface finish throughout a wide range of cutting speeds
- A plestic injection molding operation that molds a good part despite variations in ambient temperature and humidity in the tactory
- A metal forging operation that presses good parts in spite of variations in starting temperature of the raw billet


## Other:

- A biological species that survives unchanged for millions of years despite significant cimatic changes in the world in which it lives


### 20.3.3 The Taguchi Loss Function

The Taguchi loss function is a usefut concept in tolerance design. Taguchi defines quality as "the loss a product costs society from the time the product is released for shipment" [13]. Loss indudes costs to operate, failure to function, maintenance and repair costs, customer dissatisfaction, injuries caused by poor design, and similar costs. Some of these losses are difficult to quantify in monetary terms, but they are nevertheless real. Defective products (or their components) that are detected, repaired, reworked, or scrapped before shipment are not considered part of this loss Instead, any expense to the company resulting from scrap or rework of defective product is a manufacturing cost rather than a quality loss.

Loss occurs when a product's functional characteristic differs from its nominal or target value. Although functional characteristics do not translate directly into dimensional features, the loss relationship is most readily understood in terms of dimensions. When the dimension of a component deviates from its nominal value, the component's function is adversely affected. No matter how small the deviation, there is some loss in function. The loss increases at an accelerating rate as the deviation grows, according to Taguchi. If we let $x=$ the quality characteristic of interest and $N=$ its nominal value, then the loss function wili be a U -shaped curve as in Figure 20.3. Taguchi uses a quadratic equation to describe this curve:

$$
\begin{equation*}
L(x)=k(x-N)^{2} \tag{20.1}
\end{equation*}
$$

where $L(x)=$ loss function; $k=$ constant of proportionality; and $x$ and $N$ are as defined At some level of deviation $\left(x_{2}-N\right)=-\left(x_{1}-N\right)$, the loss will be prohibitive, and it is neccssary to scrap or rework the product. This level identifies one possible way of specifying the tolerance limit for the dimension. But even within these limits, there is also a loss, as suggested by our cross-hatching.


Figure 20.3 The quadratic quality loss function.


Figure 20.4 Loss function implicit in traditional tolerance specification.

In the traditional approach to QC, tolerance limits are defined, and any product within those timits is acceptable. Whether the quality characteristic (e.g., the dimension) is close to the nominal value or close to one of the tolerance limits, it is acceptable. Trying to visualize this approach in terms analogous to the preceding relation, we obtain the discontinuous loss function in Figure 20.4. In this approach, any value within the upper tolerance limit (UTL) and lower tolerance limit (LTL) is acceptable. The reality is that products closer to the nominal specification are better quality and will work better, look better, last longer, and have components that fit better. In short, products made closer to nominal specifications will provide greater customer satisfaction. To improve quality and customer satisfaction, one must attempt to reduce the loss by designing the product and process to be as close as possible to the target value.

It is possible to make calculations based on the Taguchi loss function if one accepts the assumption of the quadratic loss cquation, Eq. (20.1). In the folluwing examples, we illustrate several aspects of its application: (1) estimating the constant $k$ in the loss function, Eq. (20.1), based on known cost data, (2) using the Taguchi loss function to estimate the cost of altemative tolerances, (3) comparing the expected loss for alternative manufacturing processes that have different process distributions, and (4) tolerance design.

## EXAMPLE 20.1 Estimating the Constant $k$ in the Tagrehi Loss Function

Suppose that a certain part dimension is specified as $100.0 \pm 0.20 \mathrm{~mm}$. To investigate the impact of this tolerance on product performance, the company
has studied its repair records to discover that if the $\pm 0.20 \mathrm{~mm}$ tolerance is exceeded, there is a $60 \%$ chance that the product will be returned for repairs at a cost of $\$ 100$ to the company (during the warranty period) or to the customer (bcyond the warranty period). Estimate the Taguchi loss function constant $k$ for these data.
Solution: in Eq. (20.1) for the loss function, the value of $(x-N)$ is the tolerance value 0.20 . The loss is the expected cost of the repair, which can be calculated as follows:

$$
E\{L(x)\}=0.60(\$ 100)+0.40(0)=\$ 60
$$

Using this cost in Eq. (20.1). we have

$$
\begin{aligned}
60 & =k(0.20)^{2}=k(0.04) \\
k & =\frac{60}{0.04}=\$ 1500
\end{aligned}
$$

Therfore, the Taguchi loss function for this case is the following:

$$
\begin{equation*}
L(x)=1500(x-N)^{2} \tag{20.2}
\end{equation*}
$$

The Taguchi loss function can be used to evaluate the relative costs of alternative tolerances that might be applied to the component in question, as illustrated in the following example.

## EXAMPLE 20.2 Using the Taguchi Loss Function to Estimate the Cost of Alternative Tolerances

Let us use the Taguchi quadratic loss function, Eq. (20.2), to evaluate the cost of several alternative tolerances for the same data given in Example 20.1.Specifically.given the nominal dimension of 100 , as before, determinc the cost (value of the loss function) for tolerances of (a) $\pm 0.10 \mathrm{~mm}$ and (b) $\pm 0.05 \mathrm{~mm}$.

Solution: (a) For a tolerance of 40.10 mm , the value of the toss function is:

$$
L(x)=1500(0.10)^{2}=1500(0.01)=\$ 15.00
$$

(b) For a tolerance of $\pm 0.05 \mathrm{~mm}$, the value of the loss function is:

$$
L(x)=1500(0.05)^{2}=1500(0.0025)=\$ 3.75
$$

The lcss function can be figured into production piece cost computations, if certain characteristics of the process are known, namely: (1) the applicable Taguchi loss function; (2) production cost per piece; (3) the probability distribution for the process relative to the product parameter of interest; and (4) the cost of sortation, rework, and/or scrap for an out-of-toletance piece. Adding these terms, we have the total piece cost as follows:

$$
\begin{equation*}
C_{p c}=C_{p}+C_{s}+q C_{r}+C_{\mathrm{TLF}} \tag{20.3}
\end{equation*}
$$

where $C_{p c}=$ total cost per piece ( $\left.\$ / p \mathrm{c}\right), \mathrm{C}_{p}=$ production cost per piece $(\$ / \mathrm{pc}), C_{s}=$ inspection and sortation cost per piece ( $\$ / \mathrm{pc}), q=$ proportion of parts falling outside of the tolerance limits and necding rework, $C_{r}=$ rework cost per piece for those parts requiring rework ( $\$ / \mathrm{pe}$ ), and $\mathcal{C}_{\text {tLi }}=$ Taguchi loss function cost per piece $(\$ / \mathrm{pc})$. Because of the
probability distribution associated with the production process, the analysis requires the use of expeeced costs. The following example illustrates the computation.

## EXAMPLE 20.3 Comparing the Expected Cost for Alternative Manufacturing Processes

Suppose that the part in Examples 20.1 and 20.2 can be produced by two altemative manufacturing processes. Both processes can produce parts with an average dimension at the desired nominal valuc of 100 mm . The distribution of the output is normal for each process. but their standard deviations are different. The relevant data for the two processes are given in the following table.

|  | Process $A$ | Process B |
| :--- | :---: | :---: |
| Taquchi loss function | Eq. (20.2) | Eq. (20.2) |
| Production cost per plece | $\$ 5.00 / \mathrm{pc}$ | $\$ 10.00 / \mathrm{pc}$ |
| Process standard deviation | 0.08 mm | 0.04 mm |
| Cost of sortation | $\$ 1.00 / \mathrm{pc}$ | $\$ 1.0 \mathrm{p} / \mathrm{pc}$ |
| Rework cost if tolerance exceeded | $\$ 20.00 / \mathrm{pc}$ | $\$ 20.00 / \mathrm{pc}$ |

Determine the average cust per piece for the two processes.
Solution: To deal with the normal distribution, we divide the distribution in each case into intervals with a range of 0.04 mm , using the center point of each interval to represent the range. This is illustrated in Figure 20.5 for the two distribu-

(a)
(b)


Figure 20.5 Dividing the distribution of the two processes into intervals, and using the center point of each interval to represent the range: (a) process A and (b) process B.
tions. The catculation of the expected value of the Taguchi loss function is somewhat tedious. The probability of the population falling into each interval must be deterntined using standard normal tables. Then the Tagucisi loss function must be calculated for each range and multiplied by the respective probability. The calculations are performed for process $A$ in the following table. The center of each interval is given in column (1), with the interval fange in column (2). In column (3) is the $i$-value range for the standard nomai distribution corresponding to the range in column (2). Calculation of $z$ for the standard normal tables is based on $\sigma=0.08$ for process $A$. Column (4) gives the value of the probability for the $z$-value range. In column (5) is the deviation from the nominal value of the dimension $(x-N)$. Column ( 6 ) shows the Taguchi loss function calculated by Eq. (20.2). Finally, in column (7) is the expected value of loss function for each range, which is column (4) multiplied by column (6). The resulting value of the Tagutchi toss function is the sum of the entries in column ( 7 ), shown at the bottom of column (7).

| (1) <br> Canter of Range | (2) <br> Range | (3) <br> x-Value Range $\sigma=0.08$ | (4) <br> Corresponding Probability | $\stackrel{(5)}{(x-N)}$ | $\begin{gathered} (6) \\ \text { ( }(x) \\ \text { Eq. }(20.2) \end{gathered}$ | $\begin{gathered} (7) \\ E\{1(x)\} \\ (14) \times(6)\} \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 99.60-99.74 | -5.00 to -3.25 | 0.0006 | 0.28 | 117.6 | 0.0705 |
| 99.76 | 99.74-99.78 | -3.25 to -2.75 | 0.0024 | 0.24 | 86.4 | 0.2074 |
| 99.80 | 99.78-99.82 | -2.75 to -2.25 | 0.0092 | 0.20 | 60.0 | 0.5520 |
| 99.84 | 99.82-99.86 | -2.25 to -1.75 | 0.0279 | 0.16 | 38.4 | 1.0713 |
| 99.88 | 99.86-99.90 | -1.75 to -1.25 | 0.0655 | 0.12 | 21.6 | 7.4148 |
| 99.92 | 99.90-99.94 | -1.25 to -0.75 | 0.1210 | 0.08 | 9.6 | 1.1616 |
| 99.96 | 99.94-99.98 | -0.75 to -0.25 | 0.1747 | 0.04 | 2.4 | 0.4193 |
| 100.00 | 99.98-100.02 | -0.25 to +0.25 | 0.1974 | 0 | 0 | 0 |
| 100.04 | 100.02-100.06 | +0.25 to +0.75 | 0.1747 | 0.04 | 2.4 | 0.4193 |
| 100.08 | 100.06-100.10 | +0.75 to +1.25 | 0.1210 | 0.08 | 9.6 | 1.1616 |
| 100.12 | 100.10-100.14 | +1.25 to +1.75 | 0.0655 | 0.12 | 21.6 | 1.4148 |
| 100.16 | 300.14-100.18 | +1.75 to +2.25 | 0.0279 | 0.16 | 38.4 | 1.0713 |
| 100.20 | 900.18-100.22 | +2.25 to +2.75 | 0.0092 | 0.20 | 60.0 | 0.5520 |
| 100.24 | 100.22-100.26 | +2.75 to +3.25 | 0.0024 | 0.24 | 86.4 | 0.2074 |
| 100.28 | 100.26-100.40 | +3.25 to +5.00 | 0.0006 | 0.28 | 117.6 | 0.0705 |
| Totals | If appicable |  | 1.0000 |  |  | \$9.79 |

The total cost per piece includes the other costs, namely the production cost per piece, inspection and sortation cost, and rework cost, if there is any rework, in addition to the loss function cost. For process A the production cost is $\$ 5.00 / \mathrm{pc}$, the sortation cost is $\$ 1.00 / \mathrm{pc}$, and the rework cost is $\$ 20.00$. However. the rework cost is only applicable to those parts that fall outside the specified tolerance of $\pm 0.20 \mathrm{~mm}$. The proportion of parts that lie beyond this interval can be found by computing the standard normal $z$ statistic and determining the associated probability. The $z$-value is $0.20 / 0.08=2.5$, and the probability (from standard normal tables) is 0.0124 . The toral cost per piece is culculated using Eq. (20.3) as follows:

$$
\left.C_{p z}=5.00+1.00\right)+0.0124(20.00)+9.79=\$ 16.04 / \mathrm{pc}
$$

Next, the same computations are made for process $B$, shown in the following table.

| (1) Center of Range | (2) <br> Pange | $\begin{gathered} \text { (3) } \\ \text { z-Value Range } \\ \sigma=0.04 \end{gathered}$ | (4) Corresponding Probability | $\underset{(x)}{(5)}$ | $\begin{gathered} (6) \\ E q . \\ E(x) \\ (z 0.2) \end{gathered}$ | $\begin{aligned} & \{7) \\ & \left\{\begin{array}{l} L(x)\} \\ (i 4) \\ \times(6)] \end{array}\right. \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99.84 | 99.82-99.86 | 5.0 to 3.5 | 0.0002 | 0.16 | 38.4 | 0.0077 |
| 99.88 | 99.86-99.90 | -3.5 to -2.5 | 0.0060 | 0.12 | 21.6 | 0.1298 |
| 99.92 | 99.90-99.94 | -2.5 to -1.5 | 0.0806 | 0.08 | 9.6 | 0.5818 |
| 99.96 | 99.94-99.98 | -1.5 to -0.5 | 0.2417 | 0.04 | 2.4 | 0.5801 |
| 100.00 | 99.98-100.02 | -0.5 to +0.5 | 0.3830 | 0 | 0 | 0 |
| 100.04 | 100.02-100.06 | +0.5 to -1.5 | 0.2417 | 0.04 | 2.4 | 0.5801 |
| 100.08 | 100.06-100.10 | +1.5 to -2.5 | 0.0606 | 0.08 | 9.6 | 0.5818 |
| 100.12 | 100.70100 .14 | +2.5 to +3.5 | 0.0060 | 0.12 | 21.6 | 0.1296 |
| 100.16 | 100.14-100.18 | +3.5 to -5.0 | 0.0002 | 0.16 | 38.4 | 0.0077 |
| Totais | If applicable |  | 1.0000 |  |  | \$2.60 |

Ir this case, we lake note of the fact that process B, although its production plece cost is much higher than for process $A$, there are virtually no out-of-tolcrance units produced (as long as the process is in statistical control, which can be verified by statistical sampling) We should take advantage of this fact by omitting the surtation step. Also, there is no rework. The total cost per piece for process B is calculated as follows:

$$
C_{p c}=10.00+0+0+2.60=\$ 12.60 / \mathrm{pc}
$$

Because of a moch smaller Taguchi loss function cost, process $\mathbf{B}$ is the lower cost production method.

The calculations in the preceding example are dominated by the computation of the expected value of the Taguchi loss function. Let us examine this computation more closcly. The cxpected value is given by:

$$
\begin{equation*}
E\{L(x)\}=\sum_{t=1}^{n} P_{1} L\left(x_{t}\right)=\sum_{t=1}^{n} P k\left(x_{t}-N\right)^{2} \tag{20.4}
\end{equation*}
$$

where $E\{L(x)\}=$ expected value of the Taguchi loss function; $P_{j}=$ probability of the interval bcing the outcone; $x,=$ the value of the quality characteristic of interest, such as a dimension, representing the interval; and $N=$ the nominal value of the quality characteristic: Summation of the term $P_{i}\left(x_{1}-N\right)^{2}$ is, in effect, a calculation of the variance $\sigma^{2}$ (whose square root is the standard deviation $\sigma$ ). We can expleit this equivalence in our calculation of the Taguchi loss function by expressing it as follows:

$$
\begin{equation*}
E\{L(x)\}=k \sigma^{2} \tag{20.5}
\end{equation*}
$$

Let us see how this formula compares with our previous computation of $E\{I(x)\}$ in Example 20,3.

EXAMPLE 20.4 Computation of Taguchi loss function using Eq. (20.5)
Recalculate the Taguchi loss function using Eq. (20.5) for the two processes in Exarnple 20.3.
Solution: The constant $k$ in the Taguchi loss function.Eq. (202), is $k=1500$. For process A, $\sigma=0.08 \mathrm{~mm}$. Using Eq. (20.5), we have:

$$
E\{L(x)\}=1500(0.08)^{2}=1500(0.0064)=\$ 9.60
$$

For process $\mathrm{B}, \sigma=0.04 \mathrm{~mm}$. The loss function value is:

$$
E\{L(x)\}=1500(0.04)^{2}=1500(0.0016)=\$ 2.40
$$

These values compare with $\$ 9.79$ for process A and $\$ 2.60$ for process B in Example 20.3. A closer agreement would have been obtained had we used narrower intervals in Figure 20.4.

Eq. (20.5) represents a special case of the more general situation. The special case is when the prosess mean $\mu$, which is the average of ald $x_{r}$, is centered about the nominal value $N$. The more general case is when the process mean $\mu$ may or may not be centered about the nominal valuc. In this more general case, the calculation of the value of the laguchi loss function becomes:

$$
\begin{equation*}
E\{L(x)\}=k\left[(\mu-\mathrm{N})^{2}+\sigma^{2}\right] \tag{20.6}
\end{equation*}
$$

If the process mean is centered at the nominal value, so that $\mu=N$, then Eq. (20.6) reduces 10 Eq. (20.5).

This chapter on quality control would not be complete without mention of the principal standard that is devoted to this subject. ISO 9000 is a set of international standards on quality developed by the International Organization for Standardization (ISO), based in Geneva, Switzerland and representing virtually all industrialized nations. The U.S. representative to the ISO is the American National Standards Institute (ANSI). The American Society for Quality Control (ASOC) is the ANSI member organization that is responsible for quality standards. ASQC publishes and disseminates ANSI/ASQC Q9000, which is the U.S. version of ISO 9000 .

ISO 9000 establishes standards for the systems and procedures used by a facility that affect the quality of the products and services produced by the facility. It is not a standard for the products or services themselves 1809000 is not just one standard; it is a family of standards as listed in Table 20.4. The family includes a glossary of quality terms, guidelines for selecting and using the various standards, models for quality systems, and guidelines for auditing quality systems.

The ISO standards are generic rather than industry specific. They are applicable to any facility producing any product andior providing any service, no mat.ter what the market. As mentioned, the focus of the standards is on the facility's quality system rather than its products or services. In ISO 8402, a quallty system is defined as "the organizational structure, responsibilities, procedures, processes, and resources needed to implement qual-

TABLE 20.4 ISO 9000 and Other ISO Quality Standards, 1994 Update

| Standard | Description |
| :---: | :---: |
| 1508402 | Vocabulary for quality management and quality assurance |
| ISO 9000-1 | Quality management and guality assurance, Part 1: Guidelines for selection and use |
| $1509000-2$ | Quality management and quality assurance, Part 2: Gemeric guidelines for application of ISO 9001, ISO 9002, and I\$O 9003 |
| $1509000-3$ | Quality management and quality assurance, Part 3: Guidelines for application of ISO 9001 to the development, supply, and maintenance of software |
| $1509000-4$ | Quality management and quality assurance, Part 4: Application for dependability program management |
| 1509001 | Quality system models for facilities whose operations include design and/or development, production, inspection and testing, installation, and servicing of products |
| 1509002 | Quality system models for facilities that manufacture producta that are designed and serviced by others |
| 1509003 | Quality system models for facilities that only perform inspection and testing |
| 1509004.1 | Quality management and quality system elements: Guidelines |
| 1509004.2 | Quality management and quality system elements: Guidelines for services |
| ISO 9004-3 | Quality management and quality system elements: Guidelines for processed materials |
| $1509004-4$ | Quality management and quality system elements: Guidelines for quality improvement |
| $15010011-1$ | Guidelines for auditing quality systems, Part 1: Auditing |
| ISO 10011-2 | Guidelines for auditing quality systems, Part 2: Qualification criteria for quality system auditors |
| ISO 10011-3 | Guidelines for auditing quality systems, Part 3: Management of audit programs |
| 150 10012-1 | Metrological qualitication system for measuring equipment |
| ISO 10013 | Guidelines for developing quality manuals |
| ISOJTR 13425 | Guidelines for the selection of statistical methods in standardization and specification |

Source: ISO Easy, hitprown exit 109.com.
ity management." ISO 9000 is concerned with the set of activities underiaken by a facility to ensure that its output provides customer satisfaction. It does not specify methods or procedures for achieving customer satisfaction; instead it describes concepts and objectives for achieving it.

ISO 9000 can be applied in a facility in two ways. The first is to implement the standards or selected portions of the standards simply for the sake of improving the firm's quality systerns Improving the procedures and systems for delivering high quality products and/or services is a worthwhile accomplishment, whether or not fomal recognition is awarded. Implementation of ISO 9000 requires that all of a facility's activities affecting quality be carried ou: in a three-phase cycle that continues indefinitely. The three phases are:

1. Planning of the activities and procedures that affect quality.
2. Control of the activities affecting quality to ensure that customer specifications are satisfied and that corrective action is taken on any deviations from specifications.
3. Documentation of the activities and procedures affecting quality to ensure that quatity objectives ate understood by employees.feedback is provided for planning, and evidence of quality systom performance is aveilable for managers. customers, and for certification purposes.

The second way to apply ISO 9000 is to become registered. ISO 9000 registration not onlv improves the facility's quality systems, but it also provides formal certification that the facility meets the requirements of the standard. This has benefits for the lirm in several ways. Two significant bencfits are: (1) reducing the frequency of quality audits performed by the facility's customers and (2) qualifying the facility for busincss partnerships with companies that require ISO 9000 registration. This latter benefit is especially important for firms doing business in the European Commanity, where certain products are classified as regulated, and ISO 9000 registration is required for companies making these products as well as their suppliers.

Registration is obtained by subjecting the facility to a certification process by an accredited third-party agency. The certification process consists of on-site inspections and review of the firm's documentation and procedures so that the agency is satisfied that the facility conforms to the ISO 9000 standard. If the outside agency finds the facility nonconforming in certain areas, then it will notify the facility about which areas need upgrading, and a subsequent visit will be scheduled. Once registered, the external agency will periodically audit the facility to verify continuing conformance. The facility must pass these audits to retain ISO 9000 registration.

The three quality system standards or models intended for facilities seeking 1809000 registration are ISO 9001 , ISO 9002 , and ISO 9003 . These models contain the requirements for registration that must be satiffied by the facility. A facility chooses to become registered in one of these standards depending on which model most closely fits its operations. The facility's customer(s) may also influence the choice of standard ISO 9001 has the broadest coverage and is designed for facilities whose operations include design andor development, production, inspection and testing, installation, and servicing of products. ISO 9002 applies to facilities thet manulacture products that are designed and serviced by others. ISO 9003 applies to facilities that only perform inspection and testing. A summary of the topic areas covered by the three standards is provided in Table 20.5. It should be noted that the wording of each section is virtually the same among the three standards.

TABLE 20.5 Topic Areas Covered by 1509007,1509002 , and I\$O 9003

\begin{tabular}{|c|c|c|c|c|}
\hline Section Number \& Topic Area ana Brief Description \& $$
\begin{aligned}
& 1 \mathrm{SO} \\
& 9007
\end{aligned}
$$ \& $$
\begin{aligned}
& 150 \\
& 9002
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { ISO } \\
& 9003
\end{aligned}
$$ <br>
\hline 1. \& Monagement responsibility. Management shall define and document its policy and objectives for quality and ensure understanding and implementation at all levels of the organization. \& $x$ \& X \& $x$ <br>
\hline 2. \& Quality system. The facility shall establish and maintan a quality system that ensures conformance of the product or service to specified requirements. \& $x$ \& $x$ \& $x$ <br>
\hline 3. \& Contract review. Frocedures shall be established and maintained for review and coord ination of contracts to ensure that requirements are adequately defined and cocumented. \& X \& $x$ \& <br>
\hline 4. \& Design controd. The fateility shall establish and maintain procedures to control the product design to ensure that specifications are satisfied. \& $x$ \& \& <br>
\hline 5. \& Document control. Procedures shall be established and mainiained to control all documents pertaning to the requirements of this standard. \& $x$ \& X \& $x$ <br>
\hline 6. \& Purchasing. The facility shall ensure that all purchased products conform to specified requirements. \& $x$ \& $x$ \& <br>
\hline 7. \& Purchasar-suppliad product Procedures shall be established and maintained for verification, storage, and maintenence of purchaser-supplied items that will be incorporated into the final product sent to the ultimate customer. \& X \& $x$ \& <br>
\hline 8. \& Product identification and traceability. Where appropriate, procedures shall be established and maintained for identlfying the product from drawings, specifications, and other documents during all stages of production, delivery, and installation. \& X \& X \& X <br>
\hline 9. \& Process control The facility shall plan the production and instal processes that directly affect quality and shall ensure that these processes are performed under controlied conditions. Controlled conditions include, e.g., documented work instructions, process monitoring and control, and specified criteria for workmanship. \& X \& X \& * <br>
\hline 10. \& Inspaction and testing. The facility shall (1) ensure that incoming materials are not further processec or used until verified as conforming to specification: (2) inspect, test, and identify product during processing as specified in the quality plan; and (3) carry out all final inspection and testing of the product to ensure conformance of the finished product to spocified requirements. \& $x$ \& $x$ \& K <br>
\hline 11. \& inspection, measuring, and test equipment. The facility shall calibrate and maintain inspection, measurement. and test equipment used to demonstrate that produc: conforms to specified requisements. \& $x$ \& x \& $x$ <br>
\hline 12. \& Inspaction and test status. The facility shall identify the inspection and test status of the product through the use of markings, labels, stamps, inspection records, or other suitable means that indicate conformance or nonconformance of the product to specification. In addition, records shall identify the authority responsible for release of conforming product. \& $x$

$\times$ \& x \& X <br>
\hline 13. \& Control of nonconforming product. The facility shall establish and maintain procedures to ensure that nonconforming product is prevented from being used or installed. \& $x$ \& $\times$ \& X <br>
\hline 14. $C$ \& Corrective action. Procedures shall be established, documented, and maintained to (3) investigate the cause of nonconforming product and the corrective action to prevent recurrence, (2) perforim analysis to detect and e'iminate causes of nonconforming product, 13 ) apply controls to ensure that corrective actions are effective, and (4) implemen and record changes in procedures resulting from corrective actions. \& x \& X \& <br>
\hline
\end{tabular}

TABLE 20.5
(continued)
$\left.\begin{array}{lllll}\hline \begin{array}{l}\text { Section } \\ \text { Number }\end{array} & \text { Topic Area and Erief Description }\end{array}\right]$

Source: Faraphrased andiar quoted frem $1 \mathbf{S O} 9001$ [1].
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## Taguchi Loss Function

20.1 A certain parl dmension on a pewer garden tool is specified as $25.50 \pm 0.30 \mathrm{~mm}$. Company reparr records indicate that if the $\pm 0.30 \mathrm{~mm}$ telerance is exceeded, there is a $75 \%$ chance that the proutuct will be returned for replacement. The cost associated with replacing the product, which includes not only the product cost itself but also the additional paperwork and handung associated with repacement, is estimated to be $\$ 300$. Determine the constant $k$ in the Taguchi loss function for these data.
20.2 The design specification on the resistance setting for an electronic component is 0.50 t 0.62 ohm. If the componeat is scrapped. the company suffers a $\$ 200$ loss. (a) What is the implied value of the constan! $k$ in the Taguchi quadratic loss function? (b) If the output of the process that sets the resistance is centered on 0.50 ohm , with a standard deviation of 0.01 ohm , what is the expected loss per unit?
20.3 The Taguch: quadratic loss function for a particular component in a piece of earth-moving equipment is $L(x)=3500(x \sim N)^{2}$. where $x=$ the actual value of a critical dimension and $N$ is the nominal yalue. If $N=150.00 \mathrm{~mm}$, determine the value of the loss function for tolevances of (a) $\pm 0.20 \mathrm{~mm}$ and (b) $\pm 0.10 \mathrm{~mm}$.
20.4 The Taguchi loss function for a certain component is given by $L(x)=8000(x-N)^{2}$, where $x=$ the actual value of a dimension of critical importance and $N$ is its nominal value. Company management has decided that the maximum loss that can be accepted is $\$ 10.00$. (a) If the nomnal dimension is 30.00 mm , at what value should the tolerance on this dimension be set? (b) Does the value of the nominal dimension bave any effect on the tolerance that should be specified?
20.5 Two alternative manutacuring processes, $A$ and $B$, can be used to produce a certain dimension on one of the parts in an assembled product. Both processes can produce parts with an average dimension at the desired nominal value. The folerance on the dimension is $\pm 0.15 \mathrm{~mm}$. The output of each process follows a normal distribution. However, the standard deviations are different. For process A. $\alpha=0.12 \mathrm{~mm}$; and for process B. $\sigma=0.07 \mathrm{~mm}$. Production costs per piece for $A$ and $B$ are $\$ 7.00$ and $\$ 12.00$, respectively. If inspection and sorlacion are required, the cost is $\$ 0.51 / \mathrm{pc}$. If a part is found to be defective, it must be scrapped at a cost equal to its production cost. The Taguchi loss function for this component is given by $L(x)=2500(x-N)^{2}$, where $x=$ value of the dimension and $N$ is its nominal value. Determine the average cost per plece for the two processes.
20.6 Solve Problem 20.5 , except that the tolerance onthe dimension is $\pm 0.30 \mathrm{~mm}$ zather than $\pm 0.15 \mathrm{~mm}$.
20.7 Solve Problem 20.5, except that the average value of the dimension produced by process $\mathbf{B}$ is 010 mm greater than the nominal value specificd. The average valuc of the dimension produced by process A remains at the neminal value $N$.
20.8 Two difierent manufacturing processes. A and $B$, can be used to produce a certain component. The specification on the dimension of interest is $100.00 \pm 0.20 \mathrm{~mm}$. The output of process A follows the nommal distribution, with $\mu=100.00 \mathrm{~mm}$ and $\sigma=0.10 \mathrm{~mm}$. The output of process B is a un:form distribution defined by $f(x)=2.0$ for $99.75 \leq x \leq 100.25 \mathrm{~mm}$. Production costs per piece for processes A and B are each $\$ 5.00$. Inspection and sortation cost is $\$ 0.50 / \mathrm{pc}$. If a part is found to be defective, it most be scrapped at a cost equal to twice its production cost. The laguchi loss function for this component is given by $L(x)=2500(x-N)^{2}$, where $x=$ value of the dimensim and $N$ is jts nominal value. Determine the average cost per piece for the two processes.
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Suatistical process control (SPC) involves the use of various methods to measure and analyze a process. SPC methods are applicable in both manufacturing and nonmanufacturing situations, but most of the applications are in manufacturing. The overall objectives of SPC are to (1) improve the quality of the process output, (2) reduce process variability and achieve process stability, and (3) solve processing problems. There are seven principal methods or tools used in SPC; these tools are sometimes referred to as the "magnificent seven" [6]:

1. control charts
2. histograms
3. Pareto charts
4. check theets
5. defect concentration diagrams
6. scatter diagrams
7. cause and effect diagrams

Most of these tools are statistical and/or technical in nature. However, it should be mentioncd that \$PC includes more than the magnificent seven tools. There are also nontechnical aspects in the implementation of SPC. To be successful, SPC must include a commitment to quality that pervades the organization from senior top management to the starting worker on the production line.

Qur discussion it this chapter will emphasize the seven SPC toois. A more detailed treatment of SPC is presented in several of our references. For coverage of control charts we recommend [5]-[7], and [9], and for the other six SPC tools [2] and [3].

### 21.1 PROCESS VARIABILITY AND PROCESS CAPABILITY'

Before describing the seven SPC tools, it is appropriate to discuss process variability, the reason for needing SPC. In any manufacturing operation, variability exists in the process output. In a machining operation, which is one of the most accurate manufacturing processes, the machined parts may appear to be identical, but close inspection reveals dimensional differences from one part to the next. These process variations constitute the statistical basis of control charts.

### 21.1.1 Process Variations

Manufacturing process variations can be divided into two types: (1) random and (2) assignablc. Random variations result from intrinsic variability in the process, no matter how well desizned or well controlled it is. All processes are characterized by these kinds of variations, if one looks closely enough. Random variations cannot be avoided; they are caused by factors such as inherent human variability from one operation cycle to the next, minor variations in raw materials, and machine vibration. Individually, these factors may not amount to much, but collectively the errors can be significant enough to cause trouble unless they are within the tolerances specified for the part. Random variations typically form a normal statistical distribution. The output of the process tends to cluster about the mean value, in terms of the product's quabity characteristic of interest, such as part length of diameter. A large proportion of the population is centered around the mean, with fewer parts away from the mean. When the only variations in the process are of this type, the process is said to be in statistical conirol. This kind of variability will continue so long as the process

[^24]is operating normally. It is when the process deviates from this normal operating condition that variations of the second type appear.

Assignable variations indicate an exception from normal operating conditions. Something has occurred in the process that is not accounted for by random variations. Reasons for assignable variations include operator mistakes, defective raw materials, tool failures, and equipment malfunctions. Assignuble variations in manufacturing usually betray themselves by causing the outpul to deviate from the normal distribution. The process is suddenly out of statastical controf.

Let us expand on our descriptions of random and assignable variations with reference to Figure 21.1. The variation of some part characteristic of interest is shown at four points in time $t_{t_{1}}, t_{1}, t_{2}$, and $t_{3}$. These are the times during operation of the process when samples are taken to assess the distribution of values of the part characteristic. At sampling time $t_{0}$ the process is seen to be operating in statistical control, and the variation in the part characteristic follows a normal distribution whose mean $=\mu_{0}$ and standard deviation $=\sigma_{0}$. This represents the inherent variability of the process during normal operation. The process is in statistical control. At sampling time $t_{1}$ an assignable variation has been introduced into the process, which is manifested by an increase in the process mean ( $\left.\mu_{1}>\mu_{0}\right)$. The process standard deviation seems unchanged $\left(\sigma_{1}=\sigma_{0}\right)$. At time $t_{2}$ the process mean seems to have assumed its normal value ( $\mu_{2}=\mu_{0}$ ). but the variation in the process mean has increased ( $\sigma_{2}>\sigma_{0}$ ). Finally, at sampling time $t_{3}$, both the mean and standard deviation of the process ate observed to have increased ( $\mu_{3}>\mu_{0}$ and $\sigma_{3}>\sigma_{0}$ ).


Figare 21.1 Distribution of values of a part characteristic of interest at four times during process operation: at $t_{0}$ process is in statistical control; at $t_{1}$ process mean has increased; at $t_{2}$ process standard deviation has increased; and at $t_{3}$ both process mean and standard deviation have increased.

Using statistical methods based on the preceding distinction between randiom and assignable variations, it should be possible to periodically observe the process by collecting measurements of the part characteristic of interest and thereby detecting when the process has gone out of statistical control. The most applicable statistical method for doing this is the control chart.

### 21.1.2 Process Capability and Tolerances

Process capability relates to the normal variations inherent in the output when the process is in statistical control. By definition, process capability equals $\pm 3$ standard deviations about the mean output value (a total range of 6 standard deviations):

$$
\begin{equation*}
\mathrm{PC}=\mu \pm 3 \sigma \tag{21.1}
\end{equation*}
$$

where $P C=$ process capability; $\mu=$ process mean, which is set at the nominal value of the product characteristic (we assume bilateral tolerances are used), and $\sigma=$ standard deviation of the process. Assumptions underlying this definition are: (1) the output is normally distributed, and (2) steady state operation has been achieved and the process is in statistical control. Under these assumptions, $99.73 \%$ of the parts produced will have output values that fall within $\pm 3.0 \sigma$ of the mean.

The process capability of a given manufacturing operation is not always known (in fact, it is rarely known), and measurements of the characteristic of interest must be made to assess it. These measurements form a sample, and so the parameters $\mu$ and $\sigma$ in Eq. (21.1) must be estimated from the sample average and the sample standard deviation, respectively. The sample average $\bar{x}$ is given by:

$$
\begin{equation*}
\bar{x}=\frac{\sum_{i=1}^{n} x_{1}}{n} \tag{21.2}
\end{equation*}
$$

and the sample standard deviation $s$ can be calculated from:

$$
\begin{equation*}
s=\sqrt{\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)}{n-1}} \tag{21.3}
\end{equation*}
$$

where $x_{i}=$ measurement $i$ of the part characteristic of interest; and $n=$ the number of measurements in the sample, $i=1,2, \ldots, n$. Many hand-held calculators automatically compute these values based on input values of $x_{i}$. The values of $\bar{x}$ and $s$ are then substituted for $\mu$ and $\sigma$ in Eq. (21.1) to yield the following best estimate of process capability:

$$
\begin{equation*}
\mathrm{PC}=\bar{x} \pm 3 s \tag{21.4}
\end{equation*}
$$

The issue of tolerances is germane to our discussion of process capability. Design engineers tend to assign dimensional tolerances to components and assemblies based on their judgment of how size variations will affect function and performance. The advantages and disadvantages of tight and loose tolerances are summarized in Table 20.2.

Consideration should be given by the design engineer to the relationship between the tolerance on a given dimension (or other part characteristic) and the process capability of the operation producing the dimension. Ideally, the specified tolerance should be greater than the process capability. If function and available processes prevent this, then a sortation operation may have to he included in the mamifacturing sequence to separate parts that are within the tolerance from those that are outside.

When design tolerances are specified as being equal to process capability, then the upper and lower boundaries of this range define the natural colerance limits. It is useful to know the ratio of the specified tolerance range relative to the process capability, called the process capabillty index, defined as:

$$
\begin{equation*}
\mathrm{PCI}=\frac{\mathrm{UTL}-\mathrm{LTL}}{6 \sigma} \tag{21.5}
\end{equation*}
$$

where $\mathrm{PCI}=$ process capability index; UTL $=$ upper tolerance limit of the tolerance range; $\mathrm{LTL}=$ lower tolerance limit; and $6 \sigma=$ range of the natural tolerance limits. The underlying assumption in this definition is that the process mean is set equal to the nominal design specification, so that the numerator and denominator in Eq. (21.5) are centered about the same value.

Table 21.1 shows how defect rate (proportion of out-of-tolerance parts) varies with process capability index. It is clear that any increase in the tolerance range will reduce the percentage of nonconforming parts. The desire to achieve very low fraction defect rates has led to the popular notion of "six sigma" limits in quality control (bottom row in Table 21.1). Achieving six sigma limits virtually eliminates defects in manufactured product, assuming the process is maintained within statistical control.

### 21.2 CONTROL CHARTS ${ }^{2}$

Control charts are the most widely used method in SPC, and our discussion in this section will focus on them. The underlying principle of control charts is that the variations in any process divide into two types, as previously described: (1) random variations which are the only variations present if the process is in statistical control; and (2) assignable variations, which indicate a departure from statistical control. The purpose of a control chart is to identify when the process has gone out of statistical control, thus signaling the need for some corrective action to be taken.

A control chant is a graphical technique in which statistics computed from measured values of a certain process characteristic are plotted over time to determine if the process remains in statistical control. The general form of the control chart is illustrated in Figure 21.2. The chart consists of three horizontal lines that remain constant over time: a center, a lower control limit (L CL), and an upper control limit (UCL). The center is usually set at the nominal design value. The UCL and LCL are generally set at $\pm 3$ standard deviations of the sample means.

It is highly unlikely that a sample drawn from the process lies outside the UCL or LCL while the process is in statistical control. Therefore, if it happens that a sample value does

[^25]TABLE 21.1 Defact Rate as a Function of Process Capability Index (Tolerance Defined in Terms of Number of Stendard Deviations of the Process), Given That the Progess is Operating in Statistical Control

| Process Capability index ( $P C /$ ) | Tolerance $=$ Number of Standard Oeviations | Defect <br> Rate (\%) | Defective Parts per Milfion | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 0.333 | $\pm 1.0$ | 31.74 | 317,400 | Sortation required. |
| 0.667 | $\pm 2.0$ | 4.56 | 45,600 | Sortation required. |
| 1.000 | $\pm 3.0$ | 0.27 | 2,700 | Tolerances $=$ process ceapability. |
| 1.333 | $\pm 4.0$ | 0.0063 | 63. | Significant reduction in defects. |
| 1.667 | $\pm 5.0$ | 0.000057 | 0.57 | Flare occur rence of defects. |
| 2.000 | $\pm 6.0$ | 0.0000002 | 0.002 | Defects almost never occur. |



Figure 21.2 Control chart.
fall outside these limits, it is interpreted to mean that the process is out of control. In response, an investigation is undertaken to determine the season for the out-of-control condition, and appropriate corrective action is taken to eliminate the condition. By similar reasoning, if the process is operating in statistical control, and there is no evidence of undesirable trends in the data, then no adjustments should be made, since they would introduce an assignable variation to the process. The philosophy "if it ain't broke, don't fix it" is applicable in control charts.

There are two basic types of control chartsi (1) control charts for variables and (2) control charts for attnbutes. Control charts for variables require a measurement of the quaiity characteristic of interest. Control charts for attributes simply require a determination of whether a part is defective or how thany defects there are in the sample.

### 21.2.1 Centrof Charts for Variables

A process that is out of statistical control manifests this condition in the form of significant changes in: (1) process mean and/or (2) process variability. Corresponding to these possibilities, there are two principal types of control charts for variables: (1) $\bar{x}$ chart and (2) $R$ chart. The $\bar{x}$ chant (call it " $x$ bar chart") is used to plot the average measured value of a certain quality characteristic for each of a series of samples taken from the production process. It indicates how the process mean changes over time. The $R$ chart plots the range of each sample, thus monitoring the variability of the process and indicating whether it changes over time.

A suitable quality characteristic of the process must be selected as the variable to be monitored on the $\bar{x}$ and $R$ charts. In a mechanical process, this might be a shaft diameter or other critical dimension. Measurements of the process itself must be used to construct the two control charts.

With the process operating smoothly and absent of assignable variations, a series of samples (e.g., $m=20$ or more is generally recommended) of small size (e.g., $n=5$ parts per sample) are collected and the characteristic of interest is measured for each part. The following procedure is used to construct the center, LCL, and UCL for each chart:

1. Compute the mean $\bar{x}$ and range $R$ for each oi the $m$ samples.
2. Compute the grand mean $\bar{x}$, which is the mean of the $\bar{x}$ values for the $m$ samples. This will be the center for the $\bar{x}$ chart.
3. Compute $\bar{R}$, which is the mean of the $R$ values for the $m$ samples. This will be the center for the $R$ chart.
4. Determine the UCL and LCL for the $\bar{x}$ and $R$ charts Values of standard deviation can be estimated from the sample data using Eq. (21.3) to compute these control limits. However, an easier approach is based on statistical factors tabulated in Table 21.2 that have been derived specificaliy for these control charts. Values of the factors depend on sample size $n$. For the $\bar{x}$ chart:

TABLE 21.2 Constents for the $\bar{x}$ and $A$ Charts

| Sample Size <br> $n$ | $\bar{x}$ Chart | R Chart |  |
| :---: | :---: | :---: | :---: |
| $A_{2}$ |  | $D_{3}$ | $D_{4}$ |
| 3 | 1.023 | 0 | 2.574 |
| 4 | 0.729 | 0 | 2.282 |
| 5 | 0.577 | 0 | 2.114 |
| 6 | 0.483 | 0 | 2.004 |
| 7 | 0.479 | 0.076 | 1.924 |
| 8 | 0.373 | 0.136 | 1.864 |
| 9 | 0.337 | 0.184 | 1.816 |
| 10 | 0.308 | 0.223 | 1.777 |

$$
\begin{align*}
& \mathrm{LCL}=\overline{\bar{x}}-A_{1} \bar{R}  \tag{21.6a}\\
& \mathrm{UCL}=\overline{\bar{x}}+A_{2} \overline{\bar{R}} \tag{21.6b}
\end{align*}
$$

And for the $R$ chart:

$$
\begin{align*}
\mathrm{LCL} & =D_{3} \bar{R}  \tag{21.7a}\\
\mathrm{UCL} & =D_{4} \bar{R} \tag{21.7b}
\end{align*}
$$

## EXAMPLE $21.1 \bar{x}$ and $\boldsymbol{R}$ Charts

Although 20 or more samples are recommended, let us use a much smalles number here to illustrate the calculations. Suppose eight samples ( $m=8$ ) of suze 5 ( $n=5$ ) have been collected from a manufacturing process that is it statistical control, and the dimension of itterest has been measured for each part. It is desired to determine the values of the center, LCL, and UCL to construct the $\bar{x}$ and $R$ chatts. The calculated values of $\bar{x}$ and $R$ for each sample ate given below (measured values are in centimeters), which is step (1) in our procedure.

| $s$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{x}$ | 2.008 | 1.998 | 1.993 | 2.002 | 2.001 | 1.995 | 2.004 | 1.999 |
| $R$ | 0.027 | 0.011 | 0.017 | 0.009 | 0.014 | 0.020 | 0.024 | 0.018 |

Solution: In slep (2), we compute the grand mean of the sample averages,

$$
\overline{\bar{x}}=\frac{2.008+1.998+1.993+2.002+2.001+1.995+2.004+1.999}{8}=2.000 \mathrm{~cm}
$$

In step (3), the mean value of $R$ is computed.

$$
R=\frac{0.027+0.011+0.017+0.009+0.014+0.020+0.024+0.018}{8}=0.0175 \mathrm{~cm}
$$

In step (4), the valucs of LCL and UCL are determined based on factors in Table 21.2. First, using Eq. (21.6) for the $\vec{x}$ chart,

$$
\begin{aligned}
& \mathrm{LCL}=2.000-0.577(0.0175)=1.9899 \\
& \mathrm{UCL}=2.000+0.577(0.0175)=2.0101
\end{aligned}
$$

And for the $R$ chart using Eq (21.7),

$$
\begin{aligned}
\mathrm{LCL}=0(0.0175) & =0 \\
\mathrm{UCL}=2.114(0.0175) & =0.0370
\end{aligned}
$$

The two control charts are constructed in Figure 21.3 with the sample data plotted in the charts.


Figure 21.3 Control charts for Example 21.1: (a) $\bar{x}$ chart and (b) $R$ chart.

If the mean and standard deviation for the process are known, an alternative way to calculate the center and UCL and LCL for the $\bar{x}$ chart is the following:

$$
\begin{align*}
& \mathrm{VCL}=\mu-\frac{3 \sigma}{\sqrt{ } n}  \tag{21.8a}\\
& \mathrm{VCL}=\mu+\frac{3 \sigma}{\sqrt{n}} \tag{21.8b}
\end{align*}
$$

where $\mu-$ pooces mean; $\sigma=$ standard deviation of the process; and $\mu=$ sample size. The L('L and L'L values given by' Eqs. (21.8) are theoretically the same walues as those calculated b. Eqs (21.6). Howevir, when first setting up the $\bar{x}$ chart for a process, the meath and standard deviation for the process variable of interest are generally not known. Accordingly. Eqs. $(21.6)$. based on measured $\bar{x}$ and $\bar{R}$ values can be conveniently used to compute the wotrol ctart parametirs. With the control limits set at the values defined in Eqs. (21.6) or (21.7), 99.73 \% of the random satpples drewn from a prosess that is in statistical control will lie inside the control limits, and only $0.27 \%$ will lje outside these control limits.

Readers will note that the standard de viatior of the sample means is related to the population standard deviation by the reciprocal of the square root of $n$, the number of untts in the sample: that is,

$$
\begin{equation*}
\sigma_{i}=\frac{\sigma}{\sqrt{n}} \tag{21.9}
\end{equation*}
$$

where $\sigma_{i}=$ standard deviation of the sample mean, and the other terms have been defined

### 21.2.2 Control Charts for Attributes

Control chants for attributes monitot the number of defects present in the sample or the fraction wefeet rate as the plotted statistic. Examples of these kinds of attributes include: number of defects per automobile, fraction of nonconforming parls in a sample, existence or absente of flash in a plastic molding, and number of flaws in a roll of sheet steel Inspection procedures that invoive GO/NO-GOgaging are included in this group since they determinc whethex a part is good or bad.

The two priacipal types of control charts for attributes are: (1) the $p$ chart, which plots the fraction defect rate in successive samples; and (2) the chart, which plots the number of defects, flaws, or other nonconformities per sample.
$p$ Chart. In the $p$ chart, the quality characteristic of interest is the proporion ( $p$ for proportion) of nonconforming or defective units. For each sample, this proportion $p_{2}$ is the ratio of the number of nonconforming or defective items $d$, over the number of units in the sample a (assume samples are of equal size in constacting and using the control chart):

$$
\begin{equation*}
p_{s}=\frac{d_{2}}{n} \tag{21.10}
\end{equation*}
$$

where $i$ is used to identify the sample. If the $p$ values for a sufficient number of samples are averaged, the mean value $\bar{p}$ is a reasonable estimate of the true value of $p$ for the process. The $p$ chart is based on the binomial distribution, where $p$ is the probability of a nonconforming unit. The center in the $p$ chart is the computed value of $\bar{p}$ for $m$ samples of equal size a collected while the process is operating in statistical control.

$$
\begin{equation*}
\bar{p}=\frac{\sum_{i=1}^{m} p_{i}}{m} \tag{21.11}
\end{equation*}
$$

The control limits are computed as three standard deviations on either side of the center. Thus,

$$
\begin{align*}
& \mathrm{LCL}=\bar{p}-3 \sqrt{\frac{\bar{p}(1-\bar{\rho})}{n}}  \tag{21.12a}\\
& \mathrm{UCL}=\bar{p}+3 \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} \tag{21.12b}
\end{align*}
$$

Where the standard deviation of $\bar{p}$ in the binomial distribution is given by

$$
\begin{equation*}
\sigma_{p}=\sqrt{\frac{\tilde{p}(1-\tilde{p})}{n}} \tag{21.13}
\end{equation*}
$$

If the vaiue of $\bar{p}$ is relatively low and the sample size $n$ is small, then the LCL computed by the first of these equations is likely to be a negative value In this case, let LCL $=0$. (The fraction defect rate cannot be less than zero.)

## EXAMPLE $21.2 p$ Chan

Ten samples $(m=10)$ of 20 parts each ( $n=20$ ) have been collected. In one sample there were no defects; in three samples there was one defect; in five samples there were two defects; and in one sample there were three defects. Determize the center, LCL, and UCL for the $p$ chart.
Solution: The center value of the control chart can be calculated by summing the total number of defects found in all samples and dividing by the tetal number of parts sampled:

$$
\bar{\rho}=\frac{1(0)+3(1)+5(2)+1(3)}{10(20)}=\frac{16}{200}=0.08=8 \%
$$

The LCL is given by Eq. (21.12a):
$\mathbf{L C L}=0.08-3 \sqrt{\frac{0.08(\overline{1-0.08)}}{20}}=0.08-3(0.06066)=0.08-0.182 \rightarrow 0$
The upper control limit, by Eq. (21.12b):

$$
\mathrm{UCL}=0.08+3 \sqrt{\frac{0.08(1-0.08)}{20}}=0.08+3(0.06066)=0.08+0.182=0.262
$$

$c$ Chart. In the $c$ chart ( $c$ for count), the number of defects in the sample are plotted over time. The sample may be a single product such as an automobile, and $c=$ number of quality defects found during final inspection. Or the sample may be a length of carpeting at the factory prior to cutting, and $c=$ number of imperfections discovered per 100 ml . The $c$ chart is based on the Poisson distribution, where $c=$ parameter represent-
ing the number of events occurring within a defined sample space (defects per car, imperfections per specified length of carpet). Our best estimate of the true value of $c$ is the mean value over a large number of samples drawn while the process is in statistical control:

$$
\begin{equation*}
\bar{c}=\frac{\sum_{i=1}^{m} c}{m} \tag{21.14}
\end{equation*}
$$

This value of $\bar{c}$ is used as the center for the control chart. In the Poisson distribution, the slandard deviation is the square root of parameter $c$. Thus, the control limits are:

$$
\begin{align*}
& \mathrm{LCL}=\bar{c}-3 \sqrt{\bar{c}}  \tag{21.15a}\\
& \mathrm{UCI}=\bar{c}+3 \sqrt{\bar{c}} \tag{21.15b}
\end{align*}
$$

## EXAMPLE 21.3 chart

A continuous plastic extrusion process is considered to be operating in statis tical control, and it is desired to develop a $c$ chart to monitor the process. Eight hundred meters of the extrudate have been examined and a total of 14 surface defects have been detected in that length. Develop the $c$ chart for the process, using defects per hundred meters as the quality characteristic of interest.

Solution: The average value of the parameter ccan be determined using Eq. (21.14):

$$
\bar{c}=\frac{14}{8}=1.75
$$

This will be used as the center for the control chart. The LCL is given by Eq. (15a):

$$
\mathrm{LCL}=1.75-3 \sqrt{1.75}=1.75-3(1.323)=1.75-3.969 \rightarrow 0
$$

And the UCL, using Eq. (21.15b):

$$
\mathrm{UCL}=1.75+3 \sqrt{1.75}=1.75+3(1.323)=1.75+3.969=5.719
$$

### 21.2.3 Interpreting the Control Charts

When control charts are used to monitor production quality, random samples are drawn from the process of the same size $n$ used to construct the charts. For $\bar{x}$ and $R$ charts, the $\bar{x}$ and $R$ valucs of the measured characteristic are plotted on the control chart. By convention, the points are usually connected as in our figures To interpret the data, one looks for signs that indicate the process is not in statistical control. The most obvious sign is: (1) when $\bar{x}$ or $R$ (or both) lie outside the LCL or UCL limits. This indicates an assignable cause such
as bad starting materials, new operator, wrong equipment setting, broken tooling, or similat factors. An out-of-limit $\bar{x}$ indicales a shift in the process mean. An out-of-limit $R$ shows that the variability of the process has probably changed. The usual effect is that $R$ increases, indicating variability has risen. Less obvious conditions may be revealed even though the sample points hie within $\pm 3 \sigma$ limits. These conditions include: ( 2 ) trends or cyclical patterns in the data, which may mean wear or other factors that oocur as a function of time; (3) sudden changes in the average values of the data; and (4) points consistently near the upper or lower linits. The same kinds of interpretations that apply to the $\bar{x}$ char and $R$ chart are alxo applicable to the $p$ chart and $c$ chart.

Montgomery [6] lists a set of specific indicators that a process is likely to be out of statistical control and that corrective action should be taken. The indicators are:

1. one point that lies outside the UCL or LCL
2. Two out of three consecutive points that lic beyond $\pm 2 \sigma$ on one side of the center line of the control chart
3. four out of five consecutive points that lie beyond $\pm 1 \sigma$ on one side of the center line of the control chart
4. eight consecutive points that lie on one side of the center line
5. six consecutive points in which each point is always higher than its predecessor or six consecutive points in which each point is always lower than its predecessor.

Control charts serve as the feedback loop in SPC, as suggested by Figure 21.4. They represent the measurement step in process control. If the control chart indicates that the process is in statistical control, then no action is taken. However, if the process is identified


Figure 21.4 Control charts used as the feedback loop in SPC
as being out of statistical control, then the cause of the problem must be identified and corrective action must be taken.

### 21.3 OTHER SPC TOOLS

Although control chats are the most commonly used tool in SPC, there are other tools that are also important. Each has its own area of application. In this section, we discuss the remaining six of the magnificent seven.

### 21.3.1 Histogràms

The histogram is a basic graphical tool in statistics After the control chart, it is probably the most important member of the SPC tool kit. A histogram is a statistical graph consisting of bars representing different values or ranges of values, in which the length of each bar is proportional to the frequency or relative frequency of the value or range, as shown in Figure 21.5. It is a graphical display of the frequency distriburion of the numerical data. What makes the histogram such a useful statistical tool is that it enables the analyst to quickly visualize the fearures of a complete set of data. These features include: (1) the shape of the distribution. (2) any central tendency exhibited by the distribution, (3) approximations of the mean and mode of the distribution, and (4) the amount of scatter or spread in the data.

## EXAMPLE 21.4 Frequency Distribution and Histogram

Part dimension data from the same process as in Example 21.1 are displayed in the frequency distribution of Table 21.3. The data are the dimensional values of individual parts taken from the process, while the process is in statistical control. Plot the data as a histogram and draw inferences from the graph.

TABLE 21.3 Frequency Distribution of Pert Dimension Date

| Range of Dimension | Frequency | Reiative Frequancy | Cumulative Relative Frequency |
| :--- | :---: | :---: | :---: |
| $1.975 \leq x<1.980$ | 1 | 0.01 | 0.01 |
| $1.980 \leq x<1.985$ | 3 | 0.03 | 0.04 |
| $1.985 \leq x<1.990$ | 5 | 0.05 | 0.09 |
| $1.990 \leq x<1.995$ | 13 | 0.13 | 0.22 |
| $1.995 \leq x<2.000$ | 29 | 0.29 | 0.51 |
| $2.000 \leq x<2.005$ | 27 | 0.27 | 0.78 |
| $2.005 \leq x<2.010$ | 15 | 0.15 | 0.93 |
| $2.010 \leq x<2.015$ | 4 | 0.04 | 0.97 |
| $2.015 \leq x<2.020$ | 2 | 0.02 | 0.99 |
| $2.020 \leq x<2.025$ | 1 | 0.01 | 1.00 |

Solution: The frequency distribution in Table 21.3 is displayed graphically in the histogram of Figure 21.5. We can see that the distribution is normal (in all likeli-


Figure 21.5 Histogram of the data in Table 21.3.
hood), and that the mean is around 2,00 . We can approximate the standard deviation to be the range of the values (2.025-1.975) divided by 6 , based on the fact that nearly the entire distribution (99.73\%) is contained within $\pm 3 \sigma$ of the mean value. This gives a $\sigma$ value of around 0.008 .

### 21.3.2 Pareto Charts

A Pareto chart is a special form of histogram, illustrated in Figure 21.6, in which attribute data are arranged according to some criterion such as cost or value. When appropriately used, it provides a graphical display of the tendency for a small proportion of a given population to be more valuable than the much larger majorty. This tendency is sometimes referred to as Pareto's Law, which can be succinctly stated: "the vital few and the trivia] many."3 The "law" was identified by Vilfredo Pareto (1848-1923), an Italian economist and sociologist who studied the distribution of wealth in Italy and found that most of it was held by a small percentage of the population.

Pareto's Law applics not only to the distribution of wealth but to many other distributions as well. The law is often identified as the $80 \%-20 \%$ rule (although exact percent-

[^26]

Figure 21.6 Typical (hypothetical) Pareto distribution of a factory's production output. Although there are ten models produced. two of the models account for $80 \%$ of the total units. This chart is sometimes referred to as a P-Q chart, where $P=$ products and $Q=$ quantity of production.
ages may differ from 80 and 20 : $80 \%$ of the wealth of a nation is in the hands of $20 \%$ of its people: $80 \%$ of inventory value is accounted for by $20 \%$ of the items in inventory; $80 \%$ of sales revenues are generated by $20 \%$ of the customers; $80 \%$ of the quality savings can be obtained from $20 \%$ of the quality problems; and $80 \%$ of a factory's production output is concentrated in only $20 \%$ of its product modets (as in Figure 21.6). What is suggested by Pareto's Law is that the most attention and effort in any study or project should be focused on the smaller proportion of the population that is seen to be the most important.

### 21.3.3 Check Sheets

The check sheet (not to be confused with "check list") is a data gathering tool generally used in the preliminary stages of the study of a quality problem. The operator running the process (e.g., the machine operator) is often given the responsibility for recording the data on the check sheet, and the data are often recorded in the form of simple check marks.

## EXAMPLE 21.5 Check Sheet

For the dimensional data in the frequency distribution of Table 21.3, suppose we wanted to see if there were any differences between the three shifts that are responsible for making the parts. Design a check sheet for this purpose.

Solution: The check sheet is illustrated in Table 21.4. The data include the shift on which each dimensimal value was produced (shifts are identified simply as 1,2 , and 3 ). The data in a check sheet are usually recorded as a fanction of time periods (days, weeks, months). as in our table.

TABLE 21.4 Check Sheet in Which Data from the Frequency Distribution of Table 21.3 Are Recorded According to Shift (1, 2, or 3) on Which the Parts Were Made

| Range of Dimension | May 5 | May 6 | May 7 |  | May 8 | May 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.975 \leq x<1.980$ |  |  | 3 |  | Weakty Totals |  |
| $1.980 \leq x<1.985$ |  | 2 |  |  |  | 1 |
| $1.985 \leq x<1.990$ | 1 | 3 | 3 | 3 | 3 | 3 |
| $1.990 \leq x<1.995$ | 12 | 1123 | 12 | 12 | 3 | 5 |
| $1.995 \leq x<2.000$ | 112223 | 11223 | 1112223 | 112223 | 11223 | 13 |
| $2.000 \leq x<2.005$ | 11223 | 11223 | 111223 | 112223 | 11122 | 29 |
| $2.005 \leq x<2.010$ | 123 | 123 | 223 | 133 | 123 | 15 |
| $2.010 \leq x<2.015$ | 3 | 3 | 3 |  | 3 | 4 |
| $2.045 \leq x<2.020$ | 3 |  |  | 3 |  | 2 |
| $2.020 \leq x<2.025$ | 3 |  |  |  |  | 1 |
| Total Parts/Day | 20 | 20 | 21 | 20 | 19 | 100 |

It is clear from the data that the third shift is responsible for much of the variability in the data. Futther analysis, shown in Table 21.5, substantiates this finding. This should lead to an investigation to determine the causes of the greater variablity on the third shift, with appropriate corrective action to address the problem. The result of the corrective action might be to improve the process capability of the manufacturing operation making the parts.

TABLE 2^.5 Summary of Data from Check Sheet of Table 21.4 Showing Frequency of Each Shift in Each of the Dimension Ranges

| Range of Dimension | Shif 1 | Shif 2 | Shift 3 | Totals |
| :--- | :---: | :---: | :---: | :---: |
| $1.975 \leq x<1.980$ |  |  | 1 | 1 |
| $1.980 \leq x<1.985$ |  | 1 | 2 | 3 |
| $1.985 \leq x<1.990$ | 2 | 6 | 3 | 5 |
| $1.990 \leq x<1.995$ | 6 | 13 | 1 | 13 |
| $1.995 \leq x<2.000$ | 11 | 11 | 4 | 29 |
| $2.000 \leq x<2.005$ | 12 | 5 | 6 | 27 |
| $2.005 \leq x<2.010$ | 4 |  | 4 | 15 |
| $2.010 \leq x<2.015$ |  | 2 | 4 |  |
| $2.015 \leq x<2.020$ |  | 36 | 29 | 2 |
| $2.020 \leq x<2.025$ | 35 | 7.2 | 5.8 |  |
| Weakly Total Parts/Shift | 35 |  |  |  |
| Average Daily Parts/Shift | 7.0 |  |  |  |

Wc also note from Table 21.5 that the average daily production rate for the third shift is somewhat below the daily rate for the other two shifts. The third shift seems to be a problem that demands management attention.

Check sheets can take many different forms, depending on the problem situation and the ingenuity of the analyst. The form should be designed to aliow some interpretation of results directly from the raw data, although subsequent data analysis may be necessary to recognize trends, diagnose the problem, or identufy areas of further study. The following types of check sheets can be distinguished [3]:

1. Process distribution check sheet. This is designed to collect data on process variability. Our example check sheet in Table 21.4 is this type.
2. Defecrive item check sheet. This check sheet is intended to enumerate the varicty of defects occurring, together with their frequency of occurrence.
3. Defect location check sheet. This is intended to identify where defects occur on the product. Its purpose is the same as the defect concentration diagram (Section 21,3,4).
4. Defect factor check sheet. This check sheet is used to monitor the input parameters in a process that might affect the incidence of defects. The input parameters might include equipment, operator, process cycle time, operating temperature-whatever is relevant to the process being studied.

### 21.3.4 Defect Concentration Diagrams

This is a graphical method that has been found to be useful in analyzing the causes of product or part defects. The defect concentration diagram is a drawing of the product with all relevant views displayed, onto which have been sketched the various defect types at the locations where they each occurred. By analyzing the defect types and corresponding locations, the underlying causes of the defects can possibly be identified.

Montgomery [6] describes a case study involving the final assembly of refrigerators that were plagued by surface defects. A defect concentration diagram (Figure 21.7) was utilized to analyze the problem. The detects were clearly shown to be concentrated around the middle section of the refrigerator. On investigation, it was leamed that a belt was wrapped around each unit for material handling purposes. It became evident that the defects were caused by the belt, and corrective action was taken to improve the handing method


Figure 21.7 Defect concentration diagram showing four views of re frigerator with locations of surface defects indicated in cross-hatched areas.


Figure 21.8 Scatter diagram showing the effect of cobait binder content on wear resistance of a cemented carbide cutting tool insert.

### 21.3.5 Scatter Diagrams

In many industrial probiems involving manufacturing operations, it is desirable to identify a possibic relationship that exists between two process variables. The scatter diagram is useful in this regard. A scatter diagram is simply an $x-y$ plot of the data taken of the two variables in question, as itlustrated in Figure 21.8. The data are ploted as pairs, for each $x_{i}$ value, there is a corresponding $y$, value. The shape of the data points considered in aggregate often reveals a pattern ot relationship between the two variables. For example, the scatter diagram in Figure 21.8 indicates that a negative correlation exists between cobalt content and wear resistance of a cemented carbide cutting tool. As cobalt content increases, wear resistance decreases. One must be circumspect in using scatter diagrams and in extrapolating the trends that might be indicated by the data. For instance, it might be inferred from our diagram that a cemented carbide tool with zero cobalt content would possess the highest wear resistance of all. However, cobalt serves as an essential binder in the pressing and sintering process used to fabricate cemented carbide tooks, and a minimum level of cobalt is necessary to hold the tungsten carbide particles together in the final product. There are other reasons why caution is recommended in the use of the scatter diagram, since only two variables are plotted. There may be other variables in the process whose importance in determining the output is far greater than the two variables displayed.

### 21.3.6 Cause and Effect Diagrams

The cause and effect diagram is a graphical-tabular chart used to list and analyze the potential causes of a given problem. It is not really a statistical tool in the sense of the preceding tools. As shown in Figure 21.9, the diagram consists of a central stem leading to the effect (the problem), with muitiple branches coming off the stem listing the various groups of possible causes of the problem. Because of its characteristic appearance, the cause and effect diagram is also known as a fishbone diagram. In application, the cause and effect diagram is developed by a quality team. The team then attempts to determine which causes are most consequential and how to take corrective action against them.

### 21.4 MPLEMENTING STATISTICAL PROCESS CONTROL

There is more to successful implementation of SPC than the seven SPC tools. The tools provide the mechanism by which SPC can be implemented, but the mechanism requires a dri-


Higwe 21.9 Cause and effect dragram for a manual soldering operation The diagram indicales the effect (the problem is poor solder joints) at the end of the artuw, and the possible causes are listed on the branches leading toward the effect.
ving force. The driving force in implementing SPC is management commitment to quality and the process of continuous improvement. Through its involvement and example, management drives the successful implementation of SPC. Although management is the most important ingredient, there are other factors that play a role. In this section, we discuss two topics related to SPC implementation: (1) elements of a successful SPC program and (2) how to carry out a quality improvement project.

### 21.4.1 Elements of a Successful SPC Program

Five elements usually present in a successful SPC program can be identified as follows in their order of importance, based on [6]:

1. Management commiment and leadershup. This is probably the most important clement. Management sets the example for others in the organization to follow. Continuous quality improvement is a management-driven process.
2. Team approach to problem solving. Quality problems in production usually require the attention and expertise of more than one person for their solution. It is difficult for one individual, acting alone, to make the necessary changes to solve a quality problem. Teams whose members contribute a broad pool of knowledge and skills are found to be the most effect approach to problem solving.
3. SPC training for all employees. Employees at all levels in the organization must be knowledgeable in the tools of SPC so that they can be applied in all functions of the enterprise SPC training must be made available to cveryone, from the chief executive officer to the starting production worker.
4. Emphasis on continuous improvement. By the commitment and example of management, the process of continuous improvement is pervasive throughout the organization.
5. A recognition and communicationsystem. Finally, there should be a mechanism for recognizing successful SPC efforts and communicating them throughout the organization.

### 21.4.2 Accomplishing a Qualty Improvement Prolect

Quality probiems are usually attacked on a project-by-project basis by project teams. (Recell that the team approach is one of the five elements of successful SPC implementation.) The teams consist of representatives from various departments. Members are selected according to their knowledge and expertise in the problem area. They serve part-time on the project team in addition to fulfilling their regular duties. On completion of the project, the teatt is disbanded.

The steps in each project will vary depending on the type of quality problem being addressed. Details of the recommended approaches vary with different authors [5], [7]. [8]. The following is a logical sequence of steps derived from these referencest (1) select the project, (2) observe the process, (3) analyze the process and conduct experiments if appropriate, (4) formulate corrective action, and (5) implement the corrective action. These steps are discussed in Table 21.6. and we indicate where each of the seven SPC tools might be utilized in a quality improvement project.

1. Select the Project. Identifying an appropriate quality project is sometimes more difficult than it might seem. The problems that often stand out are ones that require immediate attention. Of course, these problems must be solved. But the significant gains in quality are often found in the chronic problems that are sometimes obscured by the more dramatic ones.

How is an appropriate quality project identified? The ideal attributes include: (1) it addresses a chronic problem; (2) the problem is significant; (3) the project is feasible and

TABLE 21.6 Applications of the Sevan SPC Tools in a Quality Improvement Project

| Quality improvement Project Step | SPC Toot | Other Techniques and Actions |
| :---: | :---: | :---: |
| 1. Select the project | Control charts Pareto chart | Pareto priority index |
| 2. Observe the process | Check sheet | Check list Propose theories and hypothases |
| 3. Analyze the project | Histogram <br> Pareto chart <br> Defect concentration diagram <br> Scatter diagram <br> Cause and effect diagramt | Conduct experiments Computer simulations Evolutionary operations on actual process Literature review |
| 4. Formulate corrective action | Scatter diagram Cause and effect diagram | Make recomrnendations <br> Management approval and authorization |
| 5. Implement corrective action |  | Revise procedures <br> Manage change Project assessment (audit) Disband team |

it is possible to solve the problem within a reasonable time period; (4) savings should exceed project cost. where savings include intangible as well as tangible factors; and (5) it should be a learning experience in quality improvement that will be of value in future projects.

An approach described in [5] is based on Parcto analysis (Section 21.3.2). The approach was used at AT\&T to evaluate and prioritize potential projects (not limited to quality projects). It makes use of a Pareto priority index, which is defined:

$$
\begin{equation*}
P \mathrm{PI}=\frac{\mathrm{E}(\mathrm{~S})}{C T} \tag{21.16}
\end{equation*}
$$

where $\mathrm{PPl}=\mathbf{P a r e t o}$ priority index;E(S) $=$ expected savings from the project, which equals anticipated savings multiplied by the probability of success; $C=$ cost of project: and $T=$ time to complete (yr). The candidate project(s) with the highest PPI value is (are) selected for study.
2. Observe the Process. This involves a preliminary study to allow the project team to learin about the process (the term "process" sefers to the problem area under study, which is often a manufacturing process or an organizational procedure). The study often involves a checklist of basic questions about the process such as those in Table 21.7.

It is during this step in the project that theories about the problem are proposed. A theory is a hypothesis put forth to explain the cause of the problem. It is a speculation about the relationships that might exist between certain observed phenomena of the process. Theories are developed by project team members and by others familiar with the problem, such as operators, line supervisors, and technical staff. They provide the basis for subsequent analysis and experimentation.
3. Analyze the Process. Analysis is where most of the working day of at least some of the team members is spent on the project. Through discussion and debate within the project team, some of the proposed theories are discarded while others are selected for testing. The cause and effect diagram (Section 21.3.6) is often useful in examining the various hypotheses about the problem.

To prove or disprove certain theories, experiments are often required. Experimentation involves collecting data from the process, generally under closely controlled conditions. In some cases, the experiments may be conducted on a pilot plant or computer model

TABLE 21.7 Checklist of Questions During Observation of the Process

[^27]of the process, rather than on the process itself. This allows certain phenomena to be investigated that might be dangerous or impossible with the real process Also, testing of the actual process may lead to disruptions in production that are deemed undesirable. Experiments are conducted in quality improvement projects with various objectives, including the foliowing: (1) determine which factors are most important in affecting output variables of interest, (2) determine which factors are most responsibic for process variability. (3) define relationships among input and output factors, and (4) drive the process output toward a more desirable level.

The first three objectives require experiments that must be carefully designed to maximize the likelihood that the desired information can be extracted from the data. Design of experiments is a complex subject in statistics that is well beyond the scope of our text, and the interested reader is referred to the literature in that field. The fourth objective can be accomplished using evolutionary operations, a systematic search technique developed by G. Box [1], in which small changes in input parameters are made in the process to ascertain their effect on a given process output. Based on the effect of the small changes, larger changes are then made in the inputs to improve the value of the output.
4. Formulate Corrective Action. Based on the results of the analysis, an action plan is formulated to solve the problem. The action plan consists of one or more recommended changes designed to improve quality. The changes may improve other performance parameters as well, such as cost and productivity. The recommended changes are specif.c to the problem, but yypicat examples include: revised work procedures to be followed by workers, additional worker training, better tooling for the process, change in raw materials. change in product design, new controls on the process, and repiacement of equipment.

In most organizations, the action plan requires approval by management. The proposed changes will doubtlessly affect personnei directly involved with the process, and so management approval is needed to make the action pian official. Commitment of company resources may be required to implement the plan, and funds must be authorized by management. Even though the project team has devoted much time and effort in developing a solution to the problem, management may have a perspective not possessed by any of the team members. That perspective may mean the difference between success and failure of the plan. For these and other good reasons, the action plan must undergo a management approval procedure prior to implementation.
5. implementation. Implementation means enacting the changes proposed in the corrective action plan. Aside from the hardware changes in the process (e.g, new processing equipment, better sensors), there is the human side of change that often presents greater challenges than the physical changes. In any social organization there is resistance to change. There are many suggested guidelines to follow when implementing changes that affect humans, and we properly leave these to other references.

As part of implementation, it is necessary to monitor the effect that the changes have on the process. Do the changes result in the desired improvements in quality? What are the unanticipated side effects? When it is established that the desited results have been achieved, the changes must be standardized. This simply means that the altered process becomes the new standard process. Line supervision and technical staff must be apprised of the changes. Documentation must be prepared detailing the ncw method. Worker tuaining may be required. The center and control limits of the control charts may have to be adjusted in light of the improvement.

Firally, it is desirable to perform an nudit of the project. How successful was the process of performing the project? How did the project team work together? What were the biggest implementation problems? What should be done differently on the next project? For an organizatiot committed to continuous improvement, answers to these kinds of questions help to fine-tune its problem-solving skills.
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## PROBLEMS

Note: Problems 2 and 5 require use of standard normal distribution tables not included in thes text.

## Process Capability and Statistical Tolerancing

21.1 A furning process is in statistical control and the output is normaily distributed, producing parts with a mear diameter $=30.020 \mathrm{~mm}$ and a standard deviation $=0.040 \mathrm{~mm}$. Determine the proccss capability.
21.2 In Problem 21.1, the design specilication on the part is that the diameter $=30.000 \pm$ 0.150 mm . (a) What proportion of parts fall outside the tolerance linits? (b) If the process is adjusted so that its mean diameter $=30.000 \mathrm{mom}$ and the standard deviation remains the same wiat proportion of parts fall outside the tolerance limits?
21.3 An automated jube bending operation produces parts with an included angle $=91.2^{\circ}$. The process is in statistical control. and the values of included angle are normally distributed With a standard deviation $=0.55^{\circ}$. The design specification on the angle $=90.0^{\circ} \pm 2.0^{\circ}$. (3) Determinc the process capablity. (b) tf the process could be adjusted so that its mean $=90.0^{\circ}$. determine the value of the process capabilty index.
21.4 A plastic extrusion process is in statistical control and the output is normally distributed. Extrudate is produced with a critical cross-section dimension $=28.6$ mon and standard devidthon $=0.53 \mathrm{~mm}$. Determine the process capability.
31.5 In Problem 21.4, the design specification on the part is that the critical cross-sectional dimension $=28.0 \pm 2.0 \mathrm{~mm}$. (a) What proportion of parts fall outside the tolerance limits? (b) If the process were adjusted on that ats mean diameter $=28.0 \mathrm{~mm}$ and the standard deylation remained the same, what proportion of parts would fall outside the tolerance limits? (c) With the adjusted mean at 28.0 mm. determine the value of the process capability index.

## Control Charts

21.6 Seven samples of five parts cach bave been collected from an cxirusion process that is in stalistical control. and the diameter of the extrudate has been measured for each part. (a) Determine the values of the conter, I,CL, and UCL for $\bar{x}$ and $R$ chants. The caiculated values of $\bar{x}$ and $R$ for each sample are given below (measured values are in inches). (b) Construct the control charts and plot the sample data on the charts.

| $s$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{x}$ | 1.002 | 0.999 | 0.995 | 1.004 | 0.996 | 0.998 | 1.006 |
| $R$ | 0.010 | 0.011 | 0.014 | 0.020 | 0.008 | 0.013 | 0.017 |

21.7 Ten samples of size $n=8$ have been collected from a process in statistical control, and the dimension of interest bas been measured for each part. (a) Determine the values of the centcr. LCL, and UCL for the $\bar{x}$ and $R$ charts. The caiculated values of $\bar{x}$ and $R$ for each sample are given below (measured values are in millimeters). (b) Construct the control charts and plot the sample data on the charts.

| $s$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\dot{x}$ | 9.22 | 9.15 | 9.20 | 9.28 | 9.19 | 9.12 | 9.20 | 9.24 | 9.17 | 9.23 |
| $\beta$ | 0.24 | 0.17 | 0.30 | 0.26 | 0.27 | 0.19 | 0.21 | 0.32 | 0.21 | 0.23 |

21.8 In 12 samples of size $n=7$, the average value of the sample means is $\overline{\bar{x}}=6.860$ in for the dimension of interest, and the mean of the anges of the samples is $\bar{R}=0.027 \mathrm{in}$. Determine: (a) LCL and UCL for the $\bar{x}$ chart and (b) LCL and UCL for the $R$ chart. (c) What is your best estimate of the standard deviation of the process?
21.9 In aine samples each of size $n=10$, the grand mean of the samples is $\overline{\bar{x}}=100$ for the chatacteristic of interest, and the mean of the ranges of the samples is $\bar{R}=8.5$. Determine: (a) LCL and UCL for the $\bar{x}$ chart and (b) LCL and UCL for the $R$ chart. (c) Based on the data given, estimate the standatd deviation of the process.
21.10 A $p$ chart is to be constructed. Six samples of 25 parts each have been collected, and the average number of defects per sample $=2.75$. Determine the center, JCL, and UCL for the $p$ chart.
21.11 Ten samples of equal size are taken to prepare a $p$ chart. The total number of parts in these ten samples was 900 , and the total number of defects counted was 117. Determine the center. LCL, and UCL for the $p$ chart.
21.12 The yield of good chips during a certair step in silicon processing of integrated circuits averages $91 \%$. The number of chips per wafer is 200 . Determine the center, LCL, and UCL for the $p$ chart that might be used for this process.
21.13 The UCL and LCL for a $p$ chatt arc: $\mathrm{LCL}=0.10$ and $\mathrm{UCL}=0.24$. Decermine the sample size no that is used with this control chart.
21.14 The UCL and LCL for a $p$ charl ate: $\mathrm{CCL}=0$ and UCL $=0.20$. Detemine the samplesize $n$ that is compatible with this control chart.
21.15 Thelye cars were inspeced after finel assembly. The number of defects found ranged betueen A7 and 139 detects per car with an arerage of 116 . Determine the center UCL, and LCL for the $c$ chart that might be used in this situation.
21.16 Eor each of the the control charts in Figure P21.16. identify wheiber there is cyidence that the process cepicted is out of crimol.


Figure P21.16 Control charts for analysis.

## Miscellaneous

21.17 Consider some manufacturing process with waich you are eamiliar that manifests some chronic problem. Develop a cause and effect ciagram that identifies the possible causes of the probferm. This is a project tiat lends itself to a team activity.
21.18 Consider some organizational procedure with which you are familiar in your company that manifests some chronic problem. Develop a cause and effect diagram that identiffes the possible causes of the problem. This is a project that lends iself to a rean activity.
21,19 Six quality improvement projects are being considered for possible selection. The anticipated project cost, savings, probability of success, and time to complete are given in the accompanying table. Which project should be se'ected if the Pareto priority index is used as the selection criterion?

| Project | Cost | Savings | Pri(Success) | Time to Complete |
| :---: | :---: | :---: | :---: | :---: |
| A | $\$ 20,000$ | $\$ 50,000$ | 0.80 | 1.5 yr |
| B | $\$ 10,000$ | $\$ 34,000$ | 0.90 | 1.2 Yr |
| C | $\$ 35,000$ | $\$ 60,000$ | 0.75 | 2.0 yr |
| D | $\$ 6,000$ | $\$ 25,000$ | 0.90 | 1.5 yr |
| E | $\$ 25,000$ | $\$ 90,000$ | 0.60 | 2.5 yr |
| F | $\$ 20,000$ | $\$ 80,000$ | 0.85 | 0.75 vr |

## chapter 22

## Inspection Principles and Practices
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In quality control, inspection is the means by which poor quality is detected and good quality is assured. Inspection is traditionally accomplished using labor-intensive methods that are time-consuming and costly. Consequently, manufacturing lead time and product cost are increased without adding any real value. In addition, manual inspection is performed after
the process. often after a significant time delay. Therefore, if a bad product has been made, it is too late to correct the defect(s) during regular processing. Parts already manufactured that do not meet specified quality standards must either be scrapped or reworked at additiona! cost.

New approaches to quality control are addressing these problems and drastically altering the way inspection is accomplished. The new approachcs includc:

- $100 \%$ automated inspection rather than sampling inspection using manual methods
* an-line scnsor systems to accomplish inspection during or immediately after the mamufacturing process rather than off-line inspection performed later
- fecdback control of the manufacturing operation, in which process variables that determine product quality are monitored rather than the product itself
- software tools to track and analyze the sensor measurements over time for statistical process control
- advanced inspection and sensor technologies, combined with computer-based systems to automate the operation of the sensor systems.

In this chapter, we examine some of these modern approaches to inspection with an emphasis on automating the inspecticn function. In the following chapter, we discuss the relevant inspection technologies such as coordinate measuring machitnes and machine vision.

### 22.1 INSPECTION FUNDAMENTALS

The term inspection refers to the activity of examining the product, its components, subassemblies, or materials out of which it is made, to determine whether they conform to design specifications. The design specifications are defined by the product designer.

### 22.1.1 Types of Inspaction

Inspections can be classified into two types, according to the amount of information derived from the inspection procedure about the item's conformance to specification:

1. Inspection for variables, in which one or more quality characteristics of interest are measured using an appropriate measuring instrument or sensor. We discuss measurement principles in Section 23.1 of the following chapter.
2. Inspection for attributes, in which the part or product is inspected to determine whether it conforms to the accepted quality standard. The determination is sometines based simply on the judgment of the inspector. In other cases, the inspector uses a gage to aid in the decision. Inspection by attributes can also involve counting the number of defects in a product.

Examples of the wo types of inspection are listed in Table 22.1. To refate these differences to our discussion of control charts in the previous chapter, inspection for variables uses the $\bar{x}$ chart and $R$ chart, whereas inspection for attributes uses the $p$ chart or chart.

The advantage of measuring the part characteristic is that more information is obtained from the inspection procedure about the item's conformance to design specification. A quantitative value is obtained. Data can be collected and recorded over time to observe

TABLE 22.1 Examples of Inspection for Variables and Inspection for Attributes

## Examples of inspection by Variables

Measuring the diameter of a cylindr cal part
Measuring the temperature of a toaster oven to see If it is within the range specified by design engineering
Measuring the electrical resistance of an electronic component
Measuring the specific gravity of a fluid chemical product

Examples of inspection by Attributes
Gaging a cylindrical part with a GO/NO-GO gage to determine if it is within tolerance
Determining the froction defect rate of a sampic of production parts
Counting the number of defects per automobile as it leaves the final assembly plant
Counting the number of imperfections in a production run of carpeting

Irends in the process that makes the part. The data can be used to fine-tune the process so that future parts arc produced with dimensions closer to the nominal design value. In attributes inspection ( 6 g. , when a dimension is simply checked with a gage), all that is known is whether the part is acceptable and perhaps whether it is too big or toe small. On the other hand. the advantage of inspection for attributes is that it can be done quickly and therefore at fower cost. Measuring the quality characteristic is a more involved procedure and therelure takes more time.

### 22.1.2 Inspection Procedure

A typical inspection procedure performed on an individual item, such as a part, subassembiy, or final procuct, consists of the following steps [2]:

1. Presemtation-The item is presented for examination.
2. Examination-The item is examined for nonconforming feature(s). In inspection for variables cxamination consists of measuring a dimension or other attribute of the part or product. In inspection for attributes, this involves gaging one or more dimensions or searching the item for flaws.
3. Decision-Based on the examination. a decision is made whether the item satisfies the defined quality standards. The simplest case involves a binary decision, in which the item is deemed either acceptable or unacceptable. In more complicated cases, the decision may involve grading the item into one of more than two possible quality categories, such as grade A, grade B, and unacceptable.
4. Action-The decision should result in some action, such as accepting or rejecting the item, or sorting the item into the most appropriate quality grade. It may also be desirable to takc action to correct the manufacturing process to minimize the occurrence of future defects.

The inspection procedure is traditionally performed by a human worker (referred to as manual inspection), but automated inspection systems are being increasingly used as sensor and computer technologies are developed and refined for the purpose. In some production situations only one item is produced (e.g, a one-of-a-kind machine or a prototype), and the inspection procedure is applied only to the one item. In other situations, such as batch production and mass production, the inspection procedure is repeated either on all of the items in the production run ( $100 \%$ inspection, sometimes called screening) or on only
a sample taken from the population of items (samphing inspection). Manual inspection is more likely to be used when only one item or a sample of parts from a larger batch is inspected, whereas automated systems are more common for $100 \%$ inspection in mass production.

In the ideal inspection procedure. all of the specified dimensions and attributes of the part or product would be inspected. However, inspecting every dimension is time con suming and expensive. In general. it is unnecessary. As a practical matter, certain dimensions and specifications are more important than others in terms of assembly or function of the product. These important specifications are called key characteristics (KCs). They are the specifications that should be recognized as important in design, identified as KC s on the part drawings and in the engineering specifications, paid the most attention in manufacturing and inspected in quality control. Examples of KCs include: matching dimensions of assembled components, surface roughness on bearing surfaces, straightness and concentricity of high speed rotating shafts, and finishes of exterior surfaces of consumer products. The inspection procedure should be designed to focus on these KCs. It usually turns out that if the processes responsible for the KCs are maintained in statistical control (Section 21.1), then the other dimensions of the part will atso be in statistical control. And if these less important part features deviate from their nominal values, the consequences, if any, are iess severe.

### 22.1.3 Inspection Accuracy

Errors sometimes occur in the inspection procedure during the examination and decision steps. Items of good quality are incorrectly classified as not conforming to specifications, and nonconforming items are mistakenly classified as conforming. These two kinds of mistakes are called Type I and Type II errors. A Type I error occurs when an item of good quality is incorrectly classified as being defective. It is a "false alarm." A Type II error is when an item of poor quality is erroneously classified as being good. It is a "miss." These error types are portrayed graphically in Table 22.2.

Inspection errors do not always neally follow the above classification. For example, in inspection by variables, a common inspection error consists of incorrectiy measuring a part dimension. As another example, a form of inspection by attributes involves connting the number of nonconforming features on a given product, such as the number of defects on a new automobile coming off the final assembly line. An error is made if the inspector misses some of the defects. In both of these examples, an error may result in either a con-

TABLE 22.2 Type I and Type II Inspection Errors

| Decision | Conforming ltem | Nonconforming Item |
| :--- | :--- | :--- |
| Accept item | Good decision Type herror <br> "Miss"  |  |
| Reject item | Type I error <br> "False alarm" | Good decision |
|  |  |  |

forming feature being classified as nonconforming (Type I error) or a nonconforming feature being classified as conforming (Type 11 error).

In macual inspection. these erms result from factors such as: (1) complexily and difficuity of the inspection task. (2) jnherent variations in the inspection procedure, (3) judgment required by the human inspector. (4) mental fatigue, and (5) inaccuracies or protlems with the gages or measuring instruments used in the inspection procedure. When the procedure is accomplished by an automated system, inspection errors occur due to factors such ass (1) complexity and difficulty of the inspection task, (2) resolution of the inspection sensor, which is affected by "gain" and similar control parameter settings. (3) equipment malfunctions, and (4) faults or "bugs" in the computer progarn controlling the inspection procedure.

The term inspection accuracy refers to the capability of the inspection process to avoid these types of errors, Inspection accuracy is high when few or no ertors are made. Measures of inspection accuracy are suggested by Drury [2] for the case in which parts are classified by an inspector (or automatic inspection system) into either of two categories, conforming or ronconforming. Considering this binary case. let $p_{1}=$ proportion of times (or probability) hat a conforming item is classified as conforming, and let $p_{2}=$ proportion of (imes (or probablity) that a nonconforming item is classified as nonconforming. In other words, both of these proportions (or probabilities) sortespond to correct decisions. Thus. $\left(1-p_{1}\right)=$ probability that a conforming item is classited as nonconforming ('Yype 1 error), and $\left(1-m_{2}\right)=$ probability that a noneonforming item is classified as conforming (Type 11 error).

If we let $q=$ actual fraction defect rate in the batch of items, a table of possible outcomes can be constructed as in Table 223 to show the fraction of parts correctly and incorrectly classified and for those incorrectly classified, whether the error is Type I or Type II.

These proportions (probabilities) woudd have to be assessed empirically for individual inspectors by determining the proportion of correct decisions made in each of the two cases of conforming and nonconforming items in a parts batch of interest. Unfortunately. the proportions vary for different inspection tasks. The error rates are generally higher ( $p_{1}, p$, values lower) for more difficult inspection tasks. Also, different inspectors tend to have different $p_{1}$ and $p_{2}$ rates. Typical values of $p_{1}$ range between 0.90 and 0.99 , and typical $p_{2}$, values range between 0.80 and 0.90 . but values as low as 0.50 for both $p_{1}$ and $p_{1}$ have been reported [2]. For humars inspectors. $p_{1}$ is inclined to be higher than $p_{2}$ becausc inspectors are usuatly examining items that are mostly good quality and tend to be on the lookout for defects.

TABLE 22.3 Table of Possible Outcomes in Inspection Procedure. Given $q$, $p_{1}$, and $p_{2}$

| Decision | True State of liem |  |  |
| :---: | :---: | :---: | :---: |
|  | Conforming | Nonconforming | Total |
| Accept item | p.(1) 1 ¢) | $\left(1-p_{z}\right) \boldsymbol{a}$ | $p_{1}+q\left(1-p_{1}-p_{2}\right)$ |
|  |  | Type il error |  |
| Reject item | $\left(1-p_{1}\right)(1-a)$ | $p_{2} \square^{4}$ | 1- $p_{1}-q\left(1 \cdot p_{1}-p_{2}\right]$ |
|  | Type I error |  |  |
| Total | $(1-a)$ | $a$ | 1.0 |

Values of $p_{1}$ and $p_{2}$ are workable measures of inspection accuracy for a human inspector or an automated inspection system. Each measure taken separately provides useful information because the $p_{1}$ and $p_{2}$ values would be expected to vary independently to some degree depending on the inspection task and the person or system performing the inspection. Nonetheless, the two values can be combined into a single measure of inspection accuracy by taking a simple average:

$$
\begin{equation*}
A=\frac{p_{1}+p_{2}}{2} \tag{22.1}
\end{equation*}
$$

where $A=$ measure of inspection accuracy that ranges between zero (all inspection decisions incorrect) and 1.0 (all decisions correct = perfect accuracy); $p_{1}=$ probability that a conforming item is classified as conforming; and $p_{2}=$ probability that a defective item is classified as defective, as previously defined. A practical difficulty in applying the measure is determining the true values of $p_{1}$ and $p_{2}$. These values would have to be determined by an alternative inspection process, which would itself be prone to similar errors as the first process whose accuracy is being assessed.

## EXAMPLE 22.1 Inspection Accuracy

A human worker has inspected a batch of 100 parts, reporting a total of 12 defects in the batch. On careful reexamination, it was found that four of these reported defects were in fact good pieces (four false alarms), whereas a total of six defective units in the batch were undetected by the inspector (six misses). What is the inspector's accuracy in this instance? Specifically, what are the values of (a) $p_{1}$, (b) $p_{2}$, and (c) $A$ ?

Solution: Of the 12 reported defects, four are good, leaving eight defects among those reported. In addition, six other defects were found among the reportedly good units. Thus, the total number of defects in the batch of 100 is $8+6=14$. This means there were $100-14=86 \mathrm{good}$ units in the batch. We can assess the values of $p_{1}, p_{2}$, and $A$ on the basis of these numbers.
(a) To assess $p_{1}$, we note that the inspector reported 12 defects, leaving 88 that were reported as acceptable. Of these 88 , six were actually defects, thus leaving $88-6=82$ actual good units reported by the inspector. Thus, the proportion of good parts reported as conforming is:

$$
p_{1}=\frac{82}{86}=0.9535
$$

(b) There are 14 defects in the batch, of which the inspector correctly identified eight. Thus, the proportion of defects reported as nonconforming is:

$$
p_{2}=\frac{8}{14}=0.5714
$$

(c) The overall inspection accuracy is given by Eq. (22.1):

$$
A=\frac{0.9535+0.5714}{2}=0.7625
$$

### 22.1.4 Inspection vs. Testing

Quality control utilizes both inspection and testing procedures to detect whether a part or product is within design specifications. Both activities are important in a company's quality control program. Whereas inspection is used to assess the quality of the product relative to design specifications testing is a term in quality control that refers to assessment of the functional aspects of the product: Does the product operate the way it is supposed to operate? Wil it continue to operate for a reasonable period of time? Will it operate in environments of extreme temperature and humidity? Accordingly, $Q C$ resing is a procedure in which the item being tested (product, subassembly, part, or materiai) is observed during actual operation or under conditions that might be present during operation. For example, a product might be tested by running it for a certain period of time to determine whether it function s properly. If the product successfully passes the test, it is approved for shipment to the customer. As another example. a part, of the material out of which the part is to be made, might be tested by subjecting it to a stress load that is equivalent to or greater than the load anticipated during normal service.

Sometimes the testing procedure is damaging or destructive to the item. To ensure that the majority of the items (e.g., raw materials or finished producis) are of satisfactory quality, a limited number of the items are sacrificed. However, the expense of destructive testing is significant enought that great efforts are made to devise methods that do not result in the destruction of the item. These methods are referred to as mondestructive testing (NDT) and nondestructive evaluation (NDE).

Another type of testing procedure involves not only the testing of the product to see that it fuactions properly; it also requires an adjustment or calibration of the product that depends on the outcome of the test. During the testing procedure, one or more operating variables of the product are measured, and adjustments are made in certain inputs that influence the performance of the operating variables. For example, in the testing of certain appliances with heating elements, if the measured temperature is too high or too low after a specified time, adjastments can be made in the control circuitry (e.g., changes in potentiometer settings) to bring the temperature within the acceptable operating range.

### 22.2 SAMPLING VS. 100\% INSPECTION

Our primary interest in this chapter is on inspection rather than testing. As suggested by the preceding descriptions of the two functions, inspection is more closely associated with manufacturing operations. Inspection can be performed using statistical sampling or $100 \%$.

### 22.2.1 Sampling Inspection

Inspection is traditionally accomplished using manual labor. The work is often boring and monotonous, yet the need for precision and accuracy is great. Hours are sometimes required to measure the important dimensions of only one workpart. Because of the time and expense involved in inspection work, sampling procedures are often used to reduce the need to inspect every part. The statistical sampling procedures are known by the terms acceptance sampling or lot sampling.

Types of Sampling Plans. There are two basic types of acceptance sampling: (1) attributes sampling and (2) variables sampling, corresponding to inspection by attributes
and inspection by variables previously described (Section 22.1.1). In a variabies sampling plan, a random sampic is taken from the population, and the quality characteristic of interest (e.g.. a part dimension) is measured for each unit in the sample. These measurements are then averaged. and the mean value is compared with an allowed value for the plan. The batch is then accepted or rejected depending on the results of this comparison. The allowed value used in the comparison is chosen so that the probability that the batch will be rejected is smali unless the actual quality level in the population is indeed poor.

In an attributes sampling plan. a randorn sample is drawn from the batch, and the units in the sample are classified as acceptable or defective, depending on the quatity criterion being used. The batch is accepted if the number of defects does not exceed a certain value, called the acceptance number. On the other hand, it the number of defects found in the sample is greater than the acceptance number, the batch is rejected. As in variables sampling, the value of the acceptance number is selected so that the probability that the batch will be rejected is small unless the overall quality of the parts in the batch is poor.

It sampling, there is always a probability that the batch will be rejected even if the overall quality is acceptable. Similarly, there is a probability that the batch will be accepted even if the overall qualiny level in the batch is not acceptable. Statistical errors are a fact of bife in statistical sampling. Let us explore what is meant by the word "aceeptable" in the context of acceptance sampling and at the same time examine the risks associated with committing a statistical error. Our focus will be on attributes sampling, but the same basic notions apply to variables sampling. Ideally, a bateh of parts would be absolutely free of defects. Howcver, such perfection is difficult if not impossible to attain in practice. Accordingly, a certain level of quatity is agreed on between the customer and the supplier as being acceptable, even though that quality is less than perfect. This is called the acceptable quality level (AQL), which is deftned in terms of proportion of defects, or fraction defect rate $q_{o}$. Alternatively, there is another level of quality, again defined in terms of fraction defect rate $q_{1}$, where $q_{1}>q_{0}$. which is agreed on by customer and supplier as being unacceptable. This $q_{1}$ level is called the Ior tolerance percent defective (LTPD).

Statistical Errors in Samping. There are two possible statistical errors that car: occur in acceptance sampling. The first is rejecting a batch of product that is equal to or better than the AOL (meaning that the actual $\boldsymbol{q} \leq q_{0}$ ). This is a Type I error, and the proba. bility of committing this type of error is called the producer's risk a. The second error that can occur is accepting a batch of product whose quality is worse than the LTPD $\left(q \geq q_{1}\right)$. This is a Type $I I$ error, and the probability of this error is called the consumer's risk $\beta$. These errors are depicted in Table 22.4. Sampling errors are not to be confused with the

TABLE 22.4 Type I and Type II Sampling Errors

| Decision | Acceptable Batch | Unacceptable Batch |
| :--- | :---: | :---: |
| Accept batch | Good decision | Type il error |
| Reject batch | Consumar's risk ( $\beta$ ) |  |
| Typelerror | Good decision |  |
| Producer's risk ( $\alpha)$ |  |  |

inspectior errors previously described in our discussion of inspection accuracy (Section 22.1.3). Sampling errors occur because only a fraction of the total population has been inspected. We are at the mercy of the laws of probability as to whether the sample is an accurate reflection of the population. Inspection errors, on the other hand, occur when an individual item is wrongly classified as being defective when it is good (Type I error) or good when it is deftective (Type Il erion).

Design of an acceptance sampling plan involves determining values of the sample size $Q$, and the acceptance number $N_{0}$ that provide the agreed-on AOL and LTPD, together with the associated probabilities a and $\beta$ (producer's and consumer's risks). Procedures for determining $Q$, and $N_{o}$ based on AQL, LTPD, $\alpha$, and $\beta$ are described in texts on quality control, such as [3], and [4]. Also standard sampling plans have been developed, such as MIL-STD-105D (also known as ANSI/ASQC Z1.4, the U.S. standard. and ISO/DIS2859. the intenational standard).

Operating Characteristic Curve. Much information about a sampling plan can be obtained from its operating characteristic curve (OC curve). The operating characteristic curve for a given sampling plan gives the probability of accepting a batch as a function of the possible fraction defect rates that might exist in the batch. The general shape of the OC curve is shown in Figure 22.1. In effect, the OCelarve indicates the degree of protection provided by the sampling plan for various quality levels of incoming lots. If the incoming batch has a high quality level (low $q$ ), then the probability of acceptance is high. If the quality level of the incoming batch is poor (high $q$ ). then the probability of acceptance is low.


Figure 22.1 The operating characteristic (OC) curve for a given sampling plan shows the probability of accepting the lot for different fraction defect rates of incoming batches.

When a batch is rejected as a result of a sampling procedure, several possible actions might be taken. One possibility is to send the parts back to the supplier. If there is an immediate need for the parts in production, this action may be impractical. A more appropriate action may be to inspect the batch $100 \%$ and sort out the defects, which are sent back to the supplicr for replacement or credit. A third possible action is to sort out the defects and rework or replace them at the supplier's expense. Whatever the action, rejecting a batch leads to corrective action that has the effect of improving the overall quality of the batch exiting the inspection operation. A given sampling plan can be described by its average outgoing quality curve (AOQ curve), the typical shape of which is illustrated in Figure 22.2. The AOO curve shows the average quality of batches passing through the sampling inspection plan as a function of incoming lot quality (before inspection). As one would expect, when the incoming quality is good (low $q$ ), the average outgoing quality is good (low AOQ ). When the incoming quality is poor (high $q$ ), the AOO is also low because there is a strong probability of rejecting the batch, with the resulting action that defectives in the batch are sorted out and replaced with good parts. It is in the intermediate range, between the AOL and ETPD, that the outgoing batch quality of the sampling plan is the poorest. As shown in our plot, the highest $A O Q$ level will be found at some intermediate value of $q$, and this AOQ is called the average outgoing qually $\mathrm{lim} / \mathrm{f}$ ( AOQL ) of the plan.

### 22.2.2 100\% Manual Inspection

In sampling inspection, the sample size is often small compared with the size of the population. The sample size may represent only $1 \%$ or fewer of the number of parts in the batch. Because only a portion of the items in the population is inspected in a statistical sampling procedure, there is a risk that some defective parts will slip through the inspection screen. As indicated in our preceding discussion of average outgoing quality, one of the objectives in statistical sampling is to define the expected risk, that is, to determine the average fraction defect rate that will pass through the sampling inspection procedure over the long run, under the assumption that the manufacturing process remains in statistical control.


Figure 22.2 Average outgoing quality ( $A O Q$ ) curve for a sampling plan.


Figure 22.3 Operating characteristic curve of a $100 \%$ inspection plan.

The frequency with which samples are taken, the sample size, and the permissible quality level (AOL) are three important factors that affect the level of risk involved. But the fact remains that something less than $100 \%$ good quality must be tolerated as a price to be paid for using statistical sampling procedures.

In principle, the only way to achieve $100 \%$ acceptable quality is to use $100 \%$ inspection. It is instructive to compare the OC curve of a $100 \%$ inspection plan, shown in Figure 22.3 , with the OC curve of a sampling plan as in Figure 22.1. The advantage of $100 \%$ inspection is that the probability the batch will be accepted is 1.0 if its quality is equal to or better than the AQL and zero if the quality is lower than the AQL . One might logicaliy argue that the tern "acceptable quality level" has less meaning in $100 \%$ inspection, since a target of zero defects should be attainable if every part in the batch is inspected; in other words, the $A Q L$ should be set at $g=0$. However, one must distinguish between the output of the manufacturing process that makes the parts and the output of the inspection procedure that sorts the parts. It may be possible to separate out all of the defects in the batch so that only good parts remain after inspection ( $\mathrm{AOQ}=$ zero defects), whereas the manutacturing process still produces defects at a certain fraction defect rate $q(q>0)$.

Theoreticaliv, $100 \%$ inspection allows only good quality parts to pass through the inspection procedure. However, when $100 \%$ inspection is done manually, two problems arise: First, the obvious problem is the expense involved. Instead of dividing the time of inspecting the sample over the number of parts in the production sun, the inspection time per piece is applied to every part. The inspection cost sometimes exceeds the cost of making the part. Second, with $100 \%$ manual inspection, there is the probiem of inspection accuracy (Section 22.1,3). There are almost always errors associated with $100 \%$ inspection (Type I and II errory), especially when the inspection procedure is performed by human inspectors Because of these human errors, $100 \%$ inspection using manual methods is no guarantec of $100 \%$ good quality product.

### 22.3 AUTOMATED INSPECTION

An alternative to manual inspection is automated inspection. Automation of the inspection procedure will almost always reduce inspection time per piece, and automated machines are not given to the fatigue and mental errots suffered by human inspectors. Economic justification of an automated inspection system depends on whether the savings in labor cost and improvement in accuracy will more than offset the investment and/or development costs of the system.

Automated inspection can be defined as the automation of one or more of the steps involved in the inspection procedure. There are a number of alternative ways in which auttomated or womatomated inspection can be implemented:

1. Automated presentation of parts by an automatic handing system with a human opcrator still pertorming the examination and decision steps.
2. Automated examination and decision by an automatic inspection machinc, with manual loading (presentation) of parts into the machine.
3. Completcly automated inspection system in which parts presentation, examination, and decision are all performed automatically.

In the first case. the inspection procedure is performed by a human worker. with all of the possible errors in this form of inspection. In cases (2) and (3), the actual inspection operation is accomplished by an automated system. These latter cases are our primary interest here.

As in manual inspection, automated inspection can be performed using statistical sampling or $100 \%$. When statistical sarmpling is used, sampling errors are possible.

With cither sampling or $160 \%$ inspection, automated systems can commit inspection errors, just as human inspectors can make such errors. For simple inspection tasks, such as automatic gaging of a single dimension on a part, automated systems operate with high accuracy (low error rate). As the inspection operation becomes more complex and difficult. the error rate tends to increase. Some machine vision applications (Scction 23.5) fall into this category; for example, detecting defects in integrated circuit chips or printed circuit boards. It should be mentioned that these inspection tasks are also complex and difficult for human workers and this is one of the reasons for developing automated inspection systems that can do the job.

As before, inspection errors can be classified as Type I or Type II. A Type I error occurs when the automated system indicates a defect when no defect is really present, and a Type 11 crror occurs when the system misses a teal dafect. Some automated nspection syslems can be adjusted in terns of their sensitivity for detecting the defect they are designed to find. This is accomplished by means of a "gain" adjustment or similar control, When the sensitivity adjustment is tow, the probability of a Type I error is low but the probability of a Type II error is high. When the sensitivily adjusment is increased, the probability of a Type I error increases, whereas the probability of a Type II error decreases. This telationship is portrayed in Figure 22.4. Because of these errors, $100 \%$ automated inspection cannot guarantee $100 \%$ good quality product.

The full potential of anstomated inspection is hest achieved when it is integrated into the manufacturing process, when $100 \%$ inspection is used, and when the restits of the proccdure lead to some positive action. The positive actions can take ether or both of two possible forms, as illustrated in Figure 22.5:


Figure 22.4 Relationship between sensitivity of an automated inspection system and the probability of Type I and Type II errors: $p_{1}=$ the probability that a conforming item is correctly classificd. and $p_{2}=$ the probability that a nonconforming item is correctly classified.


Figure 22.5 Action steps resulting from automated inspection: (a) feedback process control and (b) sortation of parts into two or more quality levels.
(a) Feedback procesx control. In this case, data are fed back to the preceding manufacturing process responsible for the quality characteristics being evaluated or gaged in
the inspection operation. The purpose of feedback is to allow compensating adjustments to be made in the process to reduce vanability and improve quality. If the measurements from the automated inspection indicate that the output of the process is beginning to drift toward the high side of the tolerance (e.g., tool wear might cause a part dimension to increase over time), corrections can be made in the input parameters to bring the output back to the nominat value. In this way, average quality is maintained within a smaller variabritity range than is possible with sampling inspection methods. In effect, process capability is improved.
(b) Parts sartation. In this case, the parts are sorted according to quality level: acceptable versus unacceptable quaity There may be more than two levels of quality appropriate for the process (e.g., acceptable, reworkable, and scrap). Sortation and inspection may be accomplished in several ways. One alternative is to both inspect and sort at the sarne station. Other installations locate one or more inspections along the processing line, with a single sortation station near the end of the line. Inspection data are analyzed and instructions are forwarded to the sortation station indicating what action is required for each part.

### 22.4 WHEN AND WHERE TO MSPECT

Inspection can be performed at any of several places in production: (1) receiving inspection, when raw materials and parts are received from suppliers, (2) at various stages of manufacture, and (3) before shipment to the customer, In this section our principal focus is on case (2), that is, when and where to inspect during production.

### 22.4.1 Off-Line and On-Line Inspection

The timing of the inspection procedure in relation to the manufacturing process is an important consideration in quality control. Three alternative situations can be distinguished, shown in Figure 22.6: (a) off-line inspection, (b) on-line/in-process inspection, and (c) on-line/post-process inspection.

Off-Line inspection. Off-line inspection is performed away from the manufacturing process, and there is generally a time delay between processing and inspection. Offline inspection is often accomplished using statistical sampling methods. Manual inspection is common. Factors that tend to promote the use of off-line inspection include: (1) variability of the process is well within design tolerance, (2) processing conditions are stable and the risk of significant deviations in the process is small, and (3) cost of inspection is high relative to the cost of a few defective parts. The disadvantage of off-line inspection is that the parts have already been made by the time poor quality is detected. When sam. pling is used, an additional disadvantage is that defective parts can pass through the sampling procedure.

On-Line Inspection. The alternative to off-line inspection is on-line inspection, in which the procedure is performed when the parts are made, either as an intcgral step in the processing or assembly operation, ur immediately afterward. Two on-hine inspection procedures can be distinguished: on-line/in-process and on-ine/post-process, illustrated in Figure 22.6(b) and (c).


Figure 22.6 Three inspection alternatives: (a) off-line inspection, (b) on-line/in-process inspection, and (c) on-line/post-process inspection.

On-line/in-process inspection is achieved by performing the inspection procedure during the manufacturing operation. As the parts arc being made, the inspection procedure is measuring or gaging the parts simultaneously. The benefit of in-process inspection is that it may be possible to influence the operation that is making the current part, thereby correcting a potential quality problen before the part is completed. When on-line/inprocess inspection is performed manually, it means that the worker who is performing the manufacturing process is also performing the inspection procedure. For automated manufacturing systems, this on-line inspection method is typically done on a $100 \%$ basis using automated sensor methods. Technologically, automated on-line/in-process inspection of the product is usually difficult and expensive to implement. As an alternative, on-line/ post-process procedures are often used.

With on-line/post-process inspection, the measurement or gaging procedure is accomplished immediately following the production process. Even though it follows the process, it is still considered an on-line method because it is integrated with the manufacfuring workstation, and the results of the inspection can immediately influence the production operation. The limitation of on-line/post-process inspection is that the part has already been made, and it is therefore impossible to make corrections that will influence its processing. The best that can be done is to influence the production of the next part.

On-line/post-process inspection can be performed as either a manual or an automated procedure. When accomplished manually, it can be accomplished using either sampling or $100 \%$ inspection (with all of the risks associated with $100 \%$ manual inspection). Gaging of part dimensions at the production machine with go/no-go gages is a common example of on-line/post-process inspection. When on-line/post-process inspection is automated, it is typically performed on a $100 \%$ basis. Whether manual or allomated, statistical process control techniques (Chapter 21) are useful for analyzing the data generated by the inspection procedure.

Either form of on-line inspection should drive some action in the manufacturing operation, either feedback process control or parts sortation. If on-iine inspection results in no action, then off-line inspection might as well be utilized instead of on-line technologies.

### 22.4.2 Product Inspection vs. Process Monitoring

In the preceding discussion of inspection isslies, we have implicitly assumed that it was the product itself that was being measured or gaged, either during or after the manufacturing process. An alternative approach is to measure the process rather than the product, that is, to monitor the key parameters of the manufacturing process that determine product quality. The advantage of this approach is lial an on-line/in-process measuremen system is much more likely to be practicable for process variables than for product variables. Such a measurement procedure could be readily incorporated into an on-line feedback control system, permitring any required corrective action to be taken while the product is still being processed and theoretically preventing defective units from being made. If entirely reliable, this arrangement would avoid, or at least reduce, subsequent off-line inspection of the actual product.

Use of process monitoring as an alternative to product inspection relies on the assumption of deterministic manufacturing. This means that a fairly exact cause-and effect relationship exists between the process parameters that can be measured, and the quality chatacteristics that must be maintained within tolerance Accordingly, by controlling the process parameters, indirect control of product quality is achieved. The assumption of deterministic manufacturing is most applicable under the following circumstances: (1) the process is well behaved, meaning that it is ordinarily in statistical control and that deviations from this normal condition are rare; (2) process capability is good, meaning that the standard deviation of each process variable of interest under normal operating conditions is small; and (3) the process has been studied to establish the cause-and-effect relationships between process variables and product quality characteristics and that mathematical models of these reiationships have been derived.

Although the approach of controlling product quality indirectly through the use of process monitoring is uncommon in piece parts production, it is quite prevalent in the continuous process industries such as chemicals and petroleum. In these continuous processes, it is usually difficult to directly measure the product quality characteristics of interest, except by periodic sampling. To maintain uninterrupted control over product quality, the related process parameters are monitored and regulated continuously. Typica! production variables in the-process industries inctude temperature. pressure, flow rates, and similar variables that can easily be measured (chemical engineers might dispute how easily these variables can be measured) and can readily be combined into mathematical equations to predict product parameters of interest. Variables in discrete product manufacturing are generally more difficult to measure, and mathematical models that relate them to product quality are
not as easy to derive. Examples of process variables in the parts production industries include [!]: tool wear. deflection of production machinery components, parl deflection during procussing, vibration frequencies and amplitudes of machinery, and temperature profiles of production machnery and piece parts during processing.

### 22.4.3 Distributed Inspoction vs. Final Inspection

When inspection stations are located along the line of work flow in a factory, this is referred to as distributed inspection. In its most extreme form, inspection and sortation operations are located after every processing step. However, a more common and cost-cifective approach is for inspections to be strategically placed at critical points in the mianufacturing sequence, with several manufacturing operations between each inspection. The function of a distributed inspection system is to identify defective parts or products soon after they have been made so that the defects can be excluded from further processing. The goal of this inspection strategy is to prevent unnecessary cost from being added to defective units. Thus is especially relevant in assembled products where many components are combined into a single entity that cannot easily be taken apart. If one defective component would render the assembly defective, then it is obviously better to catch the defect hefore it is assembled. These situations are found in electronics manufacturing operations. Printed circuit board (PCB) assembly is a good example. An assembled PCB may consist of 100 or more electronic components that have been soldered to the base board. If only one of the components is defective, the entire board may be useless unless repaired at substantial additional cost. In these kinds of cases, it is important to discover and remove the defects from the production line before further processing or assembly is accomplished. $100 \%$ on-line automated inspection is most appropriate in these situations.

Another approach, sometimes considered an alternative to distributed inspection, is final inspection, which involves one comprehensive inspection procedure on the product immediately beforc shipment to the customer. The motivation behind this approach is that it is more efficient, from an inspection viewpoint, to perform all of the inspection tasks in one step, rather than distribute them throughout the plant. Final inspection is more appealing to the customer because, in principle, if done effectively, it offers the greatest protection against poor quality.

However, exclusive implementation of the final inspection approach (without some intermediate inspection of the product as it is beine made) is potentially very expensive to the producer for two reasons: (1) the wasted cost of defective units made in early processing steps beitig processed in subsequent operations and (2) the cost of final inspection itself. The first issue. cost of processing defective units, has been discussed. The second issue. inspection cost, will benefit from elaboration. Final inspection, when performed on a $100 \%$ basis can be very costly since every unit of product is subjected to an inspection procedure that must be designed to detect all possible defects. The procedure often requires functional testing as well as inspection. If performed manually on a $100 \%$ basis, as at least a portion of the inspection and testing procedure is likely to be done, it is subject to the risks of 1002 manual inspection (Section 22.2.2). Because of these costs and risks, the producer often resorts to sampling inspection. with the associated statistical risks of defective product slipping around the sample to the customer (Section 22.2.1). Thus, final product inspection is potentially costiy or potentialiy ineffective or both.

Ouality conscious manufacturers combine the two strategies. Distributed inspection is used for operations in the plant with high defect rates to prevent processing of bad parts
in later operations and to ensure that only good components are assembled in the product; and some form of final inspection is used on the finished units to ensure that only the highest quality product is delivered to the customer.

### 22.5 QUANTITATIUE ANAIVSIS OF INSPECTION

Mathematical models can be developed to analyze certain performance aspects of production and inspection. In this section, we examine three areas: (1) effect of defect rate on production quantities in a series of production operations. (2) final inspection versus distributed inspection, and (3) when to inspect and when not to inspect.

### 22.5.1 Effect of Defect Rate in Serial Production

Let us define the basic element in the analysis as the unit operation for a manufacturing process, illustrated in Figure 22.7. In the figure, the process is depicted by a node, the input to which is a starting quantity of raw material. Let $Q_{0}=$ the starting quantity or batch size to be processed. The process has a certain fraction defect rate $q$ (stated another way, $q=$ probability of producing a defective piece each cycle of operation), so the quantity of good pieces produced is diminished in size as follows:

$$
\begin{equation*}
Q=Q_{o}(1-q) \tag{22.2}
\end{equation*}
$$

where $Q=$ quantity of good products made in the process, $Q_{o}=$ original or starting quantity, and $q=$ fraction defect rate. The number of defects is given by:

$$
\begin{equation*}
D=Q_{o} q \tag{22.3}
\end{equation*}
$$

where $D=$ number of defects made in the process.
Most manufactured parts require more than one processing operation. The operations are performed in sequence on the parts, as depicted in Figure 22.8. Each process has a frac-

Figure 22.7 The unit operation for a
 manufacturing process, represented as an input-output model in which the process has a certain fraction defect rate.


Figure 22.8 A sequence of $n$ unit operations used to produce a part. Each process has a certain fraction defect rate.
tion defect rate $q_{1}$, so the final quantity of defect-free parts made by a sequence of $n$ unit operations is given by:

$$
\begin{equation*}
Q_{f}=Q_{0} \prod_{i=1}^{n}\left(1-g_{i}\right) \tag{22.4}
\end{equation*}
$$

where $Q_{t}=$ final quantity of defect-free units produced by the sequence of $n$ processing operations, and $Q_{n}$ is the starting quantity. If all $q$, are equal, which is unlikely but neverthcless convenient for conceptualization and computation. then the preceding equation becomes:

$$
\begin{equation*}
Q_{f}-Q_{v}(1-a)^{n} \tag{22.5}
\end{equation*}
$$

where $q=$ fraction defect rate for ailn processing operations. The total number of defects produced by the sequence is most easily computed as:

$$
\begin{equation*}
D_{f}=Q_{o}-Q_{f} \tag{22.6}
\end{equation*}
$$

where $D_{f}=$ total number of defects produced.

## EXAMPLE 22.2 Compounding Effect of Defect Rate in a Sequence of Operations

A batch of 1000 raw work units is processed through ten operations, each of which has a fraction defect rate of 0.05 . How many defect-free units and how many defects are in the final batch?
Solution: Eq. (22.5) can be used to determine the quantity of defect-free units in the fi.pal batch.

$$
Q_{f}=1000(1-.05)^{10}=1000(0.95)^{10}=1000(0.59874)=599 \operatorname{good} \text { units }
$$

The number of defects is given by Eq. (22.6):

$$
D_{f}=1000-599=401 \text { defective units. }
$$

The binomial expansion can be used to determine the allocation of defects associated with each processing operation $i$ Given that $q_{i}=$ probability of a defect being produced in opcration $i$, let $p_{i}=$ probability of a good anit being produced in the sequence; thus, $p_{t}+a_{1}=1$. Expanding this for $n$ operations, we have

$$
\begin{equation*}
\prod_{i=1}^{n}\left(p_{i}+q_{i}\right)=1 \tag{22.7}
\end{equation*}
$$

To illustrate, consider the case of two operations in sequence ( $n=2$ ). The binomial expansion yields the following expression:

$$
\left(p_{1}+q_{1}\right)\left(p_{2}+q_{2}\right)=p_{1} p_{2}+p_{1} q_{2}-p_{2} q_{1}+q_{1} q_{2}
$$

where $p_{1} p_{2}=$ proportion of defect-free parts, $p_{1} q_{2}=$ proportion of parts that have no defects from operation 1 but a defect from operation $2, p_{2} q_{1}=$ proportion of parts that have
no defects from operation 2 but a defect from operation 1 , and $q_{1} q_{2}=$ proportion of parts that have both types of defect.

### 22.5.2 Final Inspection vs. Distributed Inspection

The preceding model portrays a sequence of operations, each with its own fraction defect rate, whose output forms a distribution of parts possessing either (1) no defects or (2) one or more defects, depending on how the defect rates from the different unit operations combine. The modicl makes no provision for separating the good units from the defects; thes, the final output is a mixture of the two categories. This is a problem. To deal with the problem. let us expand our model to include inspection operations, either one final inspection at the end of the sequence or distributed inspection, in which each production step is followed by ar inspection.

Final Inspection. In the first case, one final inspection and sortation operation is located at the end of the production sequence, as represented by the square in Figure 22.9. In this case. che output of the process is $100 \%$ inspected to identify and separate defective units. The inspection screen is assumed to be $100 \%$ accurate, meaning that there are no Type I or Type II inspection errors.

The probabilities in this new arrangement are pretry much the same as before. Defects are still produced. The difference is that the defective units $D_{f}$ have been completely and accurately isolated from the good units $Q_{f}$ by the final inspection procedure. Obviously, there is a cost associated with the inspection and sortation operation that is added to the regular cost of processing. The costs of processing and then sorting a batch of $Q_{0}$ parts as indicated in Figure 22.9 can be expressed as follows:

$$
\begin{equation*}
C_{b}=Q_{0} \sum_{i=1}^{\pi} C_{p n}+Q_{0} C_{t f}=Q_{0}\left(\sum_{i=1}^{n} C_{r r i}+C_{s f}\right) \tag{22.8}
\end{equation*}
$$

where $C_{b}=$ cost of processing and sorting the batch, $Q_{e}=$ number of parts in the starting batch, $C_{p r i}=$ cost of processing a part at operation $i$, and $C_{s j}=$ cost of the final inspection and sortation per part. The processing $\operatorname{cost} C_{p}$, is applicable to every unit for each of the $n$ operations; hence the summation from 1 to $n$. The final inspection is done once for each unit. We have neglected consideration of material cost. For the special case in which every processing cost is equal ( $C_{p r 1}=C_{p r}$ for all $i$ ), we have


Figure 22.9 A sequence of $n$ unit operations with one final inspection and sortation operation to separate the defects.


Figure 22.10 Distributed inspection, consisting of a sequence of unit operations with an inspection and sorlation after each operation.

$$
\begin{equation*}
C_{n}=Q_{d}\left(n C_{p r}+C_{x f}\right) \tag{22.4}
\end{equation*}
$$

Note that the fraction defect rate docs not figure into total cost in either of these equations. since no defective units are sorted from the bat h until after the firml processing operation. Therefore. every unit in $Q_{\omega}$ is processed through all operations, whether it is good or defective, and every unit is inspected and sorted.

Distributed inspection. Next, let us consider a distributed inspection sirategy, in which every operation in the sequence is followed by an inspection and sottation step. as seen in Figure 22.10. In this arrangement. the defects produced in each processing step are sorted from the batch immediately after they are made. so that only good parts are permitted to advance to the next operation. In this way, no defective units are processed in sutsequent operations, thereby saving the processing cost of those units. Our model of distributed inspection must take the defect rate al each operaton into account as follows:

$$
\begin{align*}
C_{b}= & \left.Q_{n} C_{r 11}+C_{11}\right)+Q_{n}\left(1-q_{1}\right)\left(C_{p n}+C_{s 2}\right)+Q_{n}\left(1-q_{1}\right)\left(1-q_{2}\right)\left(C_{p r 3}+C_{1}\right)+\ldots \\
& +Q_{n} \prod_{1}^{11}\left(1-q_{1}\right)\left(C_{p m}+C_{s n}\right) \tag{22.10}
\end{align*}
$$

where $C_{i}, C_{2}, \ldots, C_{16}, \ldots, C_{1 n}=$ costs of inspection and sortation at cach stition. respectively. In the special case where $q_{2}=q_{1} C_{m, n}=C_{p}$, and $C_{n}=C_{\text {, }}$, for all , the above equation simplifies to:

$$
\begin{equation*}
C_{b}=Q_{n}\left(1+(1-q)+(1-q)^{2}+\ldots+(1-q)^{n-1}\right)\left(C_{p}+C_{1}\right) \tag{22.11}
\end{equation*}
$$

## EXAMPLE 22.3 Finul Inspection $\operatorname{ss}$. Distributed Inspection

Two inspection alternatives are to be compared for a processing sequence conhisting of ten operations: (1) one final inspection and sortation operation following the tenth processing operation and (2) distributed inspection with an inspection and sortation operation after each of the ter processing operations. The batch size $Q_{0}=10010$ pieces. The cost of each processing operation $C_{\rho r}=\$ 1.00$. The fraction defect rate at each operation $G=0.05$. The cost of the single final inspection and sortation operation in alternative ( 1 ) is $C_{s i}=\$ 2.5 \mathrm{~J}$. The cost of each inspection and sortation operation in alternative (2) is $C_{4}=50.25$. Compare total processing and inspection costs for the two cases.

Solution; For the final inspection alternative, we can use Eq. (22.9) to determine the batch cost:

$$
C_{b}=1000(10 \times 1.00+2.50)=1000(12.50)=\$ 12,500
$$

For the distributed inspection alternative, we can use Eq. (22.11) to solve for the batch cost:

$$
\begin{aligned}
C_{5} & =1000\left(1+(.95)+(.95)^{2}+\ldots+(.95)^{9}\right)(1.00+0.25) \\
& =1000(8.0252)(1.25)=\$ 10,032
\end{aligned}
$$

We see that the cost of distributed inspection is less for the cost data given in Example 22.3. A savings of $\$ 2468$ or nearly 207 is achieved by using distributed inspection. The reader might question why the cost of one final inspection ( $\$ 2.50$ ) is so much more than the cost of an inspection in distributed inspection ( $\$ 0.25$ ). We offer both a logical answer and a practical answer to the question. The Jogical answer goes like this: Each processing step produces its own unique defect feature (at fraction defect rate q), and the inspection procedure must be designed to inspect for that feature. For ten processing operations with ten different defect features, the cost to inspect for these features is the same whether the inspection is accomplished after cach processing step or all at once after the final processing step. If the cost of inspecting for each defect feature is $\$ 0.25$, it follows that the cost of inspecting for all ten defect features is simply $10(\$ 0.25)=\$ 2.50$. In general, this relationship can be expressed:

$$
\begin{equation*}
C_{s f}=\sum_{i=1}^{n} C_{s} \tag{22.12}
\end{equation*}
$$

For the special case where all $C_{x i}$ are equal $\left(C_{x}-C_{y}\right.$ for all $i$ ), as in Example 22.3,

$$
\begin{equation*}
C_{b}=n C_{s} \tag{22.13}
\end{equation*}
$$

Given this multiplicative relationship between the single final inspection cost and the unit inspection cost in distributed inspection. it is readily seen that the total cost advantage of distributed inspection in our example problem derives entirely from the fact that the number of parts that are processed and inspected is reduced after each processing step due to the sortation of defective parts from the batch during production rather than afterward,

Notwithstanding the logic of Eqs. (22.12) and (22.13), we are sure that in practice there is some economy in performing one inspection procedure at a single tocation, even if the procedure includes scrutinizing the product for ten different defect features. Thus, the actual final inspection cost per unit $C_{r}$ is likely to be less than the sum of the unit costs in distributed inspection. Nevertheless, the fact remains that distributed inspection and sortation reduces the number of units processed, thus avoiding the waste of valuable production resources on the processing of defective units.

Partially Distributed Inspection. A distributed inspection strategy can be followed in which inspections are located between groups of processes rather than after every processing step as in Example 22.3. If there is any economy in performing multiple inspections at a single location, as argued in the preceding paragraph, then this might be a
worthwhile way to exploit the econony while preserving at least some of the advantages of distributed inspection. Let us use Example 22.4 to illustrate the grouping of unit operations for inspection pupposes. As expected. the total batch cost lies between the two cases of fully distributed inspection and final inspection for the data in our exampie.

## EXAMPLE 22.4 Purially Distributed Inspectian

For womparison. let us use the same sequence of ten processing operations as before, where the fraction defect rate of each operation is $q=0.05$. Instead of inspecting and sorting atter every operation. the ten operations will be divided into groups of five, with inspections after operations 5 and 10 . Following the logic of Eq. (22.13), the cost of each inspection will be five times the cost of inspecting for one defect feature: that is. $C_{r s}=C_{s 10}=5(\$ 0.25)=\$ 1.25$ per unit inspected Processing cost per unit for each process remains the same as before at $C_{\nu r}=\$ 1.00$, and $Q_{o}=1000$ units.
Solurion: The batch cost is the processing coat for all 1000 pieces for the first five operations, after which the inspection and sortation procedure separates the defects produced in those first five operations from the rest of the batch. This reduced batch quantity then proceeds through operations $6-10$ followed by the second inspection and sortation procedure. The equation for this is the following:

$$
\begin{equation*}
C_{b}=Q_{0}\left(\sum_{t=1}^{5} C_{p t t}+C_{s s}\right)+Q_{n} \prod_{t-1}^{5}\left(1-q_{t}\right)\left(\sum_{t=6}^{10} C_{e n}+C_{11 \theta}\right) \tag{22.14}
\end{equation*}
$$

Since all $C_{p r t}$ are equal ( $C_{p r}=C_{p r}$ for all $i$ ), and all $q$ are equal ( $q_{t}=q$ for all i), this equation can be simplified to:

$$
\begin{equation*}
C_{b}=Q_{v}\left(5 C_{p}+C_{r s}\right)+Q_{d}(1-q)^{s}\left(5 C_{p v}+C_{1, ~}\right) \tag{22.15}
\end{equation*}
$$

Using our values for this example, we have

$$
\begin{aligned}
C_{b} & =1000(5 \times 1.00+1.25)+1000(.95)^{5}(5 \times 1.00+1.25) \\
& =1000(6.25)+1000(0.7738)(6.25)=\$ 11,086
\end{aligned}
$$

This is a savings of $\$ 1414$ or $11.3 \%$ compared with the $\$ 12,500$ cost of one final inspection. Nore that we have been able to achicve a significant portion of the total savings from fully disrributed inspection by using only two inspection stations rather than ten. Our savings here of $\$ 1414$ is about $57 \%$ of the $\$ 2468$ savings from the previous example, with only $20 \%$ of the inspection stations. This suggests that it may not be advantageous to locate an inspection operation after every production step, but instead to place them after groups of operations. The "law of dimmishing returns" is applicable in distributed inspection.

### 22.5.3 Inspection or No Inspection

A relatively simple model for deciding whether to inspect at a certain point in the production sequence is proposed in Juran and Gryna [3]. The model uses the fraction defect rate in the production batch. the inspection cost per unit inspected. and the cost of damage that one defective unit would cause if it were not inspected. The total cost per batch of $100 \%$ inspection can be formulated as follows:

$$
\begin{equation*}
C_{b}(100 \text { 不 inspection })=Q C_{T} \tag{22.16}
\end{equation*}
$$

where $C_{b}=$ total cost for the batch under consideration, $Q=$ quantity of parts in the batch. and $C_{3}=$ inspection and sortation cost per part. The total cost of no inspection, which leads to a damage cost for each defective unit in the batch. would be:

$$
\begin{equation*}
C_{s}(\text { no inspection })=Q q C_{d} \tag{22.17}
\end{equation*}
$$

wherc $C_{b}=$ batch cost, as before; $Q=$ number of parts in the batch; $q=$ fraction defect rate; and $C_{d}=$ damage coss for each defective part that proceeds to subsequent processing or assembly. This damage cost may be high. for example, in the case of an electronics assembly where one defective component might render the entire assenbly defective and rework would be expensive.

Finally if sampling inspection is used on the batch, we must include the sample size and the probability that the batch will be accepted by the inspection sampling plan that is used. This probability can be obtained from the OC curve (Figure 22,1) for a given fraction defect ratc 4 . The resulting expected cost of the batch is the sum of three terms: (1) cost of inspecting the sample of size $Q_{s}$. (2) expected damage cost of those parts that are defective if the sample passes inspection, and (3) expecred cost of inspecting the remaining parts in the batch if the sample does not pass inspection. In equation form.

$$
\begin{equation*}
C_{s}(\text { sampling })=C_{s} Q_{s}+\left(Q-Q_{s}\right) q C_{d} P_{a}+\left(Q-Q_{s}\right) C_{s}\left(1-P_{a}\right) \tag{22.18}
\end{equation*}
$$

where $C_{b}$ - batch cost, $C_{s}=$ cost of inspecting and sorting one past, $Q_{s}=$ number of parts in the sample $Q=$ batch quantity $q=$ fraction defect rate, $C_{d}=$ damage cost per defective part, and $P_{a}=$ probability of accepting the batch based on the sample.

A simple decision rule can be established to decide whether to inspect the batch. The decision is based on whether the expected fraction defect rate in the batch is greater than or less than a critical defect level $q_{0}$, which is the ratio of the inspection cost to the datiage cost. This critical value represents the break-even point between inspection or no inspection. In equation form, $q_{c}$ is defined as follows:

$$
\begin{equation*}
q_{c}=\frac{C_{5}}{C_{d}} \tag{22.19}
\end{equation*}
$$

where $C_{1}=$ cost of inspecting and sorting one part, and $C_{d}=$ damage cost per defective part. If. based on past history with the component, the butch fraction defect rate 4 is less than this critical level, then no irspection is indicated. On the other hand, if it is expected that the fraction defect rate will be greater than $q_{k}$, then the total cost of production and inspection will be less if $100 \%$ inspection and sortation is performed prior to subsequent processing.

## EXAMPLE 22.5 Inspection or No Inspection

A production run of 10,000 parts has been completed and a decision is needed whether to $100 \%$ inspect the batch. Past history with this part suggests that the fraction defect rate is around 0.03 . Inspection cost per part is $\$ 0.25$. If the batch is passed on for subsequent processing, the damage cosi for cach defective unit in the batch is $\$ 10.00$. Determine: (a) batch cost for $100 \%$ inspection and
(b) batch cost if no itspection is performed. (c) What is the critical fraction defeet valite for deciding whether to inspect?

Solution: (a) Batch cost for $100 \%$ inspection is given by Eq. (22.16):

$$
C_{b}\left(100^{2}<\text { inspection }\right)=Q C_{2}=10.000(\$ 0.25)=\$ 2.500
$$

(b) Batch cost for no inspection can be calculated by Eq. (22,17):

$$
C_{n}(\text { no inspection })=Q q C_{d}=10,000(0.03)(\$ 10.00)=\$ 3,090
$$

(c) The critical fraction defeet value for deciding whether to inspect is determined from Eq (22.19)

$$
q_{t}=\frac{C_{3}}{C_{n}}=\frac{0.25}{10.00}=0.025
$$

Since the anticipated defect rate in the batch is $q=0.63$, the decision should be to inspect. Note that this decision is consistent with the two batch cosis calculated for no inspection and $100 \%$ inspection. The lowest cost is attained when 100\% inspection is used.

## EXAMPLE 22.6 Cost of Sampling Inspection

Given the data from the preceding example, suppose that sampling inspection is beirg considered as an alternative to $100 \%$ inspection. The sampling plan calls for a sample of 100 parts to be drawn at random from the batch. Based on the $O C$ curve for this sampling plan, the probability of accepting the batch is 92 at the given defect rate of $q=0.03$. Determine the hatch cost for sampling inspection.

Solution: The batch cosi for sampling inspection is given by Eq. (22.18):

$$
\begin{aligned}
& \quad C_{b}(\text { sampling })=C_{i} Q,\left(Q-Q_{j}\right) 4 C_{d} P_{u}+\left(Q-Q_{s}\right) C_{i}\left(1-P_{u}\right) \\
& =\$ 0.25(100)+(10.000-100)(0.03)(\$ 10.00)(0.92)+(10.000-100)(\$ 0.25)(1-0.92) \\
& =\$ 25.00+2732.40+198.00=\$ 2955.40
\end{aligned}
$$

The significance of Example 22.6 must not be overlooked. The total cost of sampling inspection for our data is greater than the cost of $100 \%$ inspection and sottation. If only the cost of the inspection procedure is considered, then sampling inspection is much less expensive ( $\$ 25$ versus $\$ 2500$ ). But if total costs, which include the damage that results from defects passing through sampling inspection, are considered, then sampling inspection is not the least cost inspection alternative. We might consider the question: what if the ratio $\frac{C_{t}}{C_{d}}$ in Eq. $(22.19)$ had been greater than the fraction defect rate of the batch, in other words, the opposite of the case in Examples 22.5 and 22.6 ? The answer is that if $q_{1}$ were greater than the batch defect rate $q$, then the cost of no inspection would be less than the cost of 100'多. inspection, and the cost of sumpling inspection would again lie berween the rwo cost values. The cost of sampling inspection will always lie between the cost of $10[\% / 8$ inspection and no inspection, whichever of these two alternatives is greater. If this argument is followed
to its logical end. then the conclusion is that either no inspection or $100 \%$ inspection is preferred over sampling inspection, and it is just a matter of deciding whether none or all is the better alternative.

### 22.5.4 What the Equations Tell Us

Several lessons can be inferred from the above mathematical models and examples. These lessons should be uvieful in designing inspection systems for production.

- Distributed inspection/sortation feduces the total number of parts processed in a sequence of production operations compared with one final inspection at the end of the sequence. This reduces waste of processing resources.
- Partialiy distributed inspection is less eflective than fully distributed inspection at reducing the waste of processing resources. However, if there is an economic advantage in combining several inspection steps at one location, then partially distributed inspection may reduce total batch costs cormpared with fully distributed inspection.
* The "law of diminishing returts" uperates in distributed inspection systems, meaning that each additional inspection station added in distributed inspection yields less savings than the previous station added, other factors being equal.
- As the ratio of unit processing cost to unit inspection cost increases, the advantage of distributed inspection over linal inspection increases.
- Inspections should be performed immediately following processes that have a high fraction defect rate.
- Inspections should be performed prior to high cost processes.
- When expected damage cost (of those defects that pass around the inspection plan when the batch is aecepted) and expected cost of inspecting the entire batch (when the batch is rejected) are considered, sampling inspection is not the lowest cost inspection altemative. Either no inspection or $100 \%$ inspection is a more appropriate altenative, depending on the relative values of inspection/sortation cost and damage cost for a defective unit that proceeds to the next stage of processing.
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## PROBLEMS

## Inspection Accuracy

22.1 An inspector reported a lotal of 18 detect out of a total batch size of 250 parts. On closer examination, it was determined that five of these reported defects were in fact good picces. whereas a cotal of nine defective units were undetected by the inspector. What is the inppector's accuracy in this instance? Spccifically, what ure the values of (a) $p_{1}$, (b) $p$; and (c) $A$ ? (d) What was the true fraction defect rate $q$ ?
22.2 For the preceding nrohlem, fievelupa table of outcomes similar in format to Table 22.3. The entrics in the table should represent the probabilities of the various possible ontenmes in the inspertion operation.
22.3 For Evample 22.1. develop a table of outcones similar in format to Table 22.3. The entries will be the probabilities of the various possible cutcomes in the inspection operation.
22.4 An mepector's accuracy has been assessed as folows: $p_{1}=0.94$ and $p_{2}=6.80$. The inspector is eiven the task of inspecting a batch of 200 parts and sorting out the defects from good unts. If the actual defect rate in the batch is $q=0.04$. determine: (a) the expected number of Type 1 and (b) Type Il errors the inspector will make. (c) What is the expected fraction defect rate that the inspector will report at the end of the inspection task?
225 An inspector must 1007 z inspect a production batch of 500 parts using a gaging method. If the acrual fraction defect rate in the batch is $q=0.02$, and the inspector's accuracy is given by $p_{1}-0.9 \mathrm{and} p_{2}=0.84$, determine: (a) the number of defects the inspector can be expected to report and (b) the expected number of Type I and (c) Type II errors the inspector will make.

## Effect of Fraction Defect Rate

22.6 A batch of 10.000 raw whrk units is processed through 15 operations, each of which has a fraction defect tate of 0.03 . How many defect-frec units and how many defects are in the firal batch?
22.7 A sildon wafer has a totai of 40 ) int egrated circuits (ICs) at the beginning of its fabrication sequence A cotal of 20 operations are used to complete the 1 C s. $5 \%$, of which are damaged at each opetation. The damages compound. meaning that an IC that is already damaged has the same probability ot being damaged by a subsequent process as a previously undamaged 1C. How many defect-free 1Cs remain at the end of the fabrication sequence?
22.8 A batch of workparts is processed through a sequence of aine processing operations that have fraction defect rates of $0.63,0.09,0.02,0.04,0.06,0.01,0.03,0.04$, and 0.07 , respectiveIy A tolal of Sthol completed parth are produced by the sequence. What was the starting batch y weatity"?
22.9 A production Ine consists of six uorkstations. as shown in Figure P22.9. The six stations are as follows: (1) first manufacturing process. scrap rate is $q_{1}=0.10$ : (2) inspection for first
process, separates all defects from first process; (3) second manufacturing process scrap rate is $q_{3}=0.20$; (4) inspection for second process, separates ail defects from second process; 15) rowork repairs defects from second process, recovering $70 \%$ of the defects from the preceding operation and leaving $30 \%$ of the defects as still defective; (6) third manafacturing process. sctap rate $q_{5}=$ zero. If the output from the production line is to be 100,000 defectfrec units, what quantity of raw material units must be latuched onto the front of theline?


Figure P22.9 Production line for Problem 22.9.
22.10 A certain industrial process can be depicted by Figure P22.10. Operation 1 is a disassembly process in which each unit of raw material is separated into one unit each of parts $A$ and $B$. These parts are then processed separately in operations 2 and 3 , respectively, which have serap rates of $q_{2}=0.05$ and $q_{2}=0.10$. Inspection stations 4 and $\$$ sort good units from bad for the two parts. Then the parts are reessembled in operation 6 , which has a fractine defect rate $q_{6}=015$ Final inspection station 7 sorts good units from bad. The desired final output quantity is 100,000 units. (a) What is the required starting quantity (into operation 1) to achieve this output? (b) Will there be any leftover units of parts $A$ or $B$ and if so, how many?


Figure P22.10 Production line for Problem 22.10.
22.11 A cerfain component is produced in three sequential operations Operation 1 produces defects al a rate $q_{1}=5 \%$. Operation 2 produces defects at a rate $q_{2}-8 \%$. Operation 3 produces defects at a rate $q_{3}=10 \%$. Operations 2 and 3 can be performed on units that are already defective. If $b 0,000$ starting parts are processed through the sequence, (a) how many units are expected to be defect free, (b) how many units are expected to have exactly one defect, and (e) how many units are expected to have all three defects?
22.12 An industrial process can be depicted as in Figure P22.12. Two components are made. respectively, by operations 1 and 2 , and then assembled together in operation 3.Scrap rates are as follows: $q_{1}=0.20, q_{t}-0.10$, and $q_{3}=0$. Input quantities of raw contpopents at operations 1 and 2 are 25,000 and 20,000 . respectively. One of each component is required in the assembly operation. The trouble is that defective components can be assembled just as eas-
ily as good components, so inspection and sortation is required in operation 4. Determine: (a) how many defect-free assenblies will be produced. (b) how many assemblies will be made with one or more defective components, and (c) will there ee any leftover units of c1ther component. and if so. how many?


Figure P22.12 Production line for Problem 22.12.

## Inspection Costs

22.13 Two inspection alturnatives are to be compared for a processing sequenco consisting of 20 operations performed on a batch of 100 starting parts: (1) one final inspection and sortation operation following the last processing nocration and (2) distributed inspection with a. inspection and sortation operation after each processing operation. The cost of each processing operation $C_{p r}=\$ 1.00$ per unit processed. The fraction defect rate at each operation $q=0.03$. The cost of the single final inspection and sortation operation in alternative (1) is $C_{y}=\$ 200$ per unit. The cost of each inspection and sortation operation in alternative (2) is $C_{5}=\$ 0.10$ per unit. Compare tutal processing and inspection costs per batch for the two cases.
22.14 In the preceding problem, instead of inspectung and sorting after every operation, the 20 operations will be divided into groups of five, with inspections after operations $5,10,15$ and 20. Following the logic of E. (2212). the cost of each inspection will be five times the cost oi inspecting for one defect feature; that is, $C_{s s}=C_{s 10}=C_{s 14}=C_{820}=5(\$ 0.10)=\$ 0.50$ per unit inspected. Processing cost per unit for each operation remains the same as before st $C_{e r}=\$ 1.00$, and $Q_{v}=100$ parts. What is the total processing and inspection cosi per batch for this partially distributed inspection system?
22.15 A processing sequence comsists of ten operations, each of which is followed hy an inspection and sortation operation to detect and remove defects generated in the processing operation. Defects in each process occur at a rate of $q=504$. Each processing operation costs $\$ 1$. 0 per unit processed, and the inspection/sortation operation costs $\$ 0.30$ per unit. (a) Determine the total processing and inspection costs for this distributed inspection systern. (b) A proposal is being considered to combine all of the inspections into one final inspection and sortation station following the last processing operation. Determine the cost per unit of this Final inspection and sortalion station that would make the total cost of this system equal to that of the distribused inspection system.
22.16 This problem is intended to show the merits of a partially distributed inspection systems in which inspections are placed after processing steps that generate a high fraction defect rate, The processing sequence consists of eight operations with fraction defect rates for each operation as foltows:

| Oneration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Defect rate $q$ | 0.01 | 0.07 | 0.01 | 0.11 | 0.01 | 0.01 | 0.01 | 0.11 |

Three alternatives are to be compared (1) fully distributed inspection, with an inspection after every operation: (2) partialiy distributed inspection, with inspections following operations 4 and 8 only, and (3) one final inspection station after operation 8. All inspections include sortations. In alternative (2), the inspection procedures are each designed to detect all of the defects for the preceding four uperations. The cust of processing is $C_{p r}=\$ 1.00$ for each of operations $1-8$ Inspection/sortation costs for each alternative asc given in the following table. Compare total processing and inspection costs for the three cases.

| Alternative | Inspection and Sortation Cost |
| :---: | :--- |
| (1) | $C_{s}=\$ 0.10$ per unit for each or the eight inspection stations |
| (2) | $C_{s}=\$ 0.40$ per unit for each or the two inspection stations |
| (3) | $C_{s}=\$ 0.80$ per unit for the one final inspection station |

## Inspection or No Inspection

22.17 A barch of 1000 parts has been produced and a decision is needed whether to $100 \%$ inspect the batch. Past history with this part suggests that the fraction defect rate is around 0.02. Inspection cost per part is $\$ 0.20$. If the batch is passed on for subsequent processing, the damage cost for each defective unit in the batch is $\$ 8.00$. Determine: (a) batch cost for $100 \%$ inspaction and (b) batch cost if no inspection is performed. (c) What is the critical fraction defect value for deciding whether to inspect?
22.18 Given the data from the preceding problem, sampling inspection is being considered as an alternative to $100 \%$ inspection. The sampling plan calls for a sample of 50 parts to be drawn at random from the batch. Based on the OC curve for this sampling plan, the probability of accepting the batch is $95 \%$ at the given defect rate of $q=0.02$. Determine the batch cost for sampling inspection.
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The inspection procedures described in the previous chapter are enabled by various sensors, instruments, and gages. Some of these inspection techniques involve manually operated devices that have been used for more than a century; for example, micrometers, cailpers. protractors, and go/no-go gages. Other techniques are based on modern technologies such as coordinate measuring machines and machine vision. These newer techniques require computer systems to control their operation and analyze the data colfected. The computer-based techoologies allow the inspection procedures to be automated. In some cases they permit $100 \%$ inspection to be accomplished economically.

Our covcrage in this chapter will emphasize these modern technologies. Let us begin by diseussing a prerequisite topic in inspection technology: metrology.

### 23.1 INSPECTION METROLOGY'

Measurement is a procedure in which an unknown quantity is compared to a known standard, using an accepted and consistent system of units. The measurement may involve a simple linear rule to scale the length of a part, of it may require measurement of force versus deflection during a tension test. Measurement provides a numerical value of the quantity of interest, within certain limits of accuracy and precision. It is the means by which inspection for variables is accomplished (Section 22,1.1).

Metrology is the science of measurement. The science is concerned with seven basic quantities: length, mass, time, electric current, temperature, luminous intensity, and matter. From these basic quantities, other physical quantities are derived, such as area, volume, velocity, acceleration, force, electric voltage, energy, and so forth. In mantffacturing metrology, our main concern is usually with measuring the length quantity in the many ways in which it manifests itself in a part or product. These include length, width, depth, diameter, straightness, flatness, and roundness. Even surface roughness (Section 23.5) is defined in terms of length quantities.

### 23.1.1 Characteristics of Measuring Instruments

All measuring instruments possess certain characteristics that make them useful in the particular applications they serve. Primary among these are accuracy and precision, but other features include speed of response, operating range, and cost. The attributes are discussed in this section. They can be used as criteria in selecting a measuring device. No measuring instrument scores perfect marks in all of the criteria. Compromises are required in choosing a device for a given application, emphasizing those criteria that are most important.

Accuracy and Precision. Measurement acruracy is the degree to which the measured value agrees with the true vatue of the quantity of interest. A measurement procedure is accurate when it is absent of systematic errors. Systematic errors are positive or negative deviations from the true value that are consistent from one measurement to the next.

Precision is a measure of repeatability in a measurement process. Good precision means that andon errors in the measurement procedure are minimized. Random errors are often due to human participation in the measurement process. Examples include vari-

[^28]ations in the setup, imprecise reading of the scale, round-off approximations, and so on. Nonhuman contributors to random crror include changes in temperature, gradual wear andior misalignment in the working elements of the device, and other variations It is generally assumed that random errors obey a normal statistical distribution whose mean is zero and whose standard deviation or indicates the amount of dispersion that exists in the measurement. The nonmal distibution has certain well defined propertics including the fact that $99.73 \%$ of the population is included within $\pm 30$ of the population mean. A measuring instrument's precision is often defined as $\pm 3 \sigma$.

The distinction between accuracy and precision is depicted in Figure 23.1. In (a), the random error in the measurcment is large. indicating low precision: but the mean value of the measurement concides with the true value indicating high accuracy. In (b), the measurement error is small (good precision). but the measured value differs subsiantially from the true value (low accuracy). And in (c), both aceuracy and precision are good.

No measuring instrument can be built that has perfect accuracy (no systematic error) and perfect precision (no random error). Perfection in measurement, as in anything else. is impossible. Accuracy of the instrument is maintained by proper and regular calibration (explained below). Prectision is achieved by selecting the proper insurment technology for the application. A guideline often applied to determine the right level of precision is the rule of 10 , which means that the measuring device must be ten times more precise than the specified tolerance. Thus, if the toterance to be measured is $\pm 0.25 \mathrm{~mm}( \pm 0.010 \mathrm{in})$, then the measuring device must have a precision of $=0.025 \mathrm{~mm}( \pm 0.001 \mathrm{in}$ ).

Other Features of Measuring Instruments. Another aspect of a measuring instrument is its capacity to distinguish very small differences in the quantity of interest. The indication of this characteristic is the smallest variation of the quantity that can be detected by the instrument. The terms rewolution and sertsitivity are generally used for this atdribute of a measuring device. Other desirable features of a measuring instrument include: stability, speed of response, wide operating range, high reliability, and low cost.

Some measurements, especially in a mamufacturing environment. must be made quickly. The ability of a measuring instrument to indicate the quantity in minimum time lag is called its speed of response. Ideally, the time lag should be zero; however, this is an impossible ideal. For an automatic measuring device speed of response is usually taken to be


Figure 23.1 Accuracy versus precision in measurement: (a) high accuracy but low precision, (b) low accuracy but high precision, and (c) high accuracy and high precision.
the time lapse between when the quantity of interest changes and the device is able to indicate the change within a certain small percentage of the true value.

The measuring instrument should possess a wide operating range, that is its capability to measure the physical variable throughout the entire span of practical interest to the user. High retiability, which can be defined as the absence of frequent malfunctions and failures of tion device, and low cosiare of evurse desirable attributes of any engineering equipuent.

Analog Versus Digital instruments. An analog measuring instrument provides an output that is analog; that is, the output signal of the instrument varies continuousiy with the variable being measured. Because the output varies continuously, it can take on any of an infinite number of possible values over the range in which it is designed to operate. Of course, when the output is read by the human eye, there are limits on the resolution that can be discriminated. When analog measuring devices are used for process control, the common output signal is voltage. Since most modern process controllers are based on the digital computer, the voltage signal must be converted to digital form by means of an analog-to-digital converter (ADC. Section 5.3).

A digital measuring instrument provides an output that is digital; that is, it can assume any of a discrete number of incremental values corresponding to the value of the quantity being measured. The number of possible output values is finite. The digitai signal may consist of a set of parallel bits in a storage register or a series of pulses that can be counted. When paraliel bits are used, the number of possible output values is determined by the number of bits as follows:

$$
\begin{equation*}
n_{0}=2^{B} \tag{23.1}
\end{equation*}
$$

where $n_{o}=$ number of possible output values of the digitat measuring device; and $B=$ number of bits in the storage register. The resolution of the measuring instrument is given by:

$$
\begin{equation*}
\mathrm{MR}=\frac{L}{n_{o}-\mathrm{I}}=\frac{L}{2^{3}-1} \tag{23.2}
\end{equation*}
$$

where MR = measurement resolution, the smallest increment that can be distinguished by the device; $L=$ its measuring range; and $B=$ number of bits used by the device to store the reading, as before. Although a digital measuring instrument can provide only a finite number of possible output values, this is hardly a limitation in practice, since the storage register can be designed with a sufficient number of bits to achieve the required resolution of most any application.

Digital measuring devices are firding increased utilization in industrial practice for two good reasons: (1) the ease with which they can be read when used as stand-alone instruments; and (2) the capability of most digital devices to be directly interfaced with a digital computer, hence avoiding the need for analog-to-digital conversion.

Calibration. Measuring devices must be calibrated periodically. Calibration is a procedure in which the measuring instrument is checked against a knowt standard. For example, calibrating a thermometer might involve checking its reading in tooiling (pure) water at standard atmospheric pressure, under which conditions the temperature is known to be $100^{\circ} \mathrm{C}\left(212^{\circ} \mathrm{F}\right)$. The calihration procedure should include checking the instrument over its entire operating range. The known standard should be used only for calibration purposes; it should not serve as a spare shop floor instrument when an extra is needed.

For convenience, the calibration procedure should be as quick and uncomplicated as possible. Once calibrated, the instrument should be capable of retaining its calibration-continuing to measure the quantity without deviating from the standard for an extended period of time. This capability to retain calibration is called stability, and the tendency of the device to gradually lose its accuracy relative to the standard is called driff. Reasons for drift include factors such as (1) mechanical wear, (2) dirt and dust, (3) fumes and chemicals in the environment, and (4) effects of aging of the materials out of which the instrument is made. Good coverage of the measurement calibration issue is provided in Morris [14].

### 23.1.2 Measurement Standards and Systems

A common feature of any measurement procedure is comparison of the unknown value with a known standard. Two aspects of a standard are critical: (1) it must be constant; it must not change over time; and (2) it must be based on a system of units that is consistent and accepted by users, in modern times, standards for iength, mass, time, electric current, ternperature, light, and matter are defined in terms of physical phenortena that can be relied upon to remain unchanged. These standards are defined by international agreement. For the edification and amusement of our readers, we present these standards in Table 23.1.

Two systems of units lave cvolved into predominance in the world: (1) the U.S.customary system (U.S.C.S.); and (2) the International System of Units (or SI, for Le Système International d'Unites), more popularly known as the metric system (Historical Note 23.1). Both of these systems are well-known. We use both in parallel throughout this book. The metric system (Table 23.1) is widely accepted in nearly every part of the industrialized world except the United States, which has stubbornly clung to its U.S.C.S. Gradually, the United States is going metric and adopting the SI.

TABLE 23.1 Standard Units for Basic Physical Quantities (System Internationale)

| Quantity S | Standard Unit | Symbot | Standard Unit Definod |
| :---: | :---: | :---: | :---: |
| Length | Meter | m | The distance traveled by light in a vacuum in $1 / 299,792,458$ of a second. |
| Mass | Kilogram | kg | A cylinder of platinum-iridium alloy that is kept by the international Bureau of Weights and Measures in Paris. A "duplicate" is retained by the National Institute of Standards and Technology (NIST) near Washington, DC. |
| Time | Second | $s$ | Duration of $9,192,631,770$ cycles of the radiation associated with a change in energy level of the cesium atom. |
| Electrie current | Ampere | A | Magnitude of current which, when flowing through each of two long parallel wires a distance of 1 m apart in free space, results in a magnetic force between the wires of $2 \times 10^{-7} \mathrm{~N}$ for each meter of length. |
| Thermodynamic temperature | Keivin | K | The kelvin temperature scale has its zero point at absotute zero and has a fixed point of 273.15 K at the tripie point of water, which is the temperature and pressure at which ice, liquid water. and water vapor are in equilibrium. The Celsius temperature scale is derived from the kelvin as $C=K-273.15$. |
| Light intensity | Candela | cd | Definad as the luminous intensity of $1 / 600,000$ of a square meter of a radiating cavity at the melting temperature of platinum $\left(1769^{\circ} \mathrm{C}\right.$ ). |
| Matter | Male | mol | Defined as the number of atoms in 0.012 kg mass of carbon 12. |

## Historical Note 23.1 Measurement systems

Measurcnent sybtems in ancient civlizations were based on dimensions of the human body. Egyplians developed the cubit as a linear measurement standard around 3000 E.C., which was widely used in the ancient world. The cubtr was defined as the length of a human arm and hand from elbow to fingertip. Although seemingly fraught with difficulties due to variations in arm lengths the cubit was standardized in the form of mester cubit of granite. This standard cubit, 524 mm ( 26.6 in ), was used to produce other cubit sticks throughout Fgyp The standard cubit was Jivided into digits (a human finger width), with 28 digits per cubit. Four digits equaled a palm, and five a hand. Thus. a system of measures and standards was developed in the ancient world.

Ultmately domination of the ancłent Mediterranean worid passed to the Greeks and then to the Romans. The basic linear measume of the Greeks was the finger, and 16 fingers equaked i foor. The Romans adopted and adapted the Greek system, specifically the foot, di viding it into 12 parts or inches (unciae, as the Romans called them). The Romans defined 5 feet as a pace and 5000 feet as a mite. (How did we end up with 5280 feet in a mile?)

During medieval Eurape, various national and regional measurement systems developed, many of $1 t e m$ based on the Roman standards. Two primary systems emerged in the westerr world, the English system and the metric syitem. Fhe English system defined the yard "as the distance from the thumb-tip to the end af the nose of English King Henry 1" [21]. The yard was divided into 3 feet and this in turn into 12 inches Since the American colonies were tied to England. it was nalual for the United States to adopt the same systern of measurements at the time of its independence. This became the U.S. Customary System (U.S.C.S.).

The initial proposal for a metric system is credied to Vicar G. Mouton in Lyon, France around 1670 . His proposal included three impottant attributes that were subsequently incorporated into the metric standards: (1) The basic unit was defined in temen of a measurement of Earth, which was presumed constant-his proposed lengin measure was based on the length of an arc of one minute of longitude; (2) the units were subdivided decimally; and (3) rational prefixes for the units Mouton's proposal was discussed and debated arnong scienlists in France for the next 125 years. One of the results of the French Revolution was the adoption of the metric system of weights and measures (in 1795). The basic unit of length was the meter, which was then defined as $1 / 10,00,000$ of the length of the meridian between the North Pole and the Equator and passing through Paris (but of course). Multiples and subdivisions of the meter were based on Greek prefixes.

Dissemination of the mutric system throughout Europe during the early 16UOS was en. couraged by the military successes of French armies under Napoleon. In other parts of the world, adoption of the merric sybtem occurred over many years and was often motivated by significant political changes; this was the case in Japan, Chisa, Russia, and Latin America. An act of British Parliament in 1963 redefined the English system of weights and measures in terms of metric units and mandated a changeover to metric wo years later, thus aligning Britain with the rest of Europe. This left the United States as the only major industrial nation that was nonmetric.

In 1960, an international conference on weighrs and measures held in Paris reached agreement on new standards based on the metric system. Thus the metric system became the Systemes International d'Unites (SI). The previous definition of che meter that had been adopted at the time of the French Revolution ( $10^{-7}$ times the polar quadrant of Earth) was abandoned, and a new standard meter was defined as $165076373 \times 10^{\circ}$ wavelengths of the radiation from Krypton 86 in a vacuum. In 1983, the meter was again redefined in its present form, shown in Table 23. L .

### 23.2 CONTACT VS. NONCONTACT INSPECTION TECHNIQUES

Inspection techniques can be divided into two broad categorics: (1) contact inspection and (2) moncontact inspection. In contact inspection, physical contact is made between the objuct and the macasuring or gaging instrument, whereas in noncontact inspection no physical contact is made.

### 23.2.1 Contact Inspection Techniques

Conracr inspection involves the use of a mechanical probe or other device that makes contact with the object being inspected. The purpose of the probe is to measure or gage the object in some way. By its nature, contact inspection is usually concerned with some physical dimension of the part. Accordingly, these techniques are widely used in the manufacturing industries in particular in the production of metal parts (machining. stamping. and other metalworking processes). The ptincipal contact inspection technologies are:

- Conventional measuring and gaging instruments, manual and automated
- Coordinate measuring machines (CMMs) and related techniques
- Siylus type surface texture measuring machines

Conventional measuring and gaging techniques and coordinate measuring machines measure dimensions and related specifications. Surface texture measuring thachines measure surtace characteristics such as roughness and waviness.

Conventional techniques and CMMs compete with each ocher in the measurement and inspection of part dimensions. The general appication ranges for the different types of inspection and measurement equipment are presented in the $P Q$ chart of Figure 23.2. where $I$ and $Q$ refer to the variety and quantity of parts inspected.


Figure 23.2 PQ chart indicating most appropriate measurement equipment as a function of parts variety and quantity (adapted from [2]).

Reasons why these contact inspection methods are technologically and commercially important include the following:

- They are the most widely used inspection technologies today.
* They are accurate and reliable.
- In many cases, they represent the only methods available to accomplish the inspection.


### 23.2.2 Noncontact Inspection Technologies

Noacontact inspection methods utilize a sensor located at a certain distance from the object to measure or gage the desired features. The noncontact inspection technologies can be classified into two categories: (1) optical and (2) nonoptical. Optical lisspectlon technologles make use of light to accomplish the measurement or gaging cycie. The most important optical technology is machine vision; however, other optical techniques are important in certain industries. Nonoptical inspection lechnologies utilize energy forms other than light to perform the inspection; these other energies include various electrical fields, radiation (other than light), and ultrasonics.

Noncontact inspection offers certain advantages over contact inspection techniques. The advantages include:

- Avoidance of damage to the surface that might result from contact inspection.
- Inherently faster inspection cycle times. The reason is that contact inspection procedures require the contacting probe to be positioned against the part. which takes time Most of the noncontact methods use a stationary probe that does not need repositioning for each part.
- Noncontact methods can often be accomplished on the production line without the need for any additional handling of the parts, whereas special handling and positioning of the parts is usually required in contact inspection.
- Increased opportunity for $100 \%$ automated inspection. Faster inspection cycle times and reduced need for special handling means thal $100 \%$ inspection is more feasible with noncontact methods.

A comparison of some of the features of the various contact and noncontact inspection technologies is presented in Table 23.2.

### 23.3 CONVENTIONAL MEASURING AND GAGING TECHMOUES ${ }^{2}$

Conventional measuring and gaging techniques use manually operated devices for linear dimensions such as length, depth, and diameter, as well as features such as angles, straightness, and roundness. Measuring devices provide a quantitative value of the part feature of interest, while gages determine whether the part feature (usually a dimension) falls within a certain acceptable range of values. Measuring requires more time to accomplish but provides more information about the part feature. Gaging can be accomplished more quickly but does not provide as much information. Both techniques are widely used for postprocess inspection of piece parts in manufacturing.

[^29]TABLE 23.2 Comparison of Resolution and Relative Speed of Several Inspection Technologies

| Inspection Technology | Typical Resolution | Pelative Speed of Application |
| :---: | :---: | :---: |
| Conventional instruments: |  |  |
| Steel rule | $0.25 \mathrm{~mm}(0.01 \mathrm{in})$ | Medium speed (medium cycle time) |
| Vernier caliper | $0.025 \mathrm{~mm}(0.001 \mathrm{in})$ | Slow spened (high cyele time) |
| Micrometer | $0.0025 \mathrm{~mm}(0.0001 \mathrm{in})$ | Slow speed (high cycle time) |
| Coordinate measuring machine | 0.0005 mm \{0.00002 in)* | Slow cycle time for single measurement. High speed for multiple measurements on same object. |
| Machine vision | $0.25 \mathrm{~mm} 10.01 \mathrm{in}^{*+}$ | High spead ivery low cycle time per piece! |

- Also sac Table 23.5 for dihor parameters on coordinete measuring machines.
${ }^{*}$ Precision in machine vision is highly depencient on the camera lens system and maghification used in the applications.

Measuring devices tend to be used on a sampling inspection basis. Some devices are portahle and can be used at the production process. Others require bench setups that are remote from the process, where the measuring instruments can be set up accurately on a flat relerence surface, called a surface plate. Gages are used either for sampling or $100 \%$ inspection. They tend to be more portable and lend themselves to application at the production process. Certain measuring and gaging techniques can be incorporated into automated inspection systerns, to permit feedback control of the process, or for statistical process control purposes.

The ease of use and precision of measuring instruments and gages have been enhanced in recent years by electronics. Electronic gages are a family of measuring and gaging instrumenis based on transducers capable of converting a linear displacement into a proportional electrical signal. The electrical signal is then amplified and transformed into a suitable data format such as a digital readout. For example, modern micrometers and graduated calipers are available with a digital display of the measurement of interest. These instruments are easier to read and eliminate much of the human error associated with reading conventional graduated devices. Transducers used in electronic gages include: jineat variable differential transformers (LVDT), strain gages, inductance bridges, variable capacitors, and piezoelectric crystals. The transducer is contained in a gaging head designed for the application.

Applications of electronic gages have grown rapidly in recent years, driven by advances in microprocessor technology. They are steadily replacing many of the conventional measuring and gaging devices. Advantages of electronic gages include: (1) good sensitivity, aceuracy, precision, repeatability, and speed of response; (2) ability to sense very small dimensions - down to 1 microinch ( 0.025 micron); (3) ease of operation; (4) reduced human crror; (5) electrical signal can be displayed in various formats; and (6) capability to be interfaced with computer systems for data processing.

For ceference, we list the common conventional measuring instruments and gages with brief descriptions in Tafle 23.3. It is not our purpose in this book to provide an exhaustive diseussion of these devices. A comprehensive survey can be found in books on metrology, such as [5] or [3], or for a more concise treatment [10]. Our purpose here is to focus on more modern technologies, such as coordinate measuring machines

IABLE 23.3 Common Conventional Measuring Instruments and Gages (Adapted from [10])-Some of These Devices Can Be Incorperated into Automated Inspection Systems

## Instrument and Description

Steal rule - Linear graduated meastrement scale used to measure linear dimensions. Available in various lengths, typically ranging fom 150 to 1000 mm , with graduations of 1 or 0.5 mm . (U.S.C.S. rules available from 6 to 36 in , with graduations of $1 / 32$ in or 0.01 in.

Calipers - Family of graduated and nongraduated measuring devices consisting of two legs joined by a hinge mechanism. The ends of the legs contact the surfaces of the object to provide a comparative measure. Can be used for internal (e.g., inside diameter) or external (e.g., outside diameter) measurements.

Sirde caliper - Steel rule to wrich two jaws are added, one fixed and the other movable. Jaws are forced to contact part surfaces to be measured, and the location of the movable jaw indicates the dimension of interest. Can be used for internal or external measurements.

Vernier caliper - Refinement of the slide caliper, in which a vernier scale is used to obtain more precise measurements (as close as 0.007 in are readily possible).

Micrometer - Common device consisting of a spindle and C-shaped anvil (similar to a C-clamp). The spindle is closed relative to the fixed anvil by means of a screw thresd to contact the surfaces of the object being measured. A vernier scale is used to obtain precisions of 0.01 mm in S.I. $\mathbf{( 0 . 0 0 0 1}$ in in U.S.C.S.). Available as outside micrometers, inside micrometers, or depth micrometers. Also available as electronic gages to obtain a digital readout of the dimension of interest.

Dial indicator - Mechanical gage that converts and amplifies the linear movement of a contact pointer into rotation of a dial needle. The dia, is graduated in units of 0.01 mm in $\mathbf{S . 1}$, ( 0.001 in in U.S.C.S.). Can be used to measure straightness, fletness, squareness, and roundness.

Gages - Famtily of gages, usual'y of the goino-go type, that cheok whather a part dimension lies within acceptable limits defined by tole'ance specified in part drawing. Includes: (1) snap gages for external dimensions such as a thickness, (2) ring gages for cylindrical diameters. 13) plug gages for hole diameters, and (4) thresd gages.

Protractor - Device for measuring angles. Simple protractor consists of a straight blade and a semicircular head graduated in angular units (e.g., degrees). Bevel protractor consists of two straight blades that pivot one to the other; the pivot mechanism has a protractor scale to measure the angle of the two blades.

### 23.4 COORDINATE MEASURING MACHINES

Coordinate metrology is concerned with the measurement of the actual shape and dimensions of an ohject and comparing these with the desired shape and dimensions, as might be specitied on a part drawing. It this connection, courdinate metrology consists of the evaluation of the location, orientation, dimensions, and geometry of the part or object. A coordinate measuring machine (CMM) is an electromechanical system designed to perform coordinate metrology. A CMM consists of a contact probe that can be positioned in threc-dimensional (3-D) space relative to the surfaces of a workpart; and the $x, y$, and $z$ coordinates of the probe can be accurately and precisely recorded to obtain dimensional data conccrning the part geometry. See Figure 23.3. The technology of CMMs dates from the mid-1950s (Historical Note 23.2).


Figure 23.3 Coordinate measuring machine.

## Historical Note 23.2 Coordinate measuring machines [2]

In the mid-1950k applications of numerical control (NC) technology were growing (Historical Note 6.1!. A part that cook hours to produce by conventiond machining methods could be machined in minutes on an NC machine. The problem was that it still tequired hours to inspect the part by traditional measuring techniques. Among those who recognized this problem was Harty Ogden, chief engineer at Ferranth, E.d., a company producing NC machines in Scotland. To address the problem. Ogden developed an inspection machine in 1956, which is considered to be the first coordinate measuring machinc (CMM). It consisted of a freely moving measuring probe with electronic numerical display to indicate the location of the probe in $x-y$ coordinates. It had $x$ and $y$ movements of $610 \mathrm{~mm}(24 \mathrm{in}$ ) ard 381 mm ( 75 in ), rexpectively It used a tapered probe tip and provided a measuring accuracy of $0.025 \mathrm{~mm}(0.001 \mathrm{in})$. The machine was called the Ferranti Inspection Machine.

Among the attendees at the International Machine Tool Show in Paris in 1959 was George Knopf, Gencral Manager of the Industrial Controls Division of Bendix Corp in the United States. While touring the show, Knopf visited the Ferranti exhibit and noted with great interest the two-axis CMM among the Ferranti products on display. Rccognizing the potential of the machine, Knopf flew from the show to the Ferranti plant in Edinburgh, Scotland, where he started negotiations that led to an exclusive contract for Bendix to sell Ferranti CMMs in North America. Ferronti machincs were exhabited by Bendix at the National Machine Tool Show in Cheago is 1960.

The first Ferranti CMM sold in the United States was to Western Electric Company plant in Winston-Salen, North Carolina. The machine was used to icplace manual inspection techniques. Accurate tecords were kept on relative inspection times, manual techniques versus the CMM. Inspection times ware reduced from 20 minutes to 1 minute. The merit of tbe CMM was demonstrated, and the market for the CMM was established.

Ir 196L. responsibility tor marketing Ferranti CMMs was assigned to Sheffieid Corp. a division of Bendix that had been acquired in 1956. Between 1961 and 1964, more than 250

CMMs were sold by Shefteld The tradename Cordax (which stands for coordinate axes) was adopted. An agreement with Ferranti was reached for Sheffield to produce CMMs in the United States New Cordax models were introduced. CMM sales were growing, and other companies were entering the market, including DEA (Digital Electronic Automation, an Italian firm) in 1965 and Carl Zeiss (a German firm) in 1973 . Zeiss is credited with developing the first three-axis CMM. The first touch-trigger probe was developed in England in 1972 . Computer software was developed for CMMs to perform probe offset compensation and to calculate geometric features. Improvements in CMM technology continuc today.

To accomplish measurements in 3-D, a basic CMM is composed of the following components:

- probe head and probe to contact the workpart surfaces
- mechanical structure that provides motion of the probe in three Cartesian axes and displacement transducers to measure the coordinate values of each axis

In addition, many CMMs have the following components:

- drive system and control unit to move cach of the three axes
- digital computer system with application software

In this section, we discuss (1) the construction features of a CMM; (2) operation and programming of the machine: (3) the kinds of application software that enable it to measure more than just $x-y-z$ coordinates; (4) applications and benefits of the CMM over manual inspection; (5) flexible inspection systems, an enhancement of the CMM; and (6) use of coppact inspection probes on machine tools.

### 23.4.1 CMM Construction

In the construction of a CMM, the probe is fastened to a mechanical structure that allows movement of the probe relative to the part. The part is usually located on a worktable that is connected to the structure. Let us examine the two basic components of the CMM: (1) its probe and (2) its mechanical siructure.

Probe. The contact probe is a key component of a CMM. It indicates when contact has been made with the part surface during measurement. The tip of the probe is usualty a ruby ball. Ruby is a form of corundum (aluminum oxide), whose desirable properties in this application include high hardness for wear resistance and low density for minimum inertia. Probes can have either a single tip, as in Figure 23.4(a), or multiple tips as in Figure 23.4(b).

Most probes today are touch-trigger probes, which actuate when the probe makes contact with the part surface. Commercially available touch-trigger probes utilize any of various triggering mechanisms, including the following:

- The trigger is based on a highly sensitive electrical contact switch that emits a signal when the tip of the probe is deflected from its neutral position.
- The trigger actuates when electrical contact is established between the probe and the (metallic) part surface.


Figure 23.4 Contact probe configurations: (a) single tip and (b) multiple tips.

- The trigger uses a piezoelectric sensor that generates a signal based on tension or compression loading of the probe.

Immediately after contact is made between the probe and the surface of the object, the coordinate positions of the probe are accurateiy measured by displacement transducers associated with each of the three linear axes and recorded by the CMM controller. Common displacement transducers used on CMMs include optical scales, rotary encoders, and magnetic scales [2]. Compensation is made for the radius of the probe tip, as indicated in our Example 23.1, and any limited overtravel of the probe quill due to momentum is neglected. After the probe has been separated from the contact surface, it returns to its neutral position.

## EXAMPLE 23.1 Dimensional Measurement with Probe Tip Compensation

The part dittension $L$ in Figure 23.5 is to be measured. The dimension is aligned with the $x$-axis, so it can be measured using only $x$-coordinate locations. When the probe is moved toward the part from the left, contact made at $x=68.93$ is recorded (min). When the probe is moved toward the opposite side of the part


Figure 23.5 Setup for CMM maserembt in Example 29,
from the right, contact made at $x=137.44$ is recorded. The probe tip diameter is 3.00 mm . What is the dimension $L$ ?

Solution: Given that the probe tip diameter $D_{\mathrm{r}}=3.00 \mathrm{~mm}$, the radius $R_{t}=1.50 \mathrm{~mm}$. Each of the recorded $x$ valucs must be corrected for this radius.

$$
\begin{aligned}
& x_{1}=68.93+1.50=70.43 \mathrm{~mm} \\
& x_{2}=137.44-1.50=135.94 \mathrm{~mm} \\
& L=x_{1}-x_{2}=135.94-70.43=65.51 \mathrm{~mm}
\end{aligned}
$$

Mechanical Structure There are various physical configurations for achieving the motion of the probe, each with its relative advantages and disadvantages. Nearly all CMMs have a mechanical configuration that fits into one of the following six types, illustrated in Figure 23.6:


Figure 23.6 Six types of CMM consiruction: (a) cantilever, (b) moving bridge, (c) fixed bridge, (d) horizontal arm (moving ram type), (e) gantry, and (f) column.
(a) Cantilever. In the cantilever configuration, illustrated in Figure 23.6(a), the probe is attached to a vertical quill that moves in the $z$-fxis direction relative to a horizontal arm that overhangs a fixed worktable. The quill can also be moved aiong the length of the arm to achieve $y$-axis motion, and the arm can be moved relative to the worktable to achieve $x$-axis motion. The advantages of this construction are: (1) convenient access to the worktable, (2) high throughput-the rate at which parts can be mounted and measured on the CMM, (3) eapacity to measure large workparts (on large CMMs), and (4) relatvely small floor space requirements. Its disadvantage is lower rigidity than most other CMM constructions.
(b) Moving bridge. In the moving bridge design. Figure 23.6 (b). the probe is mounted on a bridge structure that is moved relative to a stationary table on which is positioned the patt to be measured. This provides a more rigid structure than the cantilever design, and its advocates claim that this makes the moving bridge CMM more accurate. However. one of the problems encountered with the moving bridge design is yawing (also known as walking), in which the two legs of the bridge move at slightly different speeds, resulting in twisting of the bridge. This phenomenon degrades the aceuracy of the measurements. Yawing is reduced on moving bridge CMMs when dual drives and position feedback controls are installed for both legs. The moving bridge design is the most widely used in industry. It is well suited to the size range of parts commonly encountered in production machine shops.
(c) Fixed bridge. In this configuration, Figure 23.6(c), the bridge is attached to the CMM bed. and the worktable is moved in the $x$-direction beneath the bridge. This construction eliminates the possibility of yawing, hence increasing rigidity and accuracy. However, throughput is adversely affected because of the additional mass involved to move the heavy worktable with part mounted on it.
(d) Horizontal arm. The horizontal arm configuration consists of a cantilevered horizontal arm mounted to a vertical column. The arm moves vertically and in and out to achieve $y$-axis and $z$-axis motions. To achieve $x$-axis motion, either the column is moved horizontally past the worktable (called the moving ram design), or the worktable is moved past the column (called the moving rable design). The moving ram design is illustrated in Figure 236 (d). The cantilever design of the horizontal arm configuration makes it less rigid and therefore less accurate than other CMM structures. On the positive side, it allows good accessibility to the work area. Large horizontal arm machines are suited to the measurement of automobile bodics, and some CMMs are equipped with dual arms so that independent measurements can be taken on both sides of the car body at the same time.
(c) Gantry. This construction, illustrated in Figure 23,6(e), is generally intended for inspecting large objects. The probe quill ( $z$-axis) moves relative to the horizontal arm extending belween the two rails of the gantry. The workspace in a large gantry type CMM can be as great as 25 m ( 82 ft ) in the $x$-direction by 8 m ( 26 ft ) in the $y$-direction by $5 \mathrm{~m}(20 \mathrm{ft})$ in the $z$-direction.
(f) Column. This configuration, in Figure $23.6(f)$, is similar to the construction of a machine tool. The $x$ - and $y$-axis movements are achieved by moving the worktable, while the probe quill is moved vertically along a rigid column to achieve $z$-axis motion.

In all of these constructions, special design features arc used to build high aceuracy and precision into the frame. These features include precision rolling-contact bearings and hydrostatic air-bearings, installation mountings to isolate the CMM and reduce vibrations in
the factory from being transmitted through the floor, and various schemes to counterbalance the overhanging amin the case of the cantilever construction [4], [17].

### 23.4.2 CMM Operation and Programming

Positioning the probe relative to the part can be accomplished in several ways, ranging from manual operation to direct computer control (DCC). Conputer-controlled CMMs operate much like CNC machine tools, and these machittes must be programmed. In this section, we consider: (1) ypes of CMM controls and (2) programming of computer-controlled CMMs.

CMM Controls. The methods of operating and controlling a CMM can be classified into four main categories: (1) manual drive, (2) manual drive with cornputer-assisted data processing, (3) motor drive with computer-assisted data processing, and (4) DCC with computer-assisted data processing.

In a manual drive CMM, the human operator physically moves the probe along the machine's axes to make contact with the part and record the measurements. The three orthogonal slides are designed to be nearly frictionless to permit the probe to be free floating in the $x$-, $y$-, and $z$-directions. The measurements are provided by a digital readout, which the operator cat record either manually or with paper printout. Any calculations on the data (e.s., calculating the center and diameter of a hole) must be made by the operator.

A CMM with manual drive and compurer-assisted data processing provides some data processing and computational capability for performing the calculations required to evaluate a given part feature. The types of data processing and computations range from simple conversions between U.S. customary units and metric to more complicated geometry calculations, uch as determining the angle between two planes. The probe is still frec floating to permil the operator to bring it into contact with the desired part surfaces.

A motor-driven CMM with computer-assisted data processing uses electric motors to drive the probe along the machine axes under operator control. A joystick or similar device is used as the means of controlling the motion. Features such as low-power stepping motors and friction clutches are utilized to reduce the effects of collisions between the probe and the part. The motor drive can be disengaged to permit the operator to physically move the probe as in the manual control method. Motur-driven CMMs are generally equipped with data processing to accomplish the geometric computations required in feature assessment.

A CMM with direct computer control (DCC) operates like a CNC machine tool. It is motorized and the movements of the coordinate axes are controlled by a dedicated computer under program control. The computer ako performs the various data processing and calculation functions and compiles a record of the measurements made during inspection. As with a CNC machine tool, the DCC CMM requires part programming.

DCC Programming. There are two principle methods of programming a DCC measuring machine: (1) manual leadthrough and (2) off-line programming. In the manual leadthrough method, the operator leads the CMM probe through the various motions required in the inspection sequence indicating the proints and surfaces that are to be measured and recording these into the control memory. This is similar to the rohot programming technique of the same name (Section 7.6.1). During regular operation, the CMM controller plays back the program to execute the inspection procedure.

Off-line programming is accomplished in the manner of computer-assisted NC part programming. The program is prepared off-line based on the part drawing and then downloaded to the CMM controller for execution. The programming statements for a comput-er-controlled CMM include motion commands, measurement commands, and report formatting zommands. The motion conmands are used to direct the probe to a desired inspection location. in the same way that a cutting tool is directed in a machining operation. The measurement statements are used to control the measuring and inspection functions of the machine, calling the varivus data processing and calculation routines into play. finally, the formatting statements permit the specification of the cutput reports to document the inspection.

An cnhancement of off-line frogramming is CAD programming [2], in which the measurement cycle is generated from CAD (Computer-Aided Design, Chapter 24) geometric data representing the part rather than from a hard copy part drawing. Off-line programming on a CAD system is facilitated by the Dimensional Measuring Interface Standard (DMIS). DMIS is a protocol that permits two-way communication between CAD systems and CMMs. Use of the DMIS protucol has the following advantages [2]: (1) It allows any CAD system to communicate with any CMM; (2) it reduces software development costs for CMM and CAD companies because only one translator is required to communicate with the DMIS; (3) users have greater choice in selecting among CMM suppliers: and (4) user training requirements are reduced.

### 23.4.3 Other CMM Software

CMM software is the set of programs and procedures (with supporting documentation) used to operate the CMM and its associated equipment. In addition to part programming software used for programming DCC machines, discussed above, other software is also required to achieve full functionality of a CMM. Indeed, it is software that has enabled the CMM to become the workhorse inspection machine that it is. Additional software can be divided into the following categories [2]: (1) core software other than DCC progranming, (2) post-inspection software, and (3) reverse engineering and application-specific software.

Core Software Other than DCC Programming. Core software consists of the minimum basic programs required for the CMM to function, excluding part programming software, which applies only to DCC machines. This software is generally applied either before or duritg the inspection procedure. Core programs normally include the following:

- Probe calibration. This function is required to define the parameters of the probe (such as tip radius, tip positions for a multi-tip probe, and elastic bending coefficients of the probe) so that coordinate measurements can be automatically compensated for the probe dimensions when the tip contacts the part surface, avoiding the necessity to perform probe tip calculations as in Example 23.1. Calibration is usually accomplished by causing the probe to contact a cube or sphere of known dimensions.
- Part coordinate system definition. This software permits measurements of the part to be made without requiring a time-consuming part alignment procedure on the CMM worktable. Instead of physically aligning the part to the CMM axes, the measurement axes are mathematically aligned relative to the part.
- Geometric feature construction. This software addresses the problems associated with geometric features whose evaluation requires more than one point measurement. These features include flatness, squareness, determining the center of a hole or the axis of a cylinder, and so on. The software integrates the multiple neasurements so that a given geometric feature can be evaluated. Table 23.4 lists a number of the common geometric fcaturcs, indicating how the features might be assessed by the CMM software. Examples 23.2 and 23.3 illustrate the application of two of the feature cvaluation techniques. For increased statistical reliability, it is common to measure mote than the theoretically minimum number of points needed to assess the feature and to use curve-fitting algorithms (such as least squares) in calculating the best estimate of the geometric feature's parameters. A review of CMM form-fitting algorithms is presented in Lin et al. [13].
- Tolerance analysis. This software allows measurements taken on the part to be compared to the dimensions and tolerances specified on the engineering drawing.

TABLE 23.4 Geometric Features Requiring Muitiple Point Measurements to Evaluate-Subroutines for Evaluating These Features Are Commonly Available Among CMM Software

Dimensions. A dimension of a paft can be determined by taking the difference betweon the two surfaces defining the dimension. The two surtaces can be defined by a point location on each surface. In two axes $(x-y)$, the distance $L$ between two point locations $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ is given by
$\mathrm{L}= \pm \sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}$
In three axes $(x-y-z)$, the distance $L$ between two point locations $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{z}\right)$ is given by
$L= \pm \sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+\left(z_{2}-z_{1}\right)^{2}}$
See Example 23.1.
Hole location and diameter. By moasuring three points around the surface of a circular hole, the
"best-fit" center coordinates ( $a, b$ ) of the hole and its radius $R$ can be computed. The
diameter $=$ twice the radius. In the $x-y$ plane, the coordinate values of the three point locations are used in the following equation for a circle to set up three equations with three unknowns:
$(x-a)^{2}+(y-b)^{2}=R^{2}$
where $s=x$-coordinate of the hole center, $b=y$-coordinate of the hole circle, and $R=$ radius of the hole ciscle. Solving the three equations vields the values of $a, b$, and $R, D=2 R$. \$ae Example 23.2.
Cylinder axis and diameter. This is similar to the preceding problem except that the calculation deals with an outside surface rather than an internal (hole) surface.
Sphere center and diameter. By measuring four points on the surface of a sphere, the best-fit center coordinates ( $s, b, c$ ) and the radius $A$ (ciarneter $D=2 R$ ) can be calculated. The coordinate values of the four point locations are used in the following equation for a sphere to set up four equations with four unknowns:
$(x-a)^{2}+(y-b)^{2}+(z-c)^{2}=R^{2}$
where $a=x$ coordinate of the sphere, $b=v$-coordinate of the sphere, $c=z$-coordinate of the sphere, and $R=$ radius of the sphere. Solving the four equations yields the values of $a, b, c$, and $R$.

Definition of a line in $x-y$ plane. Based on a minimum of two contact points on the line, the best-fit line is determined. For example, the line might be the edge of a straight surface. The coordinate values of the two point locations are used in the following equation for a line to set up two equations with two unknowns:

TABLE 23.4 Continued
$x+A y+B-0$
where $A$ is a parameter indicating the slope of the line in the $y$-axis direction and $B$ is a constant indicating the $x$-axis intercept. Solving the two equations yields the values of $A$ and $B$, which defines the line. This form of equation can be converted into the more familiar conventional equation of a straight line, which is
$y-m x+b$
where slope $m=-1 / A$ and $y$-intercept $b=-B / A$.
Angle between two lines. Based on the conventional form equations of the two lines, that is, Eq.
\{23.8\}, the angle between the two lines relative to the positive $x$-axis is given by:
Angle between line 1 and line $2-\alpha-\beta$
where $a$ - tan ${ }^{1}\left(m_{1}\right)$, where $m_{1}=$ slope of line 1 ; and $\beta=\tan ^{-1}\left(m_{2}\right)$, where $m_{2}=$ slope of line 2 .
Definition of a plane. Based on a minimum of three contact points on a plane surface, the best-fit plane is determined. The coordinate values of the three point locations are used in the following equation for a plane to set up throe equations with three unknowns:
$x+A y+B z+C=0$
where $A$ and $B$ are paramezers indicating the slopes of the plane in the $y$ and $z$-axis directions, ond $C$ is a constant indicating the $x$-axis intercept. Solving the three equations yields the vaiues of $A$. $B$, and $C$, which defines the plane.

Fiatness. By measuring more than three contact points on a supposedly plane surface. the deviation of the surface from a perfect plane can be determined.

Angle betwaen two planas. The angle between two planes can be found by defining each of two planes using the plane definition method above and calculating the angle between them.
Parallelism between two plames. This is an extension of the previous function. If the angle between two of anes is zero, then the planes are parallel. The degree to which the planes deviate from parallelism can be determined.

Angle and point of intersaction between two hines. Given two lines known to intersect (e.g., two edges of a part that meet in a cornerl, the point of intersection and the angle between the lines can be determined based on two points measured for each line (a total of four points).

## EXAMPLE 23.2 Computing a Linear Dimension

The coordinates at the two ends of a certain length dimension of a machined component have been measured by a CMM. The coordinates of the first end are (23.47, 49.11, 0.25), and the coordinates of the opposite end are (73.52. 21.70, 60.38), wherc the units are millimeters. The given coordinates have been corrected for probe radius. Determine the length dimension that would be computed by the CMM software.
Solution: Using Eq. (23.4) in Tabte 23.4, we have

$$
\begin{aligned}
L & =\sqrt{(23.47-73.52)^{2}+(48.11-21.70)^{2}+(0.25-60.38)^{2}} \\
& =\sqrt{\left.(-50.05)^{2}+(26.41)^{2}+1-60.13\right)^{2}} \\
& =\sqrt{2505.6025}+697.4881+3615.6169
\end{aligned} \sqrt{6818.1075}=82.57 \mathrm{~mm}
$$

## EXAMPLE 23.3 Determining the Center and Diameter of a Dritled Hole

Three point locations on the surface of a driiled hole have been measured by a CMM in the $x-y$ axes. The three coordinates are: $(34.41,21.07),(55.19,30.50)$, and $(50.10,13.18) \mathrm{mm}$. The given coordinates have been corrected for probe radius. Determine: (a) coordinates of the hole center and (b) hole diameter, as they would be computed by the CMM softwatc.
Solution. To determine the coordinates of the hole center, we must establish three equations patterned after Eq. (23.5) in Table 23.4:

$$
\begin{align*}
& (34.41-a)^{2}+(21.07-b)^{2}=R^{2}  \tag{i}\\
& (55.19-a)^{2}+(30.50-b)^{2}=R^{2}  \tag{ii}\\
& (50.11-a)^{2}+(13.18-b)^{2}=R^{2} \tag{iii}
\end{align*}
$$

Expanding each of the equations, we have:

$$
\begin{array}{r}
1184.0481-68.82 a+a^{2}+443.9449-42.14 b+b^{2}=R^{2} \\
3045.9361-110.38 a+a^{2}+930.25-61 b+b^{2}=R^{2} \\
2510.01-101.2 a+a^{2}+173.7124-26.36 b+b^{2}=R^{2} \tag{iii}
\end{array}
$$

Setting Eq. (i) $=$ Eq. (ii):

$$
\begin{gather*}
1184.0481-68.82 a+a^{2}+443.9449-42.14 b+b^{2}= \\
3045.9361-110.38 a+a^{2}+930.25-61 b+b^{2}  \tag{iv}\\
1627.993-68.82 a-42.14 b=3976.1861-110.38 a-61 b \\
-2348.1931+41.56 a+18.86 b=0 \\
18.86 b-2348.1931+41.56 a \\
b=124.5065-2.2036 a \tag{iv}
\end{gather*}
$$

Now setting Eq. (ji) $=$ Eq. (tii):

$$
\begin{gather*}
3045.9361-110.38 a+a^{2}+930.25 \cdots 61 b+b^{2}= \\
2510.01-100.2 a+a^{2}+173.7124-26.36 b+b^{2}  \tag{v}\\
3976.1861-110.38 a-61 b=2683.7224-100.2 a-26.36 b \\
1292.4637-10.18 a-34.64 b=0 \\
10.18 a=1292.4637-34.64 b \\
a=126.9611-3.4027 b \tag{v}
\end{gather*}
$$

Substituting Eq. (iv) for $b$ :

$$
\begin{aligned}
& a=126.9611-3.4027(124.5065-2.2036 a) \\
& a=126.9611-423.6645+7.4983 a \\
& 6.4983 a-296.7034 \quad a=45.6586 \rightarrow 45.66
\end{aligned}
$$

The value of $a$ can now be substituted into Eq. (iv):

$$
b=124.5065-2.2036(45.6586) \quad b=23.8932 \rightarrow 23.89
$$

Now using the values of $a$ and $b$ in Fq. (i) to find $R$ (Eqs. (ii) and (iii) could also he used), we have:

$$
\begin{aligned}
R^{2} & =(34.41-45.6586)^{3}+(21.07-23.8932)^{2} \\
& =(-11.2486)^{2}+(-2.8232)^{2}=[26.531+7.970=134.501 \\
R & =v \overline{134.501}=11.60 \mathrm{~mm} \quad D=23.20 \mathrm{~mm}
\end{aligned}
$$

Post-Inspection Software. Pest-inspection software is composed of the set of programs that are applied after the inspection procedure. Such software often adds significant utility and value to the inspection function. Among the programs included in this group are the following:

- Statistical analysis. This software is used to carry out any of various statistical analyses on the data collected by the CMM. For example. part dimension data can be uscd to assess process capability (Section 21.1.2) of the associated manufacturing process ur for staristical process control (Sections 21.2 and 21.3). Two alternative approaches have been adopted by CMM makers in this area. The first approach is to provide software thet creates a database of the measurements taken and facilitates exporting of the database to other sofware packages. What makes this feasible is that the data collected by a CMM are already coded in digital form. This approach permits the user to select among many statistical analysis packages that are commercially available. The second approach is to include a statistical analysis program among the software supplied by the CMM builder. This approach is generally quicker and easiet, but the range of analyses available is not as great.
- Graphical dara representation. The purpose of this software is to display the data collected during the CMM procedure in a graphical or pictorial way, thus permitting easier visualization of form errors and other data by the user.

Reverse Engineering and Application-Specific Software. Reverse engineering software is designed to take an existing physical part and construct a computer model of the part geometry based on a large number of measurements of its surface by a CMM. This is currently a developing area in CMM and CAD software. The simplest approach is to use the CMM in the manual mode of operation, in which the operator moves the probe by hand and scars the physical part to create a digitized three-dimensional (3-D) surface model. Manual digitization can be quite time-consuming for complex part geometries. More automated methods are being developed, in which the CMM explores the part surfaces with little or no human intervention to construct the 3-D model. The challenge here is to minimize the exploration time of the CMM, yet capture the details of a complex surface contour and avoid collisions that would damage the probe. In this context, it should be mentioned that significant potential exists for using noncontacting probes (such as lasers) in reverse engineering applications.

Appfication-specific software refers to programs written for certain types of parts and/or products and whose applications are generally limited to specific industries. Several important examples are [2], [3]:

- Gear checking. These programs are used on a CMM to measure the geometric features of a gear, such as tooth profile, tooth thickness, pitch, and helix angle.
- Thread checking. These are used for inspection of cylindrical and conical threads.
- Cam checking. This specialized software is used to evaluate the accuracy of physical cams relative to design specifications.
- Automobile body checking. This software is designed for CMMs used to measure sheel metai panels, subassemblies, and complete car bodies in the automotive industry. Unique measurement issues arise in this application that distinguish it from the measurement of machined parts These issues include: (1) large sheet metal panels lack rigidity, (2) compound curved surfaces are common, (3) surface definition cannot be determined without a great number of measured points.

Also included in the category of application-specific software are programs to operate accessory equipment associated with the CMM. Examples of accessory equipment requiring ity own application software include:probe changers. rotary worktables used on the CMM, and automatic part loading and unloading devices.

### 23.4.4 CMM Applications and Benefits

Many of the applications of CMMs have been suggested by our previous discussion of CMM software. The most common applications are off-line inspection and on-line/post-process inspection (Section 22.4.1) Machined components are frequently inspected using CMMs. One common application is to check the first part machined on a numerically controlled machine tool. If the first part passes inspection, then the remaining parts produced in the batch are assumed to be identical to the first. Gears and automobile bodies are two examples previously mentioned in the context of application-specific software (Section 23.4.3).

Inspection of parts and assemblies on a CMM is generally accomplished using sampling techniques. CMMs are sometitnes used for $100 \%$ inspection if the inspection cycle is compatible with the production cycle (it often takes less time to produce a part than it does to inspect iti and the CMM can be dedicated to the process. Whether used for $100 \%$ inspection or sampling inspection, the CMM measurements are frequently used for statistical process control.

Other CMM applicatons include audit inspection and calibration of gages and fixtures, Audit inspection refers to the inspection of incoming parts from a vendor to ensure that the vendor's quality control systems are reliable. This is usually done on a sampling basis in effect, this application is the same as post-process inspection. Gage and flexture calibration itvolves the measurement of various gages, fixtures, and other inspection and production tooling to validate their continued use.

One of the factors that makes a CMM so useful is its accuracy and repeatability. Typical values of these measures are given in Table 23.5 for a moving bridge CMM. It can be seen that these performance measures degrade as the size of the machine increases.

Coordinate measuring machines are most appropriate for applications possessing the following characteristics (summarized in the checklist of Table 23.6 for potential users to evaluate their inspection operations in terms of CMM suitability):

1. Many inspectors perforning repenitive manual inspection operattons. If the inspection function represents a significant labor cost to the plant, then automating the inspection procedures will reduce labor cost and increase throughput.

TABLE 23.5 Typical Accuracy and Repeatability Measures for Two Different Sizes of CMM; Data Apply to a Moving Bridge CMM

| CMM Foature |  | Small CMM | Large CMM |
| :---: | :---: | :---: | :---: |
| Measuring range: | $x$ | 650 mm (25.6 in) | 900 mm ( 35.4 in ) |
|  | $y$ | 600 mm (23.6 in) | $1200 \mathrm{~mm}(47.2 \mathrm{in})$ |
|  | $z$ | 500 mm (19.7 in) | $850 \mathrm{~mm} \mathrm{( } 33.5 \mathrm{in}$ ) |
| Accuracy. | $x$ | 0.004 mm (0.00016 in) | $0.006 \mathrm{~mm}\{0.00024 \mathrm{in}\}$ |
|  | $y$ | 0.004 mm (0.00016 int | $0.007 \mathrm{~mm}(0.00027 \mathrm{in})$ |
|  | $z$ | $0.0035 \mathrm{~mm}(0.00014 \mathrm{in})$ | $0.0065 \mathrm{~mm}(0.00026 \mathrm{in})$ |
| Repeatability |  | $0.0035 \mathrm{~mm}(0.00014 \mathrm{in})$ | $0.004 \mathrm{~mm}(0.00016 \mathrm{in})$ |
| Reso'ution |  | $0.0005 \mathrm{~mm}(0.00002 \mathrm{in})$ | $0.0005 \mathrm{~mm}(0.00002 \mathrm{in})$ |

Source: [3]

TABLE 23.6 Checklist to Determine Suitability of CMMs for Potential Applications-The More Check Marks in the YES Column, the More Likelv That C.MM Technology Is Appropriate

| Inspection Characteristic | NO íFew or No Applications | YES (Many Applications) |
| :---: | :---: | :---: |
| 1. Many inspectors performing repetitive manual inspection operations. |  |  |
| 2. Post-process inspection. |  |  |
| 3. Measurement of geometric features requizing multiple contaci points. |  |  |
| 4. Multiple inspection setups are required if parts are manually inspected. |  |  |
| 5. Complex jart geometry. |  |  |
| 6. High variety of parts to be inspected. |  |  |
| 7. Repest orders. |  |  |
| Total check marks in each column. |  |  |

2. Post-pracess inspection. CMMs are applicable only to inspection operations performed after the manufacturing process.
3. Measurenent of geometric features requiring multiple contact points. These kinds of features are identified in Table 23.4, and availabie CMM software facilitates eva!uation of these features.
4. Multiple inspection setups are required if parts are manualty inspected. Manual inspections are generally performed on surface plates using gage blocks, height gages, and similar devices, and a different setup is often required for each measurement.

The same group of measurements on the part can usually be accomplished in one setup on a CMM.
5. Complex part geometry. If many measurements are to be made on a complex part, and many contact locations are required, then the cycle time of a DCC CMM will be significantly less than the corresponding time for a manual procedure.
6. High variety of parts to be inspected. A DCC CMM is a programmable machine, capable of dealing with thigh parts variety.
7. Repeat orders. Using a DCC CMM, once the part program has been prepared for the first part, subsequent parts from repeat orders can be inspected using the same program.

When applied in the appropriate parts quantity-parts variety range, the advantages of using CMMs over manual inspection methods are [17]:

- Reduced inspection cycle time. Because of the automated techniques included in the operation of a CMM, inspection procedures are speeded and labor productivity is improved. A DCCCMM is capable of accomplishing many of the measurement tasks listed in Table 23.4 in one-tenth the time or less, compared with manual techniques. Reduced inspection cycle time translates into higher throughput.
- Fleribility. A CMM is a general-purpose machine that can be used to inspect a variety of different part configurations with minimai changeover time. In the case of the DCC machine, where programming is performed off-line, changeover time on the CMM involves onfy the physical setup.
- Reduced operator errors. Automating the inspection procedure has the obvious effect of reducing human errors in measurements and setups.
- Greater inherent accuracy and precision. A CMM is inherently more accurate and precise than the manual surface plate methods that are traditionally used for inspection.
- Avoidance of multiple setups. Traditional inspection techniques often require multiple setups to measure multiple part features and dimensions. In general, all measurements can be made in a single setup on a CMM, thereby increasing throughput and measurement accuracy.

The technology of CMMs has spawned other contact inspection methods. We discuss two of these extensions in the following Sections: flexible inspection systems and inspection probes.

### 23.4.5 Flexible Inspection Systems

A flexible inspection system (FIS) takes the versatility of the CMM one step further. In concept, the FIS is related to a CMM in the way a flexible manufacturing system (FMS) is related to a machining center, A flexible imspection system is defined as a highly automated inspection workcell consisting of one or more CMMs and other types of inspection equipment plus the parts handling systems needed to move parts into, within, and out of the cell. Robots might be used to accomplish some of the parts-handling tasks in the system. As with the FMS, all of the components of the FIS are computer controlled.

An example of an FIS at Boeing Aerospace Company is reported in Schaffer [19]. As illustrated in the layout in Figure 23.7, the system consists of two DCC CMMs a robotic inspection station, an automated storage system, and a storage-and-retrieval cart that interconnects the various components of the cell. A staging area for loading and unloading pallets into and out of the cell is located immediatelyoutside the FIS. The CMMs in the cell


Figure 23.7 Layout plan of flexible inspection system (F1S).
perform dimensional inspection based on programs prepared off-line. The robotic station is equipped with an ultrasonic inspection probe to check skin thickness of hollow wing seetions for Boeing's aerospace products.

### 23.4.6 Inspection Probes on Machine Tools

In recent years there has been a significant growth in the use of tactile probes as on-line inspection systems in machine tool applications. These probes are mounted in toolholders, inserted into the machine tool spindle, stored in the tool drum. and handled by the automatic tool changer in the same way ihat cutting tools are handled. When mounted in the spindle, the machine tool is controlled very much like a CMM. Sensors in the probe determine when contact has been made with the part surface. Signals from the sensor are transmitted by any of several means (e.g., direct clectrical connection, induction-coil, ir:frared data transmission) to the controller that performs the required data processing to interpret and utilize the signal.

Touch-sensitive probes are sometimes referred to as in-process inspection devices, but by our definitions they are on-line/post-process devices (Section 22.4.1) because they are employed immediately following the machuing operation rather than during cutting. However, these probes are sometimes used between machining steps in the same setup; for example, to establish a datum reference either before or after initial machining so that subsequent cuts can be accomplished with greater accuracy. Some of the other calculation features of machine-mounted inspection probes are similar to the capabilities of CMMs with computer-assisted data processing. The features include: determining the centerline of a cylindricel part or a hole and determining the coordinates of an inside or outside comer.

One of the controversial aspects of machine-mounted inspection probes is that the same machine tool making the part is also performing the inspection. The argument against this is that certain errors intherent in the cutting operation will also be manifested in the measuring operation. For example, if there is misalignment between the machne tool axcs, thus producing out-of-square parts, this condition will not be identified by the machinemounted probe because the movement of the probe is affected by the same axis misalignment. To generalize, errors that are cormmon to both the production prucess and the measurement procedure will gn undetected by a machine-mounted inspection probe. These crrors include [2]: machine tool geometry errors (such as the axis misalignment problem
identified above), thermal distortions in the machine tool axes, and errors in any therma! correction procedures applied to the machine tool. Errors that are not common to both systems shoutd be detectable by the measurement probe. These measurable errors include tool and/or toolholder deffection. workpart deflection, tool offset errors, and effects of tool wear on the workpart. In practice, the use of machine-mounted inspection probes has proved to be effective in improving quality and saving time as an alternative to expensive off-line inspection operations.

### 23.5 SUAFACE MEASUREMENT ${ }^{3}$

The measurement and inspection technologies discussed in Sections 23.3 and 23.4 are concerned with evaluating dimensions and related characteristics of a part or product. Another measurable atribute of a part or product is its sufface. The measurement of surfaces is usually accomplished by instruments that use a contacting stylus. Hence, surface metrology is most appropriately included within the scope of contact inspection technologies.

### 23.5.1 Stylus Instruments

Stylus-type instruments are commercially available to measure surface roughness. In these electronic devices, a cone-shaped diamond stylus with point radius of about 0.005 mm ( 0.0002 in ) and $90^{\circ}$ cip angle is traversed across the test surface at a constant slow speed. The operation is depicted in Figure 23.8. As the stylus head moves horizontally, it also moves vertically to follow the surface deviations. The vertical movements are converted into an electronic signal that represents the topography of the surface along the path taken by the stylus. This can be displayed as either: (1) a profile of the surface or (2) an average roughness value.

Profling devices use a separate flat plane as the nominal reference against which deviations are measured. The output is a plot of the surface contour along the line traversed by the stylus. This type of system can identify roughness, waviness, and other measures of the test surface. By traversing successive lines parallel and closely spaced with each other, a "topographical map" of the surface can be created.

Averaging devices reduce the vertical deviations to a single value of surface roughness. As illustrated in Figure 23.9, sufface roughness is defined as the average of the vertical deviations from the nominal surface over a specified surface length. An arithmetic average (AA) is generally used, based on the absolute values of the deviations. In equation form,

$$
\begin{equation*}
R_{a}=\int_{0}^{L} \frac{|y|}{L} d x \tag{23.11}
\end{equation*}
$$

where $R_{f}=$ arithmetic mean value of roughness ( $\mathrm{m}, \mathrm{in}$ ); $y=$ vertical deviation from the nominal surface converted to absolute yalue ( $m$, in); and $L=$ sampling distance, called the cutoff length, over which the surface deviations are averaged. The distance $L_{m}$ in Figure 23.9 is the total measurement distance that is traced by the stylus. A stylus-type averaging device performs Eq. (23.11) electronically. To establish the nominal reference plane, the de-

[^30]

Figure 23.8 Sketch illustrating the operation of stylus-type instrument. Stylus head traverses horizontally across surface, while stylus moves vertically to follow surface profile. Vertical movement is converted into either: (1) a proftle of the surface or (2) the average roughness value (source: [10]).


FEgure 23.9 Deviations from nominal surface used in the definition of surface roughness (source: $[10]$ ).
vice uses skids riding on the actual surface. The skids act as a mechanical filter to reduce the effect of waviness in the surface.

One of the difficulties in surface roughness measurement is the possibility that waviness can be included in the measurement of $R_{a}$. To deal with this problem, the cutoff length is used as a filter that separates waviness from roughness deviations. As defined above, the cutoff length is a sampling distance along the surface It can be set at any of several values on the measuremeat device, usually ranging between $0.08 \mathrm{~mm}(0.0030 \mathrm{in})$ and 2.5 mm ( 0.10 in ). A cutoff length shorter than the waviness width eliminates the vertical deviations associated with waviness and only includes those associated with roughness. The most common cutoff length used in practice is 0.8 mm ( 0.030 in ). The cutoff length should be ser at a value that is at least 2.5 times the distance between successive roughness peaks. The measuring length $L_{m}$ is normally set at about five times the cutoff length.

An approximation of Eq. (23.11), perhaps easier to visualize, is given by:

$$
\begin{equation*}
R_{a}=\frac{\sum_{i-1}^{n}\left|y_{i}\right|}{n} \tag{23.12}
\end{equation*}
$$

where $R_{4}$ has the same meaning as above; $y_{4}=$ vertical deviations identified by the subscript $i$, converted to absolute value ( m , in); and $n=$ the number of deviations included in $L$. We
have indicaied the units in these equations to be meters (inches). However, the scale of the deviations s very small, so more appropriate units are microns, which equal $10^{-6} \mathrm{~m}$ or $10^{-3} \mathrm{~mm}$. or microinches, which equal $10^{5} \mathrm{in}$. These are the units commonly used to express surface roughness.

Surfacc roughness suffers the same kinds of deficiencies of any single measure used to assess a complex physical attribute. One deficiency is that it fails to account for the lay of the surface pattern; thus, surface roughness may vary significantly depending on the direction in which it is measured. These kinds of issues are addressed in books that deal specifically with surface texture and its characterization and measurement. such as [15].

### 23.5.2 Other Surface Measuring Techniques

Two additional methods for measuring surface roughness and related characteristics are available. One is a contact procedure of sorts, while the other is a noncontact method. We mention them here for completeness of coverage.

The first technique involves a subjective comparison of the part surface with standard surface finish blocks that are produced to specified roughness values. In the United States, these blocks have surfaces with roughness values of $2,4,8,16,32,64$, and 128 microinches. To estimate the roughness of a given test specimen, the surface is companed to the standard both visually and by using a "fingernail test." In this test, the user gently scratches the surfaces of the specimen and the standard, judging which standard is closest to the specimen. Standard test surfaces are a convenient way for a machine operator to obsain an estimate of surface roughness. They are also useful for product design engineers in judging what value of surface roughness to specify on the part drawing. The drawback of this method is its subjectivity.

Most other surface measuring instruments employ optical techniques to assess roughness. These techniques are based on light reflectance from the surface, light scatter or diffusion, and laser technology. They are useful in applications where stylus contact with the surface is undesirable. Some of the techniques permit very high speed operation, thus making $100 \%$ perts inspection feasible. However, the optical techniques yield values that do not always correlate well with roughness measurements made by stylus-type instruments.

### 23.6 MACHINE VISION

Machine vision can be defined as the acquisition of image data, followed by the processing and interpretation of these data by computer for some useful application. Machine vjsion (aiso called computer vision, since a digital conaputer is required to process the image data) is a rapidly growing technology, with its principal applications in industrial inspection. In this section, we examine how machine vision works and its applications in QC inspection and other areas.

Vision systems are classified as being either 2-D or 3-D. Two-dimensional systems view the scene as a 2-D image. This is quite adequate for most industrial applications, since many situations involve a 2-D scene Examples include dimensional measuring and gaging, verifying the presence of components, and checking for features on a flat (or semiflat) surface. Other applications require 3-D analysis of the scene, and 3-D vision systems are required for this purpose. Sales of 2-D vision systems outnumber those of 3-D systems by


Figure 23.10 Basic functions of a machine vision system.
more than ten to one [7]. Our discussion will emphasize the simpler 2-D systems, although meny of the iechniques used for 2-D are also applicable in 3-D vision work.

The operation of a machine vision system can be divided into the following three functions: (1) image acquisition and digitization. (2) image processing and analysis, and (3) interpretation. These functions and their relationships are illustrated schematically in Figure 23.11).

### 23.6.1 Image Acquisition and Digitization

Image acquistion and digitization is accomplished using a video camera and a digitizing system to store the image data for subsequent analysis. The camera is focused on the sutbject of interest, and an mage is oblained by dividing the viewing area into a matrix of discrete picture elements (called pixels), in which each element has a value that is proportional to the light intersity of that portion of the scene. The intensity value for each pixel is converted into its equivalent digital value by an ADC (Section 5.3). The operation of viewing a scene consisting of a simple object that contrasts substantially with its background, and dividing the scene into a corresponding matrix of picture elements. is depicted in Figute 23.11.

The ligurc illustrates the likely amage obtained from the simplest type of vision system, called a bonary vision system. In binary vision, the light mensity of each pixel is ultimately reduced to ether of tho valus, white br black, depending on whether the light intensity exceeds a given threshold level. A more sophisticated vision system is capable of distinguishing and storing different shades of gray in the image. This is called a gray-scale system. This type of system can detemnme not only an object's outline and area characteristics, but also ite surface chameteristics such as texture and color. Gray-scale vision systems typically use 4,6 . or 8 bits of memory. Fight bits corresponds to $2^{\text {h }}=256$ intensity levels, which is generally morti levels than the sideo camera can really distinguish and certhinly more than the human eyecan discern.

Each ser of digitized pixel values is referred to as a frame. Eech frame is stored in a computer memory device called a frame buffer. I he process of reading all the pixel vaiues


Figure 23.11 Dividing the image into a matrix of picture elements, where each element has a light intensity value corresponding to that portion of the image: (a) the scene; (b) $12 \times 12$ matrix superimposed on the scene: and (c) pixel intensity yalues, either black or white, for the scene.
in a frame is performed with a frequency of 30 times per second (typical in the United States, 25 times per second in European vision systems).

Types of Cameras. Two types of cameras are used in machine vision applications: vidicon cameras (the type used for television) and solid-state cameras. Vidicon cameras operate by focusing the image onto a photoconductive surface and scanning the surface with an electron beam to obtain the relative pixel values. Different areas on the photoconductive surface have different voltage levels corresponding to the light intensities striking the areas. The electron beani follows a well-defined scanning pattern, in effect dividing the surface into a large number of horizontal lines, and reading the lines from top-to-bottom. Each line is in turn divided into a series of points. The number of points on each line, multiplied by the number of lines, gives the dimensions of the pixel matrix shown in Figure 23.11. During the scanning process, the electron beam reads the voltage level of each pixel.

Solid-state cameras operate by focusing the image onto a 2-D array of very small. finely spaced photosensitive elements. The photosensitive elements form the matrix of pixels shown in Figure 23.11. An electrical charge is generated by each elemen according to
the intensity of light striking the clement. The charge is accumulated in a storage device comsisting of an array of storage elements corresponding one-to-one with the photosensitive preture elements. These charge values are read sequentially in the data processing and analysis function of machine vision.

Comparing the vidicon camera and solid-state camera. the latter possesses several advantages in industrial applicationts it is physically smaller and more rugged, und the image produced is more stable. The vidicon camera suffers from distortion that occurs in the image of a fast-moving object because of the time lapse associated with the scanning electron beam as it ready the pixel levels on the photoconductive surlace. The relative advantages of the solid-state cameras have resulted in the growing doninance of their use in machine vision systems. Types of solid-state comeras include: (1) charge-coupled-device (CCD) , 12) charge -injected device (CID), and (3) charge-priming device (CPD). These lypes are compared in [ 8 ].

Typical square pixel arrays are $256 \times 256.512 \times 512$, and $1024 \times 1024$ picture elements. Other arrays include $240 \times 3201,5100 \times 582$, and $1035 \times 1320$ pixels $[24]$. The resolution of the vision system is its athility to sense fine details and features in the image. Resolution depends on the number of picture elements used; the noore pixels designed into the vision system, the higher its resolution. However, the cost of the camera increases as the number of pixels is increased. Even more important, the time required to sequentially read the picture elcments and process the dataincreases as the number of puxels grows. The following example illustrates the problem.

## EXAMPLE 23.4 Machine Vision

A video camera has a $512 \times 512$ pixel matrix. Each pixel must be converted from an analog signal to the corresponding digital signal by an ADC. The ana-log-to-digital conversion process takes 0.1 microseconds $\left(0.1 \times 10^{-6} \mathrm{sec}\right)$ to complete, including the time to move between pixels. How long will it take to collect the image data for one frame, and is this time compatible with processing at the rate of 30 frames per second?
Solution: There are $512 \times 512=262,144$ pixels to be scanned and converted. The total time to complete the analug-to-digital conversion process is

$$
(262.144 \text { pixels })\left(0.1 \times 10^{-6} \mathrm{sec}\right)=0.0262 \mathrm{sec}
$$

At a processing rate of 30 frames per second, the processing time for each frame is 0.0333 sec , which is significantly longer than the 0.0262 sec required to perform the 262,144 analog-to-digital conversions.

Ihumination, Another important aspect of machine vision is illumination. The scene viewed by the vision camera nust be well illuminated, and the illumination must be constant over time. This almost always requires that special lighting be installed for a machine vision application rather than rely on ambient lighting in the facility.

Five categories of lighting can be distinguished for machine vision applications, as depicted in Figure 23.12: (a) front lighting, (b) back lighting, (c) side lighting, (d) structured lighting, and (e) strobe lighting. These categories represent differences it the positions of the light source relative to the camera as much tus they do differences in tighting technologies. The lighting technologies include incandescent lamps, fluorescent lamps, sodium vapos lamps, and lasers.


Fagare 23.62 Types of hlumination in machince viston; (a) front lighting. (b) back hehting (c) side lightiag, (d) structares lighting using a planar sheas of light and (e) strobe lighting.

In from lighing, the light source is lucated on the same side of the object as the camera. This produces a reflected high from the object that allows inspection of sarface foatures such as printing on a label and surface pattens such as solder lines on a printed circuit board. In back lighting, the light source is placed behind the object being viewed by the camera. This creates a dark silhouette of the object that contrasts sharply with the light background. This type of lighting can be used for binary vision systems to inspect for part dimensions and to distinguish between different pa:t outlines. Side highting causes itregularities in an utherwse plane smooth surface to cast shadows that can be identified by the vision syctem. This can be used to inspect for defects and flaws in the surface of an object.

Structured lighting involves the projection of a special light pattern on to the object to enhance certain geometric features. Probably the most common structured light pattern is a planar sheet of highly focused light directed against the surface of the object at a certain known angle, as in Figure 23.12(d). The shcet of light forms a bright line where the beam intersects the surface In our sketch, the vision camera is positioned with its line of sight perpendicular to the surface of the object, so that any variations from the general plane of the part appear as deviations from a straight line. The distance of the deviation can be determined by optical measurement, and the corresponding elevation diffetences can be calculated using trigonometry.

In strobe lighting, the scene is illuminated by a short pulse of high-intensity lipht. which causes a moving object to appear stationary. The moving object might be a part moving past the vision camera on a conveyor. The pulse of light can last $5-500$ microseconds $[8]$. This is sufficient time for the camera to capture the scene, although the camera actuation must be synchronized with that of the strobe light.

### 23.6.2 Image Processing and Analysis

The second function in the operation of a machine vision system is image processing and analysis. As indicated by Example 23.4, the amount of data that must be processed is significant. The data for each frame must be analyzed within the time required to complete one scan ( $1 / 30$ sec). A number of techniques have been developed for analyzing the image data in a machine vision system. One category of techniques in image processing and analysis is catlerl segmentation. Segmentatiun techniques are intended to define and separate re gions of interest within the image. Two of the common segmentation techniques are thresholding and edge detection. Thresholding involves the conversion of each pixcl intensity level into a binary value, representing either white or black. 'This is done by comparing the intensity value of each pixel with a defined threshold value. If the pixel value is greater than the threshold, it is given the binary bit value of white, say 1 ; if less than the defined threshold, then it is given the bit value of black, say 0 . Reducing the image to binary form by means of thresholding usually simplifies the subsequent problem of defining and identifying objects in the innage. Edge detection is concerned with determining the location of boundaries between an object and its surroundings in an image. This is accomplished by identifying the contrast in light intensity that exists between adjacent pixels at the borders of the object. A number of software algorithms have been developed for following the border around the object.

Another set of techniques in image processing and analysis that nomaliy follows segmentation is feature extraction. Mos1 machine vision systems characterize an object in the image by means of the object's features. Some of the features of an object include the
object's area, length, width, diameter. perimeter. center of gravity, and aspect ratio. Feature extraction methods are designed to determine these features based on the area and boundaries of the object (using thresholding, edge detection, and other segmentation technigues). For example the ares of the object can be deternined by counting the number of white (or black) pisels that make up the object. Its length can be found by measuring the distance (in terms of pixels) between the two extreme opposite edges of the part.

### 23.6.3 Interpretation

For any given application, the image must be interpreted based on the extracted features. 1 he interprelation function is usually concerned with recognizing the object, a task termed object recognition or pattern recognifion. The objective in these tasks is to identify the object in the image by comparing it with predefined models or standard values. Two commonly used interpretation techniques are template matching and feature weighting. Template matching is the name given to various methods that attempt to compare one or more features of an image with the corrcsponding features of a model or template stored in computer memory. The most basic template matching technique is one in which the image is compared. pixel by pixel. with a corresponding computer model. Within certain statistical tolerances the computer determines whether the image matches the template. One of the technical difficulties with this method is the problem of aligning the part in the same position and orientation in front of the camera. to allow the comparison to be made without complications in image processing.

Feature weighting is a technique in which several features (e.g., area, length, and perimeter) are combined into a single measure by assigning a weight to each feature according to its relative importance in identifying the object. The score of the object in the image is compared with the score of an ideal object residing in computer memory to achieve proper identification.

### 23.6.4 Machine Vision Applications

The reason for interpreting the image is to accomplish some practical objective in an application. Machine vision applications in manufacturing divide into three categories: (1) inspection, (2) identification, and (3) visual guidance and control.

Inspection. By far, quality control inspection is the biggest category. Estimates are that inspection constitutes about $80 \%$ of machine vision applications [22]. Machine viston installations in industry perform a variety of automated inspection tasks, most of which are either on-linein-process or on-line/post-process. The applications are almost always in mass production where the time required to program and set up the vision system can be spread over many thousands of units. Typical industrial inspection tasks include the following:

- Dimensional measuremen. These applications involve determining the size of certain dimensional features of parts or products usually moving at relatively high speeds on a moving conveyor. The machine vision system must compare the features (dimensions) with the corresponding features of a computer-stored model and determine the size value.
- Dimensional gaging. This is similar to the preceding except that a gaging function rather than a measurement is pefformed.
- Verification of the presence of components in an assembled product. Machine vision has prowed to be an importatt element in ttexible attomated assembly systems.
* Verification of hole tocation and number of holes in a part. Operationally, this task is similar to dimensional measurement and verification of omponents.
- Derectlon of surface flaws and defects. Haws and defects on the surlace of a part or material often reveal themselves as a change in reflected light. The vision system can identity the deviation trom an ideal model of the suriace.
- Detection of flaws in a printed label. The defect can be in the form of a poorly locaced label or poorly printed text, numbering, or graphics on the label.

All of the preceding inspection applications can be accomplished using 2-(D vision systems. Certain applications require 3-D vision. such as scanning the contour of a surfice, inspectmg cutting tools to check for hreakage and wear, and checking solder paste deposits on surface mount circuit boards. Three-dimensional systems are being used increasingly in the automotive incustry to inspect surface contours of parts such as body panels and dashhoards. Vision inspection can be accomplished at much higher speeds that the traditional method of inspecting these components, which involves the use of CMMs.

Other Machine Vision Applications. Part idenification applications are those in which the vision system is used to recognize and perhaps distinguish parts or other objects so that some action can be taken. The applications include part sorting, counting different types of parts flowing past along a conveyor, and inventory monitoring. Part identification can usuelly be accomplished by 2-D vision systems. Reading of 2-D bar codes and character recognition (Sections 12.3 .3 and 12.3 .4 ) represent additional identification applications performed by 2-D vision systems.

Vtsual guidance and control in volves applications in which a vision system is teamed with a robot or similar machine to control the movement of the machinc. Examples of these applications inciude seam tracking in continuous arc welding, part positioning and/or reorientation, bin picking, collision avoidance, machining operations, and assembly tasks. Most of these applications require 3-D vision.

### 23.7 OTHER OPTICAL INSPECTION METHODS

Machine vision is a well-publicized technology perhaps because it is similar to one of the important human senses. Its potential for applications in indusiry is very high. However, there are also other optical sensing techniques that are used for inspection. Our discussion in this scction surveys these technologies. The dividing line between mactine vision and these techniques is sometimes biurred (excuse the pun). The distinction is that machinc vision tends to imitare the capabilitics of the human optical sensory system, which includes not only the cycs but also the complex interpretive powers of the brain. The reader will note that the techniques in this section have a much simpler mode of operation.

Scanning Laser Systems. The linique feature of a laser (laser stands for light amplification by stimulated emission of radiation) is that it uses a coherent beam of light that can bc projected with minimum diffusion. Because of this leature, lasers have been used in a number of industrial processing and measuring applications. High-energy laser beams


Figure 23.13 Diagram of scanning laser device.
are used for welding and cutting of materials, and low-energy lasers are utilized in various measuring and gaging situations.

The scanning laser device falls into the latter category. As shown in the diagram of Figure 23.13, the scanning laser uses a laser beam that is deflected by a rotating mirror to produce a beam of light that can be focused to sweep past an object. A photodetector on the far side of the object senses the light beam except for the time period during the sweep when it is interrupted by the object. This time period can be measured with great accuracy and related to the size of the object in the path of the laser beam. The scanning laser beam device can complete its measurement in a very short time cycle. Hence, the scheme can be applied in high-production on-line/post-process inspection or gaging. A microprocessor counts the time interruption of the scanning laser beam as it sweeps past the object, makes the conversion from time to a linear dimension, and signals other equipmont to make adjustments in the manufacturing process and/or activate a sortation device on the production line. The applications of the scanning laser technique include rolling mill operations, wire extrusion, and machining and grinding processes.

Linear Array Devices. The operation of a linear array for automated inspection is similar in some respects to machine vision. except that the pixels are arranged in only one dimension rather than two. A schematic diagram showing one possible arrangement of a linear array device is presented in Figure 23.14. The device consists of a light soutce that emits a planar sheet of light directed at an object. On the opposite side of the object is a


Figure 23.14 Operation of a linear array measuring device.


Figure 23.15 Principle of optical triangulation sensing.
linear array of closely spaced photo diodes. Typical numbers of diodes in the array are 256, 1024, and 2048 [24]. The sheet of light is blocked by the object, and this blocked light is measured by the photo diode array to indicate the object's dimension of interest.

The lirear array measuring scheme has the advantages of simplicity, accuracy, and speed. It has no moving parts and is claimed to possess a resolution as small as 50 millionths of an inch [20]. It can complete a measurement in a much smaller time cycle than either machine vision or the scanning laser beam technique.

Optical Triangulation Techniques. Triangulation techniques are based on the trigonometric relationships of a right triangle. Triangulation is used for range-finding. that is. determining the distance or range of an object from two known points. Use of the principle in an optical measuring system is explained with reference to Figure 23.15. A light source (typically a laser) is used to focus a narrow beam at an object to form a spot of light on the object. A linear array of photo diodes or other position-sensitive optical detector is used to determine the location of the spot. The angle $A$ of the beam directed at the object is fixed and known and so is the distance $L$ between the light source and the photosensitive detector. Accordingly, the range $R$ of the object from the base line defined by the light source and the photosensitive detector in Figure 23.15 can be determined as a function of the angle from trigonometric relationships as follows:

$$
\begin{equation*}
R=L \cot A \tag{23.13}
\end{equation*}
$$

### 23.8 NONCONTACT NONOPTICAL INSPECTION TECHNIQUES

In addition to noncontact optical inspection methods, there are also a variety of nonoptical techniques used for inspection tasks in manufacturing. Examples include sensor techniques based on electrical fields, radiation, and ultrasonics. This section briefly reviews these technologies as they might be used for inspection.

Electrical Field Techniques. Under certain conditions, an electrical field can be created by an electrcally active probe. The field is affected by an object in the vicinity of the
probe. Examples of electrical fields inciude reluctance, capacitance, and inductance. In the typical application, the ohject (workpart) is positioned in a defined relation with respect to the probe. By measuring the effect of the object on the electrical field, an indirect measurement or gaging of certain part characteristics can be made, such as dimensional features, thickness of sheet material and in some cases, flaws (cracks and voids below the surface) in the material.

Fadiation Techniques. Radiation techniques utilize X-ray radiation to accomplish noncontact inspection procedures on metals and weld-fabricated products. The amount of radiation absorhed by the metal objcat can be used to indicate thickness and presence of flaws in the metal part or welded section. An example is the use of X-ray inspection techniques to measure thickness of sheet metal made in a rolling mill. The inspection is performed as an on-line/posi-process procedure with information from the inspection used to make adjustments in the opening between rolls in the rolling mill.

Ultrasonics Inspection Methods. Ultrasonic techniques make use of very high frequency sound (greater than $20,000 \mathrm{~Hz}$ ) for various inspection tasks. Some of the techniques are performed manually, whereas others are automated. One of the automated methods involves the analysis of ultrasonic waves that are emitted by a probe and reflected off the object to be inspected. In the setup of the inspection procedure, an ideal test part is placed in front of the probe to obtain a reflected sound pattern. This sound pattern becomes the standard against which production parts are later compared. If the reflected pattern from a given production part matches the standard (within an allowable statistical variation), the part is considered acceptable; otherwise, it is rejected. One technical problem with this technique invelves the presentation of production parts in front of the probe. To avoid extraneous variations in the reflected sound patterns, the parts must always be placed in the same position and orientation relative to the probe.
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## PROBLEMS

## Coordinate Metrology

Note: For casc of computation, numerical values in the following problens are given at a fower level of precision than most CMMs would be capable of.
23.1 The coordinates at the two ends of a certain length dimension have been measured by a CMM. The cordinates of the first end are $(120.5,50.2,20.2)$, and the coordinates of the oppesite end are (23.1.11.9.203), where the units are millimeters The given coordinates have been corrected for probe radius. Determine the length dimension that would be computed by the CMM software.
23.2 Tro point locations corresponding to a certain Iength dimension have been measured by a CMM in the $x-y$ plane. The coordinates of the first end are ( $12.511,2.273$ ), and the coordinates of the oppositc end are ( $4.172,1.985$ ), where the units are inches. The coordinates have been corrected for probe radius. Determine the length dimension that would be computed by the CMM sofiware.
23.3 Threc point iocations on the surface of a drilled hole have been measured by a CMM in the $x \cdot y$ axes. The thee coordinates are: $(16.42,17.17),(20.20,11.85)$, and ( 24.08 .16 .54$)$, where the units are millimeters. These coordinates have been corrected for probe radius Determine: (a) the coordinates of the hole center and (b) the hole diameter, as they would be computed by the CMM software.
23.4 Three point locations on the surface of a cylinder have been measured by a CMM. The cylinder is prositioned so that its axis is perpendicular to the $x-y$ plane. The three coordinates in the $x$ - $y$ axes are: $(5.242,0.124),(0.325,4.811)$, and $(-4.073,-0.544)$, where the units are inches The coordinates have been corrected for probe radius. Determine; (a) the coordinates of the cylinder axis and (b) the cylinder diameter, as they would be computed by the CMM software.
23.5 Two points on a line have been measured by a CMM in the $x-y$ plane. The point locations have the following coordinates: $(12.257,2.550)$ and ( $3.341,-10.294$ ), where the units are inches, and the coordinates have been corrected for probe radius. Find the equation for the line in the form of Eq. (23.7).
23.6 Two points on a line are measured by a CMM in the $x$-y plane. The points have the following coordinates: $(100.24,20.57)$ and ( $50.44,60.46$ ), where the units are millimeters. The given coordinates have been corrected for probe radius. Determine the equation for the line in the Form of Eq. (23.7).
23.7 The coordinates of the intersection of two lines are to be determined using a CMM to define the equations for the two lines. The two lines are the edges of a certain machined part. and the intersection represents the corner where the two edges meet. Both lines lie in the $x-y$ plane. Measurments are in inches. Two points are measured on the first line to have coordinates of $(5.254,10.430)$ and $(10.223,6.052)$. Two points are measured on the second line to have coordinates of $(6.101,0.657)$ and ( $8.970,3.824$ ). The ccordinate values have been corrected tor probe radits. (a) Determine the equations for the two lines in the form of Eq. (23.7). (b) What are the coordinates of the intersection of the two lines? (c) The edges represented by the two lines are specified to be perpendicular to each other. Find the angle between the two lines to determine if the edges are perpendicular.
23.8 Two of the edges of a rectangular part are represented by two lines in the $x-y$ plane on a CMM worstable, as illustrated in Figure P23.8. It is desired to mathematically redefine the coordinate system so that the two edges are used as the $x$ - and $y$-axes, rather than the regular $x-y$ axes of the CMM. To define the new coordinate systen, two paramaters must be delermined: (a) the origin of the new coordinate system must be located in the existing CMM


Figure P23.8 Overhead view of pars relative to CMM axes.
exis system. and (b) the angle of the $x$-axis of he new coordinate systen. must be determined relative to the CMM $x$-axis. Two points on the first edge (line 1) have been measured by the $C \mathrm{MM}$, and the coordinates are ( 46.21 .22 .98 ) and ( $90.25,32.50$ ). where the antits are roll imelers Also two points on the secondedge (line 2) have been racasured by the CMM and the coordinates are ( 26.53 .40 .75 ) and ( $15.64,91.12$ ). The coordinates have been correcter for the radius of the prote Find (a) the condinates of the new origin relative to the CMM ongin and (b) degrees of rolation of the new $x$-axis relative to the CMM $x$-axis. (c) Arc the two lines (part cdges) perpendicular?
23.9 Thee ponn locations on the flat surface of a part have been measured by a CMM. The three point locations are ( $225.21,150.23,40.17) .(14.24,140.92,38.29)$, and ( $12.56,22.75$. 38.02), where the units are millimeters. The coordinates have been corrected for probe radius (a) Determine the equation for the plane in the form of $\mathrm{Eq}_{\mathrm{q}}$ (23.10). (b) To assess flatness of the surface, a fourth point is measured ty the CMM. If its coordinates are ( 120.22 . 75.34.39.26). what is the vertical devalion of this point from the perfectly llat plane determined in (a)?

## Opticel Inspection Technologies

23.10 A solid-state camera has a $256 \times 256$-pixel matrix. The ADC takes 0.20 microseconds $\left(0.20 \times 10^{-6} \mathrm{sec}\right)$ to convert the analog charge signal tor each pixel into the corresponding digital signal. If there is no time loss in switching between pixels, determine the following: (a) How much time is required to collect the image data for one frame? (b) Is the time determined in part (a) compatible with the processing rate of 30 trames per second?
23.11 The pixel count on the photoconductive surface of a vidicon camera is $501 \times 582$. Each pixet is converted from an analog voltage signal to the corresponding digital signal by an ADC. The conversion process tales 0.08 misroseconds $\left(0.08 \times 10^{-6} \mathrm{sec}\right)$ to complete. In addution to the ADC process, it takes 1.0 microsecond to move from one horizontal line of pixels to the one below. Given these tumes, how long will it take to collect and convert the image data for one frame? Can this be done 30 times per second?
23.12 A high-resolution solid state camera is to have a $1035 \times 1320$-pixel matrix. An image procassing rate of 30 timtes per second must be achieved, or 0.0333 sec per frame. To allow for time lost in other data processing per frame, the otal ADC time per frame must be $80 \%$ of the 0.0333 sec . or 0.0267 sec . To be compatible with this speed, in what time period must the analog-co-digital conversion be accomplished pe: pixel?
23.13 A CCD camera system has $512 \times 512$ picture eements. All pixels are converted sequentially by an $A D C$ and read into the frame buffer for processing. The machine vision system will operate at the rate of 30 frames per second. However, to allow time for data processing of the contents of the frame buffer, the analog-to-digital conversion of all pixels by the ADC must te completed in $1 / 80 \mathrm{sec}$. Assuming that 10 nanoseconds ( $10 \times 10^{-9} \mathrm{sec}$ ) are lost in switching from one pixel to the next, determine the time required to carry out the analog-to-digital conversion process for each pixel, in nanoseconds.
23.14 A scanning laser device, similar to the one shown in Figure 29.13, is to be used to measure the diametcr of shafts that are ground in a centeriess grinding operation. The part has a diameter of 0.475 in with a tolcrance of $\pm 0.002$ in. The four-sided mirror of the scanning laser beam device rotates at $250 \mathrm{rev} / \mathrm{min}$. The collimating lens focuses $30^{\circ}$ of the sweep of the nimror into a swath that is 1.000 -in wide. It is assumed that the light beam moves at a constant speed across this swath. The photodetector and timing circuitry is capable of resolving time untits as fine as 100 nanoseconds $\left(16 \mathrm{KO} \times 10^{-2} \mathrm{sec}\right.$ ). This resolution should be equivalent to no more than $10 \%$ of the tolerance band ( 0.004 in ). (a) Determine the interruption time of the scanning laser beam for a part whose diameter is equal to the nominal size. (b) How
much of a difference in interruption time is associated with the tolerance of $\pm 0.002$ in? (c) Is the resolution of the photodetector and timing circuitry sufficient to achieve the $10 \%$ rule on the tolerance band?
23.15 Triangulation computations are to be used to determine the distance of parts moving on a conveyor. The setup of the optical measuring apparatus is as illustrated in the text in Figure 23.15. The angle hetween the bearn and the surface of the part is $25^{\circ}$. Suppose for one given part passing on the conveyor the haseline distance is 6.55 in , as measured by the linear photosensitive detection system. What is the distance of this part from the bascline?
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## Product Design and CAD/CAM in the Production System
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This final part of the book is concerned with manufacturing support systems that operate at the enterprise level, as indicated in Figure 24.1. The manufacruring support systems are the procedures and systems used by the firm to manage production and solve the technical and logistics problems associated with designing the products, planning the processes, ordering materiaks, controlling work-in-process as it moves through the plant, and delivering products to the customer. Many of these functions can be automated using computer systems; hence, we have terms like computer-aided design and computer integrated manufacturing Whereas most of the previous automation levels have emphasized the flow of the physical product through the factory, the enterprise level is more concerned with the flow of information in the factory and throughout the firm. White most of the topics in Part V deal with computerized systems, we also describe some systems and procedurcs that are labor intensive in their operation. Examples inciude manual process planning (Section


Figure 24.1 The position of the manufacturing support systems in the larger production system.
25.1) and the karban production control technigue (Section 26.7.1). Even the compute1autornated systems include people. People make the production systems work.

The present chapter is concemed with product design and the various technoiogies that are used to amplify and automate the design function. CAD/CAM (computer-aided design and computer-aided manufacturing) is one of those technologies. CAD/CAM involves the use of the digital computer to accomplish certain functions in product design and production. CAD is concerned with using the computer to support the design engineering function, and $C A M$ is concerned with using the computer to support manufacturing engineering activitics. The combination of CAD and CAM in the term CAD/CAM is symbolic of efforts to integrate the design and manufacturing functions of a firm into a continuum of activities rather than to treat them as two separate and disparate activities, as they had bect considered in the past. CIM (computer integrated manufacturing) includes all of CAD/CAM but also embraces the business functions of a manufacturing firm. CIM implements computer technology in all of the operational and information processing activities related to manufacturing. In the final section of the chapter, we discuss a systematic method for approaching a product design project called quallty function deployment.

Chapters 25 and 26 are concemed with topics in production systems and CIM other than product design. Chapter 25 deals with process planning and how it can be automated using computer systems. We also discuss ways in which product design and manufacturing and other functions can be integrated using an approach called concwrrent engineering. An important issue in concurrent engineering is design for mantufacturing, that is, how can a product be designed to make it easier (and cheaper) to produce? Chapter 26 discusses the various methods used in the modern practice of production planning and conirol. This includes material requirements planning, shop floor control, and just-in-time production. Our final chapter in Part V takes a broad view of the manufacturing enterprise by dealing with some contemporary management topics such as lean production and agile manufacturing.

### 24.1 PRODUCT DESIGN AND CAD

Product design is a critical function in the production system. The quality of the product design (i.e. how well the design department does its job) is probably the single most important factor in determining the commercial success and societal value of a product. If the product design is poor, no matter how well it is manufactured, the product is very likely doomed to contribute little to the wealth and well-being of the firm that produced it. If the product design is good, there is still the question of whether the product can be produced at sufficiently low cost to contribute to the company's profits and success. One of the facts of life about product design is that a very significant portion of the cost of the product is determined by its design. Design and manufacturing cannot be separated in the production system. They are bound together functionally, technologically, and economically.

Let us begin our discussion of product design by describing the general process of design. We then examine how computers are used to augment and automate the design process.

### 24.1.1 The Design Process

The general process of design is characterized by Shigley [15] as an iterative process consisting of six phases: (1) recognition of need, (2) problem definition, (3) synthesis, (4) analysis and optimization, (5) evaluation, and (6) presentation. These six steps, and the iterative nature of the sequence in which they are performed, are depicted in Figure 24.2(a).

Recognition of need (1) involves the realization by someone that a problem exists for which some corrective action can be taken in the form of a design solution. This recognition might mean identifying some deficiency in a current machine design by an engineer or perceiving of some new product opportunity by a salesperson. Problem definition (2) involves a thorough specification of the item to be designed. This specification includes the physical characteristics, function, cost quality, and operating performance.

Synshesis (3) and analysis (4) are closely related and highly interactive in the design process. Consider the development of a certain product design: Each of the subsystems of the product must be conceptualized by the designer, analyzed, improved through this analysis procedure, redesigned, analyzed again, and so on. The process is repeated until the design has been optimized within the constraints imposed on the designer. The individual components are then synthesized and analyzed into the final product in a similar manner.

Evaluation (5) is concerned with measuring the design against the specifications established in the problem definition phese. This evaluation often requires the fabrication and testing of a prototype model to assess operating performance, quality, reliability, and other criteria. The final phase in the design procedure is the presentation of the design. Presentation (6) is concerned with documenting the design by means of drawings, material specifications, assembly lists, and so on, In essence, documentation means that the design data base is created.

### 24.1.2 Application of Computers in Design

Computer-aided design (CAD) is defined as any design activity that involves the effective use of the computer to create, modify, analyze, or document an engineering design. CAD is most commonly associated with the use of an interactive computer graphics system, re-


Figure 24.2 (a) Design process as defined by Shigley [15]. (b) The design process using computer-aided design (CAD).
ferred to as a CAD system.The term CAD/CAM system is also used if it supports manufacturing as well as design applications.

There are several good reasons for using a CAD system to support the engineering design function [11]:
-To increase the productivity of the designer. This is accomplished by helping the designer to conceptualize the product and its components. In tum, this helps reduce the time required by the designer to synthesize, analyze, and document the design.

- To improve the quality of the design. The use of a CAD system with appropriate hardware and software capabilities permits the designer to do a more complete engineering analysis and to consider a larger number and variety of design alternatives. The quality of the resulting design is thereby improved.
- To improve design documentaion. The graphical output of a CAD system results in better documentation of the design than what is practical with manual drafting. The engineering drawings are superior, and there is more standardization among the drawings, fewer drafting errors, and greater legibility.
- To create a manufactaring data base. In the process of creating the documentation for the product design (geometric specification of the product, dimensions of the components, materials specifications, bill of materials, etc.), much of the required data base to manufacture the product is also created.

TABLE 24.1 Computer-Aided Design Applied to Four of the Shigley Design Phases

| Design Phase | CAD Function |
| :--- | :--- |
| 1. Synthesis | Geometric modeling |
| 2. Analysis and optimization | Engineering analysis |
| 3. Evaluation | Design review and ovaluation |
| 4. Presentation | Automated drafting |

With reference to the six phases of design defined previously, a CAD system can beneficially be used in four of the design phases, as indicated in Table 24.1 and illustrated in Figure $24.2(b)$ as an overtay on the design process of Shigley.

Geometric Modeling Geometric modeling involves the use of a CAD system to develop a mathematical description of the geometry of an object. The mathematical description, called a geometric model, is contained in cornputer memory. This permits the user of the CAD system to display an image of the modet on a graphics terminal and to perform certain operations on the model. These operations include creating new geometric models from basic building blocks available in the system, moving the images around on the screen, zooming in on certain features of the image, and so forth. These capabilities permit the designer to construct a model of a new product (or its components) or to modify an existing model.

There are various types of geometric models used in CAD. One classification distinguishes between two-dimensional (2-D) and three-dimensional (3-D) models. Two-dimensional models are best utilized for design problerns in two dimensions, such as flat objects and layouts of buildings. In the first CAD systems developed in the early 1970s, 2-D systems were used principally as automated drafting systems. They were often used for 3-D objects, and it was left to the designer or draftsman to properly construct the various views of the object. Three-dimensional CAD systems are capable of modeling an object in three dimensions. The operations and transformations on the model are done by the systenn in three dimensions according to user instructions. This is helpful in conceptualizing the object since the true 3-D model can be displayed in various views and from different angles.

Geometric models in CAD can also be classified as being either wire-frame models or solid models. A wire-frame mode] uses interconnecting lines (straight line segments) to depict the object as illustrated in Figure 24.3(a). Wire-frame models of complicated geometries can become somewhat confusing because all of the lines depicting the shape of the ofject are usually shown, even the lines representing the other side of the object. Techniques


Figure 24.3 (a) Wire-frame model. (b) Solid raodel of the same object.
are available for removing these so-called hidden lines, but even with this improvement, wire-frame representation is still often inadequate. Solid models are a more recent development in geometric modeling. In solid modeling. Figure 24.3(b), an object is modeled in solid three dimensions, providing the user with a vision of the object very much like it would be seen in real life. More important for engineering purposes, the geometric mode] is stored in the CAD system as a 3-D solid model, thus providing a more accurate representation of the object. This is useful for calculating mass properties, in assembly to perform interference check ing between mating components, and in other engineering calculations

Finally, two other features in CAD system models are color and animation. Some CAD systems have color capability in addition to black-and-white. The value of color is largely to enbance the ability of the user to visualize the object on the graphics screen. For example, the various components of an assembly can be displayed in different colors, thereby permitting the parts to be more readily distinguished. Animation capability permits the operation of mechanisms and other moving objects to be displayed on the graphics monitor.

Engineering Analysis. After a particular design alternative has been developed, some form of enginecring analysis often must be performed as part of the design process. The analysis may take the form of stress-strain calculations, heat transfer analysis, or dynamic simulation. The computations are often complex and time consuming, and before the advent of the digital computer, these analyses were usually greatly simplified or even omitted in the design procedure. The availability of soft ware for engineering analysis on a CAD system greatly increases the designer's ability and willingness to perform a more thorough analysis of a proposed design. The term computer-aided engineering (CAE) is often used for engineering analyses performed by computer. Examples of engineering analysis software in common use on CAD systems include:

- Mass properties analysis, which involves the computation of such features of a solid object as its volume, surface area, weight, and center of gravity. It is especially applicable in mechanical design. Prior to CAD, determination of these properties often rcquired painstaking and time-consuming calculations by the designer.
- Inrefference checking. This CAD software examines 2-D geometric models consisting of multiple components to identify interferences between the components. It is useful in analyzing mechanical assemblies, chemical plants, and similar multicomponent designs.
- Toleratce analysis. Software for analyzing the specified tolerances of a product's components is used for the following functions: (1) to assess how the tolerances may affect the product's function and performance, (2) to determine how tolerances may influence the ease or difficulty of assembling the product, and (3) to assess how variations in component dimensions may affect the overall size of the assembly.
- Finite element analysis. Software for finite element analysis (FEA), also known as finite element modeling ( FEM ) , is available for use on CAD systems to aid in stressstrain, heat transfer, fluid flow, and other engineering computations. Finte element analysis is a numerical analysis technique for determining approximate solutions to physical problems described by differential equations that are very difficult or impossible to solve. In FEA, the physical object is modeled by an assemblage of discrete interconnected nodes (finite elements), and the variable of interest (e.g., stress, strain, temperalure) in each node can be described by relatively simple mathernati-


Figure 24.4 Temperature analysis in a cutting tool using finite element analysis: (a) the physical geometry of the tool and (b) the tool composed of finite element nodes (For clarity not all nodes are shown in the drawing; also not shown are the interinal nodes.)
cal equations. By solving the equations for each node, the distribution of values of the variable throughout the physical object is determined. Figure 24.4 illustrates a finite elcment model to analyze temperatures in a cutting toof [10].

- Kinematic and dynanic analysis. Kinematic analysis involves the study of the opcration of mechanical linkages to analyze their motions. A typical kinematic analysis consists of specifying the motion of one or more driving members of the subject linkage, and the resuting motions of the other links are determined by the analysis package. Dyamic andysis extends kinematic analysis by including the effects of the mass of each linkage member and the resulting acceleration forces as well as any externally applied forces.
- Discrete-event simulation. This type of simulation is used to model comptex operational systems, such as a manufacturing cell or a material handling system, as events occur at discrete moments in time and affect the status and performance of the system. For example, discrete events in the operation of a manufacturing cell include parts aniving for processing or a machine breakdown in the cell. Measures of the status and performance include whether a given machine in the cell is idle or busy and the overall production rate of the cell. Current discrete-event simulation software usually includes an animated graphics capability that enhances visualization of the system's operation.

Design Evaluation and Reviaw. Design evaluation and review procedures can be augmented by CAD. Some of the CAD features that are helpful in evaluating and reviewing a proposed design include:

- Automatic dimensioning routines that determine precise distance measures between surfaces on the geometric model identified by the user.
- Etror checking. This term refers to CAD algorithms that are used to review the accuracy and consistency of dimensions and tolerances and to assess whether the proper design documentation format has been followed.
- Animation of discrete-evem simulation solutions. Discrete-event simulation was described above in the context of enginecring analysis. Displaying the solution of the discrete event simulation in animated graphics is a helpful means of presenting and evaluating the solution. Input parameters, probability distributions, and other factors can be changed to assess their effect on the performance of the system being modeled.
- Plant layout design scores. A number of software packages are available for facilities design, that is, designing the floor tayout and physical arrangement of equipment in a facility. Some of these packages provide one or more numerical scores for each plant layout design, which allow the user to assess the merits of the alternative with respect to material flow, closeness ratings, and similar factors.

The traditional procedure in designing a new product includes fabrication of a prototype before approval and release of the product for production. The prototype serves as the "acid test" of the design, permitting the designer and others to see, feel, operate, and test the product for any last-minute changes or enhancements of the design. The problem with building a prototype is that in is traditionally very time consuming; in some cases, months are required to make and assemble all of the parts Motivated by the need to reduce this lead time for building the prototype, several new approaches have been developed that rely on the use of the geometric model of the product residing in the CAD data file. We mention two of these approaches here: (1) rapid prototyping and (2) virtual prototyping.

Rapid prototyping is a general term applied to a family of fabrication technologies that allow engincering prototypes of solid parts to be made in minimum lead time [12]. The common feature of the rapid prototyping processes is that they fabricate the part directly from the CAD geometric model. This is usually done by dividing the solid object into a sertes of layers of small thickness and then defining the area shape of each layer. For example, a vertical cone would be divided into a series of circular layers, each circle becoming smaller and smaller as the vertex of the cone is approached. The rapid prototyping processes then fabricate the object by starting at the base and building each layer on top of the preceding layer to approximate the solid shape. The fidelity of the approximation depends on the thickness of each layer. As layer thickness decreases, accuracy increases. There are a variety of layer-building processes used in rapid prototyping. The most common process, called stereollthography, uses a photosensitive liquid polymer that cures (solidifies) when subjected to intense light. Curing of the polymer is accomplished using a moving laser be am whose path for each layer is controlled by means of the CAD model. By hardening each layer, one on top of the preceding, a solid polymer prototype of the part is built.

Virtual prototyping, based on virtual reality technology, involves the use of the CAD geometric model to construct a digital mock-up of the product, enabling the designer and others to obtain the sensation of the real physical product without actually building the physical prototype. Virtual prototyping has been used in the automotive industry to evaluate new car style designs. The observer of the virtual prototype is able to assess the appearance of the new design even though no physical model is on display. Other applications
of virtual prototyping include checking the feasibility of assembly operations, for example, parts mating, access and clearance of parts during assenbly, and assembly sequence.

Automated Drafting. The fourth area where CAD is useful (step 6 in the design process) is presentation and documentation. CAD systems can be used as automated drafting machines to prepare highly accurate enginecring drawings quickly. It is estimated that a CAD system incteases productivity in the drafing function by about fivefold over manual preparation of drawings

### 24.2 CAD SYSTEM HARDWARE

The hardware for a typical CAD system consists of the following components: (1) one or more design workstations, (2) digital computer, (3) plotters, printers. and other output devices, and (4) storage devices. The relationship among the components is illustrated in Figure 24.5. In addition, the CAD system would have a communication interface to permit transmission of data to and from other computer systems, thus enabling some of the benefits of computer integration.

Design Workstations. The workstation is the interface between computer and user in the CAD system. Its functions are the following (1) communicate with the CPU. (2) cuntinuously generate a graphic image. (3) provide digital descriptions of the image, (4) translate user commands into operating functions, and (5) facilitate interaction between the user and the system.

The design of the CAD workstation and its available features have an important inMuence on the convenience, productivity and quality of the user's output. The workstation must include a graphics display terminal and a set of user input devices. The display terminal must be capable of showing both graphtes and alphanumeric text. It is the principal means by which the system communicates with the user. For optimum graphics display, the monitor should have a large color screen with high resolution.

The user input devices permit the operator to communicate with the system. To opcrate the CAD system, the user must be able to accomplish the following: (1) enter alphanumeric data, (2) enter cummands to the system to perform various graphics operations, and (3) conttol the cursor position on the display screen. To enter alphanumeric data, an alphanumeric keyboard is provided. A conventional typewriter-like keyboard allows the designer to input numerical and alphabetic characters into the system. The alphanumeric


Figure 24.5 Configuration of a typical CAD system.
keyboard can also be used to enter commands and insfructions to the system. However, other input devices accomplish this function more conveniently. Special funcrion keypads have been developed to allow entry of a cormmand in only one or two keystrokes. These special keypads have from 10 to 50 function keys, depending on the system. However, each key provides more than one function, depending on the combination of keys pressed or which software is being used. Another input device for entering comnands to a CAD system is the electronic tablet, an electronically sensitive board on which an instruction set is displayed, and commands are entered using a puck or electronic pen.

Cursor control permits the operator to position the cursor on the screen to identify a location where some function is to be executed. For example, to draw a straight line on the screen, the endpoints of the line can be identified by locating the cursor in sequence at the two points and giving the command to construct the line. There are various cursor control devices used in CAD, including pucks, mouses, joysticks, trackballs, thumbwheels, light pens, and electronic tablets. An input device for entering coordinates from an existing drawing into the CAD system is a digitizer, which consists of a large flat board and an electronic tracking element such as a puck that can be moved across the surface of the board to record $x$ - and $y$-coordinate positions.

Digital Computer. CAD applications require a digital computer with a high-speed central processing unit (CPU), math coprocessor to perform computation-intensive operations, and large internal memory. Today's commercial systems have 32-bit processors, which permit high-specd cxecution of CAD graphics and engineering analysis applications.

Several CAD system configurations are available within the general arrangement shown in. Figure 24.5. Let us identify three principal configurations, illustrated in Figure 24.6: (a) host and terminal, (b) engineering workstation, and (c) CAD system based on a personal computer ( PC ).

The host and terminal was the original CAD configuration in the 1970s and early 1980s when the technology was first developing For many years, it was the only configuration available. In this arrangement, a large mainframe computer or a minicomputer serves as the host for one or more graphics terminals. These systems were expensive, each installation typically representing an investment of a million dollars or more. The powerful microprocessors and high-density memory devices that are so common today were not available at that time. The only way to mect the computational requirements for graphics processing and related CAD applications was to use a mainframe connected to multiple terminals operating on a time-sharing basis, Host and terminal CAD systems are still used today in the automotive industry and other industries in which it is deemed necessary to operate a large central database.

An engineering workstation is a stand-alone computer system that is dedicated to one user and capable of executing graphics software and other programs requiring high-speed computational power. The graphics display is a high-resolution monitor with a large screen. As shown in our figure, engineering workstations are often networked to permit exchange of data files and programs between users and to share plotters and data storage devices.

A PC-based CAD system is a PC with a high-performance CPU and medium-to-high resolution graphics display screen. The computer is equipped with a large randon access memory (RAM), math coprocessor, and large-capacity hard disk for storage of the large applications software packages used for CAD. PC-based CAD systems can be networked to share files, output devices, and for other purposes. Starting around 1996, CAD software developers began offering products that utilize the excellent graphics environment of Microsoft Windows $\mathrm{NT}^{\mathrm{TM}}$ [13], thus enhancing the popularity and familiarity of PC-based CAD.


Figure 24.6 Three CAD system configurations: (a) host and terminal, (b) engineering workstation, and (c) CAD system based on a PC.

When the cogineering workstation is compared with the PC-based system, the former is superior in terms of most performance criteria. Its capacity to efficiently accomplish 3-D geometric modeling and execute other advanced software exceeds that of a PC, and this makes the workstation more responsive and interactive than a PC-based CAD system. However, the performance characteristics of PCs are improving each year, and the prices of engineering workstations are dropping each year, so that the distinction between the two types is becoming blurred.

Plotters and Printers. The CRT display is often the only output device physically located at the CAD workstation. There is a need to document the design on paper. The peripherals of the CAD system include one or more output devices for this purpose Among these output devices are the following:

- Pen plotters. These are $x-y$ plotters of various types used to produce high accuracy line drawings
- Electrostatic plotters These are faster devices based on the same technotogy as photosopying. The resolution of the drawings from electrostatic plotters is generally lower than those made by a pen plotter.
- Dot-matrix printers, In the operation of these printers, small hammers strike an ink ribbon against the paper to form a drawing consisting of many ink dots.
- Ink jet printers. These are sinuilar to dot-matrix printers except that the dots are formed by high-speed jets of ink impacting the paper.

Storage Devices. Storage peripherals are used in CAD systems to store programs and data files. The storage medium is usually a magnetic disk or magnetic tape. Files can be retrieved more quickly from magnetic disks, which facilitates loading and exchange of fites between CPL and disk. Magnetic tape is less expensive, but more time is required to access a given file due to the sequential file storage on the tape. It is suited to disk backup. archival files, and data transfer to output devices.

### 24.3 CAM, CAD/CAM, AND CIM

We have briefly defined the terms CAM, CAD/CAM, and CIM in our introduction. Let us exptain and differestiate these terms more thoroughly here. The term computer integrated manufacturing (CIM) is sometimes used interchangeably with CAM and CAD/CAM. Although the terms are closely related, our assertion is that CIM possesses a broader meaning than does either CAM or CAD/CAM.

### 24.3.1 Computer-Aided Mansfacturing

Computer alded manufacturing (CAM) is defined as the effective use of computer technology in manafacturing planning and control CAM is most closely associated with functions in manufacturing engineering, such as process planning and numerical control (NC) part programming. With reference to our model of production in Section 13.2, the appications of CAM can be divided into two broad categories (1) manufacturing planning and (2) manufacturing control. We cover these two categories in Chapters 25 and 26, but let us provide a brief discussion of them here to complete our definition of CAM.

Manufacturing Planning, CAM applications for manufacturing planning are those in which the computer is used indirectly to support the production function, but there is no direct connection between the computer and the process. The computer is used "off-line" to provide information for the effective planning and management of production activities. The following list surveys the important applications of CAM in this category:

- Computer-aided process planning (CAPP). Process planning is concerned with the preparation of route sheets that list the sequence of operations and work centers required to produce the product and its components. CAPP systems are available today to prepare these route sheets. We discuss CAPP in the following chapter.
- Computer-assisred NC part programming. The subject of part programming for NC was discussed in Chapter 6 (Scction 6.5). For complex part geometries, computer-assisted part prograraming represents a much more efficient method of generating the control instructions for the machine tool than manual part programming is.
- Compurerized machinability data sysyems. Onc of the problcms in operating a metal cutting machine tool is determiting the speeds and feeds that should be used to machine a given workpart. Computer programs have been written to recommend the appropriate cutting conditions to use for different materials. The calculations are based on data that have been obtained cither in the factory or iaboratory that relate tool life to cuting conditions. These machinability data systems are described in [11].
* Development of work sandards. The time study department has the responsibility for setting time standards on direct labor jobs performed in the factory. Establiching standards by direct time siudy can be a tedious and time-consuming task. There are several commercially available computer packages for setting work slandards These computer pregrams use standard time data that have been developed for basic work elements that comprise any manual task. By summing the times for the individual elements required to pertorm a new job, the program calculates the standiard time for the job. These packages are discussed in [11].
- Cost estimating. The task of estimating the cost of a new product has been simplified in most industries by computerizing several of the key steps required to prepare the estimate. The computer is programmed to apply the appropriate labor and uverhead rates to the sequence of planned operations for the components of new products, The program then sums the individual component costs from the enginewing bill of materials to determine the overall product cost.
- Production and inventory planning. The computer has found widespread use in many of the functions in production and inventory planning These functions include: maintenance of inventory records, automatic reordering of stock items when inventory is depleted. production scheduling, maintaining current priorities for the different procuction orders, material requirements planning, and capacity planning. We discuss these activities in Chapter 26.
- Computer-aided line batancing. Finding the best allocation of work elements among stations on an assembly line is a large and difficult problem if the line is of significant size Conputer programs have been developed to assist in the solution of this problem (Section 17.5.4).

Manufacturing Control. The second category of CAM applications is concemed with developicg computer systems to implement the manufacturing control function. Manufacturing control is concerned with managing and controlling the physical operations in the factory These management and control areas include:

- Process monitoring and conrol. Process monitoring and control is concemed with observing and regulating the production equipment and manufacturing processes in the plant. We have previously discussed process control in Chapter 4. The applications of computer process control are pervasive today in automated production s $\gamma s t e m s$. They include transfer lines, assembly yystems, NC , rohotics material handling, and flexible manulacturing systems. All of these topics have been covered in earlier chapters
- Quality control Quality control includes a variety of approaches to ensure the highest possible quality levels in the manufactured product. Quality control systems were covered in the chapters of Part IV.
- Shopfloor conirol. Shop floor control refers to production management tochniques for collecting data from factory operations and using the data to help control production and inventory in the factory. We discuss shop floor control and computerized factory data collectiun systems in Chapter 26.
- Inventory control. Inventory control is concerned with maintaining the most appropriate levels of inventory in the face of two opposing objectives: minimizing the investment and storage costs of holding inventory and maximizing service to customers. Invertory control is discussed in Chapter 26.
- Just-in-time production systems. The term just-in-time refers to a production system that is organized to deliver exactly the right number of each component to downstream workstations in the manufacuring sequence just at the time when that component is needed. The term applies not only to production operations but to supplier delivery operations as well. Just-in-time systems are discussed in Chapter 26.


### 24.3.2 CAD/CAM

CAD/CAM is concerned with the engineering functions in both design and manufacturing. Product design, engineering analysis, and documentation of the design (c.g., drafting) represent enginecring activities in design. Process planning, NC part programming, and other activities associated with CAM represent engineering activifies in manufacturing. The CAD/CAM systems developed during the 1970s and early 1980s were designed primarily to address these types of engineering problems. In addition, CAM has evolved to include many other functions in manufacturing, such as material requirements planning, production scheduling, computer production monitoring, and computer process control.

It should also be noted that CAD/CAM denotes an integration of design and manufacturing activities by means of computer systems. The method of manufacturing a product is a direct function of its design. With conventional procedures practiced for so many years in industry, engineeting drawings were prepared by design draftsmen and later used by manufacturing engineers to develop the process plan. The activities involved in designing the product were separated from the activities associated with process planning. Essentially a two-step procedure was employed. This was time-consuming and involved duplication of effort by design and manufacturing personnel. Using CAD/CAM technology, it is possible to establish a direct link between product design and manafacturing engineering In effect, CAD/CAM is one of the enabling technologies for concurrent engineering (Section 25.3). It is the goal of CAD/CAM not only to automate certain phases of design and certain phases of manufacturing, but also to automate the transition from design to manufacturing. In the ideal CAD/CAM system, it is possible to take the design specification of the product as it resides in the CAD data base and convert it into a process plan for making the product, this conversion being done automatically by the CAD/CAM system. A large portion of the processing might be accomplished on a numerically controlled machine tool. As part of the process plan, the NC part program is generated automatically by CAD/CAM. The CAD/CAM system downloads the NC program directly to the machine toul by means of a telecommunications network. Hence, under this arrangement, product design, NC programming, and physical production are all implemented by computer.

### 24.3.3 Computer Integrated Manufacturing

Computer integrated manufacturing includes all of the engineering functions of CAD/CAM, but it also includes the firm's business functions that are related to manufacturing. The ideal CIM system applies computer and communications technology to all of the operational functions and information processing functions in manufacturing from order recejpt, through design and production, to product shipment. The scope of CIM, compared with the more limited scope of CAD/CAM, is depicted in Figure 24.7.


Figure 24.7 The scope of CAD/CAM and CPM.
The CIM concept is that all of the firm's operations related to production are incorporated in an integrated computer system to assist, augment. and automate the operations. The computer system is pervasive throughout the firm, touching all activities that support manufacturing. In this integrated computer system, the output of one activity serves as the input to the next activity, through the chain of events that starts with the sales order and culminates with shapment of the product. The components of the integrated computer system are illustrated in Figure 24.8. Customer orders are initially cntered by the company's sales force or directly by the customer into a computerized order entry system. The orders contain the specifications describing the product. The specifications serve as the input to the product design department. New products are designed on a CAD system. The components that comprise the product are designed, the bill of materials is compiled, and assembly drawings are prepared. The output of the design department serves as the input to manufacturing engineering, where process planning. tool design, and similar activities are accomplished to prepare for production. Many of these manufacturing engineering activities are supported by the CIM system. Process planning is performed using CAPP. Tool and fixture design is done on a CAD system, making use of the product model generated during product design. The output from manufacturing engineering proyides the input to production planning and control, where material requirements planning and scheduling are performed using the computer system. And so it goes. through each step in the manufacturing cycle. Full implementation of CIM results in the automation of the information flow through every aspect of the company's organization.

### 24.4 QUALITY FUNCTION DEPLQYMENT

A number of concepts and techniques have been developed to aid in the product design function. For example, several of the principles and methods of Taguchi (who is most recognized for his contributions in quality control), such as "robust design" and the "Taguchi


Figure 24.8 Computerized elements of a CIM system.
loss function," can be applied to product design. These topics are covered in Part IV on Quality Control Systems (Section 20.3). The topics of concurrent engineering and design for manufacturing ate also related closely with design. We discuss these subjects in the following chapter (Section 25.3) because they also relate to manufacturing enginecring and process planning. In the present section, we discuss a technique that has gained acceptance in the product design community as a systematic method for organizing and managing any given design problem. The method is called quality function deployment.

Quality function deployment (QFD) sounds tike a quality-related technique And the scope of QFD certainly includes quality. However, its principal focus is on product design. The objective of QFD is to design products that will satisfy or exceed customer requirements. Of course, any product design project has this objective, but the approach is often very informal and unsystematic. QFD, developed in: Japan in the mid-1960s, uses a formai and structured approach. Quality function deployment is a systematic procedure for defining customer desires and requirements and interpreting them in terms of product features and process characteristics. The technique is outlined in Fgure 24.9. In a OFD analysis, a series of interconnected matrices are developed to establish the relationships between customer requirements and the technical features of a proposed new product. The matrices represent a progression of phases in the QFD analysis, in which customer requirements are first translated into product features, then into manufacturing process requirements, and finally into quality procedures for controlling the manufacturing operations.


Figure 24.9 Quality function deployment. shown here as a series of matrices that relate customer requirements to successive technicat tequirements. Shown here is a typical progression: ( 1 ) customer requirements to technical requirements of the product, (2) technical requirements of the product to component characteristics, (3) component characteristics to process requirements. and (4) process requirements to quality procedures.

It should be noted that QFD can be applied to analyze the delivery of a service as well as the design and manufacture of a product. It can be used to analyze an existing product or service, nol just a proposed new one. The matrices may take on different meanings depending on the product or service being analyzed. And the number of matrices used in the analysis may also vary. from as few as one (although a single matrix does not fully exploit the potential of QFD) to as many as 30 [5]. QFD is a general framework for analyzing product and process design problems, and it must be adapted to the given problem context.

Each matrix in QFD is similar in format and consists of six sections, as shown in Figure 24.10. On the left-hand side is section 1 , consisting of a list of input requirements that


Figure 24.10 General form of each matrix in QFD, known as the house of quality in the starting matrix because of its shape.
serve as drivets for the curtent matrix of the QFD analysis. In the first matrix, these inpots are the needs and desires of the customer. The input requirements are translated into output technical requirements, listed in section 2 of the matrix. These technical requirements indicate how the input requirements are to be satisfied in the new product or service. In the starting matrix, they represent the product's technical features or capabilities. The output requitements in the present matrix scrve as the input requirements for the next matrix, through to the final matrix in the QFD analysis.

At the top of the matrix is section 3 , which depicts technical correlations antiong the output technical requirements. This section of the matrix uses a diagonal grid to allow each of the cutput requirements to be compared with all others. The sinape of the grid is similar to the roof of a house, and for this reason the term house of quality is often used to describe the overall matrix. It should be mentioned that this term is applied only to the starting matrix in QFD by some authors [5], and the technical corrclation section (the roof of the house) may be omitted in subsequent matrices in the analysis Section 4 is called the relationship matrix; it indicates the relationships between inputs and outputs. Various symbols [1],[5], [13] have been used to define the relationships among pairs of factors in sections 3 and 4. These symbols are subsequently reduced to numerical values.

On the right-hand side of the matrix is section 5 , which is used for comparative evaluation of inputs. For example, in the statting matrix, this might be used to compare the proposed new product with competing products already on the market. Finally, at the bottom of the matrix is section 6 , used for comparative evaluation of output requirements. The six sections may take on slightly different interpretations for the different matnces of QFD and for different products or services, but our descriptions are adequate as generatities.

Let us illustrate the construction of the house of quality, that is, the matrix used for the first phase of OFD. This is the beginning of the analysis, in which customer requirements and needs are translated into product technical requirements. The procedure can be outlined in the following steps:

1. Identify customer requiremenis. Often referred to as the "voice of the customer," this is the primary input in OFD (section 1 in Figure 24.10). Capturing the customer's needs, desires, and requirements is most critical in the analysis. It is accomplished using a variety of possible methods, several of which are listed in Table 24.2. Selecting the most appropriate data collection method depends on the product or service situation. In many cases, more than one approach is necessary to appreciate the full scope of the customer's needs.
2. Idenify product features needed to meet customer requirements. These are the technical requirements of the product (section 2 in Figure 24.10) conresponding to the requirements and desires expressed by the customer. In effect, these product features are the means by which the voice of the customer is satisfied. Mapping customer requirements into product features often requires ingentuity, sometimes demanding the creation of new features not previously available on competing products.
3. Determine technical correlations among product features. This is section 3 in Figure 24.10. The various product features will likely be related to each other in various ways. The purpose of this chart is to establish the streng1h of each of the relationships between pairs of product features. Instead of using symbols, as previousty indicated. let us adupt the numerical ratings shown in lable 24.3 for our illustrations. These numerical scores indicate how significant (how strong) the relationship between respective pairs of requirements is.

TABLE 24.2 Methods of Captur ng Customer Requirements
Interviews - one-on-one interviews, either in person or by telephone.
Comment cards - These allow the customer to rate level of satisfaction of the product or service and to comment on leatures that were either appreciated or not appreciated. Comment cards are often provided to the customer on rece.pt of the product or service. They can also be made a part of product warranty registration.
Formal surveys - These are often accomplished by mass mailings. Unfortunately, the response rate is often low.

Focus groups--Several customers or potentiał customers serve on a panel. Group dynamics mav elicit opinions and observations that would be omitted in one-on-one interviews.
Study of complaints--This allows a statistical review of data on customer complaints.
Customer returns- When the customer returns the product, information is requested about the reason for the return.
fnternet-This is a relative new way of gathering customer opinions. The Usenet, for axample, consists of 15,000 subject-oriented interest groups, some of which are companies and products [8].
Field intalligence-This involves collection of second-hand information from employees who deal directly with customers.
source: Complied fom [7]-|9] and ulter sou fees

TABLE 24.3 Numerical Scores Used For Correlations and Evaluations in Sections 3, 4, 5, and 6 of the QFD Matrix

| Numerical <br> Score | Strength of Re/ationship in <br> Sections 3 and 4 |  | Relative Importance <br> in Section 5 | Merits of Competing Product <br> in Sections 5 and 6 |
| :---: | :--- | :--- | :--- | :--- |
| 0 | No relationship | No importance | Not applicable |  |
| 1 | Weak relationship | Little importance | Low score |  |
| 3 | Madium-to-strong relationship | Medium importance | Medium score |  |
| 5 | Very strong relationship | Very important | High score |  |

4. Develop relationship matrix berween customer requirements and product features. The function of the relationship matrix in the QFD analysis is to show how well the collection of product features is fulfilling individual customer requirements. Identified as section 4 in Figure 24.10, the matrix indicates the relationship between individual factors in the two lists. The numerical scores in Table 24.3 are used to depict relationship strength.
5. Comparaive evnluarion of input customer requirements. In section 5 of the house of quality, two comparisons are made. First, the relative importance of each customer requirement is evaluated using a numerical scoring scheme. High values indicate that the customer requirement is important Low values indicate a low priority. This evaluation can be used to guide the design of the proposed new product. Second, existing competitive products are evaluated relative to customer requirements. This helps to identify possible weaknesses or strengths in competing products that might be emphasized in the new design. A numerical scoring scheme might be used as before (see Table 24.3).
6. Comparative evaluation of output technical requirements. This is section 6 in Figure 24.10 . In this part of the analysis, each competing product is scored relative to the output technical requirements. Finally. target values can be established in each technical requirement for the proposed new product.

At this point in the andysis, the completed matrix contains much information about which customer requirements are most important, how they relate to proposed new product features, and how competitive products compare with respect to these input and output requirements, All of this information must be assimilated and assessed to advance to the next step in the QFD analysis. Those customer needs and product features that are most important must be stressed as the analysis proceeds through identification of technical requirements for components, manufacturing processes, and quality control in the succeeding QFD matrices.

## EXAMPLE 24.1 Quality Function Deployment: House of Quality

Given: We are engaged it a new product design project for the case of child's toy. The toy would be for children ages 3-9. It is a toy that could be used in a bathtub or on the floor. We want to construct the house of quality for such a toy (the initial matrix in OFD), first listing the customer requirements as might be obtained from one or more of the methods listed in Table 24.2. We then want to identify the corresponding technical features of the product and develop the various correlations.

Solution: The first phase of the QFD analysis (the house of quality) is developed in Figure 24.11. Following the steps in our procedure, we have the list of customer requirements in step 1 of the figure. Step 2 lists the corresponding technical features of the product that might be derived from these customer inputs. Step 3 presents the correlations among product features, and step 4 fills in the relationship matrix between customer requirements and product features Step 5 indicates a possible comparative evaluation of customer requirements, and step 6 provides a hypothetical evaluation of competing products for the technical toquirements.
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## PROBLEMS

## Quality Function Deployment

24.1 Consider some existing product with which you are familiar. If you work for a manufacturing company, consider a product that is manufactuted by your company. Develop the house of quality (the first matrix) in QFD for a possible new product that would be compctitive with the existing product. Specifically, developa list of customer requarements as the inputs to the first matrix and then identity the technica! requirements of a new product that would satisfy the customer requirements. This project leads itself to a team activity.
24.2 This problem is contingent on successful completion of preceding Problem 24.1. Based on the house of quality developed in Problem 24.1, develop the second matrix in QFD, in which the product's technical requirements would be the inputs to the second matrix, and the output would be the component chatacteristics. If the product consists of a large number of components, consider only several of the most important. This project lends itself to a team activity.

## chapter 25

## Process Planning
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The product design is the plan for the product and its components and subassemblies. To convert the product design into a physical entity. a manufacturing plan is needed. The activity of developing such a plan is called process planning. It is the link berween product design and manufacturing Process planning involves determiting the sequence of processing and assembly steps that must be accomplished to make the product. In the present chapter. we examine process planning and several related topics.

At the outset, we should distinguish between process planning and production planning, which is covered in the following chapter Process planning is concerned with the engineering and technological issues of how to make the product and its parts. What types of equipment and tooling are required to fabricate the parts and assemble the product? Production planning is concerned with the logisties issues of making the product. After process
planning has determined the technical details, production planning is concerned with ordering the materials and obtaining the resourees required to make the product in suffi cient quantities to satisfy demand for it.

### 25.1 PROCESS PLANNING

Process planning unvolves determining the most appropriate manufacturing and assembly processes and the sequence in which thoy should be accomplished to produce a given part or product according to specifications set forth in the product design documentation. The scope and variety of processes that can be planned are generally limited by the available processing equipment and technological capabilities of the company or plant. Parts that cannot be made internally must be purchased from outside vendors. It should be mentioned that the choice of processes is also limited by the details of the product design. This is a point we will return to lacer.

Process planning is usually aceomplished by manufacturing engineers. (Other tittes include industrial enginect, production engineer, and process engineer.) The process planner must be familiar with the particular manufacturing processes available in the factory and be able to interpret engineering drawings. Based on the planner's knowledge, skill, and experience, the processing steps are developed in the most logical sequence to nake each part. Following is a list of the many decisions and details usually included within the scope of process planning [10]. [12]:

- Interpretation of design drawings. The part or product design must be analyzed (materials, dimensions, tolerances, surface finishes, ctc.) at the start of the process planning procedure.
- Processes and sequence. The process planner must select which processes are required and their sequence. A brief description of all processing steps must be prepared.
- Equipment selection. In general, process planners must develop plans that utilize existing equipment in the plant. Otherwise, the component must be purchased, or an investment must be made in new equipment.
- Tools, dies, molds, fixtures, and gages. The process planner must decide what tooling is required for eailh processing step. The actual design and fabrication of these cools is usually delegated to a tool design department and toot room, or an outside vendor specializing in that type of tool is contracted.
- Methods analysis. Workplace layout, small tools, hoists for lifting heavy parts, even in some cascs hand and body motions must be specified for manual operations. The industrial engineering department is usually responsible for this area.
- Work standards. Work measurement techniques are used to set time standards for each operation.
- Cutting tools and cutthg conditions. These must be specified for machining operations, often with reference to standard handbook recommendations.


### 25.1.1 Process Planning for Parts

For individual parts, the processing scquence is docunsented on a form called a route sheet. (Not all companies use the name route shcet; another name is "operation sheet.") Just as engineering drawings are used to specify the product design, route sheets are used to spec-


Figure 25.1 Typical route sheet for specifying the process plan.
ify the process plan. They are counterparts, one for product design, the other for manufacturing. A typical route sheet, jllustrated in Figure 25.1, includes the following information: (1) all operations to be performed on the workpart, listed in the order in which they should be performed; (2) a brief description of each operation indicating the processing to be accomplished. with references to dimensions and tolerances on the part drawing: (3) the specific machines on which the work is to be done; and (4) any special tooling, such as dies, molds, cutting wools, jigs or fixtures, and gages. Some companies also include setup times. cycle time standards, and other data It is called a route sheet because the processing sequence defines the route that the part must follow in the factory. Some of the guidelines in preparing a route sheet are listed in Table 25.1.

Decisions on processes to be used to fabricate a given part are based largely on the starting material for the part. This starting material is sclected by the protuct designer. Once the material has been specified, the range of possible processing operations is reduced considerably. The product designer's decisions on starting material are based pri marily on functional requifements, although economics and manufacturability also play a role in the selection.

TABle 25.1 Typical Guidelines in Preparing a Route Sheet

- Operation numbers for consecutive processing steps should be listed as 10, 20, 30, etc. This allows new operations to be inserted if necessary.
- A new operation and number should be specified when a workpart leaves one workstation and is transferred to another station.
- A new operation and number should be specified if a part is transferred to another workholder (e.g., jig or fixture), even if it is on the same machine tool.
- A new operation and number should be specified if the workpart is transferred from one worker to another, as on a production line.


Figure 25.2 Typical sequence of processes required in part fabrication.

A typical processing sequence to fabricate an individual part consists of: (1) a basic process, (2) secondary processes, (3) operations to enhance physical properties, and (4) finishing operations. The sequence is shown in Figure 25.2. A basic process determines the starting geometry of the workpart. Metal casting. plastic molding, and rolling of sheet metal are examples of basic processes. The starting geometry must often be refined by secondary processes, operations that tratsform the starting geometiy into the filtal geumetry (or close to the final geometry). The secondary processes that might be used are closely correlated to the basic process that provides the starting geometry. When sand casting is the basic process, machining operations are generally the secondary processes. When a rolling mill produces sheet metal, stamping operations such as punching and bending are the secondary processes. When plastic injection molding is the basic process, secondary operations are often unnecessary, because most of the geometric features that would otherwise require machaning can be created by the molding operation. Plastic molding and other operations that require no subsequent secondary processing are called net shape processes. Operations that require some but not much secondary processing (usually machining) are referred to as near net shape processes. Some impression die forgings are in this category. These parts can often be shaped in the forging operation (basic process) so that minimal machining (secondary processing) is required.

Once the geometry has been established, the next step for some parts is to improve their mechanical and phsyical properties, Operations to enhance properties do not alter the geometry of the part; instead, they alter physical properties. Heat-treating operations on metal parts are the most comution example. Similar heating treatments axe performed on glass to produce tempered glass. For most manufactured parts, these property-enhancing operations are not required in the processing sequence, as indicated by the alternative arrow path in Figure 25.2.

Finally, finishing operations usually provide a coating on the workpart (or assembly) surface. Exampies include electroplating, thin film deposition techniques, and painting. The purpose of the coating is to enhance appearance, change color, or protect the surface from corrosion abrasion, and so forth. Finishing operations are not required on many parts; for example, plastic moldings rarely require finishing. When finishing is tequired, it is usualiy the final step in the processing sequence.

Table 25.2 presents some typical processing sequences for common engineering ma<eriais used in manufacturing.

In most cases, parts and materials arriving at the factory have completed their basic process. Thus, the firsi operation in the process plan follows the basic process that has provided the starting geometry of the part. For example, machined parts begin as bar stock or

Sec. 25.1 / Process Planning
TABLE 25.2 Some Typical Process Sequences

| Basic Procass | Starting Material | Secondary <br> Processes | Final shape | Enhancing Processes | Finishing <br> Processes |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Sand casting | Sand casting | Machining | Machined part | (Optional) | Painting |
| Die casting | Die casting | (Net shapel | Die casting | (Optional) | Painting |
| Casting of glass | Glass ingot | Pressing, blow molding | Glase ware | Heat treatment | (None) |
| Injection molding | Molded part | (Net shape) | Plastic molding | (None) | (None] |
| Rolling | Sheet metal | Blanking, punthing. bending, forming | Stamping | (None) | Plating. painting |
| Rolling | Sheet metal | Deepdrawing | Drawing | (None) | Plating. painting |
| Forging | Forging | (Near net shape) Machining | Mashined part | (None) | Plating. painting |
| Rolling and bar drawing | Bar stock | Machining, grinding | Machined part | Heat treatment | Plating, painting |
| Extrusion of aluminum | Extrudate | Cutoff | Extruded part | (None) | Painting, anodizing |
| Atomize | Metal powders | Press | PM part | Sinter | Paint |
| Comminution | Ceramic powders | Press | Ceramic ware | Sinter | Glaze |
| Ingot pulling | Silicon boule | Sawing and grinding | Silicon wafer |  | Cleaning |
| Sawing and grinding | Silicon wafer | Oxidation, CVD. PVD, etching | IC chip |  | Coating |

castings or forgings, which are purchased from outside vendors. The process plan begins with the machining operations in the company's own plant. Stampings begin as sheet metal coils or strips that are bought from the rolling mill. These raw materials are supplied from outside sources so that the secondary processes, property-enhancing operations, and finishing operations can be pertormed in the company's own factory.

In addition to the route sheet, a more detailed description of each operation is usually prepared. This is filed in the particular production department office where the operation is performed. It lists specific details of the operation, such as cutting conditions and tooling (if the operation is machining) and other instructions that may be useful to the machine operator. The descriptions often include sketches of the machine setup.

## 25,1.2 Process Planning for Assemblies

The type of assembly method used for a given product depends on factors such as: (1) the anticipated production quantities; (2) complexity of the assembled product, for example.
the number of distinct components: and (3) assembly processes used, for example, mechanical assembly versus welding. For a product that is to be made in relatively small quanLities, assembly is generatly accomplished at individual workstations where one worker or a team $o^{2}$. workers perform all of the assembly tasks. For complex products made in medium and high quantities, assembly is usually performed on manual assembly ines (Chapter 17). For simple products of a dozen or so components. to be made in large quantities, automated assembly systems are appropriate. In any case, there is a precedence order in which the work must be accomplished. an example of which is shown in Table 17.4. The precedence requirements are sometimes portrayed graphically on a precedence diagrata, as in Figure 17.5.

Process planning for assembly involves development of assembly instructions similat to the list ol work elements in Table 17.4, but in more detail. For low production quantities, the entire assembly is completed at a single station. For high production on an assembly line. process planning consists of allocating work elements to the individual stations of the line, a procedure called line balancing (Section 17.4.2). The assembly line routes the work units to individual stations in the proper order as determined by the line balancing solution. As in process planning for individual components, any tools and fixtures required to accomplish an assembly task must be determined, designed, and built; and the workstation arrangement must be laid out.

### 25.1.3 Make or Buy Decision

An important question that arises in process plarning is whether a given part should be produced in the company's own factory or purchased from an outside vendor, and the answer to this question is known as the make or buy decision. If the company does not possess the technological equipment or expertise in the particular manufacturing processes required to make the part, then the answer is obvious: The part must be purchased because there is no internal alternative. However, in many cases, the part could either be made internally using existing equipment, or it could be purchased externally from a vendor that possess similar manufacturing capability.

In our discussion of the make or buy decision, it should be recognized at the outset that nearly all manufacturers huy their raw materials from suppliers. A machine shop purchases its starting bar stock from a metals distributor and its sand castings from a foundry. A plastic molding plant buys its molding compound from a chemical company. A stamping press factory purchases sheet metal either from a distributor or direct from a rolling mitl. Very few companies are vertically integrated in their production operations all the way from raw materials to finished product. Given that a manufacturing company purchases some of its starting materials, it seems reasonable to consider purchasing at least some of the parts that would otherwise be produced in its own plant. It is probably appropriate to ask the make or buy question for every component that is used by the company.

There are a number of factors that enter into the make or buy decision. We have compiled a list of the factors and issues that affect the decision in Table 25.3. One would think that cost is the most important factor in determining whether to produce the part or puchase it. If an outside vendor is more proficient than the company's own plant in the manufacturing processes used to make the part, then the internal production cost is likely to be greater than the purchase price even after the vendor has included a profit. However, if the decision to purchase results in idle equipment and labor in the company's own plant, then the apparent advantage of purchasing the part may be lost. Consider the following example.

TABLE 25.3 Factors in the Make or Buy Decision

Factor

Explenation and Effect on Make/Buy Decision

How do part cosis compare?

Is the process available in-house?

What is the total production quantity?

What is the anticipated produc: life? Is the component a standard item?

Is the supplier reliable?

Is the company's plant aiready operating at full capacity?

Does the company need an aiternative supply source?

This must be considered the most important factor in the make or buy decision. However, the cost comparison is not alwavs clear, as Example 25.1 iltustrales.
If the equipment and techmical expertise for a given process aye not available internaliy, then purchasing is the obvious decision. Vendors usually become very proficiant in certain processes, which often makes them cost competitive in external-interna: comparisons. However, there may be long-term cost implications for the company if it does not develop technologicel expertise in certain processes that are important for the types of products it makes.

The total number of units required over the life of the product is a key factor. As the total production quantity increases, this tends to favor the make decision. Lower quantities favor the buy decision.

Longer product life tends to favor the make decision.
Standaro catalog items te.g., hardware items such as boits, screws, nuts, and other commodity items) are produced economically by suppliers specializing in those products. Cost comparisons almost always favor a purchase decision on these standard parts.
A vender that misses a delivery on a critical component can oa use a shutdown at the company's final assembly plant. Suppliers with proven delivery and quality records are favored over suppliers with lesser records.

In peak demand periods, the company may be forced to augment its own piant capacity by purchasing a portion of the required production from external vendors.

Companies sometimes purchase parts from external vendors to maintain an alternative source to their own production plants. This is an attempt to ensure an uninterrupted supply of parts, e.g., as a safeguard against a wildeat strike at the company's parts production plant.

Source: Based on [10] and other sources.

## EXAMPLE 25.1 Make or Buy Cosi Decision

The quoted price for a certain part is $\$ 2000$ per unit for 100 units. The part can be produced in the company's own plant for $\$ 28.00$. The cost components of making the part are as follows:

$$
\begin{aligned}
\text { Linit raw material cost } & =\$ 8.00 \text { per unit } \\
\text { Direct labor cost } & =6.00 \text { per unit } \\
\text { Labor ovethead at } 150 \% & =9.00 \text { per unit } \\
\text { Equipment fixed cost } & =\frac{5.00 \text { per unit }}{28.00 \text { per unit }}
\end{aligned}
$$

Should the component by bought or made in-house?

Solution: Although the vendor's quote seems to favor a buy decision, let us consider the possiblc impact on plant operations if the quote is accepted. Equipment fixed cost of $\$ 5.00$ is an allocated cost based on an investment that was already made. If the equipment designated for this job becomes unntilized because of a decision to purchase the part, then the fixed cost continues even if the equipment stands idle. In the same way, the labor overhead cost of $\$ 9.00$ consists of factory space, utility, and labor costs that remain even if the part is purchased. By this reasoning, a buy decision is not a good decision because it might cost the company as much as $\$ 20.00+\$ 5.00+\$ 9.00=\$ 34.00$ per unit if it results in idle time on the machine that would have been used to produce the part. On the other hand, if the equipment in question can be used tor the production of other parts for which the in-house costs are less than the corresponding outside quotes then a buy decision is a good decision.

Make or buy decisions are not ofter as straightforward as in this example. The other factors listed in Table 25.3 also affect the decision. A trend in recent years, especially in the automobile industry, is for companies to stress the importance of building close relationships with parts suppliers. We will return to this issue in our later discussion of concurrentengineering (Section 25.3).

### 25.2 COMPUTER-AIDED PROCESS PLANNING

There is much interest by manufacturing firms in automating the task of process planning using computer-aided process planning (CAPP) systems. The shop-trained people who are familiar with the details of machining and other processes are gradually retiring and these people will be unavailable in the future to do process planning. An alternative way of accomplishing this function is needed, and CAPP systems are providing this alternative. CAPP is usually considered to be part of computer-aided manufacturing (CAM). However, this tends to imply that CAM is a stand-alone system. In fact, a synergy results when CAM is combined with computer-aided design to create a CAD/CAM system. In such a system, CAPP becomes the direct conmection between design and manufacturing. The benefits derived from computer-automated process planning include the following:

- Process rationallzation and standardization. Automated process planning leads to more logical and consistent process plans than when process planning is done completely manually. Standard plans tend to result in lower manufacturing costs and higher product quality.
- Increased productivity of process planners. The systematic approach and the availability of standard process plans in the data files permit more work to be accomplished by the process planners.
- Reduced lead time for process planning. Process planners working with a CAPP system can provide route sheets in a shorter lead time compared to manual preparation.
- Improved legibility. Computer-prepared route sheets are neater and easier to read than manualiy prepared route sheets.
- Incorporation of other application programs. The CAPP program can be interfaced with other application programs, such as cost estimating and work standards.

Computer-arded process planning systems are designed around two approaches These approaches are called: (1) retrieval CAPP systems and (2) generative CAPP systems. Some CAPP systems combine the two approaches in what is known as sem-generative CAPP [12].

### 25.2.1 Retrieval CAPP Systems

A refrieval CAPP system, also called a variant CAPP system, is based on the principies of group tecanology (GT) and parts classification and coding (Chapter i5). In this type of CAPP, a standard process plan (route sheet) is stored in computer files for each part code number. The standard route sheets are based on current part routings in use in the factory or on an ideal process plan that has been prepared for each famify. It should be noted that the development of the data base of these process plans requires substantial effort.

A retricval CAPP system operates as illustrated in Figure 25.3. Before the system can be used for process planning, a signiticant amount of information must be compiled and entered into the CAPP data files. This is what Chang et al. [3]. [4] refer to as the "preparatory phase." 11 consists of the following steps: (1) selecting an appropriate classification and coding scheme for the company. (2) forming part families for the parts produced by the company; and (3) prepaning standard process plans for the part families. It should be mentioned that steps (2) and (3) continue as new parts are designed and added to the company's design data base.


Figure 25.3 General procedure for using one of the retrieval CAPP systems.

After the preparatory phase has been completed, the system is ready for use. For a new component for which the process plan is to be determined the first step is to derive the GT code number for the part. With this code number, a search is made of the part famii) file to delermine if a standard route sheet exists for the given part code. If the file contains a process plan for the part, it is retrieved (hence the word "retrieval" for this CAPP system) and displayed for the user. The standard process plan is examined to determine whether any modifications are necessary. It might be that although the new part has the same code number. there are minor differences in the processes required to make it. The user edits the standard plan accordingly. This capacity to alter an existing process plan is what gives the retrieval system its alternative name: variant CAPP system.

If the file does rot contain a standard process plan for the given code number, the user may search the computer file for a similar or related code number for which a standard routc shcet does exist. Either by coditing an existing process plan, or by starting from scratch, the user prepares the route sheet for the new part. This route sheet becomes the standard process plan for the thew part code number.

The process planning session concludes with the process plan formatter, which prints out the route sheet in the proper format. The formatter may call other application programs into use: for example, to determine machining conditions for the various machine tool operations in the sequence. to calculate standard times for the operations (e.g., for dizect labor incentives), ar to compute cost estimates for the operations.

One of the commercially available retrieval CAPP systems is MultiCapp, from OIR: the Organization for Industria! Research. It is an on-line computer system that permits the user to create new pians. or retrieve and edit existing process plans, as we have explained above. An example of a route sheef representing the output from the MultiCapp system is shown in Figure 25.4.

### 25.2.2 Generative CAPP Systems

Generative CAPP systems represent an alternative approach to automated process planring. Instead of retrieving and editing an existing plan contained in a computer data base, a generative system creates the process plan based on logical procedures similar to the procedures a human planner would use. In a fully generative CAPP systern, the process sequence is planned without human assistance and without a set of predefined standard plans.

The problem of designing a generative CAPP system is usually considered part of the field of expert syatems, a branch of artificial intelligence. An expert system is a computer program that is capable of solving complex problems that normally require a human with years of education and experience. Process planning fits within the scope of this definition.

There are several ingredients required in a fully generative process planning system. First. the technical knowledge of manufacturing and the logic used by successful process planners must be captured and coded into a computer program. In an expert system applied to process planning, the knowledge and logie of the human process planners is incorporated into a so-called "knowledge base." The generative CAPP system then uses that knowledge base to solve process planning problems (i.e., create routc sheets).

The second ingredient in generative process planning is a computer-compatible description of the part to be produced. This description contains all of the pertinent data and information needed to plan the process sequence. Two possible ways of providing this description are: (1) the geometric model of the part that is developed on a CAD system during product design and (2) a GT code number of the part that defines the part features in significant detail.


Figure 25.4 Route sheet prepared by the MultiCapp System (courtesy of OIR. the Organization for Industrial Rescarch).

The third ingredient in a generative CAPP system is the capability to apply the prucess knowledge and planning logic contained in the knowledge base to a given part description. In other worts, the CAPP system uses its knowledge base to solve a specific problem-planning the process for a new part. This problem-solving procedure is referred to as the "inference engine" in the terminology of expert systems. By using its knowledge base and inference engine, the CAPP system synthesies a new process pian from scratch for each new part it is presented.

### 25.3 CONCURRENT ENGINEERING AND DESIGN FOR MANUFACTURING

Concurrent engineering refers to an approach used in product development in which the functions of design engineering, manufacturing engineering, and other functions are intcgrated to reduce the elapsed time required to bring a new product to market. Also called simuhaneous engineering, it might be thought of as the organizational counterpart to CAD/CAM technology. In the traditional approach to launching a new product, the two functions of design enginecring and monufacturing engincering tend to be separated and sequential. as illustrated in Figure $25.5(\mathrm{a})$. The product design department develops the new design, sometimes without much consideration given to the manufacturing capabililies of the company. There is little opportunity for manufacturing engineers to offer advice


Figure 25.5 Comparison of: (a) Iraditional product development cycle and (b) product development using concurrent engineering.
on how the design might be altered to make it more manufacturable. It is as if a wall exists between design and manufacturing. When the design engineering department completes the design, it tosses the drawings and specifications over the wall, and only then does process planning begin.

By contrast, in a company that practices concurrent engimeering, the manufacturing engineering department becomes involved in the product development cycle early on, providing advice on how the product and its components can be designed to facilitate manufacture and assembly. It also proceeds with the early stages of manufacturing planning for the product. This concurrent engineering approach is pictured in Figure 25.5 (b). In addition to manufacturing engineering, other functions are also involved in the product development cycle, such as quality cngineering the manufacturing departments, field service. vendors supplying critical components, and in some cases the customers who will use the product. All of these functions can make contributions during product development to improve not only the new product's function and performance, but also its produceability, inspectability, testability, serviceability, and maintainability. Through early involvement, as opposed to reviewing the final product design after it is too late to conveniently make any changes in the design, the duration of the product development cycle is substantially reduced.

Concurrent enginecring includes several elements: (1) design for manufacturing and assembly (2) devign for quality. (3) design for cost, and (4) design for life cycle. In addition. certain enabling technologies such as rapid prototyping, virtual prototyping, and organizational changes are required to facilitate the concurrent enginecring approach in a company.

### 25.3.1 Design for Manufacturing and Assembly

It has been estimated that about 70\% of the life cycle cost of a product is determined by basic decisions made during product design [16]. These design decisions include the material for each part. part geonetry, tolerances, surface finish, how parts are organized into subassemblies, and the assembly methods ti be used. Once thesc decisions are made, the ability to reduce the manufacturing, cost of the product is limited. For example, if the product designer decides that a part is to be made of an aluminum sand casting but which possesses features that can be achieved only by machining (such as threaded holes and close tolerances), the manufacturing engineer has no altemative except to plan a process sequence that starts with sand casting followed by the sequence of machining operations needed to achicve the specified features. In this example, a better decision might be to use a plastic molded part that can be made in a single step. It is important for the manufacturing engineer to be given the opportunity to advise the design engineer as the product design is cvolving, to favorabiy influcnec the menufacturability of the product.

Torms used to describe such attempts to favorably influence the manufacturability of at new product are design for monufacturing (DFM) and design for assembly (DFA) Of course. DFM and DFA are inextricably linked, so let us use the term design for manufacturing and assembly (DFM/A). Design for manufacturing and assembly involves the systematic consideration of manufacturatility and assernblability in the development of a new product design. This includes: (1) organizational changes and (2) design principles and guidelines.

Organizational Changes in DFM/A. Effective implementation of DFM/A involves making changes in a company's organizational structure, either formally or informally, so that closer interaction and better communication occurs between design and manufacturing personnel. This can be accomplished in several ways: (1) by creating project teams consisting of product designers, manufacturing engineers, and other specialtics (e, g. quality engineers, material scientists) to develop the new product design; (2) by requiring design engineers to spend some career time in manufacturing to witness first-hand how manufacturability and assemblability are impacted by a product's design; and (3) by assigning manufacturing engineers to the product design department on either a temporary or fulltime basis to serve as producibility consultants.

Design Principles and Guide/ines. DFM/A also relies on the use of design principles and guidelines for how to design a given product to maximize manufacturability and assemblability. Some of these are universal design guidelines that can be applied to nearly any product design situation, such as those presented in Table 25.4. In other cases, there are design principies that apply to specific processes, for example, the use of drafts or tapers in casted and molded parts 10 facilitate removal of the part from the mold. We leave these more process-specific guidelines to texts on manufacturing processes, such as [10].

The guidelines sometimes conflict with one another. For example, one of the guidelines in Table 25.4 is to "simplify part geometry; avoid unnecessary features." But another guideline in the same table states that "special geonetric features must sometimes be added

TABLE 25.4 General Principles and Guidelines in DFM/A

| Guideline | Interpretation and Advantages |
| :---: | :---: |
| Minimize number of components | Reduced assembly costs. <br> Greater reliability in final product. <br> Easier disassembly in maintenance and field service. <br> Automation is often easier with reduced part count. <br> Feduced work-in-process and inventory control problems. <br> Fewer parts to purchase; reduced ordering costs. |
| Use standard commercially available components | Feduced design effort. <br> Fewer part numbers <br> Better inventory contral possible. <br> Avoids design of custom-engineered components. <br> Quantity discounts possible. |
| Use common parts across product lines | Group technology (Chapter 15) can be applied. Quantity discounts are possible. Fermits development of manufacturing cells. |
| Design for ease of part fabrication | Use net shape and near net shape processes where possible. <br> Simplify part geometry; avoid unnecessary features. <br> Avoid surface roughness that is smoother than necessary since additional processing may be needed. |
| Design parts with tolerances that are within process capability | Avoid tolerances less than process capability (Section 21.1.2). Specify bilaterad tolerances. <br> Otherwise, additional processing or sortation and scrap are required. |
| Design the product to be foolproof during assembly | Assembly should be unambiguous. <br> Components designed so they can be assembied onlv one way. Special geometric features must sometimes be added to components. |
| Minimize flexible components | These include components made of rubber, belts, gaskets, electrical cabies, etc. <br> F lexible components are generally more difficult to handle. |
| Design for ease of assombly. | Include part features such as charnfers and tapers on mating pans. <br> Use base part to which other components are added. <br> Use modular design (see following guideline). <br> Design assembly for addition of components from one direction, usually vertically; if mass production, this rule can be violated because fixed automation can be designed for multiple direction assembly. <br> Avoid threaded fasteners (scrows, bolts, nuts) where possible, especially when automated assembly is used; use fast assembly techniques such as snap fits and adnesive bonding. <br> Minimize number of distinct fasteners. |
| Use modular design | Each subassembly should consists of 5-15 parts. Easier maintenance and field service. <br> Facilitates automated (and manual) assembly. <br> Reduces inventory requirements. <br> Reduces final assembly tume. |
| Shape parts and products for ease of packaging | Compatible with automated packaging equipment. Facilitates shipment to customer. Can use standard packaging cartons. |
| Eliminate or reduce adjustments | Many assembled products require adjustments and calibrations. During product design, the need for adjustments and calibrations should be minimized because they are often time consuming in assembly. |

Source: [10].
to components" 10 design the product for foolproof assembly. And it may also be desirable to combine features of several assembled parts into one component to minimize the number of parts in the product. In these instances design for part manufacture is in conflict with design for assembly, and a suitable compromise must be found between the opposing sides of the conflict.

### 25.3.2 Other Product Dasign Objectives

To complete our coverage of concurrent engineering, let us briefly discuss the other design objectives: design for quality, cost, and life cycie.

Design for Quality. It might be argued that DFM/A is the nost important componert of concurrent engineering because it has the potential for the greatest impact on product cost and development time. However, the importance of quality in international competition cannot be minimized. Quality does not just happen. It must be planned for during product design and during production. Destgn for guality ( DFO ) is the term that reters to the principles and procedures employed to ensure that the highest possible quality is designed into the proxduct. The general objectives of DFQ are [1]: (1) to design the product to meet or exceed customer requirements; (2) to design the product to be "robust," in the sense of Taguahi (Section 20.32), that is, to design the product so that its function and performance are relatively insensitive to variations in manufacturing and subsequent application; and (3) to continuously improve the performance, functionality, reliability, safety. and other quality aspects of the product to provide superior value to the customer.

Our discussion of quality in Part IV (Chapters 20-23) is certainly consistent with the focus of design for quality, but our emphasis in those chapters was directed more at the operational aspects of quality during production. Among those chapers, the Taguchi quality engineering methods (Section 20.3) are applicable in design for quality. Another approach that is gaining acceptance is quality function deployment, discussed in Section 24.5.

Design for Product Cost. The cost of a product is a major factor in determining its commercial success. Cost affects the price charged for the product and the profit made by the company producing it. Destgn for produet cost (DFC) refers to the efforts of a company to specifically identify how design decisions affect product costs and to develop ways to reduce cost through design. Although the objectives of DFC and DFM'A overlap to some degree, since improved manufacturability usually results in lower cost, the scope of design for product cost extends beyond only manufacturing in its pursuit of cost savings. as indicated by the list of typical product cost components in Table 25.5.

Design for Life Cycle. To the customer, the price paid for the product may be a small portion of its total cost when life cycle costs are considered. Design for life cycle refers to the product after it has been manufactured atd indudes factors ranging from product delivery to product disposal. Most of the significant life cycle factors are listed in Tabie 25.6. Some customers (e.g., the federal government) include consideration of these costs in their purchasing decisions. The producer of the product is often ohlipated to offer service contracts that limit customer liability for out-of-control maintenance and service costs. In these cases, accurate estimates of these life cycle costs must be included in the total product cost.

TABLE 25.5 Typical Product Cost Components

| General Area | Affected Departments |
| :---: | :---: |
| Product development and design | Marketing research <br> Basic research on new product technologies Engineering analysis and optimization Design drawings and specifications Frototype development Design testing |
| Manufacturing engineering | Manufacturing process research Frocess planning Tool design |
| Materials | Furchased raw materials Purchased components Transportation costs Feceiving and inspection |
| Manufacturing | Parts fabrication (equipment, labor, tooling, etc.) <br> Assembly tools, assembly lines, tabor, ote. <br> Material handling fequipment and labor: <br> Production planning and control (labor and computer resources) |
| Inspection | Inspection (inspection plan design, gages, labor) Testing (test design, equipment, lator) |
| Distribution | Warghousing Shipment Inventory control |
| Overhead | Factory overhead (plant management, building, utilities, support staff) Corporate overhead (general management, sales, finance, legal, clerical, building, utilities, etc.) |

TABLE 25.6 Factors in Design for Life Cycle
Factor Typical issuses and Concerns

Delivery
Installability

Maintainability

Disposability

Reliability Service life of product, failure rate, reliability testing requirements, materials used in the product, tolerances

Sarviceability Product complexity, diagnostics techniques, training of field service staff, access to interna| workings of product, tools required, availability of spare parts
Human factors Ease and convenience of use, complexity of controls, potential hazards, risk of injuries during Dperation
Upgradeability Compatibility of current design with future modules and software, cost of upgrades
Transpon cost, time to deliver, storage and distribution of mass produced items, type of carrier required (truck, railway, air transport)
Utility requirements (electric power, air pressure, etc.), construction costs, field assembly, suppor during installation

Design modularity, types of fasteners used in assembly, preventive maintenance requirements, ease of servicing by customer Materiais used in the product, recycling of components, waste hazards

### 25.4 ADVANCED MANUFACTURING PLANNING

Advanced manufacturing plarning emphasizes planning for the future. It is a corporatelevel activity that is distinct from process planning because it is concerned with products being contemplated in the company's long-term plans ( $2-10$-year future), rather than products currently being designed and released. Advanced manufactaring planning involves working with sates marketing, and design engmeering to forecast the new products that will be introduced and to determine what production resources will be needed to make those future products. Future prodacts may require manufacturing technologies and facilities not currently available within the firm. In advanced manufacturing planning, the current equipment and facilities are compared with the processing needs created by future planned products to determine what new facilities should be installed. The general planning cycle is portrayed in Figure 25.6. Activities in advanced manufacturing planning include: (1) new technology evaluation, (2) investment project management, (3) facilities planning, and (4) manufacturing research

New Technology Evaluation. Certainly one of the reasons why a company may consider installing new technologies is because future product lines require processing methods not currently used by the company. To introduce the new products the company must either implement new processing technologies in-house or purchase the components made by the new technologies from vendors. For strategic reasons, it may be in the company's interest to instal] a new technology internally and develop staff expertise in that technology as a distinctive competitive advantage for the company. These issues must be analyzed, and the processing tochnology itself must be evaluated to assess its merits and demernts.


Figure 25.6 Advanced manufacturing planning cycle.

A good example of the need for technology evaluation has occurred in the microelectronics industry, whose history spans only the past several decades. The technology of microelectronics has progressed very rapidly, driven by the need to include ever-greater numbers of devices into smaller and smallor packages. As each new generation has evolved, alternative technologies have been developed both in the products themselves and the required processes to fabricate them. It has been necessary for the companies in this industry. as well as companies that use their products, to evaluate the alternative technologies and decise which should be adopted.

There are other rcasons why a company may need to introduce new technolegies: (1) quality improvement. (2) producivity improvement, (3) cost reduction, (4) lead time reduction, and (5) modernization and replacement of worn-out facilities with new equipment. A good example of the introduction of a new technology is the CAD/CAM systems that were installed by many companies during the 1980 s. Initially, CAD/CAM was introduced to modernize and increase productivity in the drafting function in product design. As CAD/CAM technology itself evolved and its capabilities expanded to include three-dimensional geometric modeling, design engineers began developirg their product designs on these more powerful systems. Engineering analysis programs were written to perform tinite-element calculations for complex heat transfer and stress problems. The use of CAD had the effect of increasing design productivity, improving the quality of the design, improving communications, and creating a data base for manufacturing. In addition. CAM software was introduced to implement process planning functions such as numerical control part programming (Section 6.5) and CAPP. thus reducing transition time from design to production.

Investment Project Management. Investments in new technologies or new equipment are generally made one project at a time. The duration of each project may be several months to several years. The management of the project requires a collaboration between the finance department that oversees the disbursements, manufacturing engineering that provides technical expertise in the production technology, and other functional areas that may be related to the project. For each project, the following sequence of steps must usually be accomplished: (1) Proposal to justify the investment is prepared. (2) Management approvals are granted for the investment. (3) Vendor quotations are solisited. (4) Order is plated to the winning vendor. (5) Vendor progress in building the equipment is monitored. (6) Any special tooting and suppties are ordered. (7) The equipment is instailed and debugged. (8) Training of operators, (9) Responsibility for running the equipment is curned over to the operating department.

Facilities Planning. When new equipment is installed in an existing plant, an alteration of the facility is required. Fwor space must be allocated to the equipment, other equipment may necd to be relocated or removed, utilities (power, heat, light, air, etc.) must be connected, safety systems must be instalied if needed, and various other activities must be accomplished to complete the installation. In extreme cases, an entire new plant may need to be designed to produce a new product hine or expand production of an existing line. The planning work required to renovate an existing facility or design a new one is carried out by the plant engineering department (or similar title) and is called facilities planning. In the design or redesign of a production facility manufacturing enginecring and plant engineering must work closely to achieve a successfut installation.

Facihites ptanning is concemed with the planning and design of the fixed assets (e.g.. land, buildings, and equipment) of an organization. Facilities planning can be divided into two types of problems: (1) facilities location and (2) -acilities design. Facilities location deals with the problem of determinting the optimum geographical location for a new facility. Facturs that must be considered in selecting the best location include: location relative to customers and suppliers. labor a vailability, skills of labor pool, ramsportation, cost of living. quality of life, energy costs, construction cosis, and tax and other incentives that may be offered by the local or state government. The choices in facilities lecation include international as well as national alternatives. Once the general location of the facjlity has been decided (i.e., state and region within the state). the local site must be selected.

Facilities design consists of the design of the plant, which includes plant layout, material handing. building, and related issues. The plant layout is the physical arrangement of equipment and space in the building. Objectives in designing a plant layout include logical work flow minimum matcrial movement, convenience of those using the facility, safcty, expandability, and flexibility in case rearrangement is neccssary, Material handfing is concerned with the efficien! movement ot work in the factory. This is usually accomplished by meams of equipment such as powered forkifift trucks conveyors of various types automatic guided vehicles, cranes, and hoists (Chapter 10). Material handing and plant layoul are closely related design issues. Building design deals with the architectural and structural design of the plant and includes not only bricks and mortar but also utilities and communications lines

Manufacturing Research and Development. To develop the required manufacturing tecthologies, the company may find it necessary to undertake a program of manufacturing research and development ( $\mathrm{R} \& \mathrm{D}$ ). Some of this research is done internally, whereas in other cases projects are contracted to university and commercial research laboratories specializing in the associated lechnologies Manufacturing research can take various forms including:

- Development of new processing rechnologies-This R\&D activity involves the development of new prucesses that have never been used before. Some of the processing technologies developed for integrated circuits fabrication represent this category. Other recent examples include rapid prototyping techniques (Section 24. 1.2),
- Adapiation of existing processing technologies-A manufacturing process may exist that has never been used on the type of products made by the company, yet it is perceived that there is a potential for application. In this case, the company must engage in applied research to customize the process to its needs.
- Process fine-tuning-This involves research on processes used by the company. The objectives of a given study can be any of the following: (1) improve operating efficiency, (2) improve product quality, (3) develop a process model, (4) learn how to better conlrol the process. (5) determine optimum operating conditions, and so forth.
- Software systems development-These are projects involving development of customized manufacturing related software for the company. Possible software development projects might include: cost estimating software, parts classification and coding systems CAPP. customized CAD/CAM application software, production planning and control systems, work-in-process iracking systems. and similar projects. Successful development of a good software package may give the company a competitive advantage.
- Automation systems development-These projects are similar to the preceding except they deal with hardware or hardware/sottware combinations. Studies related to applications of industrial robots (Chapter 7) in the company are examptes of this kind of research.
- Operations research and simulation-Operations research involves the development of mathenatical models to analyze operational problems. The techniques include linear programming, inventory models, queuing theory, and stochastic processes. In many problems, the mathematical models are sufficiently complex that they cannot be solved in closed form. In these cases, discrete event simulation can be used to study the operations. A number of commercial simulation packages are available for this purpose.

Manufacturing $\mathbf{R} \& D$ is applied research. The objective is to develop or adapt a technology or technique that will result in higher profits and a distinctive competitive advantage for the company.
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Production planning and control (PPC) is concerned with the logistics problems that are encountered in manufacturing, that is, managing the details of what and how many products to produce and when, and obtaining the raw materials, parts, and resources to pro-
duce those products. PPC solves these logistics problems by managing information. The computer is essential for processing the tremendous amounts of data involved to define the products and the manufacturing resources to produce them and to reconcile these technical detals with the desired production schedule. lna very real sense. PPC is the integrator in computer integrated manulacturing.

Pianning and control in PPC must themselves be integrated functions. It is insufficient to plan production if there is no control of the factory resources to achieve the plan. And it is ineffective to control production if thete is no pian against which to compare factory progress. Both planning and control must be accomplished, and they must be coordinated with each other and with other functions in the manufacturing firm. such as process planring, concurtent engineering, and advanced manulacluring planning (Chapter 25). Now, having emphasiged the integrated nature of PPC. let us nevertheless try to explain what is involved in each of the two functions, production planning and production control.

Production planning is concerned with: (1) deciding which products to make, how many of each, and when they should be completed; (2) scheduling the delivery andfor production of the parts and products: and (3) planning the manpower and equipment resources needed to accomplish the production plan. Activities within the scope of production planning include

- Aggregate production pianning. This involves planning the production output levcls for major product lines produced by the firm. These plans must be coordinated among various functions in the firm, including product design, production, marketing, and sales.
- Master production planning. The aggregate production plat must be converted into a master production schedule (MPS) which is a specific plan of the quantities to be produced of individual models within each product line.
- Material requirements planning (MRP) is a planning technique, usually implemented by cormputer- that translates the MPS of end products into a detailed schedule for the raw naterials and parts used in those end products.
- Capacity planning is conccrned with determining the labor and equipment resources needed to achieve the master schedule.

Production planning activities divide into two stages: (1) aggregate planning which results in the MPS, and (2) detailed plamning. which includes MRP and capacity planning. Aggregate planning involves planning 6 months or more into the future, whereas detailed planning is concerned with the shorter term (weeks to months).

Production control is concerned with determining whether the necessary resources to implement the production plan have been provided, and if not, it attempts to take corrective action to address the deficiencies. As its mame suggests, production control includes various systems and techniques for controlling production and inventory in the factory. The major topics covered in this chapter are:

- Shop floor control. Shop floor control systems compare the progress and status of production orders in the factory to the production plans (MPS and parts explosion accomplisined by MRP)
- Inventory control. Inventory control includes a variety of tecbmiques cor managing the inventory of a firm. One of the important tools in inventory control is the/economic order quantity fommu.
- Manufacturing resource planning. Also known as MRP II, manufacturing resource planning combines MRP and capacity planning as well as shop floor control and other functions related to PPC .
- Just-in-time producrion systems. The terme "just-in-lime" refers to a scheduling discipline in which materials and parts are delivered to the next work cell or production line station just prior to their being used. This type of discipline tends to reduce inventory and other kinds of waste in marufacturing.

The activities in a modern PPC system and their interrelationships are depicted in Figure 26.1. As the figure indicates, PPC ultimately extends to the company's supplier base and customer base. This expanded scope of PPC control is known as supply chain management.

### 26.1 AGGREGATE PRODUCTION PLANNING AND THE MASTER PRODUCTION SCHEDULE

Aggregate planning is a high-level corporate planning activity. The aggregate production plan indicates production output levels for the major product lines of the company. The ag-


Figure 26.1 Activities in a PPC system (highlighted in the diagram) and their relationships with other functions in the firm and outside.
gregate plan must be coordinated with the plans of the sales and marketing departments. Because the aggregate production plan includes products that are currently in production, it must also consider the present and future inventory levels of those products and their component parts. Because new prodects currently being developed will also be included in the aggregate plan. the marketing plans and promotions for current products and new produets must be reconciled against the total capacity resources available to the company.

The production quantities of the major product lines listed in the aggregate plan must be converted into a very specific schedule of individual products, known as the masterproduction sehedule (MPS). It is a list of the products to be manufactured, when they should be completed and delivered, and in what quantities A hypothetical MPS for a narrow produet set is presented in Figure 26.2 (b), showing how it is derived from the conesponding aggregate plan in Figure 26.2(a). The master schodule must be based on an accurate estimate of demand and a realistic assessment of the company's production capacity.

Products included in the MPS divide into three categories: (1) firm customer orders, (2) forecasted demand, and (3) pare parts. Proportions in each category vary for different companies, and in some cases one or more categories are omitted. Companies producing assembled products will generally have to handle all three types. In the case of customer orders for specific products, the company is usually obligated to delivery the item by a particular date that has been promised by the sales department. In the second category.production output quantities are based on statistical forecasting techaiques applicd to previous demand patterns, estimates by the sales staff, and other sources. For many companies, forecasted demand constitutes the largest portion of the master schedule. The third category consists of tepair parts that will either be stocked in the company's service department or sent directly to the customer. Some companies exclude this third category from the master schedule since it does not represent end products.

The MPS is generally considered to be a medium-range plan since it must take into account the lead times to order raw materials and components, produce parts in the factory, and then assemble the end products. Depending on the product. the lead times can

|  | Weck |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Product line | 1 | 2 | 3 | 4 | 5 | 6 | ? | 8 | 9 | 10 |
| M model ine | 210 | 200 | 200 | 150 | 150 | 120 | 120 | 100 | 100 | 100 |
| N madel line | Sil | 60 | 50 | 40 | 30 | 20 | 10 |  |  |  |
| $P$ model lint |  |  |  |  |  |  | 70 | 130 | 25 | 100 |

(a) Aggregate production plan

|  | Week |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Product line models | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $y$ | 10 |
| Model M3 | $\mathbf{1 2 0}$ | 120 | 120 | 100 | 100 | 80 | 80 | 70 | 70 | 70 |
| Mode1 M4 | 80 | 80 | 80 | 50 | 50 | 40 | 40 | 30 | 30 | 30 |
| Model N8 | 80 | 60 | 50 | 40 | 30 | 20 | 10 |  |  |  |
| Model P1 |  |  |  |  |  |  |  | 50 |  | 100 |
| Model P2 |  |  |  |  |  |  | 70 | 80 | 25 |  |

(b) Master production schedule

Figure 26.2 (a) Aggregate production plan and (b) corresponding MPS for a hypothetical product line.
range from several weeks to many mont ths in some cases, more than a year. The MPS is usually considered to be fixed in the near term. This means that changes are net allowed with. in about a 6 week horzzon because of the difficulty in adjusting production schedules within such a shorn pertod. However. schedule adjustments are allowed beyond 6 weeks to cope with changing demand patterns or the introduction of new products. Accordingly, we should note that the aggregate production plan is not the only input to the master schedule. Other inputs that may cause the master schedule to depart from the aggregate plan include new customer orders and changes in sales forecast over the near term,

### 26.2 MATERIAL REQUIAEMENTS PLANNIVG

Material requirements plonning (MRP) is a computational technique that converts the master schedule for end products into a detailed schedute for the raw materials and components used in the end products. The detailed schedule identifies the quantities of each raw material and component item. It also indicates when each item must be ordered and defivered to moct the master schedule for finail products. MRP is often thought of as a method of inventory control. Even though it is an effective tool ior minimizing unnecessary invenrory investment, MRP is also useful in production scheduling and purchasing of materials,

The distinction between independent demand and dependent demand is important in MRP. Independent demand means that demand for a product is unrelated to demand for other items. Final products and spare parts are examples of items whose demand is independent. Independent demand patterns must usually be forecasted. Dependent demand means that demand for the item is directly related to the demand for some other item, usually a final product. The dependency usually derives from the fact that the item is a component of the other product. Not only component parts but also raw materials and subassembities are examples of items subject to dependent demand.

Whereas domand for the firm's end products must often be forecasted, the raw marerials and component parts should not be forecasted. Once the delivery schedule for end products is established, the requirements for components and raw materials can be directly calculated. For example, even though demand for automobiles in a given month can only be forecasted. once the quantity is established and production is scheduled, we know that five tircs will] be needed to deliver the car (don't forget the spare). MRP is the appropriate technique for determining quantities of dependent demand items. These items constitutc the inventory of manufacturing raw materials, work-in-process (WIP), component parts, and subassemblies. That is why MRP is such a powerful technique m the planning and control of manufacturing inventories. For independent demand items, inventory control is often accomplished using order point systems, described in Section 26.5.1.

The concept of MKP is relatively straightforward. Its implementation is complicated by the sheer magnitude of the data to be processed. The master schedule provides the overall production plan for the linal products in terms of month-by-month deliveries. Each product may contain hundreds of individual components. These components are produced from raw materials, some of which are common among the components. For example, several components may be made out of the same gauge sheet steel. The components ate assembled into simple subassemblies. and these subassemblies are put together into more complex subassembilics, and so on, until the final products are assembled. Each step in the manufacturing and assembly sequence takes time. All of these factors must be incorporated into the MRP calculations. Although each calculation is uncomplicated, the magni-
tude of the data is so large that the application of MRP is practicaly impossible except by computer processing.

In our discussion of MRP that follows. we first examine the inputs to the MRP system. We then describe how MRP works. the output reports genetated by the MRP computations, and finally the benefits and pitialls that have been experienced with MRP systems in industry.

### 26.2.1 Inputs to the MRP System

To function the MRP program must operate on data contained in several files. These files serve as inputs to the MRP processor They are: (1) MPS (2) bill of matcrials file and other engineering and manufacturing data. and (3) inventory record file. Figure 26.3 illustrates the flow of data into the MRP processor and its conversion into useful output reports. In a properiy implemented MRP system. capacity planning also provides input to ensure that the MRP schedule does not exceed the production capacity of the firm. More on this in Section 26.3.

The MPS lists what end products and how many of each are to be produced and when they are to te ready for shipment, as shown in Figure 262(b). Manufacturing firms generally work toward monthly delivery schedules, but the master schedule in our figure uses weeks as the time periods. Whatever the duration, these time periods are called time buckets in MRP. Instead of treating time as a continuous variable (which of course, it is), MRP makes its computations of materials and parts requirements in terms of time buckets.

The bill of materials ( BOM ) file is used to compute the raw material and component requirements for end products isisied in the master schedule. It provides information on the product structure by listing the component parts and subassemblies that make up each product. The structure of an assembled product can be illastrated as in Figure 26.4. This is much simpler than most commercial products. but its simplicity will serve for illustration purposes. Product Pl is composed of two subassemblies, S 1 and S 2 , each of which is made up of components $\mathrm{C1}, \mathrm{C2}$, and $\mathrm{C3}$, and $\mathrm{C4}, \mathrm{C5}$, and C 6 , respectively. Finatly, at the


Figure 26.3 Shuctue of an M.RP systern.


Figure 26.4 Product structure for product P1.
bothom level are the raw materials that go into each component. The items at each successively higher level are called the parents of the items feeding into it from below. For example, $\$ 1$ is the parent oi $\mathrm{Cl}, \mathrm{C} 2$, and C . The product structure must also specify the number of cach subassembly. component, and raw material that go into its respective parent. These numbers are shown in parentheses in our figure.

The inventory record file is referred to as the item master file in a computerized inventory system. The types of data contained in the inventory record are divided into three segments:

1. Item master data. This provides the item's identification (part number) and other data about the pant such as order quantity and lead times
2. Inventory status. This gives a time-phased record of inventory status. In MRP, it is important to know not only the current level of inventory, but also any future changes that will occur against the inventory. Therefore, the inventory status segment lists the gross requirements for the item, schedaled receipts, on-hand status, and planned order releases, as shown in Figure 26.6.
3. Subsidlary daza. The third file segment provides subsidiary data such as purchase orders, scrap or rejects, and engineering changes.

### 26.2.2 How MRP Works

The MRP processor operates on data contained in the MPS, the BOM file, and the inventory record file. The master schedule specifies the period-by-period list of final products required. The BOM defines what materials and components are needed for each product. And the inventory record file contains data on cursent and future inventory status of each product, component, and material. The MRP processor computes how many of each component and raw material are needed each period by "exploding" the ead product requirements into successively lower levels in the product structure.

## EXAMPLE 26.1 MRP Gross Quantity Computations

In the master schedule of Figure 26.2. 50 units of product $\mathbf{P} 1$ are to be completed in week 8 . Explode this product requirement into the corresponding number of subassemblies and components required.

Solution: Retering to the product structure in Figure 26.4, 50 units of P 1 explode into 50 units of S 1 and 100 units of $\$ 2$ Similarly, the requirements for these subassemblies explode into 50 units of $\mathrm{Cl}, 200$ of C 2.50 of $\mathrm{C} 3,200$ of $\mathrm{C} 4,200$ of C 5 , and 100 of C6. Quantities of raw materials are determined in a similar manner.

Several complicating factors musi be taxen into account during the MRP computatrons. First. the quantities of components and subassemblies listed in the solution of Example 26.1 do not account for any of those items that may already be stocked in inventory or are expected to be received as future orders. Accordingly, the computed quantities must be adjusted for any intentories on hand or on order, a procedure called netring. For each time bucket, net reçuirements = gross requirements less on-hand inventories and less quantities on order.

Sccond, quantities of common use items must be combined during parts explosion to determine the tolal quantities required for each component and raw naterial in the schedule. Common use items arc raw matcrials and components that are used on more than onc product. MRP collects these common use items from different products to effect economies in ordering the raw materials and producing the components.

Third. lead times for each item must be taken into account. The lead time for a job is the time that must be allowed to complete the job from start to finish. There are two kinds of lead times in MRP: ordering lead times and manufacturing lead times. Ordering lead time for an itcm is the time required from initiation of the purchase requisition to receipt of the iten from the vendor. If the item is a raw material that is stocked by the veridor, the ordering lead time should be relatively short, perhaps a few days or a few weeks. If the item is fabricated, the lead time may be substantial, perhaps several months, Manufacturing lead time is the time required to produce the itcm in the company's own plant, from order release to completion, once the raw materials for the item are available. The scheduled delivery of end products must be translated into time-phased requirements for components and materials by factoring in the ordering and manufacturing icad timcs.

## EXAMPLE 26.2 MRP Time-Phased Quantity Requirements

To illustrate these various complicating factors, let us consider the MRP procedure for component C4, which in used in product P1. This part also happens to be used on product P2 of the master schedule in Figure 26.2. The producl structure for $P 2$ is shown in Figure 26.5. Component $C 4$ is made out of material


Figure 26.5 Product structure for product $P 2$.

| Period | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Item: Raw material M4 |  |  |  |  |  |  |  |
| Gross requirements |  |  |  |  |  |  |  |
| Schaduled receipts |  |  | 40 |  |  |  |  |
| On hand | 50 | 50 | 50 | 90 |  |  |  |
| Net requitements |  |  |  |  |  |  |  |
| Planned order releases |  |  |  |  |  |  |  |

Figure 26.6 Initial inventory status of material M4 in Example 26.2 .

M4, one unit of M4 for each unit of C4, and the inventory status of M4 is given in Figure 26.6. The lead times and inventory status for each of the other items needed in the MRP calculations are shown in the table below. Complete the MRP calculations to determine the time phased requirements for items $\$ 2, \mathrm{~S} 3$, C4, and M4, based on the requirements for P1 and P2 given in the MPS of Figure 26.2. We assume that the inventory on hand or on order for P1, P2.S2, S3, and C 4 is zero for all future periods except for the calculated values in this problem solution.

| Item | Lead time | Inventory |
| :--- | :--- | :--- |
| P1 | Assembly lead time $=1 \mathrm{wk}$ | No inventory on hand or on order |
| P2 | Assembly lead time $=1 \mathrm{wk}$ | No inventory on hand or on order |
| S2 | Assembly lead time $=1 \mathrm{wk}$ | No inventory on hand or on order |
| S3 | Assembly lead time $=1 \mathrm{wk}$ | No inventory on hand or on order |
| C4 | Manufacturing lead time $=2 \mathrm{wk}$ | No inventory on hand or on order |
| M4 | Ordering lead time $=3 \mathrm{wk}$ | See Figure 26.6. |

Solution: The results of the MRP calculations are given in Figure 26.7. The delivery requirements for P 1 and P 2 must he offset by their $1 \mathbf{w k}$ assembly lead time to obtain the planned order releases. These quantities are then exploded into requirements for subassemblies S 2 (for P ) and S 3 (for $\mathbf{P}$ ). These requirements are offset by their 1 wk assembly lead tirae and combined in week 6 to obtain gross requirements for component $C 4$. Net requirements equal gross requirements for $\mathrm{P} 1, \mathrm{P} 2, \mathrm{~S} 2, \mathrm{~S} 3$, and C 4 because of no inventory on hand and no planned orders. We see the effect of current inventory and planned orders in the timephased inventory status of M4. The on-hand stock of 50 units plus scheduled receipts of 40 are used to meet gross requirements of 70 units of M4 in week 3 , with 20 units remaining that can be applied to the gross requirements of 280 units in week 4 . Net requirements in week 4 are therefore 260 units. With an ordering lead time of 3 wk , the order release for 260 units must be planned for week 1.

| Perod |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $1)$ | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hem: Product P1 |  |  |  |  |  |  |  |  |  |  |  |
| Gross tequrements |  |  |  |  |  |  |  |  | S1 |  | 1010 |
| scheduledrecetpts |  |  |  |  |  |  |  |  |  |  |  |
| O) \%hand |  |  |  |  |  |  |  |  |  |  |  |
| ver requitements |  |  |  |  |  |  |  |  | 50 |  | 100 |
| Plannod urder releages |  |  |  |  |  |  |  | 50 |  | 100 |  |
| 1tem: Product P2 |  |  |  |  |  |  |  |  |  |  |  |
| Grosis fequirements. |  |  |  |  |  |  |  | 70 | 80 | 25 |  |
| Schedurled recelpts |  |  |  |  | 1 |  |  |  |  |  |  |
| On hand |  |  |  |  |  |  |  |  |  |  |  |
| Net requireraents |  |  |  |  |  |  |  | 70 | 80 | 25 |  |
| Planned order releases |  |  |  |  |  |  | 70 | 80 | 25 |  |  |
| Item: Subassembly S2 |  |  |  |  |  |  |  |  |  |  |  |
| Gross requrements |  |  |  |  |  |  |  | 100 |  | 200 |  |
| Schedsied receipts |  |  |  |  |  |  |  |  |  |  |  |
| On hand | 0 |  |  |  |  |  |  |  |  |  |  |
| Neirequirements |  |  |  |  |  |  |  | 140 |  | 246 |  |
| Plarmed onder releases |  |  |  |  |  |  | 100 |  | 240 |  |  |
| Itern: Subssvembly 53 |  |  |  |  |  |  |  |  |  |  |  |
| Gross requircments |  |  |  |  |  |  | 70 | 80 | 25 |  |  |
| Scheduled reasipts |  |  |  |  |  |  |  |  |  |  |  |
| Sel requirenemts |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 70 | 80 | 25 | -- |  |
| Phanned ordcr releases |  |  |  |  |  | 70 | 80 | 25 |  |  |  |
| Itens: Componeril C4 |  |  |  |  |  |  |  |  |  |  |  |
| Gross equirements |  |  |  |  |  | 70 | 2810 | 25 | 400 |  |  |
| Scheduled receipts |  |  |  |  |  |  |  |  |  |  |  |
| On hand | 0 |  |  |  |  |  |  |  |  |  |  |
| Neit requirements |  |  |  |  |  | 70 | 280 | 25 | 406 |  |  |
| Planned wrder releases |  |  |  | 70 | 280 | 25 | 400 |  |  |  |  |
| Itern. Raw material M4 |  |  |  |  |  |  |  |  |  |  |  |
| Gross requirenteats |  |  |  | 70 | 280 | 25 | 400 |  |  |  |  |
| Schoduled recerpts |  |  |  | 40 |  |  |  |  |  |  |  |
| On hand | 50 | 50 | 507 | 90 | 30 |  |  |  |  |  |  |
| Net recuirements |  |  |  | -20 | 260 | 25 | 400 |  |  |  |  |
| Planned order releases |  | 260 | 25 | 400 |  |  |  |  |  |  |  |

Figure 26.7 MRP solution to Example 26.2. Time-phased requirements for P1 and P2 are taken from Figure 26.2. Requirements for $\mathrm{S} 2, \mathrm{~S} 3, \mathrm{C} 4$ and M 4 are calculated.

### 26.2.3 MRP Outputs and Benefits

The MRP progatm generates a variety of outputs that can be used in planning and managing plant operations. The outputs include: (1) planned order releases. which provide the authority to place orders that have heen planned by the MRP system: (2) report of planned order releases in future perianse (3) rescheduling rotices, indicating changes in due dates for open urders: (4) cancelation notices, indicating that certain open orders have beencanceled because of changes in the MPS; (5) reports on inventory status; (6) performance reports of various types, indicating costs. item usage, actual versus planned lead times, and so on: (7) exception reports, showing deviations from the schedule, orders that are overdue, scrap, and so on; and ( 8 ) intentory furecasts. indicating projected inventory levels in future periods.

Of the MRP outputs lasted above, the planned order releases are the most important because they drive the production system. Planned order releases are of two kinds, purchase orders and work orders. Purchase arders provide the authority to purchase raw materials or parts from outside vendors, with quantities and delivery dates specified. Work orders geterate the authority to produce parts or assemble subassemblies or products in the companys own factory. Again quantities to be completed and completion dates are specified.

Many benefits are claimed for a well-designed MRP system. Benefits reported by users include the folkowing: (1) reduction in inventory, (2) quicker response to changes in demand than is possible with a manual requirements planning system, (3) reduced setup and product changeover costs, (4) better machine utilization, (5) improved capacity to respond to changes in the master schedule, and ( n ) as an aid in developing the master schedule.

Notwithstanding these claimed benefits, the success rate in implementing MRP systems throughout industry has been less than perfect. Reasons why some MRP systems have not been successful include: (1) the application was not appropriate, usually because the product structure did not fit the dala requirements of MRP; (2) the MRP computations were based on inaccurate data; and (3) the MPS was not coupled with a capacity planning system, therefore the MRP program generated an unrealistic schedule of work orders that overloaded the factory.

### 26.3 CAPACITY PLANNING

A realistic master schedule must be consistent with the production capabilities and limitations of the plant that will produce the product. Accordingly, the firm must know its production capacity and must plan for changes in capacity to meet changing production requircments specitied in the master schedule. In Chapter 2, we defined production capacity and formulated ways for detemining the capacity of a plant. Capacity planning is concerned with determining what iabor and equipment resources are required to meet the current MPS as wefl as long-term future production needs of the firm (see Section 25.4). Capacity planning also serves to identify the limitations of the available production resources so that an unrealistic master schedule is not planned.

Capacity planning is typically accomplished in two stages, as indicated in Figure 26.8: first, when the MPS is established; and second, when the MRP computations are done. In the MPS stage a rough-cut capacityplanning (RCCP) calculation is made to assess the feasibility of the master scineluie. Such a calcuitation indicates whether there is a significant violation of production capacity in the MPS. On the other hand, if the calculation shows no capacity violation, neither does it guarantee that the production schedule can be met. This


Figure 26.8 Fwo stages of capacily phamine
depends on the allocation of work orders to specific work cells in the plant. Accordingly, a second capacity calculation is made at the time the MRP schedule is prepered. Called capacity requirements planning ( $\mathrm{CR} \mathrm{P}^{\prime}$ ), this detailed calculation determithes whether there is sufficient production capacity in the individual departments and work cells to complete the specific parts and assemblies that have been scheduled by MRP. If the schedule is not compatible with capacity, then adjustments must be made either in plant capacity or in the master schedule.

Capacity adjustments can be divided into short term adjustments and long-term adjustments. Capacity adjustments for the short term include:

- Employment levels. Employment in the plant can be increased or descreased in response to changes in capacity requirements.
- Temporary workers. Increases in employment level can also be made by using workers from a temporary agency. When 1he busy period is passed, these workers move to positions at other companies where their services are needed.
- Number of work shifts. The number of shiets worked per production period can be increased or decreased.
- Labor houra. The number of labor hours per shift can be increased or decreased, through the use of overtime or reduced hours.
- Inventory stockpiling. This tactic might be used to maintain steady employment levels during slow demand periods.
- Order hackiogs. Deliveries of the product to the customer could be delayed during busy periods when production resources are insufficient to keep up with demand.
- Subcontracting. This involves the letting of jubs to other shops during busy periods. or the laking in of extia work during slack periods.

Capacity planning adjustments for the long term include possible changes in production capacity that generally require long lead times. These adjustments include the following types of decisions:

- New equipment investments. This involves investing in more machines or more productive machines to meet increased future production requitements, or itvesting in new types of machines to match future changes in product design.
- New plant construction. Building a new factory represents a major investment for the company. However, it also represents a significant increase in production capacity for the firm.
- Purchaye of existing plants from other companies.
- Acquisition of existing compantes. This may be done to increase productive capacity. However, there are usually more important reasons for taking iver an existing company, for example, to achieve economies of scale that result from increasing market share and reducing staff.
- Plant closings. This involves the closing of plants that will not be needed in the future.

Many of these capacity adjustments are suggested by the capacity equations and models presented in Chapter 2.

### 26.4 SHOP FLOOR CONTROL

Shop floor control is concemed with the release of production orders to the factory, monitoring and controlling the progress of the orders through the various work centers, and acquiring current information on the status of the orders. A typical shop flewr control system consists of three phases: (1) order release, (2) order scheduling, and (3) order progress. The three phases and their connections to other functions in the production management system are pictured in Figure 26.9. In today's implementation of shop floor control, these phases are executed by a combination of enmputer and human resources, with a growing proportion accomplished by computer automated methods.


Figure 26.9 Three phases in a shop floor control system.

## 26.4-1 Order Release

The order releace phase of shop floor control provides the documentation needed to process a production order through the factory. The collection of documents is sometimes called the shop packet. It consists of: (1) the route sheet, which documents the process plan for the item to be produced; (2) material requisitions to draw the necessary raw materials from inventory, (3) job cards or other means to report direct labor time devoted to the order and to indicate progress of the order through the factory; (4) move tickets to authorize the material handling personnel to transport parts between work centers in the factory if this kind of authorization is required; and (5) parts list, if required for assembly jobs. In the oppration of a conventional factory, which relies heavily on manual labor, these are paper documents that move with the production o:der and are used to track its progress through the shop. In a modern factory, automated identification and data capture technologies (Cbapter 12) are used to monitor the status of production orders, thus rendering the papcr documents (or at least some of them) unnecessary. We explore these factory data collection systems in Section 26.4.4.

The order selease module is driven by two inputs, as indicated in Figure 26.9. The first is the authorization to produce that derives from the master schedule. This authorization proceeds through MRP which generates work orders with scheduing information. The second input to the order release module is the engineering and manufacturing data base which provides the product structure and process planning information needed to prepare the various documents that accompany the order through the shop-

### 26.4.2 Order Scheduling

The order scheduling module follows directly from the order release module and assigns the production orders to the various work centers in the plant. In effect, order scheduling cxecutes the dispatching function in PPC The order scheduling module prepares a dispatch list, which indicates which production orders should be accomplished at the various work centers. It also provides information about relative prionities of the different jobs, for example, by showing due dates for each job. In current shop floor control practice, the dispatch list guides the shop foreman in making work assignments and allocating resources to different jobs so that the master schedule can best be achieved.

The order theduling module in shop floor control is intended to solve two protlems in production control: (1) machine loading and (2) job sequencing. To schedule a given set of production orders or jobs in the factory the orders must first be assigned to work centers. Allocating orders to work centers is referred to as machine landing. The term shop Ioading is also used, which refers to the loading of all machines in the plant. Since the total number of production orders usually exceeds the number of work centers, each work center will have a queue of orders waiting to be processed. The remaining question is: In what sequence should these jobs be processed?

Answering this question is the problem in job sequencing. Job sequencing involves determining the sequence in which the jobs will be processed through a given work center. To determine this sequence, priorities are established among the jobs in the queue, and the jobs are processed in the order of their relative prionities. Prtority control is a term used in production control to denote the function that maintains the appropriate prionity
levels for the various production orders in the shop. As indicated in Figure 26.9, priority control information is an important input in the order scheduling module. Some of the dispatching rules used to establish priorities for production orders in the plant include: ${ }^{1}$

- First-come-firsi serve. Jobs are processed in the order in which they arrive at the machine. Onc might argue that this rule is the most fair.
- Earliest due date. Orders with carlier due dates are given higher priorities.
- Sherrest processing time. Orders with shorter processing times are given higher priorities.
- Least slack time. Slack time is defined as the difference between the time remaining until due date and the process time remaining. Orders with the teast slack in their schedule are given higher priorities.
- Critical ratio. The critical ratio is defined as the ratio of the time remaining until due date divided by the process time remaining. Orders with the lowest critical ratio are given higher prioritics.

When an order is completed at one work center, it enters the queue at the next machine in its process routing. That is, the order becomes part of the machine loading for the next work center, and priority control is utilized to determine the sequence of processing among the jobs at that machine.

The relative priorities of the different orders may change over time. Reasons behind these changes include: (1) lower or higher than expected demand for certain products, (2) equipment breakdowns that cause delays in production, (3) cancellation of an order by a customer, and (4) defective raw materials that delay an order. The priority control function reviews the relative priorities of the orders and adjusts the dispatch list accordingly.

### 26.4.3 Order Progress

The order progress module in shop floor control monitors the status of the various orders in the plant, WIP, and other characteristics that indicate the progress and performance of production. The function of the order progress module is to provide information that is useful in managing the factory based on data collected from the factory. The information presented to production management is often summarized in the form of reports, such as the following:

- Work order status reports. These reports indicate the status of production orders. Typical information in the report includes the current work center where each order is located, processing hours remaining before completion of each order, whether the job is on-time or behind schedule, and prionty tevel.
- Progress reports. A progress report is used to report performance of the shop during a certain time period (e.g, week or month in the master schedule). h provides information on how many orders were completed during the period. how many orders should have been completed during the period but were not, and so forth.

[^31]- Exception reports. An exception report indicates the deviations from the production schechule (c.g. overduc jobs), ard amilar exception information

These reporls are useful to production management in making decisions atout allocation of resources, authorization of overtime hours, and other capacily issues, and in identifying problen ancas it the plant that adversely affect achieving the MPS.

### 26.4.4 Factory Data Collection System

There are a varicty of techniques used to collect data from the factory floor. These techniques range fron clerical mothods which require workers to fill out paper forms that are later compiled, to fully antomated methods, that require no human participation. The factory data collection system (FDC system) consists of the various paper documents, terminals, and automated devices focated throughout the plant for collecting data on shop foor operatoons. ptus the means tor compiling and processing the data. The factory data collection syatem serves as an mput to the order progress module in shop floor control, as illusuated in Figure 26.9. It is also an input to priority control, which affects order scheduling. Examples of the types of data on factory operations collected by the FDC system inelude: piece counts completed at a cortain work center. direct labor time expended on each order, parts that are scrapped, parts requiring rework, and equipment downtime. The data collection system car also include the time clocks used by employees to punch in and out ol' work.

The ultimate purpose of the factory data collection system is twofold (1) to supply status and pe:formauce data to the shop fioor control system and (2) to provide current information to production foremen, plant management, and production control personnel, To acconplish this purpose. the factory data collection system must input data to the plant computer system. In current CIM technology. this is done using an on-line mode, in which the data are entered directly into the plant complet system and are immediately available to the order progress module. The advantage of on-line data collection is that the data file representing the status of the shop can be kept current at all times. As changes in order progress are reported, these changes are immediately incorporated into the shop status file. Personnel with a need to kriow can access this status in real-time and be confident that they have the most up-to-date information on which to base any decisions. Even though a modern FDC system is largely computerized. paper documents are sill used in factory operations, and our coverage includes both manual (clerical) and automated systems.

Manua! (Clerical) Data Input Techniques. Manually oriented techniques of factory data collection are those in which the production workers must read from and till out paper forms indicating order progress data. The forms are subsequently turned in and oompiled, using a combination of clerical and computerized methods. The paper forms include:

- Job iraveter. This is a log sheet that travels with the shop packet through the factory. Workers who spend time on the order are required to record their times on the log sheet along with other data such as the date, picce counts, defects, and so torth. The job traveler becomes the chronological record of the processing of the order. The problem with this method is its inherent incompatibility with the principles of realtime dala collection. Since the job traveler moves with the order, it is not readily available for compiling current order progress.
- Empioyee time sheets. In the typical operation of this method. a daily time sheet is prepared for each worker, and the worker must fill out the form to indicate work that he/she accomplished during the day. Typical data entered on the form include order number, operation number on the route sheet, number of pieces completed during the day, and time spent. Some of these data are taken from information contained in the documents thaviling with the order (e.g., typical dexaments travcing with the order include one or more enginecring drawings and route sheets). The time sheet is turned in daily, and order progress information is compiled (usually by clerical staff).
- Operation rear strips. With this technique, the traveling documents inciude a set of preprinted tear strips that can be easily separated from the shop packet. The preprinted data on each tear strip includes order number and route sheet details. When a worker firtishes an operation or at the end of the shift, one of the tear strips is torn off. piece count and time data are recorded by the worker, and the form is tutned in to report order progress.
- Prepunched cards. This is essentially the same technique as the tear strip method, except that prepunched computer cards are included with the shop packet instead of tear strips. The prepunched cards contain the same type of order data, and the workers must write the same kind of production data onto the card. The difference in the use of prepunched cards is that in compiling the datly order progress, mechanized data processing procedures can be used to record some of the data.

There are problems with all of these manually oriented data collection procedures. They all rely on the cooperation and clerical accuracy of factory workers to record data onto a paper document. There are invariably errors in this kind of procedure. Error rates associated with handwritten entry of data average about $3 \%$ (one error out of 30 data entries). Some of the errors can be detected by the clerical staff that compiles the order progress records. Examples of detectable errors include: wrong dates, incorrect order numbers (the clerical staff knows which orders are in the factory, and they can usually figure out when an erroneous order number has been entered by a worker), and incorrect opetation numbers on the route sheet. (If the worker enters a certain operation number, but the preceding operation number has not been started, then an error has heen made.) Other errors are more difficult to identify. If a worker enters a piece count of 150 pieces that represents the work completed in one shift when the batch size is 250 parts, this is difficult for the clerical staff to verify. If a different worker on the following day completes the batch and also enters a piece count of 150 , then it is obvious that one of the workers overstated his/her production, but which one? Maybe both.

Another problem is the delay in submitting the order progress data for compilation. There is a time lapse in each of the methods between when events occur in the shop and when the paper data representing those events are submitted. The job traveler method is the worst offender in this regard. Here the data might not be compiled until the order has been completed, too late to take any corrective action. This method is of little value in a shop floor control system. The remaining manual methods suffer a one-day delay since the shop data are generally submitted at the end of the shift, and a summary compilation is not available untii the following day. In addition to the delay in submitting the order data, there is also a delay associated with compiling the data into useful reports. Depending on how the order progress procedures are organized, the compilation may add several days to the reporting cycle.

Automated and Semi-Automated Deta Collection Systems. Because of the problems associated with the manualiclerical procedures. techniques have been developed that use data collection terminals located in the factory. Data collection terminals require workers to input data relative to order progress using simple keypads or conventional alphanumeric keyboards. Data entered by keyboard are subject to error rates of around $0.3 \%$ (one error in 300 data entries), an order or magnitude improvement in data accuracy over handwritten entry. Also, error-checking routines can be incorporated into the entry procedures to derect syntax and certan other types of errors. Because of their widespread use in our sozicty. PCs are becoming more and more common in the factory, both for collection of data and for presenting engineering and production data to shop personnel.

The data entry methods also include more attomated input technologies such as optical bar code readers or magnetic card readers. Certain types of data such as order number, product identification, and operation sequence number can be entered with automated techniques using bar-coded or magnetized cards included with the shop documents (refer back to the bar-coded route sheet in Figure 12.7).

Using either PCs or terminals that combine keypad entry with bar code technology, there are various configurations of data collection terminals that can be installed in the factory. These configurations include:

- One centralized terminal. In this a rrangement there is a strgle terminal located centrally in the plant. This requires all workers to walk from their workstations to the central location when they must enter the data. If the plant is large, this becomes inconvenient. Also, use of the terminal tends to increase at time of shift change, resulting in significant lost time for the workers
- Satellite terminals. In this configuration, there are multiple data collection terminals located throughout the plant. The number and locations are designed to strike a balance between minimizing the investment cost in termintals and maximizing the convenience of the plant workers.
- Workstation terminals. The most convenient arrangement for workers is to have a data collection terminal available at each workstation. This minimizes the time lost in walking to satellite terminals or a single central terminal. Although the investment cost of this configuration is the greatest, it may be justified when the number of data transactions is relatively large and when the terminals are also designed to collect certain data automatically.

The trend in industry is toward more use of autornation in factory data collection systems. Although the term "automation" is used, many of the techniques require the participation of human workers; hence, we have included "semi-automated" in the subtitle for this category of data collection system.

### 26.5 INVENTORY CONTROL

Inventory control is concemed with achieving an appropriate compromise between two opposing objectives: (1) minimizing the cost of holding inventory and (2) maximizing service
to customers. On the one hand, minimizing inventory cost suggests keeping inventory to a minimum, in the extrome, zero inventory. On the other hand, maximizing customer service implies keeping large stocks on hand from which the customer can choose and immediately lake possession.

The types of inventory of greatest interest in PPC are taw materials, purchased components in-process inventory ( $W[P$ ), and finished products. The major costs of holding inventory are (1) investment costs, (2) storage costs, and (3) cost of possible obsolescence or spoilage. The three costs are referred to collectively as carrying costs or holding costs. Investment cost is usually the largest component; for example, when a company borrows money at a high ate of interest to isvest in materials being processed in the factory, but the materials are months away from being delivered to the customer. Companies can minimize holding costs by minimizing the amount of inventory on hand. However, when inventories ate minimized, customer service may suffer, inducing customers to take their business elsewhere. This also has a cost, called the stock-our cost. Most companies want to rttinimize stock-out cost and provide good customer service. Thus they are caught on the homs of an inventory control dilemma: balancing carrying costs against the cost of poor customer service.

In our introduction to MRP (Section 26.2), we distinguished between two types of demand, independent and dependent. Different inventory control procedures are used for independent and dependent demand items. For dependent demand items, MRP is the most widely implemented technique. For independent demand items, order point inventory systems are commonly used.

### 26.5.1 Order Point Inventory Systems

Order poinl systems are concerned with 1wo related problems that must be solved when managing inventories of independent demand items (1) how many units should be ordered? and (2) when should the order be placed? The first problem is often solved using economic order quantity formulas. The second problem can be solved using reorder point methods.

Economic Order Quantity Formula. The problem of deciding on the most appropriate quantity to order or produce arises when the demand rate for the item is fairly constant, and the rate at which the item is produced is significantly greater thar its demand rate. This is the typical make-to-stock situation. The same basic problem occurs with dependent demard items when usage of the item is relatively constant over time due to a steady production rate of the final product with which the item is correlated. In this case. it may make sense to endure some inventory bolding costs so that the frequenty of setups and their associated costs can be reduced. In these situations where demand rate remains steady, inventory is gradually depleted over time and then quickly replenished to some maximum level determined by the order quantity. The sudden increase and graduat reduction in inventory causes the inventory level over time to have a sawtonth appearance, as depicted in Figure 26.10.

A total cost equation can be derived for the sum of carrying cost and setup cost for the inventory model in Figure 26.10. Because of the sawtooth behavior of inventory level, the average inventory level is one-half the maximum level $Q$ in our figure. The total annual inventory cost is therefore given by:

$$
\begin{equation*}
\mathrm{TIC}=\frac{C_{u} Q}{2}+\frac{C_{s u} D_{e}}{Q} \tag{26.1}
\end{equation*}
$$

where TIC $=$ total annual inventory $\operatorname{cost}$ (holding cost phus ordering $\operatorname{cost}, \$ / \mathrm{yr}$ ),$Q=$ order quantity (pciorder), $C_{h}=$ carrying or holding $\operatorname{cost}(\$ / \mathrm{pc} / \mathrm{yr}), C_{s 4}=$ setup cost and/or or-


Figure 26.10 Model of inventory level over time in the typical make-to-stock situation.
dering cost for an order ( $\$ /$ setup or $\$ /$ order) , and $D_{a}=$ annual demand for the itern ( $\mathrm{pc} / \mathrm{yr}$ ). In the equation, the ratio $D_{\mathrm{g}} / Q$ is the number of orders or batches produced per year, which therefore gives the number of setups per year.

The holding cost $C_{k}$ consists of two main components, investment cost and storage cost. Both are related to the time that the inventory spends in the warehouse or factory. As previously indicated, the investment cost results from the moncy the company must invest in the inventory before it is sold to customers. This inventory investment cost can be calculated as the interest rate paid by the company i (\%/100), multiplied by the value (cost) of the inventory.

Storage cost occurs because the inventory takes up space that must be paid for. The amount of the cost is generally related to the size of the part and how much space it occupies. As an approximation, it can be related to the value or cost of the item stored. For our purposes, this is the most convenient method of valuating the storage cost of an item. By this method the storage cost equals the cost of the inventory multiplied by the storage rate, $s$. The term $s$ is the storage cost as a fraction $(\% / 100)$ of the value of the item in inventory.

Combining interest rate and storage rate into one factor, we have $h=i+s$. The term $h$ is called the holding cost rate. Like $i$ and $s$, it is a fraction (\%/100) that is multiplied by the cost of the part to evaluate the holding cost of investing in and storing WIP. Accordingly, holding cost can be expressed as follows:

$$
\begin{equation*}
C_{n}=h C_{p} \tag{26.2}
\end{equation*}
$$

where $C_{h}=$ holding (carrying) cost ( $\$ / \mathrm{pc} / \mathrm{yr}$ ), $C_{p}=$ unit cost of the item $(\$ / \mathrm{pc})$. and $h=$ holding cost tate (rate/yr).

Setup cost includes the cost of idle production equipment during the changeover time between batches. The costs of labor performing the setup changes might also be added in. Thus,

$$
\begin{equation*}
C_{s u}=T_{a u} C_{d t} \tag{26.3}
\end{equation*}
$$

where $C_{\text {s山 }}=$ setup cost ( $\$ /$ setup or $\$ /$ order), $T_{\text {tu }}=$ setup or changeover time between barches, (hr/setup or hr/order), and $C_{\text {at }}=\operatorname{cost}$ rate of machine downtime during the changeover ( $\$ / \mathrm{hr}$ ). In cases where parts are ordered from an outside vendor, the price quoted by the vendor usually includes a setup cost, either directly or in the form of quantity discounts. $C_{\text {st }}$ should also include the internal costs of placing the order to the vendor.
E. . ( 20.1 ) excludes the actual annual cost of part production. If this cost is included then annual total cost is given by the following cquation:

$$
\begin{equation*}
T C=D_{Q} C_{\sigma}+\frac{C_{H} Q}{2}+\frac{C_{\pi t} D_{a}}{Q} \tag{26.4}
\end{equation*}
$$

where $D_{1} C_{n}=$ arnual demand $(\mathrm{pc} / \mathrm{yr})$ multipled by cost per item ( $\$ / \mathrm{pc}$ ).
If the denvative is taken of either Eq. (26.1) or Eq. (26.4), the economic order quantity ( $E O Q$ ) formula is obtained by setting the derivative equal to zero and sotving for $Q$. This batch size minimizes the sum of carrying costs and setup costs:

$$
\begin{equation*}
Q=E O Q=\sqrt{\frac{2 D_{a} C_{s t}}{C_{n}}} \tag{26.5}
\end{equation*}
$$

where $\mathrm{EOQ}=$ economic order guantity (number of parts to be produced per batch, pe/batch or peforder), and the other terms have been defined previously.

## EXAMPLE 26.3 Economic Order Quantity Formula

The annual demand for a certain item made-to-stock $=15,000 \mathrm{pc} / \mathrm{yr}$. One unit oi the item costs $\$ 20.00$. and the holding cost rate $=18 \% / \mathrm{yr}$. Setup time to produce a batch $=5 \mathrm{hr}$. The cost of equipment downtime plus labor $=\$ 150 / \mathrm{hr}$. Determine the economic order quantity and the total inventory cost for this case.

Solution: Setup cost $C_{y}=5 \times \$ 150=\$ 750$. Holding cost per unit $=0.18 \times \$ 20.00=$ 83.60. Using these vatues and the annual demand rate in the EOO formula, we have

$$
\mathrm{EOQ}=\sqrt{\frac{2(15000)(750)}{3.60}}=2500 \text { units }
$$

Total inventory cost is given by the TIC equation:

$$
\mathrm{TIC}=0.5(3.60)(2.500)+750(15,000 / 2500)=\$ 9000
$$

Including the actual production cossts in the annual total, by Eq (26.4) we have:

$$
T C=15,000(20)+9000=\$ 309,000
$$

The economic order quantity formula has been widely used for determining so-called optimum batch sizes in production. More sophisticated forms of Eqs (40.1) and (40.4) have appeared in the literature; for example, models that take production rate into account to yield alternative EOO cquations [8]. Eq. 26.5 is the most general form and, in the author's opinion. quite adequate for most real-life situations. The difficulty in applying the EOQ formula is in obtaining accurate values of the parameters in the equation, namely (1) setup cost and (2) inventory carrying costs. These cost factors are usually difficult to evaluate; yet they have an important impact on the calculated economic batch size.

There is no disputing the mathematical accuracy of the $E O Q$ equation. Given specific values of annual demand $\left(D_{c}\right)$, setup $\operatorname{cosi}\left(C_{s u}\right)$, and carrying Cost $\left(C_{h}\right)$, Eq. (26.5) computcs the lowest cont batch size to whatever level of precision the user desires. The trouble
is that the user may be fulled into the talse belief that no matter how much it costs to change the sctup the EOO formula always calculater the optimum batch size. For many years in U.S. industry, this belief tended to crcourage long production runs by manufacturing managera The thought process went something like this: "ff the setap cost increases, we just increase the batch size. because the EOO formula always tells us the optmum production quantity."

The user of the EOQ cquation must not lose sight of the tutal inventory cost ITIC) equation. Eq . (26.1). from which EOQ is derived. Examming the TIC equation. a cost-conscious production manager would quickly conclude that both costs and balch sizes can be reduced by decreasing the values of holding cost $\left(C_{h_{2}}\right)$ and setup $\cos \left(C_{w}\right)$. ' he production manager may not be able to exert much influence on holding cost because it is determined largely by prevailing interest rates. However, methods can be developed to reduce setup cost by reducing the time required to accomplish the changeover ol a production machine. Reducing setup times is an important focus in just-in-time production, and we revicw the approaches for reducing setup time in Section 26.7.2.

Reorder Point Systems. Determining the economic order quantity is not the only problem that must be solved in controlling inventories in make-to-stock situations, The other problem is deciding when to reorder. One of the most widely used methods is the reorder point system. Although we have drawn the inventory level in Figure 26.10 as a very deterministic sawtooth diagram, the reality is that there are usually variations in demand rate during the inventory order cycle. as illustrated in Figure 26.11. Accordingly, the timing of when to reorder cannot be predicted with the precision that would exist if demand rate were a known constant value. In a reorder poinf system. when the inventory levei for a given slock item falls to some point specified as the reorder point, then an order is placed to restock the item. The reorder point is specified at a sufficient quantity level to minimize the probability of a stock-out between when the reorder point is reached and the new order is received. Reorder point triggers can be implemented using computerized inventory control systems that continuously monitor the inventory level as demand occurs and automatically generate an order for a new batch when the level declines below the reorder point.


Figure 26.11 Operation of a reorder point inventory system.

### 26.5.2 Work-in-Process Inventory Costs

Work-in-process (WIP) represents a significant inventory cost for many manufacturing firms. In effect, the company is continually investing in raw materials, processing those materials, and then delivering them to customers when processing has been completed. The problem is that processing takes time, and the company pays a holding cost between start of production and receipt of payment from the customer for goods delivered. In Chapter 2, we showed that WIP and manufacturing lead time (MLT) are ciosely related. The longer toe manufacturing lead time, the greater the WIP. In this section, a method for evaluating the cost of WIP and MLT is presented. The method is based on concepis suggested by Meyer [5].

In Chapter 2, we indicated that production typically consists of a series of separate manufacturing steps or operations. Titme is consumed in each operation, and that time has an associated cost. There is also a time between each operation (at least for most mantfacturing situations) that we have referred to as the nonoperation time. The nonoperation time includes material handling, inspection, and storage. There is also a cost associated with the nonoperation time. These times and costs for a given part can be graphically itIustrated as shown in Figure 26.12. At time $t=0$, the cost of the part is simply its material $\cos 1 C_{m}$. The cost of each processing step on the part is the production time multiplied by the rate for the machine and labor. Production time $T_{p}$ is determined from Eq. (2.10) and accounts for both setup time and operation time. Let us symbolize the rate as $C_{o}$. Nonoperation costs (c.g., inspection and material handling) related to the processing step are symbolized by the term $C_{n c}$. Accordingly, the cost associated with each processing step in the manufacturing sequence is the sum

$$
C_{o} T_{\rho}+C_{n o}
$$

The cost for each step is shown in Figure 26.12 as a vertical line, suggesting no time lapse. This is a simplification in the graph, justified by the fact that the time between operations


Figure 26.12 Cast of product or part as a function of time in the factory: As opetations are completed, value and cost are added to the item.
spent waiting and in storage is generally much greater than the time for processing, handing, and inspection

The tolal cost that has been invested in the part at the end of all operations is the sum of the materiai cost and the accumulated processing, inspection, and handling costs. Symbolizing this part cost as $\mathcal{C}_{p^{\prime}}$. We can evaluate it using the following equation:

$$
C_{p c}=C_{p t}+\sum_{k=1}^{n_{n}}\left(C_{v} I_{p k}+C_{n a k}\right)
$$

where $k$ is used to indicate the sequence of operations, and there are a total of $n_{0}$ operations. For convenience, if we assume that $T_{p}$ and $\mathrm{C}_{n \rho}$ are equal for all $n_{s}$ operations, then

$$
\begin{equation*}
C_{p c}=C_{\pi \pi}+n_{0}\left(C_{o} T_{p}+C_{n o}\right) \tag{26.6}
\end{equation*}
$$

The part cost function shown in Figure 26.12 and represented by Eq. (26.6) can be approximated by a straight line as shown in Figure 26.13. The line starts at time $t=0$ with a value $=C_{m}$ and slopes upward to the right so that its final value is the same as the final part cost in Figure 26.12. The approximation becomes more accurate as the number of processing steps increases. The equation for this lime is

$$
C_{n i}+\frac{n_{o}\left(C_{o} T_{p}+C_{n o}\right)}{\mathrm{MLT}} t
$$

where MLT $=$ manufacturing lead time for the part, and $t=$ time int Figure 26.13.
As in our derivation of the economic order quantity formula, we apply the holding cost rate $h$ to the accumulated part cost defined by Eq. (26.6), but substituting the straightline approximation in place of the stepwise cost accumulation in Figure 26.12. In this way, we have an equation for total cost per part that includes the WIP carrying costs:

$$
T C_{p c}=C_{\pi}+n_{v}\left(C_{o} T_{p}+C_{n v}\right)+\int_{0}^{\mathrm{MlT} T}\left(C_{m}+\frac{n_{0}\left(C_{o} T_{p}+C_{n o}\right)}{\mathrm{MLT}} t\right) \hbar d t
$$

Let us use a simpler form of this cost equation by making the following substitution for the $n_{0}\left(C_{o} T_{p}+C_{m}\right)$ term in the a hove:


Figure 26.13 Approximation of product or part cost as a function of time in the factory.

$$
\begin{equation*}
C_{p}=n_{c}\left(C_{o} T_{p}+C_{n c}\right) \tag{26.7}
\end{equation*}
$$

Then,

$$
\begin{equation*}
T C_{p c}=C_{p z}+C_{p}+\int_{0}^{\mathrm{MLT}}\left(C_{m}+\frac{C_{p} t}{\mathrm{MLT}}\right) h d t \tag{26.8}
\end{equation*}
$$

Carrying out the integration, we have the following:

$$
\begin{equation*}
T C_{p c}=C_{m}+C_{p}+\left(C_{m}+\frac{C_{p}}{2}\right) h(\mathrm{MLT}) \tag{26.9}
\end{equation*}
$$

The holding cost is the last lerm on the right-hand side of the equation.

$$
\begin{equation*}
\text { Holding cost/pc }=\left(C_{\sigma_{t}}+\frac{C_{p}}{2}\right) h(\mathrm{MLT}) \tag{26.10}
\end{equation*}
$$

Figure 26.14 shows the effect of adding the holding cost to the material, operation, and nonoperation costs of a part or product during production in the plant.


Figure 26.14 Approximation of product cost showing additional cost of holding WIP during the manufacturing lead time.

## EXAMPLE 26.4 Inventory Holding Cost for WIP During Manufacturing

The cost of the raw material for a certain part is $\$ 100$. The part is processed through 20 processing steps in the plant, and the manufacturing lead time is 15 wk . The production time per processing step is 0.8 hr , and the machine and labor rate is $\$ 25.00 / \mathrm{hr}$. Inspection, material handing, and other related costs average to $\$ 10$ per processing step by the time the part is finished. The interest raie used by the company $i=20 \%$, att the storage rate $s=13 \%$. Determine the cost per part and the holding cost.

Solution: The material cost, operation costs, and nonoperation costs are by Eq. (26.6).

$$
C_{p c}=\$ 100+20(\$ 2500 / \mathrm{hr} \times 8 \mathrm{hr}+\$ 10)=\$ 700 / \mathrm{pc}
$$

To compute the holding cost, first calculate $\mathcal{C}_{\rho}$ :

$$
C_{n}=20(\$ 25.00 / \mathrm{hr} \times .8 \mathrm{hr}+\$ 10\}=\$ 6000 / \mathrm{pc}
$$

Next, determine the holding cost rate $h=20 \%+13 \%=33 \%$. Expressing this as a weekly rate $h=(33 \%)(52 \mathrm{wk})=0.6346 \% / \mathrm{wk}=0.006346 / \mathrm{wk}$. According to $\mathrm{Eq} .(26.10)$,

$$
\begin{gathered}
\text { Holding cost } / \mathrm{Pc}=(100+600 / 2)(.006346)(15 \mathrm{wk})=\$ 38(18 / \mathrm{pc} \\
T C_{\rho^{w}}=700.00+38.08=\$ 738.08 / \mathrm{pc}
\end{gathered}
$$

The $\$ 38.08$ in our example is more than $5 \%$ of the cost of the part: yet the holding cost is usually not included direatly in the company's evaluation of part cost Rather, it is considered as overhead. Suppose that this is a typical part for the company, and 5000 similar parts are processed through the plant each year; then the annual inventory cost for WIP of 5000 parts $=5000 \times \$ 38.08=\$ 190,400$. If the manufacturing lead time could be reduced to half its current value, this would translate into a $50 \%$ savings in WIP holding cost.

### 26.6 MANUFACTURING RESOURCE PLANNING (MRP II)

The initial versions of MRP in the early 1970s were limited to the planning of purchase orders and factory work orders and did rot take into account such issues as capacity planning or feedback data from the factory for shop floor control. MRP was strictly a materials and parts planning tool whose calculations were based on the MPS. It became evident that MRP should be tied to other software packages to create a more integrated PPC system. The PPC software pack ages that evolved from MRP became known as manufacturing resource planning, or MRP II, to distinguish it from the original abbre viation and perhaps to suggest that it was scoond generation; that is, nhere than "just" MRP.

Manufacturing resource planning can be defined as a computer-based system for planning, scheduling, and controlling the matcrials, resources, and supporting activities needed to meet the MPS. MRP II is a closed-loop system that integrates and coordinates all of the major functions of the business to produce the right products at the right times. The term "closed-loop system" means that MRP II incorporates feedback of data on various aspects of operating performance so that corrective action can be taken in a timely manner; that is MRP II includes a shop floor control system.

Application modules typically provided in a high-end MRP II system include the following:

- Management planniag. Functions included in this module are business strategy, aggregate production planning, master production scheduling, rough-cut capacity planning. and budget planning.
- Customer service Typical components in this module are sales foreasting, order entry, sales analysis, and finished goods inventory.
- Operations planning. This is the MRP module enhanced with capacity requirements planning. The output consists of purchase order and work order releases.
- Operations execution. This includes purchasing, production scheduling and control, WIP iaventory concrol, shop floor control, and labor hour tracking.
- Financial functions. These include cost accounting, accounts receivable, acoounts payable, general ledger. and payroll.

In effect, MRP II consists of virtually all of the functions in the PPC system diagramed in Figure 26.1 plus additional business functions that are related to production. Software vendors continue to add new features to their MRP II packages to gain competitive advantages in the market. Some of the applications that have been added to recent generations of MRP II are in the foliowing areas: quality control, maintenance management, customer field service, warranty tracking marketing support, supply chain management, distribution management. and product data management. Product data management (PDM) is clowely related to CAD/CAM and includes product data filing and retrieval, engineering change control, enginecring data capture, and other features related to product design. In fact, the PDM area has emerged as a separate software market [11], although available commercial packages are designed to integrate with MRP II.

New names have been coined in the attempt to differentiate the latest generation of MRP II software from its predecessors. Some of the newer terms include:

- Enterprise resource planning (ERP). Software packages described by the term ERP have the traditional MRP II modules. Use of the word "enterprise" in the title denotes that these packages extend beyond manufacturing to include applications such as maintenance management, quality control. and marketing support [11].
- Customer-oriented manufacturing managentent systems (COMMS). This term competes with ERP but the definition is similar. COMMS software packages are organized into three major phases: (1) planning, (2) execution, and (3) control. Modules in the execution phase are known as manufacturing execution systems, which have become recognized on their own.
- Manufacturing execution systems (MES). As mentioned above, this name refers to the execution phase of COMMS. MES typically includes production scheduling, quality control, and material handling modules.
- Customen-oriented management systems (COMS). This term was coined by one of the originators of COMMS who started up his own commercial venture to market software and services for a more general clientele than only manufacturing. Hence, the word "manufactaring" was dropped from the title. What remained was customer oriented management systems. Application modules in COMS are again similar to those in ERP and COMMS.

Commercially available MRP II packages number in the hundreds and range in price from severai hundred dollars to several hundred thousand dollars, depending on features and support delivered by the softwarc vendor. The cost of the software itself is only a portion of the total cost that may ultimately be paid by the user company. Other costs include [8]: (1) training of user company personnel in the operation of the specific MRP II packagc, (2) interfacing the MRP Il package with other software and data bases in the user company, and (3) reprogramming the MRP II package to customize it to other user company's systems.

### 26.7 JUST-IN-TMME PRODUCTION SYSTEMS

Just-in-time (JIT) production systems were developed in Japan to minimize inventories, especially WIP WIP and other types of inventury are seen by the Japanese as waste that should be minimized or eliminated. The ideal just-in-time production system produces and delivers exactly the required number of each component to the downstream operation in the manufacturing sequence just at the time when that component is needed. Each component is delivered "just in time." This delivery discipline minimizes WIP and manulacturirg lead time as well as the space and money invested in WIP. The JIT discipline can be applied not only to production operations but to supplier delivery operations as well.

Whereas the development of JIT production systems is largely credited to the Japanese, the philosophy of JIT has been adopted by many U.S. manufacturing fitms. Other terms have sometimes been applied to the American practice of JIT to suggest differences with the lapanese practice. For example, continuous flow manufacturing is a widely used term in the United States that denotes a JIT style of production operations. Prior to JIT, the traditional US. practice might be described as a "just-in-case" philosophy, that is, to hold large in-process inventories to cope with production problems such as late delivenes of components, machine breakdowns, defective components, and wildcat strikes.

The JIT production discipline has shown itself to be very effective in high-volume repetitive operations such as those found in the automotive industry [6]. The potential for WIP accumulation in this sype of manufacturing is significant due to the large quantities of products made and the large numbers of components per product.

The principal objective of $J T T$ is to reduce inventorics However, inventory reduction cannot simply be mandated to happen. Certain requisites must be in place for a JIT production system to operate successfully. They are: (1) a pull sysiem of production control. (2) small batch sizes and reduced setup times, and (3) stable and reliable production operations. We discuss these requisites in the following sections.

### 26.7.1 Pull System of Production Control

IIT is based on a puIl system of production control, in which the order to make and deliver parts at each workstation in the production sequence comes fron the downstream station that uses those parts. When the supply of parts at a given workstation is about to be exhausted, that station orders the upstream station to replenish the supply. Only on receipt of this order is the upstream station authorized to produce the needed parts. When this procedure is repeated at each workstation throughout the plant, it has the effect of pulling parts through the production system. By comparison, in a push system of production control, parts at each workstation are produced irrespective of the immediate need for the parts at its respective downstream station. In effect this production discipline pushes parts through the plant. The risk in a push system is that more work gets scheduled in the factory than it can handle, resulting in large queues of parts in front of machines. The machines are unable to keep up with arriving work, and the factory becomes overloaded. A poorly planned MRP-based production planning system that does not include capacity planning runs this risk,

Onc way to implement a pull systeris is wuse kanbans The word kanban (pronounced kahn-bahn) means "card" in Japanese. The Kanban sysfem of production control, developed and made famous by Toyota, the Japanese automobilc company, is based on the use of cards that authorize (1) parts production and (2) parts delivery in the plant. Thus, there
are two types of kanbans: (1) production kuntans and (2) transport kanbans. A production kanban (P-kanban) authorizes the upstream station to produce a batch of parts. As they are produced, the parts are placed in containers. so the batch quantity is just sufficient to fill the container. Production of more than this quantity of parts is not allowed in the kanban system. A rransport kanban (T-kanban) authorizes transport of the container of parts to the downstream station.

Let us describe the operation of a kanban system with reference to Figure 26.15. The workstations shown in the figure (station i and station $i+1$ ) are only two in a sequence of multiple stations upstream and downstream. The flow of work is trom station ito station $i+1$. The sequence of steps in the kanban pull system is as follows (our numbering sequence is coordinaled with Figure 26.15): (1) Station $i+1$ removes the next P-kanban from the dispatching rack This $P$-kanban authorizes the station to process a container of part b. A material handling worker removes the T-kanban from the incoming container and takes it back to station $i$. (2) At station $i$, the worker finds a container of part $b$, removes the P-kanhan and replaces it with the T-kanban. He then puts the P-kanban in the dispatching rack at station $i$. (3) The $\mathbf{P}$-kanban for part b at station $i$ authorizes station ; to process a new container of part $b$; however, it must wait its turn in the rack for the other P-kanbans ahead of it. Scheduling of work at each station is determined by the order in which the production kanbans are placed in the dispatching rack. The container of part $b$ that was at station $i$ is moved to station $i+1$, as althorized by the T-kanban. Meanwhile, processing of the $b$ parts at station $i+1$ has been completed, and that station removes the next P-kanban from the dispatching rack and begins processing that container of parts (part das indicated in our figure).

As mentioned, stations $i$ and $i+1$ are only two sequential stations in a longer sequence. All other pairs of sequential stations operate according to the same kanban pull system. This production control system avoids unnecessary paperwork. The kanban cards are used over and over again instead of generating new production and transport orders every cycle. Although considerable labor is involved in material handling (moving cards and containers between stations), this is claimed to promote teamwork and cooperation among workers.

### 26.3.2 Small Batch Sizes and Reduced Setup Times

To minimize WIP inventories in manufacturing, batch size and setup time must be minimized. The relationship between batch size and setup time is given by the $E O Q$ formula, Eq. (26.5). In our mathematical model for total inventory cost, Eq. (26.1) from which the EOQ formula is derived, average inventory level is equal to one half the batch size. To reduce average inventory level, batch size must be reduced. And to reduce batch size, setup cost must be reduced. This means reducing setup times. Reduced setup times permit smaller batches and lower WIP levels. Methods for reducing setup time were pioneered by the Japanese during the 1960 s and 1970 s. U.S manufacturing firms have also adopted setup reduction methods. Results of the efforts are sometimes dramatic. Examples of setup reductions in Japanese and U.S. industries are reported by Suzaki [10], and we present some of these in Table 26.1.

Setup time reductions result from a number of batic approaches that are best deseribed as industrial engineering methods improvements. These approaches include (sources: [2], [3], [7], [12]):


Figure 26.15 Operation of a kanban system between workstations (see description of steps in the text).

- Separate the work elements that comprise the setup procedure into two categories:
(1) internal elements, those that must be done during the machine stoppage, and
(2) external elements, those that can be done while the previous job is still running.
- Design the setup tooling (e.g.,die, fixture, mold) and plan the setup method to permit as much of the changeover procedure as pussible to consist of extemal work elements.
- Use time and motion study to reduce the internal work elements to the fewest possible.

TABLE 26.1 Examples of Setup Reductions in Japanese and U.S. Industries

| Industry | Equipment Type | Setup Time Betore Aeduction | Setup Time After Reduction (min) | Reduction (\%) |
| :---: | :---: | :---: | :---: | :---: |
| Japanese automotive | 1000-ton press | 4 hr | 3 | 98.7 |
| Japanese diesel | Transfer line | 9.3 hr | 9 | 98.4 |
| U.S. power tool | Punch press | 2 hr | 3 | 97.5 |
| Japenese automotive | Machine tool | 6 hr | 10 | 97.2 |
| U.S. electric appliance | 45-ton press | 50 min | $2^{\circ}$ | 96.0 |

Source: [10]

- Eliminate or minimize adjustments in the setup. Adjustments are time consuming.
- Use quick-acting clemping devices instead of bolts and nuts.
- Develop permanent solutions for problems that cause delays in the setup.
- Schedule batches of similar part styles in sequence to minimize the magnitude of changes required in the setup.
- Use group technology and cellular manufacturing if possible so that similar part styles are produced on the same equipment.
- Design modular fixtures consisting of a base unit plus insert tooling that can be quickty changed for each new part style.


## EXAMPLE 26.5 Effect of Setup Reduction on EOQ and Inventory Cost

Let us determine the effect on economic batch size and total inventory costs of ecducing setup time in Example 26.3. Given in that example are the following: annual demand $=15,000 \mathrm{pc} / \mathrm{yr}$, unit cost $=\$ 20$, holding cost rate $=18 \% / \mathrm{yr}$, setup time $=5 \mathrm{hr}$, and cost of downtime during setup $=\$ 150 / \mathrm{hr}$. Suppose it were possible to set up time from 5 hr to 5 min . (This kind of reduction is not so far-fetched. given the data in Table 26.1.) Determine the economic order quantity and total inventory cost for this new situation.
Solution: Setup cost $C_{s t t}=(5 / 60) \times \$ 150=\$ 12.50$. Holding cost per unit remains at \$3.60 From the EOQ formula, we have

$$
\mathrm{EOO}=\sqrt{\frac{2(15000)(12.50)}{3.60}}=323 \text { units }
$$

This is a significant reduction from the $2500-\mathrm{pc}$ batch size in the previous example. Total inventory costs are computed as follows:

$$
\mathrm{TIC}=0.5(3.60)(323)+12.50(15,000 / 323)=\$ 1162
$$

This is an $87 \%$ reduction from the previous value of $\$ 9000$.

### 26.7.3 Stable and Reliable Production Operations

Other requirements for a successful JIT production systems inctude: (1) stable production schedules, (2) on-time delivery, (3) defect-free components and materials, (4) reliable production equipment. (5) a workforce that is capable, committed, and cooperative, and (6) a dependable supptier base.

Stable Schedule. Production musi flow as smoothly as possible, which means minimumperturbations from the fixed schedule. Perturbations in downstream operations tend to be magnified in upstream operations. A $10 \%$ change in final assembly may translate into a $50 \%$ change in parts production operations due to overtime, unscheduled setups, variations from normal work procedures. and other exceptions, By maintaining a constant MPS over times survelt work flow is achieved, and disturbances in production are minimized.

On-Time Delivery, Zero Defects, and Reliable Equipment. Just-in-time production requires near perfection in on-time delvery- parts quality, and equipment reliahility. Because of the small lot sizes used in JIT. parts must be delivered before stock-outs occur at downstram stations. Otherwise, hese stations are starved for work, and production must be stopped.

JIT requires high quality in every aspect of production. If defective parts are produced, they cannot be used in subequent processing or assembly stations, thus interrupting work at those stations and possibly stopping production. Such a severe penalty forces a discipline of very high quality levels (zero defects) in parts fabrication. Workers are trained to inspect their own output to make sure it is right before it goes to the next operation. In effect. this means controlling quality during production rather than relying on inspecturs to discover the defects later. The Japanese use the word Jidoka in their quality control procedures. Roughly translated, it means "stop everything when something goes wrong" [2].

JIT also requires highty reliable production equipment. Low WIP leaves little room for equipment stoppages. Machine breakdowne cannot be tolerated in a JIT production system. The equipment must he "designed for reliability" and the plant that operates the equipment must have a well-planned preventive maintenance program.

Workforce and Supplier Base. Workers in a JIT production system must be cooperative, conmitted, and cross-trained. Small batch sizes means that workers must be willing and able to perform a variety of tasks and to produce a variety of part styles at their workstations. As indicated above, they must be inspectors as well as production workers to ensure the quality of their own output. They must be able to deal with minor technical problems that may be experienced with the production equipment so that major breakdowns are ayoided.

The suppliers of raw materials and components to the company must be held to the same siandards of on-time delivery, zero defects, and other JIT requirements as the company itself. New policies in dealing with vendors are required for JIT. These polices include: (1) reducing the total number of suppliers, thus allowing the remairing suppliers to do more business: (2) entering into long-term agreements and partnerships with supplicrs, so that suppliers do not have to worry about competitively bidding for every order; (3) establishing quality and delivery standards and selecting suppliers on the basis of their capacity to meet these standards; (4) placing employees into supplier plants to help those suppliers develop their own JIT systems; and (5) selecting parts suppliers that are located near the company's final assembly plant to teduce transportation and delivery probicms.
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## PROBLEMS

## Inventory Control

26.1 The annual demand for a certain part is 2000 units. The part is produced in a batch model manufacturing system. Annual holding cost per piece is $\$ 3.0 \mathrm{O}$. It takes 2 hr to set up the machine to produce this part, and cost of system downtime is $\$ 150 / \mathrm{hr}$. Determine (a) the most economical batch quantity for this part and (b) the associated total inventory cost.
26.2 Annual demand for a made-to-stock product is 60,000 units. Each unit costs $\$ 8.00$, and the annual holding cost rate $=24$ 原. Setup time to change over equipment for this product $=6 \mathrm{hr}$, and the downtime cost of the equipment - $\$ 120 / \mathrm{hr}$. Determinc: (a) counomic order quantity and (b) total inventory costs.
26.3 Demand for a eertain product is 25,000 units $/$ yr. Unit cost $=\$ 10,00$. Holding cost rate $=30 \% / y$. Changeover (setup) time between products $=10.0 \mathrm{hr}$. and downtime cost during ehangeover $=\$ 150 / \mathrm{hr}$. Determine: (a) econcmic order quantity, (b) total inventory costs and (c) total unventory cost per year as a proportion of total production costs.
26.4 A part is produced in batches of size $=3000$ pieces. Annual denand $=60,000$ pieces, and piece cost $=\$ 5.00$. Setup time to run a batch $=3.0 \mathrm{hr}$, cost of downtime on the affected equipment is figured at $\$ 200 / \mathrm{hr}$, and annual holding cost rate $=30 \%$. What would the arnual savings be if the parl were produced in the economic order quantity?
26.5 In the previous problem, (a) how much would setup time have to be reduced to make the batck siec of 3000 picces equal to the economic order quantity? (b) How much would total inventory costs be reduced if the $\mathrm{EOQ}=3000$ unils compared with the EOQ calculated in the previous problem? (c) How much would total inventory costs be reduced if the setup time were equal to the value obtained in part (a) compared with the 300 hr used in the previous problem?
26.6 A certain machise tool is used to produce several components for one assembled product. Tokesp in-process inventoncs low a batch size of 100 units is produced for tach component. Demand for the produst $=3000$ units $/ y \mathrm{y}$. Producion downtime costs an estimated $\$ 150 / \mathrm{hr}$. All parts produced on the machine tool are approximately equal in value: $\$ 9.00$ unit. Holdung cost rate $=30 \% /$ ys. How many minutes must the changeover between batches be so that 100 units is the economic order quantily?
26.7 Anoual demand for a certan part $=10,000$ units. At present, the setup time on the mackine thol that makes this part $=5.0 \mathrm{hr}$. Cost of downtme on this machine $=\$ 200 / \mathrm{hr}$. Annual holding cost per part $=\$ 1.50$. Determine: (a) FOO and (b) total inventory costs for these data. Also, determine (c) EOO and (d) tutal inventory costs if the changeover time could be reduced to 0 mm
26.8 A variecy ot assembled products are made in tatehes on a batch nodel assembly line. Every time a different product is produced, the line must be changed over, which causes lost production time. The assembled product of interest here has an annual demand of 12,000 units. 1 he changeover time to set up the tine for this product is 6.0 hr . The company tigures that the hourly rate for lost production tume on the line due to changeovers is $\$ 200 / \mathrm{hr}$. Annual holding coss for the product is $\$ 7.00 /$ product. The product is currently made in batches of 1000 units for shipment each month to the wholesale distributor. (a) Determine the total annual inventory cost for this produci in batch sizes of 1000 units. (b) Determine the coonomic bateh quanisy for this product (c) How aften would shipments be made using this EOQ? (d) How mach would the company save in annual inventory costs if it produced bateles equal to the EOO rather than 1000 units?
20.9 A two-bra approach is used to conarol inventory for a certain kow-cost hardware item. Each bin holds 500 units of the item. When one bin becomes empty, an order for 500 units is released to replace the stock in that hin The order lead time is slightly less than the time it takes o deplete the stock in one bin. Accordingly, the chance of a stock-out is low, and the average inventory level of the item is about 250 units, perhaps slightly more. Annual usige of the item $=6000$ units. Ordering cust $=\$ 40$. (a) What is the imputed bolding cost per unit for this item. based on the data given? (b) If the actual annual holding cost per unit is $\$ 0.05$, what lot size should be ordered? (c) How much does the current two-bin approach cost the company per year compared with using the cconomic order quantity?
26.10 A workpart costing $\$ 80$ is processed through the factory. The manufacturing lead time for the part is 12 wk , and the total time spent in processing during the lead time is 30 hr for all operations at a rate of $\$ 35 / \mathrm{hr}$. Nomoperation cosss total $\$ 70$ during the lead time. The hold ing cost rate used by the company for WIP is $26 \%$. The plant operates $40 \mathrm{hr} / \mathrm{wk}, 52 \mathrm{wk} / \mathrm{yr}$. If this part is typical of the $200 \mathrm{parts} / \mathrm{wk}$ processed through the factory, determine the following: (a) the holding cost per part during the manutacuring lead time and (b) the total annual holding costs to the factory. (c) If the manufacturing lead time were to be reduced from 12 wk to 8 wk , how much would the total holding costs be reduced on an annual hasis?
26.11 A batch of large castings is processed through a machine shop. The batch size is 20. Each raw casting costs $\$ 175$. There are 22 machining operations performed on each casting at an avcrage operation time of $0.5 \mathrm{hr} /$ operation. Serup rime per operation averages 5 hs. The cost rate for the mackine and labor is $\$ 40 / \mathrm{hr}$. Nonoperation costs (inspection, handling between operations. cte.) avergge $\$ 5 /$ operation per part. The corresponding nonoperation time between each operation averages two working days. The shop works tive 8 hr day/wk, $52 \mathrm{wk} / \mathrm{yr}$. Interest rate used by the company is $25 \%$ for investing in WIP inventory, and storage cost rate is $14 \%$ of the value of the item held. Both of these rates are annual rates. Determine the following: (a) manufacturing lead time for the batch of castings; (b) total cost to the shop of cach casting when it is compleled, ineluding the holding cost: and (c) total holding cost of the tatch for the time it spends in the machine stop as WIP.

## Material Requirements Planning

26.12 Using the master schedule of Figure $26.2(\mathrm{~b})$ and the product structures in Figures 20.4 and 26.5 , detemine the time-phased requirements for component C 6 and raw matcrial M6. The raw material used in component C6 is M6. Lead times are as follows for P1, assembly lead time $=1 \mathrm{wk}$; for P 2 , assembly lead time $=1 \mathrm{wk}$; for $S 2$, assembly lead time $=1 \mathrm{wk}$; for $\$ 3$, assembly lead time $=1 \mathbf{w k}$; for C6, manufacturing lead titue $=2 \mathbf{w k}$; and for M6, ordering lead time $=2 \mathrm{wk}$. Assume that the current inventory status for all of the above items is zere units on hand and zero units on order. The format of the solution should be similar to that presented in Figure 26.7.
26.13 Solve Problem 26.12 exeept that the current inventory on hand and on order for $\mathbf{S 3}, \mathbf{C 6}$, and M6 is as follows: for S 3 , inventory on hand $=2$ units, and quantity on order $-0 ; \mathrm{for} \mathrm{C} 6$, inventory on hand $=5$ units, and quantity on order $=10$ for delivery in week 2 ; and for M6. inventory on hand $=10$ units, and quantity on order $=50$ for delivery in week 2 .
26.14 Material requirements are to be planned for component $C 2$ given the master schedule for P1 and P2 in Figure 26.2(b) and the product structures in Figures 26.4 and 26.5. Assembly lead time for products and subassemblies ( $P$ and $S$ levels) $=1 \mathrm{wk}$, manufacturing lead times for components (C'level) $=2 \mathrm{wk}$, and ordiering lead time for raw materials ( M ievel) $=3 \mathrm{wk}$. Determine the time-phased requirements for $\mathrm{M}, \mathrm{C}_{2}$, and Sl . Assume there are no common ise items other than those specified by the product structures for P1 and P2 (Figures 76.4 and 26.5). and that all on-hand inventories and scheduled receipts are zero. Use a format similar to Figure 26.7. Ignore demand beyond period 10.
26.15 Requirements are to be planned for component C5 in product P1. Required deliverics for P1 are given in Figure 26.2(b), and the product structure for P1 is shown in Figure 264. Assemby lead time for products and subassembties ( $P$ and $S$ levels) $=1$ wh, manufacturing lead times for components ( $C$ level) $=2 \mathrm{wk}$, and ordering lead time for raw materials ( M level $)=3 \mathrm{wk}$. Determine the time-phased requirements for M5, C5, and $\mathbf{\$ 2}$ to meet the master schedule. Assume no common use items. On-hand inventories are: 100 units for M5 and 50 units for $\mathbf{C 5}, 0$ units for S 2 . Scheduled receipts are zero for these items. Use a format similar to Figure 26.7. Ignore demand for P1 beyond period 10.
26.16 Solye previous Problem 26.15 except that the following additional information is known: scheduled receipts of M5 are 50 units in week 3 and 50 units in week 4 .

## Order Scheduling

26,17 It is currently day 10 in the production calendar of the $X Y Z$ Machine Shop. Three orders (A, B and C) are to be proccssed at a partitular machine tool. The orders arrived in the sequence A-B-C. The following table indicates the process time remaining and production calendar due date for each order:

| Remaining Process <br> Order |  |  |
| :---: | :---: | :---: |
| Tima (day) | Due Date |  |
| B | 4 | Day 20 |
| C | 16 | Day 30 |

Determine the sequence of the orders that would be schectuicd using the following priority control rules: (a) first-come-first-served. (b) earliest due date, (c) shortest processing time, (d) least slack time, and (e) critical ratio.
26.18 In Problem 26.17, for each solution, (a)-(e), detemine which jots are delivered on time and which jobs are tardy.

## Setup Time Reduction

26.19 The following data apply to shect metal parts produced at a stamping plant that serves a fintal assembly plant in the automotive industry. The data are average values representative of the parts made at the plant. Annual demand $=150,000$ pieces (for each part produced): average cost per piece $=\$ 20$, holding cost $=25 \%$, changeover (setup) time for the presses -5 hr , and cost of downtime on any given press $-\$ 200 / \mathrm{hr}$. (a) Compute the economic batch size and the total annual inventory cost for the data. (b) If the changeover time could be reduced to 30 min , compute the economic batch size and the total annual inventory cost.
26.20 Giver the data in the previous problem, it is desired to reduce the batch size from the value determined in that problem to 600 pieces, consistent with the number of units produced daily by the final assembly plant served by the stamping plant. Determine the changeover tume that would allow the economic batch size in stamping to be 600 pieces. What is the corresponding total annual inventory cost for this batch sizc?
26.21 Annual demand for a part is 500 units. The part is currently produced in batches. It takes 2.0 hr to ser up the production machine for this patt, and the downtime daring setup costs $\$ 125 / \mathrm{hr}$. Annual holding cost for the part is $\$ 5.00$. The company would like to produce the part using a new lexible manufacturing system it recently installed. This would allow the company to produce this part as well as others on the same equipment. However, chargeovet time musi be reduced to a minimum. (a) Determine the required changeover (setup) time to produce this part economically in batch sizes of 1 unit. (b) If the part were to be produced in batch sizcs of 10 units instead of 1 unit, what is the implicit changeover time for this bateh quantity? (c) How much are the annual total inventory costs to the company when the batch size $=1$ unit?
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Two new systems of doing business in manufacturing have evolved in recent decades: lean production and agite manufacturing. One might argue that these new systems represent paradigm shifts from mass production. Lean production can be traced to the 1960s in Japan, when Toyota Morors started innovating changes in mass production to deal with its domestic automotive market. The term "Iean production" was coined around 1989 with the popularity of the book. The Mackine that Changed the World [18], written by researchers at the Massachusetts Institute of Technology (MIT). Agile manufacturing originated from a research study at Lehigh University in the early 1990 s. This study attempted to peer into the future to answer the question: What things would successful manufacturing companies be doing in 15 years? What they discovered was that successful companies were already doing these chings.

We identify lean and agile as "rew systems of doing business." They have their origins in manufacturing. However, as we shall see in the present chapter, lean and agile prin-
ciples can the applied beyond the factory. ${ }^{1}$ They are ways of doing business that can be applied at the enterprise level.

### 27.1 LEAN PRODUCTION

Lean prodaction is a term that embraces many of the topics that we have covered in earlier chapters topics such as flexible manufacturing, minimizing work-in-process, "pull" systems of production control, and setup time reduction. The term itself was coined by MIT researchers to describe the collection of etficiency improvements that Toyota Motors utdertook to survive in the Japanese automobile business after World War II (Historical Note 27.1). Because of its origins at Toyota Motors, the same collection of improvements has also becn called the "Toyota production system" [12]. [13].

## Historical Note 27.1 Lean production

The persor givencredit for initiating many or the methods af lean production was 2 Toyota chief engincer named Taiichi Ohno (1912-1940). In the post-World War II period, the Japanese automotive industry had to basically statr over. Ohno visited a U.S auto plant to learn American prodution methods. At that time, the car market in Japan was much smaller than in the U.S., so a Japanese automotive plant could not afford the large production runs and huge work-in" process inventories that we had here. (As it turns out. our plants cannot afford them any longer either.) Ohno knew that Toyota's plants needed to be more flexible. Also, space was (and is) very precious in Japan. These condiliens, as well as Ohno's apparent aversion to waste in any form (muda, as the Japanese cail it). motivated him to develop some of the basic ideas and procedures that have come to be knowh as lean production. Over the uext several decades, he and his colieagues perfected these idcas and procedures, which included just-in-time producthon. and the kanban system of production control. smoothed production, setup lime reduction, quality cirdes, ard dedicated adherence us statistical quality control.

Ohno himself did not con the term "lean production"to describe the collection of actions taken al Toyota to improve production elficiency. In fact, he litled his book, The Toyota Production Systent: Beyond Large Scale Production [13] The term"lean production" was coined by researchers at MIT to describe the activitues and programs that seemed to explain Toyota's success: the efficiency with which they produced cars and the quality of the cars they produced.

The MIT research project came to be known as the International Motor Vehicle Progran (JMVP). Included in the research was a survey of 87 automobile assembly plants throughoat the world. The rescarch was popularized by the book The Machine thar Changed the World [18]. Ia the subsile of the book was the rerm "lean production."

Let us provide two definitions of lean production. Our first definition is a paraphrase of two of the authors of The Machine char Changed the WorId. Womack and Jones define lean as doing "more and more with less and less-less human effott, less equipment, less time, and less space-while coming closer and closer to providing customers with exactly what they want"[19]. We are taking some liberties in using this quote. It comes from their book jiled Lean Thinking (p. 15), and they use these words to define "lean thinking,"

[^32]which is lean production bet expanded in scope to include distribution and other functions beyond the factory.

The second definition is developed to introduce our discussion of the principles of lean production. Lean production can be defined as an adaptation of mass production in which workers and work cells are made more flexible and efficient by adopting methods that reduce waste in all forms. According to another author of The Machine that Changed the World, lear production is based on four principles [14]:

1. minimize waste
2. perfect first-time quality
3. flexible production lines
4. continuous improvement

Let us explain these principles and at the same time compare lean production with its predecessor, mass production. The comparison is summarized in Table 27.1.

Minimize Waste. All four principles of lean production are derived from the first principle: minimize waste. Taiichi Ohno's list of waste forms can be listed as follows [13]: (1) production of defective parts, (2) production of more than the number of items nceded, (3) unnecessary inventories, (4) unnecessary processing steps. (5) unnecessary movement of people, (6) unnecessary transport of materials, and (7) workers waiting. The various procedures used in the Toyota plants were developed to minimize these forms of waste. A number of these procedures have been discussed in previous chapters. For example, lean principle 2 (perfect first-time quality), discussed next, is directed at eliminating production of defective parts (waste form 1). The just-in-time production system (Section 26.7) was intended to produce no more than the minimum number of parts needed at the next workstation (waste form 2). This reduced unnecessary inventories (waste form 3). And so on, as we will see now.

Perfect First-Time Quality. In the area of quality, the comparison between mass production and lean production provides a sharp contrast. In mass production, quality control is defined in terms of an acceptable quality level or AOI. (Section 22.2.1). This means that a certain level of fraction defects is sufficient, even satisfactory. In lean production, by contrast, perfect quality is required. The just-in-time delivery discipline (Section 26.7) used in lean production necessitates a zero defects level in parts quality, because if the part delivered to the downstream workstation is defective, production stops. There is minimum in-

## TABLE 27.1 Comparison of Mass Production and Lean Production

| Mass Production | Lean Production |
| :---: | :---: |
| Inventory buffers | Minimum waste |
| Just-in-case deliveries | Minimum inventory |
|  | Just-in-time deliveries |
| Acceptable quality level (AOL) | Perfect first-time quality |
| Toylorism | Worker teams |
| Mäximum efficiency | Worker involvement |
|  | Flexible production systems |
| If it ain't broke, don't fix it | Continuous improvement |

ventory in a ean system to act as a buffer. In mass production, inventory buffers are used just in case these quality problems cecur. The defoctive work units are simply taken off the line and replaced with acceptable units. However, the probiem is that such a policy tends to perpetuate the cause of the poor quality. Therefore, defective parts continue to be produced. In lean production. a single defect draws attention to the quality problem, forcing corrective action and a permanent solution. Workers inspect their uwn production. minimizing the delivery of defects to the downstream production station.

Flexible Production Systems. Mass production is predicated largely on the principles of Fredcrick W. Taylor. one of the leaders of the scientific management movement in the early 1903s (Historical Note 2.1). According to Taylor, workers had to be told every detail of their work methods and were incapable of pianning their own tasks. By comparison, lean production makes use of worker teams to organize the tasks to be accomplished and worker involvement to solve technical problems. One of the findings reported in The Machine that Changed the World was that workers in Japanese "lean production" plants received many more hours of training than their US. counterparts ( 380 hours of training vs. 46 hours). Another finding was the lower number of job ciassifications in Japanese lean piants. The study showed an average of 11.9 job classifications in Japanese plants versus an average of 67.1 in U.S. plants. Fewer job classifications mean more cross-training among workers and greater flexibility in the work force.

In mass production, the goal is to maximize efficiency. This is achieved using long production runs of identical parts. Long production runs tole rate long selup changeovers. In lean production procedures are designed to speed the changeover. Reduced setup times allow for smaller batch sizes. thus providing the production system with greater flexibility. Flexible production systems were needed in Toyota's comeback period because of the much smaller car market in Japan and the need to be as efficient as possible.

Continuous improvement. In mass production there is a tendency to set up the operation, and if it is working, leave it alone. Mass produccion lives by the motto: "If it ain't broke, don't fix it." By contrast. lean production supports the policy of continuous improvement. Called kaizen by the Japanese, continuous improvement means constantly searching for and implementing ways to reduce cost, improve quality, and increase productivity. The seope of continuous improvement gocs beyond factory operations and involves design improvements as well. Continuous improvement is carried out one project at a time. The projects may be concerned with any of the following problem areas: cost reduction, quality improvement, productivity improvement, setup time reduction, cycle time reduction, manufacturing lead time and work-in-process inventory reduction, and improvement of product design to increase performance and customer appeal. The procedure for carrying out a continuous improvement project in the quality area is outlined in Section 21.4.2. Similar procedures can be applied to other problem areas.

### 27.2 AGILE MANUFACTUFING ${ }^{\text {T}}$

As an observed "system of doing business." agile manufacturing emerged after lean production (Historical Note 27.2) yet shares many aspects, as we shall see when we compare the two in Section 27.3. Agile manufacturing can be defined as (1) an enterprise level manufacturing strategy of introducing new products into rapidly changing markets and (2) an

[^33]organizational ability to thrive in a comperitive environment characterized by continuous and sometimes unforeseen change.

## Historical Note 27.2 Agile manufacturing

In 1491. an industry-led study was accomplished under the auspices of the Iacocca Instifute at Lehigh University. The study was sponsored by the United States Navy Mantech Program and involved 13 U.S. companes. ${ }^{3}$ The objective of the study was to consider what the chatacteristics will be that successful manufacturing companics will possess in the year 2006. By the time the study was completed, mote than 100 compantes had participated in addition to the orignal 13. The report of the study was entitled 21st Century Manufacturing Enterprise Study. The term "agile manufacturing" was coined to describe a new manulatturing paradigm that was recognized as emerging to replace mass production. Key findings of the study included the following:

- A new competitive environment is emerging that is forcing changes in manufacturing systems and organizations.
* Agile companics that can rapidly respond to demand for customized products will have competitive advantage in chis environmens.
- Aglity requires integration of: (1) flexible produation technologies. (2) knowledgeeble work force, and (3) management structures that encourage cooperative initiatives internally and between firms.
- The A merican standard of living is at risk unless U.S industry can lead the transition to agile manulacturing.

Three of the principals involved in the 1991 study went on to write a book that is gencrally recognized as the definnitive work on agility. Their book is titled Agile Competion and VIriuai Organizaitoms, published in 1995 [8].

The 1991 study identified four principles of agility. ${ }^{4}$ Manufacturing companies that are agile conpetitors tend to exhibit these principles or characteristics. The four principles are:

1. Organize to Master Change-"An agile company is organized in a way that allows it to thrive on change and uncertainty." In a company that is agile, the human and physical resources can be rapidiy reconfigured to adapt to changing environment and market opportunities.
2. Leverage the Impact of People and Information-In an agile company, knowledge is valued, innovation is rewarded, authority is distnbuted to the appropriate level of the organization. Management provides the resources that personnel need. The organization is entrepreneurial in spirit. There is a "climate of mutual responsibility for joint success." ${ }^{6}$
${ }^{2}$ Companies participating in the 2Iv: Century Monufacturing Entierprose Stady were: Ais Pooducts \& Chemicals, AT\&T, Boeng. Chryster, FMC, General Electric. General Motors, IBM, Kingsbury Corp., Motorola, Texas Instnuments, TRW. and Westinghonse.
${ }^{4}$ The four priaciples. as we have called them here are referred to as the tour dimensons of agility in [ $\left.B\right]$.
'Goldman, S. L. R. N. Nagel. and K. Prèiss, Agile Compections and Virmar Organizations, Van Nostrand Reinhold, New York, 1995, p 74.
${ }^{\text {t See }}$ note 5 above.
3. Cooperate to Enhance Comperitiveness-"Cooperation-internally and with other companies-is an agile competitor's operational strategy of first choice. ${ }^{" 7}$ The objective is to bring products to market as rapidly as possible. The required resources and competencies are found and inect. wherever they exist. This may involve partnering with uther companies, possibly even competing companies. to form virtual enterprises (Section 27.2.3).
4. Enrich the Customer-"An agile company is perceived by its customers as enriching them in a significant way. not only itself." The products of an agile company are perceived as solutions to customets problems. Pricing of the product can be based on the value of the solution to the customer rather than on manufacturing cost.

As our definition and the bist of four agility principles indicate, agile manufacturing involves more than just manufacturing. It involves the firm's organizational structure, it involves the way the firm treats it people. it involves partnerships with other organizations, and it involves relationships with customers. Instead of "agile manufacturing," it might be more appropriatc to just call this new system of doing business "agility."

### 27.2.1 Market Forces and Agility

A number of market forces can be identified that are driving the evolution of agility and agile manufacturing in business. These forces include:

- Intensifying competition-Signs of intensifying competition include (1) global competition, (2) decreasing cost of information, (3) growth in communication technologies (4) pressure to reduce time-to-markec, (5) shorter product lives and (6) increasing pressures on costs and profits.
- Fragnemation of mass markes-Mass production was justified by the existence of very large markets for mass-produced products. The signs of the trend toward fragmented markets include: (1) emergence of niche markets, for example, different sneakers for different sports and nonsports applications; (2) high rate of model changes; (3) declining barriers to market entry from global competition; and (4) shrinking windows of market opportunity. Producers must develop new product styles in shorter development periods.
- Cooperative business relationships-There is more cooperation occurring among corporations in the United States. The cooperation takes many forms. including: (1) increasing inter-enterprise cooperation, (2) increased outsourcing, (3) global sourcing. (4) improved labor management relationships, and (5) the formation of virtual enterprises among companies One might view the increased rate of corporate mergers that are occurring at time of writing as an extension of these conperative relationships.
- Changing customer expectations - Market demands are changing. Cusiomers are becoming trore sophisticated and individualistic in their purchases. Rapid delivery of

[^34]the product, suppori throughout the product iffe. and high quality are attributes expected by the customer of the product and of the company that manufactured the product. Quality is no longer the basis of competition that it was in the 1970 and 1980s. Tindav © products are likely to have an increased information content.

- Increasiag societal pressures-Modern companies are expected to be responsive to social issucs, including workforce Iraining and education, legal pressares, environmental impact issues, gender issues, and civil rights issues.

Modern firms are dealing with these market forces by becoming agile. Agility is a strategy for profiting from rapidly changing and continually fragmenting global markets for customized products and services. Becoming agile is certainly not the only objective of the firm. There are important other objectives, such as making a profit and surviving into the fulure. However, becoming more agile is entitely compatible with these other objectives. Indeed, beconning agile represents a working strategy for company survival and future profitability.

How coes a company become more agile? Two important approaches are: (1) to reorganize the company's production systems to make them more agile and (2) to manage relationships differently and value the knowledge that exists in the organization. Let us examine each of these approaches in a company's operations as it seeks to become an agile manuficturing fimm.

### 27.2.2 Reorganizing the Production System for Agility

Companies seeking to be agile must organize the ir production operations differently than the traditional organization. Let us discuss the changes in three basic areas: (1) product design, (2) marketing, and (3) production operations.

Product Design. Reorganizng production for agility includes issues related to product design. As we have noted previously, decisions made in product design determine appreximately $70 \%$ of the manufacturing cost of a product. For a company to be more agile, the design engineering department must develop products that can be characterized as follows:

- Customizable. Products can be customized for individual niche markets. In some cuses, the product must be customizabie for individual customers.
- Upgradeable. It should be possible for customers who purchased the base model to subsequently buy additional options to upgrade the product.
- Reconfigurable. Through modest changes in design, the product can be aitered to provide it with unique features. A new model can be developed from the previous model without drastic and time-consuming redesign effort.
- Design modularity. The product should be designed so that it consists of several modules (e.g. subassemblies) that can be readily assembled to creatc the finished item. In this way, if a module needs to be redesigned, the entire product does not require redesign. The other modules can remain the same.
- Frequent model changes within stable market families. Even for products that succeed in the marketplace, the company should nevertheless introduce new versions of the product to remain competitive.
- Platforms for information and services. Depending on the type of product offering. it should include some aspect of information and service. Information and service might be in the form of an imbedded microprocessor to carry out seemingly intelligent functions; for example, the capability of a VCR to display instructions on the TV sereen te guide the vewer through a procedure. Or service by the company in the form of a 1 soo telephone nutrber that can be called for an immediate response to an important issue troubling the cuvtomer.

In addrtion, the company must achieve rapid, cost-effective development of new products, and it must have a life cycle design philusophy (the life cycle running from initial concept through production, distribution, purchase. disposal. and recovery).

Marketing. A company's design and markcting objectives must be closely linked. The best efforts of design may be lost if the marketing plan is flawed. Being an agile marketing company suggests the following ohjectives. several of which are related directly to the preceding product design attributes:

- Aggressive and proactive product marketing. The sales and marketing functions of the firm should make change happen in the marketplace. The company should bc the change agent that introduces the new models and products.
- Cannibalize successful products. The company should introduce new models to replace and obsolete its most successful current models.
- Frequent new product introductions. The company should maintain a high rate of new product introductions.
- Life cycle product support. The company must provide support for the product throughout its life cycle.
- Pricing by customer value. The price of the product should be established according to its value to the customer rather than according to its own cost.
- Effective niche market competitor. Many companies have become successful by competing effectively in niche markets. Using the same basic product platform, the product has been reconfigured to provide offerings for different markets. The sneaker industry is a good example here.

Production Operations. A substantial impact on the agility of the production system can be achieved by reorganizing factory operations and the procedures and systems that support these operations. Objectives in production operations and procedures that are consistent with an agility strategy are the following:

- Be a cost-effective, low volume producer. This is accomplished using flexible production systems and low setup times.
- Be able to produce to customer arder. Producing to customer order reduces inventories of unsold finished goods.
- Master mass customization. The agile company is capable of economically producing a unique product for an individual customer.
- Use reconfigurable and rewsuble processes, tooling, and resources. Examples include computer numerical control machine tools, parametric part programming, robots that are reprogrammed for different jobs, programmable logic controllers, mixed-model
production lines, and modular fixtures (fixtures designed with a group technology approach, which typically possess a common base assembly to which are attached components that accommodate the different sizes or styles of work units).
- Bring customers closer to the production process. Provide systems that enable customers to specify or cven design their own unique products. As an example, it has become very conmun in the personal computer market for customers to be able to order exactly the PC configuration (monitor size, hard drive, and other options) and software that they want.
- Integrate business procedures with production. The production system should include sales, marketing, ordor entry, accounts receivable, and other business functions These functions are included in a computer integrated production planning and control system based on manufacturing resource planning (MRP II. Section 26.6).
- Treat production as a system that extends from suppliers through to customers. The company's own factory is a component in a larger production system that includes suppliers that deliver raw materials and parts to the factory. It aiso includes the suppliers' suppliers.

To surmarize, some of the important enabling technologies and management practices to reorganize the production function for agile manufacturing are listed in Table 27.2.

### 27.2.3 Managing Relationships for Agility

Cooperation should be the business strategy of first choice (third principle of agility). The general policies and practices that promote cooperation in relationships and, in general, promote agility in an organization include the following:

- management philosophy that promotes motivation and support among employees
- trust-based reiationships
- empowered workforce

TABLE 27.2 Enabling Technologies and Management Practices for Agile Manufacturing

| Enabling technologies _ | Computer numerical control (Chapter 6*) <br> Direct numerical control (Chapter 6 ) <br> Robotics (Chapter 7) <br> Programmabie logic controllers (Chapter 8) <br> Group technology and cellular manufacturing (Chapter 15) <br> Flexible manufacturing systems (Chapter 16) <br> CAD/CAM and CIM (Chapter 24) <br> Rapid prototyping (Section 24.1) <br> Computer-aided process planning (Section 25.2) |
| :---: | :---: |
| Enabling management practices | Concurrent engineering (Section 25.3) <br> Manufacturing resource planning (Section 26.6) Just-in-time production systems (\$ection 26.7 ) <br> Reduced setup and changeover times \{Section 26.7.2\} <br> Shorter product development times to increase responsiveness and flexibility (Chapter 24) <br> Production based on orders rather than forecasts Lean production \|Section 27.1) |

[^35]- aheired responsibility for success or failure
- pervasive entrepreneurnal spirit

There ate two different types of relationships that should be distinguished in the context of agility: (1) internal relationships and (2) relationships between the company and ather o-ganzations.

Internal Relationships. Internal relationships are those that exist within the firm, between coworkers and between supervisors and subordinates. Relationships inside the firm must te managed to promote agility. Some of the important objectives include: (1) make the work organization adaptive, (2) provide cross-functional training, (3) encourage rapid partnership formation. and (4) provide effective electronic commutications capability.

External relationships. External relationships are those that exist between the company and extermal suppliers, customers, and partners. It is desirable to form and cultivate external relationships for the following reasons: (1) to establish interactive. proactive relationships with customers; (2) to provide rapid identification and certification of suppliers: (3) to install effective electronic communications and commerce capability; and (4) to encourage rapid partnership formation for mutual commercial advantage.

The fourth reason raises the issue of the virtual enterprise. A virual enterprise (the terms virtual orgatization and virrual corporation are also used) is defincd as a temporary partnetship of independent resources (personnel, assets, and other resources) intended to exploit a temporary market opportunity. Once the market opportunity is passed and the objective is achicved, the organization is dissolved. In such a partnership, resources are shared among the partners and benefits (profits) are also shared. Virtual enterprises are sometimes created by competing firms.

The formation of a vircual anterprise has the following potential benefits; (1) It may provide access to resources and technologies not avalable in-house, (2) it may provide access to new markets and distribution channels, (3) it may reduce product development time, and (4) it accelerates technology transfer. Some of the guidelines and potential problems associaled with virtual enterprise are listed in Table 27.3.

Valuing Knowledge. We must begin discussion of this topic by stating a fundamental premise. It is that the people in an organization, their skills and knowledge and their

TABLE 27.3 Virtual Enterprises: Guidelines and Problems
Guidelines - Marry well; choose the right partners for good reasons.

- Play fair win; win opportunity for all concerned.
- Put your best people into these relationships.
- Define the objectives.
- Build a common infrastructure.

Problems : Legal issues-protection of intellectual property righrs.

- How to valuate each participant's contribution, so profits can be equitably shared.
- Reluctance of companies to share proprietary information.
- Loss of competitive advantage by sharing knowledge.
ability to use information effectively and innovatively, are distinguishing characteristics of an agile competitor. To whatever extent this premise applies to a given organization the skill and knowledge base must be encouraged, developed, and exploited for the good of the organization. Some of the important objectives include: (1) open communication and information access, (2) openness to learning is pervasive in the organization, (3) learning and knowledge are basic attributcs of an organization's ability to adapt to change, (4) the organization provides and encourages continuous education and training for all employees. and (5) there is effective management of competency inventory, meaning that the organization knows and capitalizes on the skills and knowledge of its employees.


### 27.2.4 Agility Versus Mass Production

Like lean production, agility is often compared with mass production. In this comparison, we must interpret mass production to include all of the requisites that made it successful, such as the availability of mass markets and the ability to forecast demand for a given product in such mass markets. Our comparison is summarized in Table 27.4. Let us claborate on the items listed in the table.

In mass production, companies produce large quattities of standurdized products. The purest form of mass production provides huge volumes of identical products. Over the years, the technology of mass production has been refined to allow for minor vatiations in the product (we call it "mixed-modet production"). In agile manufacturing, the products are customized. The term used to denote this form of production is mass customization, which means large quantities of products having unique individual features that have been specified by and/or customized for their respective customers. Referting to our PQ model of production in Chapter 2 (Section 2.3 ).

In mass production, $Q$ is very large, $P$ is very small, and
in mass customization, $P$ is very large. $Q$ is very small (in the extreme $Q=1$ ).
where $P=$ product variety (number of modeis), and $Q=$ production quantity (units of each model per year).

Along with the trend toward more customized products, today's products have shorter expected market lives. Mass production was justified by the existence of very large markets for its mass-produced goods. Mass markets have become fragmented, resulting in a greater level of customization for each market.

In mass production, products are produced based on sales forecasts. If the forecast is wrong, this can sometimes result in large inventories of finished goods that are slow in sell-

TABLE 27.4 Comparison of Mass Production and Agile Manufacturing

| Mass Production | Agile Manufacturing |
| :--- | :--- |
| Standardized products | Customized products |
| Long market life expected | Short market life expected |
| Produceto forecast | Produce to order |
| Low information content | High information content |
| Single time sales | Continuing relationship |
| Pricing by production cost | Pricing by customer value |

ing. Agile companies produce to order: customized products for individual customers. Inventories of finished products are minimized.

Products today have a higher information content than products of yesterday. This is made possible by computer technology. Think of the many products today that operate based on integrated circuits. Nearly alt consumer appliances are controlled by IC chips, Modern automobiles use engine conirollers that are based on microprocessors. The persona! computer market relies on the ability of the customer to be able to telephone an 800 number for assistance. The same is true of many appliances that are complicated to operate, for example, video cassette recorders (VCRs). Manufacturers of thesc appliances keep adding more and more features to gain competitive advantage, further complicating the products.

Single time sales was the expectation of the merchandiser before agility. The customer bought the product and was not expected to be seen again. Today, companies want to have continuing relationships with their customes Automobile companies want their customers to have their new cars serviced at the dealer where the car was purchased. This provides continuing service business for the dealer, and when the customer finaliy decides that the time is right to purchase a new car, the first logical place to look for that new car is at the same dealer.

Finally, pricing of the product is traditionally based on its cost. The manufacturer calculates the costs that went into making the produet and adds a markup to determine the price (Example 2,8). But some customers are willing and able to pay more. The product may be more valuable to them, especially if it is customized for them. The marketplace aliows different pricing structures for different customers. Instead of standard prices for everyone, different prices are used, according to the value to the customer. The airline industry is a good example of multi-level pricing structure. Tourists who fly and stay over Saturday night pay sometimes one third the airfare of business travelers who travel round trip during the same week. Automobiles produced in the same final assembly plant on the same body frame can vary in price by two-to-one depending on options and nameplate. In the higher education industry, we have different tuition rates for clifferent students. We use a different lexicon for the lower rates than other industries use: We give a discount on the tuition price and call it a scholarship.

### 27.3 COMPARISON OF LEAN AND AGILE

Lean production and agile manufacturing are sometimes compared, and in this final section we attempt such a comparison. Are lean and agile really different? They certainly use different statements of principles. The four principles of lean production are compared with the four principles of agility in Table 27.5. We also compare the main features of the

TABLE 27.5 Four Principles of Lean Production and Agile Manufacturing

Lean Production
Agila Manufacturing

1. Minimize waste
2. Porfect first-time quality
3. Ftexible production lines
4. Continuous improvement
5. Enrich the customer
6. Cooperate to enhance competitiveness
7. Organize to master change
8. Leverage the impact of people and information

TABLE 27.6 Comparison of Lean Production and Agile Manufacturing Attributes

| Lean Production | Agite Manufacturing |
| :---: | :---: |
| Enhancement of mass production | Break with mass production; emphasis on mass customization. |
| Flexible production for product variety | Greater flexibility for customized products |
| Focus on factory operations | Scope is enterprise wide |
| Emphasis on supplier management | Formation of virtual enterprises |
| Emphasis on efficient use of resources | Emphasis on thriving in environment marked by continuous unpredictable change |
| Relies on smocth production schedule | Acknowledges and attempts to be responsive to change. |

two systems in Table 27.6. The emphasis in lean seems to be more on technical and operational issues, whereas agility emphasizes organization and people issues. Lean applies mainly to the factory. Agility is broader in scope, applicable to the enterprise level and even beyond to the formation of virtual enterprises. One might argue that agility represents an evolutionary next phase of lean production. Certainly the two systems do not compete. If anything, agility complements lean. It extends lean thinking to the entire organization. Agility is to lean as manufacturing resource planning is to material requirements planning.

If there is a difference between these two production paradigms, it is in the area of change and change management. Lean tries to minimize change, at least external change. It atiempts to smooth out the ups and downs in the production schedule. It attempts to reduce the impact of changeovers on factory operations so that smaller batch sizes and lower inventories are feasible. It uses flexible production technology to minimize disruptions caused by design changes. By contrast, the phitosophy of agility is to embrace change. The emphasis is on thriving in an environment marked by continuous and unpredictable change. It acknowledges and attempts to be responsive to change, even to be the change agent if it leads to competitive advantage.

Is this distinction in the way change seems to be viewed in the two systems a fundamental difference? This author would argue that although there may be a difference in viewpoint and perhaps strategy with regard to change, there is no difference in method or approach. The capacity of an agile company to adapt to change or to be a change agent depends on its capabilities to have a flexible production system, to minimize the time and cost of changeover, to reduce on-hand inventories of finished products, and to avoid other forms of waste. These capabilities belong to a lean production system. For a company to be agile, it must also be lean.
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single station cells. 410,412-413
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types of, 28-31
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569-570
Inspection:
accuracy, 6 . 8 -687
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machines. 720-734
contact techniques, 717-718
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718.720
costs, 700-706
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factory operations, 34
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734-735
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Kanban system, 754, 823-824
lean production, 834
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Lasers, 745-746
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manufacturing systerns, 382-383
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robotics, 222
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numerical control, 138-141
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for CMMs, 726
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operations, 31-35
processes, 25-27, 32-33, 64-65
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Manufacturing Control, 9 . 765-766, 767, 768
Manufacturing execution systems, 822
Manufacturing lead time, 46-48.803
Manufacturing planning: advanced manufacturing planning, 791-794
components of, 8-9
Manufacturing processes, 32-33, 39, 64-65, 80, 778-779
Manufacturing progress functions, 392 -394
Manufacturing research, 793-794
Manufacturing resource planning, 798,821-822
Manufacturing support systems, 2, 7-9, 753-754
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components of, 376-381
defined, 2.78,375
flexibility, $387,464,465,466$
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see Flexible manufacturing systems
production lines, see Production line reconfigurable, 388
Mass customization, 839,842
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defined, 6, 42
history, 27
manufacturing lead time, 47-48
versus agile manufacturing, 842-843
versus lean production, 834
Master production schedule, 9.797.799

Material handling: advanced manufacturing planning. 793
analysis of, 311-321
AGVs,
see Automated guided vehicles
automation. 64
considerations in system design, 285-288
conveyors, see Conveyors
defined, 281
dial indexing machines, 571-572
equipment, 282-285, 293-311
factory operations, 34
FMS, 472-476
GT, 436-438
manual assembly lines, 518-520
manufacturing systems, 377-380
principles of, 288-291
robotics, 223-225
single station cells, 400, 401-404
storage. see Storage
transfer lines, 569-570
worker team assembly, 524
Material requirements
planning, 9, 797, 800-806
Measurement:
coordinate measuring machines, $720-734$
conventional measuring techniques, 718-720
defined, 712
history, 716
inspection, 712-716
optical techniques, 745-747
standards, 715
surface measurement, 736-738

Memory control, 575. 617-618
MFS,
see Manufacturing
exccution systems
Methods analysis, 552
Metric system, 715-716
Metrology,
see Measurenent
Microcomputer, 89,101
Microprocessor, 101
Migration strategy. automation, 20-21
Mill-turn centers 471, 408
Miniload AS/RS, 338
Minimum rational work element, 529-530,552-553
Mixed-model production: defined, 7, 522 assembiy lines, 522-523, 540-552
manufacturing systems. 387
model launching, 545-552
Model launching, 545-552
Modular design:
agility, 838
design for automated assembly, 609
fixtures for CT, 440 pallet fixtures. $380,471,472$
reconfigurable manufacturing systems, 388
Monorails. 283, 302-303
MRP,
see Material requirements planning
MRP II,
see Manufacturing
resource planning
Muda, 833
Multiclass coding system, 428-431

## N

NC ,
see Numerical control
Net shape processes, 778
Nondestructive evaluation, 687
Nondestructive testing, 687
Numerical control: advantages and disadvantages, 143-145
applications, 137-145
CAM, 764
computer numerical control, 128-134
defined, 99,121
DNC. 134-137
engineering analysis, 179-188
history. 89, 121-122. 128-129. 162-163
part progratmming, see Part programming
reconfigurable mantufacturing systems. 388
software, 1.34

## 0

Open architecture.
103, 104, 388
Open loop system,
see Control system
Operating characteristic curve, 689-690.691
Oputz classification systern, 427-428.429
Optical:
automalic identification, see Automated data capture
encoder, 110, 183-185, 222
machine vision, sec Machine vision
character recognition. 371-372
sensors, 110,222
Optimization:
on-line search strategies,
86-87
steady state. 85
Overhead rates, 49-\$2

## P

Pacing, assembly line, 521-522
Pallet fixtures, 379-380, 471, 472.486 .566

Pallets, 284, 291, 337, 345-346, 471
Palletizers, 284
Parallel workstations.554-556
Parametric programming, 440
Pareto chats, 668-669

Pareto priority index, 675
Part familics:
defined, 422
FMS.461-462, 485-486
group technology, 421 , 422-425, 434-435
Part programming:
APT languape, 162-176, 196-209
automated system, 66
NC patl programming. 129-130, 145-179
Partial automation, 620-624
Parts feeding in automated assembly, 604-606
Parts classification and coding. 425.431

PC .
see Personal computer
Personat computers:
CAD. 762-763
history. 90 ,
numerical control. $133-13$
PLC applications, 275-277
process control, 101.
103-105
transfer lines, 575
PFA.
see Production flow analysis
Plant capadity.
see Production capacity
Plant layout:
defined, 2, 4-7
material handling, 287-288
group technology, 422-424
manufacturing planning. 793
types of. 4-7
Playback control, 219
PLC,
see Programmable logic controlier
Point to-point control:
numerical control, 125 ,
153-154, 156-157, 160.
167-168
robotics, 219
Polling (data sampling), 91-92
Postprocessor, NC, 160-162, 172-173
Power-and-free, 306

P-Q felationships, 3, 7, 12, 35-39,470.717
Pre-assembly, 553
Precedence constraints,530
Precedence diagram, 530
Precision: metrology, 712-713 numerical control, 185-188
Probes: CMMs, 722-724,727
machtre tools, 735-736
Process capability, 655-658
Process capability index. 658
Process control:
CAM, 765
computer, see Computer process control requirements, 90 - 91
Process layout, 4-5,287,288, 422-424
Process monitoring:
CAM, 765
defined, 96,97
inspection, 696-697
tool life in FMS, 479
Process parameter, 66, 81-82
Process planning: computer-aided process planning. 782-785
defined. 8, 775,776-782
for assemblies, 779-780
for parts. 776-779
make or buy decision, 780-782
NC part programming. see Part programming parts classification and coding, 425
Process variable, 66,81-82
Processes, manufacturing,
$3233,39,64-65,80,778-779$
Product complexity, 36-38
Product design:
computers in, 755-761
GT applications, 440
manufacturing support systems, 8, 753-754
modularity, 609,838
parts classitication and coding. $425-431$
product design for agility, $838-839$
product design process. 755.756
'Taguchi methods, 639-642
Ptoduct layout, 6. 287-288
Producl types, 28 -31
Product variety. 3
assembly lines. 522-523
hard vs. sofl, 4, 35
manufacturing systems, 385-388
relationships, see P-Q relationships
Production capacity, 40, 43-44
Production flow analysis, 431-433
Production line:
assenbly tine. see Assembly line
defined, 391-392
high production. 6 transfer line, see Transfer line
Production planning and control, 8-9, 796-799
Production quantity: defined, 3
FMS, 462,468,486
GT cell design, 438
relationships, see $\mathrm{P}-\mathrm{Q}$ relationships
Production rate:
assembly lines, 525-527, 541,542,547,550,554
automated assembly systems, 614-623
defined, 40-43
FMS, 490-491, 498-501, 503-504
transfer lines, 581, 585, 586-587, 592, 593-594
Production system, 1-2, 7, 78
Program, programming:
antomation element. 66-69
CMMs, 726-728
ladder logic diagrams, 264-268, 272-273
NC part programming, see Part programming

PLC.
see Prugrammable logic controllers
robotics. 230-239
Programmable automation, 11
Programmable logic
controllers:
components and operation, 270-272
defined, 100,268
history, 89,269
numerical control, 133
programming, 272-275
transfer lines, 575
Programmable parts feeder. 606
Pull system, 823
Pulse counters, 118
Pulse generators. 118
Push system, 823

## Q

QC,
see Quality control
Quality, 633-635,834
Quality assurance, 632
Quality control:
defined, 9,632
history, 635-636
in CAM, 765
inspection, see Inspection
ISO YOOU, 648-650
Taguchi methods, 638-648
total quality management, 637-638
traditional versus modern views, $635-638$
transfer lines, 574
Quality engineering, 638-648
Quality system (ISO 9000), 648-649
Quality function deployment. 636, 754, 767-773
Quantity, see Production quantity
Oueueing models, 48 ?

## R

Radio frequency communication, 301, 370

Radio frequency identification. 370-371
Rail-guided vehicles, 283, 302-303
Random-order FMS, 468-469
Randomized storage, 331-332
Rank order clustering, 442-447
Ranked positional weights method, 538-539
Rapid prototyping, 760
Reconfigurable manufacturing systems, 388
Reliablity: availability, ste Availatility in transfer lines, 580-586 quality feature, 633
Reorder point systems, 817
Repeatability:
numerical control, 185-188
robotics, 248.250
Repositioning efficiency, 529
Repositioning time, 402, 414. 527-529, 571-572,580
Research, manufacturing, 793-794
Resolution in metrology, 713
Retrieval (variant) CAPP systems. 783-784
Reversc engineering, 731
Robotics:
anatomy, 212-217
applications, 222-230
FMS, 463-464. 475
defined, 99,211
engineering analysis, 240-250
programming, 230-239
technology, 212-222
Robust design, 640, 641-642
Roffer conveyor, 303-304
Route sheets:
PFA, 432
shop floor control, 809
process planaing, 776.777

## 5

Satety:
AGVS, 300,301-302
reason for automating, 13-14
monitoring in automation. 71.72
monitoting in manufacturing systems. 381
monitoring in transfer lines, 574
Sampling. 91-92, 112-113
Sampling inspection. 684,
687-690,704-706
Scanning, 91-92
Scatter diagrams in SPC,672
Scheduling:
FMS, 487
material handling, 287
shop floor control. 809.810
Self-guided vehieles, $249-300$
Sensors:
analog-to-digiral
conversion, 112.
defined, 108
robotics 222
types of, 108.110
Sequence control:
numerical control, 133
robutics. 218 -219
transfer lines. 574
Sequential control,
see Discrete control
Sequential function chasts, 273
Sequencing,
see Discrete control
Service time. 402.528
Setup time, 6, 410-413, 522, 815, 824-826
Setup time reduction, 824-826

Shup floor control:
components of, 808-811
defined, 9,797.808
factory data collection. $811-814$
in CAM, 765
in production control. 797
Simulation:
discrete-event, 488.754 , 760
robotics, 238-239
Simultancous engineering, see Concurrent engineering

Single station manufacturng systems:
applications. 404 -408
assembly, 603, 604, 618-620
automated, 399-404
manned, 398-399
quantitative analysis, $409-415$
Soft logic, 275-277
Software:
courdinate measuring machines, 727-728
numerical control, 134
programmable logic controllers, 275-277
SPC,
see Statistical process control
Specialization of labor, 515
Starving of stations, 518,587
Statistical process control:
cause and effect diagrams. $636,672,673,674$
check sheets, $669-671,674$
control charts. $635,636$. 658-667.674
defect concentration diagrams, 671,674
deftned, 654-655
hiscograms, 667-668, 674
implementation. 672-677
Pareto charts. 668-669,674
process cupability. 655-658
scatter diagrams, 672,674
Statistica! quality control, 636
Stereolithography, 760
Storage:
automated,
see Automated
storage systems
equipment types, 284,
332-335, 336-344
FMS, 472-475, 486
function of, 328
location sirategies, 331-332.348-350
manufacturing systems, 377
single station cells. 400 ,
401-404
system performance, 329-331

Storage butfers: assembly lines. 553
definec. 573
reasons for, 573
transfer lines, 573.587-594
Strategies for automation, 18-20
Structured text. 275
Successive approximation method. 114
Supervisory conirol. 100-101
Supply chain management. 748
Surface measurement, 736-738
Synchronous transport
systems, 520
System Internationale. 715

## $T$

Taguch methods. 638-648
Takt time. 42-43
Technological processing capability 39-40
Tiners. 264, 265. 274
Tolerances, 640,657-658
Tolerance time, 521.534
Total quality management. 637-638
Toyota production system, 833
Transducers, 108.111
Transfer lines: application considerations, 565
applications, 575-579
benefits, 565
components, 578 -579
control functions. 574-575
defined, $565-366,576-577$
ffexible transfer line, $\mathbf{4 6 9}$
history, 576
quantitative analysis, 579.594
storage buffers $587-584$
workpart trànsport, $569-572$
Transfer time. 571-572, 580
Trunnion machine. 577
Turning centers. 404, 471,472,

## U

Unattended operation, 400-404
Unit load, 288, 337,338

Unit load carrier. $29 \%$
Unit load principle, 288, 289. 291
Unitized production line, 579
Untizing equipment, 284
USA Principle, 17-18
Utility workers, 383, 518
Utilization:
defined. 44-46
FMS. 491,493.496,503.504
rumerical control, 145
single station celts, 410 . 412-413
storage systems. 330

## $v$

Variable rate launching. $546-547$
Variable routing, 378, 383, 384, 385
Variant CAPP,
see Retricual CAPP systems
Vibratory bowl feeders. 605

Virtual enterprise. 837,841
Virtual prototyping. 760-761
Vision, see Machine vision

## W

Walking beatm transfer. 570
Welding, 33, 226-228
Work carriers, 379-380,471, 567 ,
Work center $43,52-53$
Work content time,526
Work elements, 529.530, 522-553
Work cycle:
assembly, 521-522
program, 66-69
robotics, 223
transfer line, 581
Work-in-process: cost of, 818-821
storage buffers, see Storage buffers

Work standards in CAM, 765
Worker efficiency,
see Efficiency
Worker teams in assembly,523
Workholder, 378
Workstations:
assembly line, 517.518,533, 554-556
FMS, 470-472,488-504
manufacturing systems, 377
parallel, in assembly line, 554-556
reconfigurable manufacturing systems, 388
single station cells,
see Single station
manufacturing celts

## 2

Zero defects, 827
Zoning constraints, 553-554



[^0]:    * Chapters 15 and lo are concemed with group technology and flexible manufacturng systerm, respectively. PritSimervasan finst read about these topics in my 1980 Automation, Production Systems, and Computer-Aided Man ufacturing whle he was a student. He becare unterested in these tupucs and went on to make these his prin. cipal rescarcharcas. Now he is a GT and FMS expert and sol asked hom to revew these chepters for me, which he graciously agieed to do.

[^1]:    'Portions of this section are based on M. P. Groover, Fondampntad of Modern Mandfacuring: Materiaks Procestes, and Syatens !2|.

[^2]:    2'Thesc are addimand appoactes nut discussed here but in which the reader may be merestect for example, the ten steps to integrated manufacturiug groduction systems diweussed in I. Black's took: The Design of the Factory with a Fufure \|!].
    ${ }^{1}$ APICS $=$ American Production and Inyentory Control Socicty.

[^3]:    ${ }^{4}$ M. P. Groover, Auhomation. Production Syscems, and Compuser-A drled Manufacruring. Prentice Hail. Englewoed Clifis. New fersey, 1980.

[^4]:    'Sources of most of the dates in thia Historical Note: (1) R. Platt, Smithtomian Viswal Timeline of Invenfons (London: Dorling Kindersley L.td, 1994); and (2)"The Power of Invention,"Newaweek Spectal Issue, Wmter 1997-98 (pp.6-79).

[^5]:    ${ }^{1}$ Ihis standard [1] was prepared for hatch process controi but most of the concepts and terminology ate applicable to discrete parts manufacturing and continuous process control.

[^6]:    * Mips - millions of instructions per sermed.

    Source: Studebaker [18].

[^7]:    'This quote was too good to tesist. It was borrowed from Groover et al., Industriat Robotics: Technology: Programning, ard Appications [6].

[^8]:    ${ }^{2}$ : should be noted that there are possible variations in the joint types that can be used to construct the five basic configurations.

[^9]:    Trmer. This devide switches its output on and off at preset time intervals.
    Drum timar. A device with multiple onfoff outputs, each of which can be independentiy set with its own time intervals.
    Counters. The counter is a component used to count elactrical pulses and store the results of the counting procedure. The instentaneous contents can be displayed or used in some control algorithm.

[^10]:    'Morley used the abbreviation PC to refer to the programmable controller This term was used for many years until IBM began to call their persunal compulers by the sathe nhtoreviation in the early 1980s. The term PLC, widely usec todey tor programmable dogic controller, was sonned by Allen-Bradley, a leading PLC supplite.

[^11]:    ${ }^{2}$ FleProis a software product of NemaSoft, a division of Nematron Corporation in Ann Arbor, Micligan.

[^12]:    ${ }^{1}$ The Material Handling Itdestry of Anvertea (MHIA) is the trade association for material handiang companes that do busigess in Norih Ameriva. The definition is pubhshed in their Annual Reporl each year [5].

[^13]:    'The It promefies were ceveloped by the College Industry Council on Material Handing Education (CICMIIE), a Coumsil of the Material Handing Instfute (MHI), which is the educational division of the Material Handing Industry of America. MHI first publshed the 10 principles in $199 ?$ They are based on two carlier versions of maternal handing principles published in I968 and 1993 by CICMHE

[^14]:    ${ }^{1}$ MaxiCode was teveloped by United Parcel Scrvice for automated sortation applications. Small aynbol size was uot a major factor in its development.

[^15]:    ${ }^{1}$ Fot clarity in the part-machine incibence matrices and related discussion, we ate identifying parts by thphabetic characier and machines by number. In practice, numbers would be used for both.

[^16]:    : Although most flexible manufacruting systems are type II A, other types are also possible, such as type 1 A and type 111 A . We shall discuss these alternatives later in the chapter.

[^17]:    ${ }^{2}$ We have defined the diwiding line that separates an FMS from an FMC to be four machines. It should be noted that not all practitioners would agree with that dividing line; some might prefer a higher value while a few would prefet a lower namber. Also, the distinction between cell and system seems to apply only to flexible manufacturing systems that are automated. The manned counterparts of these systems discussed in the previous chepler are always reterred to as cells, no matter how many workstations are included.

[^18]:    ${ }^{3}$ The tert. applicable paffer teters to a palket that is fuxtured to accept a workpart of the desired type.

[^19]:    *We have simplified Soltherg's model somewhat and adapted the notation and performance measures to be consistent with our discussion in thas chapter.

[^20]:    ${ }^{5}$ Litte's formula is usually given as $\mathrm{L}=\lambda \mathrm{W}$ where $\mathrm{L}=$ espected number of units in the system, $\lambda=$ processing rate of units in the system, and $W$ = expected titue spesal by a unit in the system. We are substituting our own symbols that correspond as follows: $L$ becomes $N$, the number of parts in the FMS: $\lambda$ becomes $R_{p}$, the production rate of the FMS; and $\mathbf{W}$ becomes MLT the total tirae in the FMS, which is the sum of processung and transport times plus any walting time.

[^21]:    ' Portions of this sectwon are lased on Growver [6], Section 42.1.
    ${ }^{2}$ Webster's New Warld Dictlonery, Third College Edition, Simon \& Schuster, Inc., New York, 1988.

[^22]:    *Terms in itelits refer to the dimensions of quality in Section 20 i $\%$
    Source: Compiled fram [8] and other souraes.

[^23]:    ${ }^{3}$ Porticns of this section are based on Groover [6]. Section 42.4.

[^24]:    : Portions of this section and accompanying problens at the end of this chapter are based on Groover [4] Section 42.2 .

[^25]:    ${ }^{\prime}$ Portions of this section and accompanying problems at the end of this chapter are baset on Groover [4], Section 42.5.

[^26]:    ${ }^{\text {' }}$ The statement is attributed to J. Juran [6]

[^27]:    What are the inputs and outputs of the current operation?
    What are the process parameters that affect quality?
    Is the process output in conformance with engineering specification?
    Is the process currently in statistical control? if so, what are its statistical characteristics, for example, its process mean and standard deviation?
    What are the symptoms of the problem? Asking the operators who run the process is essential.
    How frequently does the process go out of control?
    What are the reasons that the process goes out of control? Develop a list of reasons. There may be one or two dominant reasons that should be examined closely.

[^28]:    ${ }^{1}$ This section is based on Groover [10], Section 41.1.

[^29]:    ${ }^{2}$ This section is based on Groover [10], Section 41.3.

[^30]:    ${ }^{3}$ Portions of this section are based on Groover [10], Section 5.2 and 41.4.1.

[^31]:    'A more complese list of tispatchnig rules is fresented in [ 9 ], which indicatcs that the shortest propessing tume rule often comperes favorably with other scheduling priority rules

[^32]:    ${ }^{1}$ Ore of the orgmators of the teem"agile mannfacturng" was Roger Magel, a colleague of mine at Lehigh limversity. Roger once confided in me that he regretted using the word manufacturing because it seemed to resfrict the scope of agility In his vew, agility can be applied to the entire organization, even beyoud one organjzation. It is an enterprise level way of doing business, not limited to manufacturing

[^33]:    ${ }^{\text {a }}$ This section is besed largely on [8] and [9].

[^34]:    "See note 5 abore.
    Goblmar, S. L. R. N. Nagel, dull K. Preiss Agtic Compettors and Varual Urgantsations, Van Nostrund Remshold. New York, 1995, p. 75.
    ${ }^{9}$ In support of the agathy term rather than agele manufacturing, 1 t is interest to note that the company incorporated to promulgate the agility movement thruughout U.S. industry was initially called the "Agile Manifacturing Enterpose Firum.' This name was ulimately officially abbreviated to ${ }^{\text {A Agility Forum." }}$

[^35]:    *Text chapter or seption where this topic is discussed.

