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Preface

To Gustave Choquet

Our primary objective herein is not to determine how approximate calculations intro-
duce errors into situations with accurate hypotheses, but instead to study how rigorous
calculations transmit errors due to inaccurate parameters or hypotheses. Unlike quan-
tities represented by entire numbers, the continuous quantities generated from physics,
economics or engineering sciences, as represented by one or several real numbers, are
compromised by errors. The choice of a relevant mathematical language for speaking
about errors and their propagation is an old topic and one that has incited a large variety
of works. Without retracing the whole history of these investigations, we can draw
the main lines of the present inquiry.

The first approach is to represent the errors as random variables. This simple idea
offers the great advantage of using only the language of probability theory, whose
power has now been proved in many fields. This approach allows considering error
biases and correlations and applying statistical tools to guess the laws followed by
errors. Yet this approach also presents some drawbacks. First, the description is
too rich, for the error on a scalar quantity needs to be described by knowledge of
a probability law, i.e. in the case of a density, knowledge of an arbitrary function
(and joint laws with the other random quantities of the model). By definition however,
errors are poorly known and the probability measure of an error is very seldom known.
Moreover, in practical cases when using this method, engineers represent errors by
means of Gaussian random variables, which means describing them by only their bias
and variance. This way has the unavoidable disadvantage of being incompatible with
nonlinear calculations. Secondly, this approach makes the study of error transmission
extremely complex in practice since determining images of probability measures is
theoretically obvious, but practically difficult.

The second approach is to represent errors as infinitely small quantities. This of
course does not prevent errors from being more or less significant and from being
compared in size. The errors are actually small but not infinitely small; this approach
therefore is an approximate representation, yet does present the very significant ad-
vantage of enabling errors to be calculated thanks to differential calculus which is a
very efficient tool in both the finite dimension and infinite dimension with derivatives
in the sense of Fréchet or Gâteaux.

If we apply classical differential calculus, i.e. formulae of the type

dF(x, y) = F ′
1(x, y) dx + F ′

2(x, y) dy
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we have lost all of the random character of the errors; correlation of errors no longer
has any meaning. Furthermore, by nonlinear mapping, the first-order differential
calculus applies: typically if x = ϕ(s, t) and y = ψ(s, t), then dx = ϕ′

1 ds + ϕ′
2 dt

and dy = ψ ′
1 ds + ψ ′

2 dt , and

dF
(
ϕ(s, t), ψ(s, t)

) = (
F ′

1ϕ
′
1 + F ′

2ψ
′
1

)
ds + (F ′

1ϕ
′
2 + F ′

2ψ
′
2

)
dt.

In the case of Brownian motion however and, more generally, of continuous semi-
martingales, Itô calculus displays a second-order differential calculus. Similarly, it
is indeed simple to see that error biases (see Chapter I, Section 1) involve second
derivatives in their transmission by nonlinear functions.

The objective of this book is to display that errors may be thought of as germs
of Itô processes. We propose, for this purpose, introducing the language of Dirichlet
forms for its tremendous mathematical advantages, as will be explained in this book.
In particular, this language allows error calculus for infinite dimensional models, as
most often appear in physics or in stochastic analysis.

Deterministic sensitivity
Deterministic analysis: Interval
approaches derivation with respect to calculus

the parameters of the model

Error calculus using
Probabilistic Dirichlet forms Probability
approaches first order calculus

only dealing with
variances

second order cal-
culus with vari-
ances and biases

theory

Infinitesimal errors Finite errors

The approach we adopt herein is therefore intermediate: the errors are infinitely
small, but their calculus does not obey classical differential calculus and involves the
first and second derivatives. Although infinitely small, the errors have biases and
variances (and covariances). This aspect will be intuitively explained in Chapter I.

The above table displays the various approaches for error calculations. It will be
commented on in Chapter V, Section 1.2. Among the advantages of Dirichlet forms
(which actually limit Itô processes to symmetric Markovian processes) let us empha-
size here their closed character (cf. Chapters II and III). This feature plays a similar
role in this theory to that of σ -additivity in probability theory. It yields a powerful
extension tool in any situation where the mathematical objects through which we com-
pute the errors are only known as limit of simpler objects (finite-dimensional objects).



Preface vii

This text stems from a postgraduate course taught at the Paris 6 and Paris 1 Uni-
versities and supposes as prerequisite a preliminary training in probability theory.
Textbook references are given in the bibliography at the end of each chapter.

Acknowledgements. I express my gratitude to mathematicians, physicists and fi-
nance practitioners who have reacted to versions of the manuscript or to lectures
on error calculus by fruitful comments and discussions. Namely Francis Hirsch,
Paul Malliavin, Gabriel Mokobodzki, Süleyman Üstünel, Dominique Lépingle, Jean-
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Chapter I

Intuitive introduction to error structures

Learning a theory is made easier thanks to previous practical training, e.g. probability
theory is usually taught by familiarizing the student with the intuitive meaning of ran-
dom variables, independence and expectation without emphasizing the mathematical
difficulties. We will pursue the same course in this chapter: managing errors without
strict adherence to symbolic rigor (which will be provided subsequently).

1 Error magnitude

Let us consider a quantity x with a small centered error εY , on which a nonlinear
regular function f acts. Initially we thus have a random variable x + εY with no bias
(centered at the true value x) and a variance of ε2σ 2

Y : bias0 = 0, variance0 = ε2σ 2
Y .

Once the function f has been applied, use of Taylor’s formula shows that the error
is no longer centered and the bias has the same order of magnitude as the variance.

Let us suppose that f is of class C3 with bounded derivatives and with Y being
bounded:

f (x + εY ) = f (x)+ εYf ′(x)+ ε2Y 2

2
f ′′(x)+ ε3O(1)

bias1 = E[f (x + εY )− f (x)] = ε2σ 2
Y

2
f ′′(x)+ ε3O(1)

variance1 = E
[
(f (x + εY )− f (x))2

] = ε2σ 2
Y f

′2(x)+ ε3O(1).

Remark. After application of the non-linear function f some ambiguity remains in
the definition of the error variance. If we consider this to be the mean of the squared
deviations from the true value, we obtain what was previously written:

E[(f (x + εY )− f (x))2];
however, since the bias no longer vanishes, we may also consider the variance to be
the mean of the squared deviations from the mean value, i.e.,

E[(f (x + εY )− E[f (x + εY )])2].
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This point proves irrelevant since the difference between these two expressions is(
E[(f (x + εY )] − f (x)

)2 = ε4O(1)

which is negligible.
If we proceed with another nonlinear regular function g, it can be observed that

the bias and variance of the error display the same order of magnitude and we obtain
a transport formula for small errors:

(∗)


bias2 = bias1g
′(f (x))+ 1

2 variance1g
′′(f (x))+ ε3O(1)

variance2 = variance1 · g′2(f (x))+ ε3O(1).

A similar relation could easily be obtained for applications from Rp into Rq .
Formula (∗) deserves additional comment. If our interest is limited to the main

term in the expansion of error biases and variances, the calculus on the biases is of the
second order and involves the variances. Instead, the calculus on the variances is of
the first order and does not involve biases. Surprisingly, calculus on the second-order
moments of errors is simpler to perform than that on the first-order moments.

This remark is fundamental. Error calculus on variances is necessarily the first
step in an analysis of error propagation based on differential methods. This statement
explains why, during this entire course, emphasis is placed firstly on error variances
and secondly on error biases.

2 Description of small errors by their biases and variances

We suppose herein the usual notion of conditional expectation being known (see the
references at the end of the chapter for pertinent textbooks).

Let us now recall some notation. IfX and Y are random variables, E[X | Y ] is the
same as E[X | σ(Y )], the conditional expectation ofX given the σ -field generated by
Y . In usual spaces, there exists a function ϕ, unique up to PY -almost sure equality,
where PY is the law of Y , such that

E[X | Y ] = ϕ(Y ).

The conventional notation E[X |Y = y] means ϕ(y), which is defined only for
PY -almost-every y.

We will similarly use the conditional variance:

var[X | Y ] = E
[
(X − E[X | Y ])2 | Y ] = E[X2 | Y ] − (E[X | Y ])2.

There exists ψ such that var[X | Y ] = ψ(Y ) and var[X | Y = y] means ψ(y), which
is defined for PY -almost-every y.
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2.1. Suppose that the assessment of pollution in a river involves the concentration
C of some pollutant, with the quantity C being random and able to be measured by
an experimental device whose result exhibits an error �C. The random variable �C
is generally correlated with C (for higher river pollution levels, the device becomes
dirtier and fuzzier). The classical probabilistic approach requires the joint law of the
pair (C,�C) in order to model the experiment, or equivalently the law of C and the
conditional law of �C given C.

For pragmatic purposes, we now adopt the three following assumptions:

A1. We consider that the conditional law of �C given C provides excessive infor-
mation and is practically unattainable. We suppose that only the conditional variance
var[�C | C] is known and (if possible) the bias E[�C | C].
A2. We suppose that the errors are small. In other words, the simplifications typically
performed by physicists and engineers when quantities are small are allowed herein.

A3. We assume the biases E[�C | C] and variances var[�C | C] of the errors to be
of the same order of magnitude.

With these hypotheses, is it possible to compute the variance and bias of the error
on a function of C, say f (C)?

Let us remark that by applying A3 and A2, (E[�C | C])2 is negligible compared
with E[�C | C] or var[�C | C], hence we can write

var[�C | C] = E[(�C)2 | C],
and from

�(f ◦ C) = f ′ ◦ C ·�C + 1

2
f ′′ ◦ C · (�C)2 + negligible terms

we obtain, using the definition of the conditional variance,

(1)

var[�(f ◦ C) | C] = f ′2 ◦ C · var[�C | C]

E[�(f ◦ C) | C] = f ′ ◦ C E[�C | C] + 1
2f

′′ ◦ C · var[�C | C].
Let us introduce the two functions γ and a, defined by

var[�C | C] = γ (C)ε2

E[�C | C] = a(C)ε2,

where ε is a size parameter denoting the smallness of errors; (1) can then be written

(2)

var[�(f ◦ C) | C] = f ′2 ◦ C · γ (C)ε2

E[�(f ◦ C) | C] = f ′ ◦ C · a(C)ε2 + 1
2f

′′ ◦ C · γ (C)ε2.
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In examining the image probability space by C, i.e. the probability space

(R,B(R),PC)

where PC is the law of C. By virtue of the preceding we derive an operator �C which,
for any function f , provides the conditional variance of the error on f ◦ C:

ε2�C[f ] ◦ C = var[�(f ◦ C) | C] = f ′2 ◦ C · γ (C)ε2 P-a.s.

or, equivalently,

ε2�C[f ](x) = var[�(f ◦ C) | C = x] = f ′2(x)γ (x)ε2 for PC-a.e. x.

The object (R,B(R),PC, �C) with, in this case �C[f ] = f ′2 · γ , suitably ax-
iomatized will be called an error structure and �C will be called the quadratic error
operator of this error structure.

2.2. What happens when C is a two-dimensional random variable? Let us take an
example.

Suppose a duration T1 follows an exponential law of parameter 1 and is measured
in such a manner that T1 and its error can be modeled by the error structure

S1 = (
R+,B(R+), e−x1[0,∞[(x) dx, �1

)
�1[f ](x) = f ′2(x)α2x2

which expresses the fact that

var[�T1 | T1] = α2T 2
1 ε

2.

Similarly, suppose a duration T2 following the same law is measured by another
device such that T2 and its error can be modeled by the following error structure:

S2 = (
R+,B(R+), e−y1[0,∞[(y) dy, �2

)
�2[f ](y) = f ′2(y)β2y2.

In order to compute errors on functions of T1 and T2, hypotheses are required both on
the joint law of T1 and T2 and on the correlation or uncorrelation of the errors.

a) Let us first suppose that pairs (T1,�T1) and (T2,�T2) are independent. Then
the image probability space of (T1, T2) is(

R2+,B(R2+), 1[0,∞[(x)1[0,∞[(y)e−x−y dx dy
)
.
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The error on a regular function F of T1 and T2 is

�
(
F(T1, T2)

) = F ′
1(T1, T2)�T1 + F ′

2(T1, T2)�T2

+ 1

2
F ′′

11(T1, T2)�T
2
1 + F ′′

12(T1, T2)�T1�T2

+ 1

2
F ′′

22(T1, T2)�T
2
2 + negligible terms

and, using assumptions A1 to A3, we obtain

var[�(F(T1, T2)) | T1, T2] = E[(�(F (T1, T2)))
2 | T1, T2]

= F ′
1

2
(T1, T2)E[(�T1)

2 | T1, T2]
+ 2F ′

1(T1, T2)F
′
2(T1, T2)E[�T1�T2 | T1, T2]

+ F ′
2

2
(T1, T2)E[(�T2)

2 | T1, T2].
We use the following lemma (exercise):

Lemma I.1. If the pairs (U1, V1) and (U2, V2) are independent, then

E[U1, U2 | V1, V2] = E[U1 | V1] · E[U2 | V2].

Once again we obtain with A1 to A3:

var[�(F(T1, T2)) | T1, T2] = F ′
1

2
(T1, T2)var[�T1 | T1]

+ F ′
2

2
(T1, T2)var[�T1 | T2].

In other words, the quadratic operator � of the error structure modeling T1, T2 and
their errors (

R2+,B(R2+), 1[0,∞[(x)1[0,∞[(y)e−x−y dx dy, �
)

satisfies
�[F ](x, y) = �1[F(·, y)](x)+ �2[F(x, ·)](y).

If we consider that the conditional laws of errors are very concentrated Gaussian
laws with dispersion matrix

M = ε2

(
α2x2 0

0 β2y2

)
,

hence with density

1

2π

1√
detM

exp

{
−1

2
(u v)M−1

(
u

v

)}
,
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we may graphically represent errors by the elliptic level curves of these Gaussian
densities of equations

(u v)M−1
(
u

v

)
= 1.

T2

y

O x T1

b) Let us now weaken the independence hypothesis by supposing T1 and T2 to be
independent but their errors not. This assumption means that the quantity

E[�T1�T2 | T1, T2] − E[�T1 | T1, T2]E[�T2 | T1, T2],
which is always equal to

E
[
(�T1 − E[�T1 | T1, T2])(�T2 − E[�T2 | T1, T2]) | T1, T2

]
,

no longer vanishes, but remains a function of T1 and T2. This quantity is called the
conditional covariance of�T1 and�T2 given T1, T2 and denoted by cov[(�T1,�T2) |
T1, T2].

As an example, we can take

cov[(�T1,�T2) | T1, T2] = ρT1T2ε
2

with α2β2 − ρ2 ≥ 0 so that the matrix(
var[�T1 | T1, T2] cov[(�T1,�T2) | T1, T2]

cov[(�T1,�T2) | T1, T2] var[�T2 | T1, T2]

)
=
(
α2T 2

1 ρT1T2

ρT1T2 β2T 2
2

)
ε2

is positive semi-definite, as is the case with any variance-covariance matrix.
If we were to compute as before the error on a regular function F of T1, T2, we

would then obtain

var[�(F(T1, T2)) | T1, T2]
= F ′

1
2
(T1, T2)α

2T 2
1 ε

2 + 2F ′
1(T1, T2)F

′
2(T1, T2)ρT1T2ε

2 + F ′2
2(T1, T2)β

2T 2
2 ε

2
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and the quadratic operator is now

�[F ](x, y) = F ′
1

2
(x, y)α2x2 + 2F ′

1(x, y)F
′
2(x, y)ρxy + F ′

2
2
(x, y)β2y2.

If, as in the preceding case, we consider that the conditional laws of errors are very
concentrated Gaussian laws with dispersion matrix

M = ε2

(
α2x2 ρxy

ρxy β2y2

)
,

the elliptic level curves of these Gaussian densities with equation

(u v)M−1
(
u

v

)
= 1

may be parametrized by (
u

v

)
= √

M

(
cos θ
sin θ

)
,

where
√
M is the symmetric positive square root of the matrix M . We see that

u2 + v2 = (cos θ sin θ)M

(
cos θ
sin θ

)
= ε2�[T1 cos θ + T2 sin θ ](x, y),

hence
√
u2 + v2 is the standard deviation of the error in the direction θ .

T2

y

O x T1

c) We can also abandon the hypothesis of independence of T1 and T2. The most
general error structure on (R2+,B(R2+)) would then be(

R2+,B(R2+), µ(dx, dy), �
)
,

where µ is a probability measure and � is an operator of the form

�[F ](x, y) = F ′
1

2
(x, y)a(x, y)+ 2F ′

1(x, y)F
′
2(x, y)b(x, y)+ F ′

2
2
(x, y)c(x, y)
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where the matrix (
a(x, y) b(x, y)

b(x, y) c(x, y)

)
is positive semi-definite. Nevertheless, we will see further below that in order to
achieve completely satisfactory error calculus, a link between the measure µ and the
operator � will be necessary.

Exercise. Consider the error structure of Section 2.2.a):
(
R2+,B(R2+), 1[0,∞[(x)1[0,∞[(y)e−x−y dx dy, �

)
�[F ](x, y) = F ′

1
2
(x, y)α2x2 + F ′

2
2
(x, y)β2y2

and the random variable H with values in R2 defined by

H = (H1, H2) =
(
T1 ∧ T2,

T1 + T2

2

)
.

What is the conditional variance of the error on H?

Being bivariate, the random variableH possesses a bivariate error and we are thus
seeking a 2 × 2-matrix.

Setting F(x, y) = x ∧ y, G(x, y) = x+y
2 , we have

�[F ](x, y) = 1{x≤y}α2x2 + 1{y≤x}β2y2

�[G](x, y) = 1

4
α2x2 + 1

4
β2y2

�[F,G](x, y) = 1

2
1{x≤y}α2x2 + 1

2
1{y≤x}β2y2

and eventually(
var[�H1 | T1, T2] cov[(�H1,�H2) | T1, T2]

cov[(�H1,�H2) | T1, T2] var[�H2 | T1, T2]

)

=
(

1{T1≤T2}α2T 2
1 + 1{T2≤T1}β2T 2

2
1
2 1{T1≤T2}α2T 2

1 + 1
2 1{T2≤T1}β2T 2

2
1
2 1{T1≤T2}α2T 2

1 + 1
2 1{T2≤T1}β2T 2

2
1
4α

2T 2
1 + 1

4β
2T 2

2

)
.

3 Intuitive notion of error structure

The preceding example shows that the quadratic error operator � naturally polarizes
into a bilinear operator (as the covariance operator in probability theory), which is a
first-order differential operator.
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3.1. We thus adopt the following temporary definition of an error structure.
An error structure is a probability space equipped with an operator � acting upon

random variables

(�,X,P, �)

and satisfying the following properties:

a) Symmetry

�[F,G] = �[G,F ];

b) Bilinearity

�
[∑

i

λiFi,
∑
j

µjGj

]
=
∑
ij

λiµj�[Fi,Gj ];

c) Positivity

�[F ] = �[F,F ] ≥ 0;

d) Functional calculus on regular functions

�[�(F1, . . . , Fp),�(G1, . . . ,Gq)]
=
∑
i,j

�′
i (F1, . . . , Fp)�

′
j (G1, . . . ,Gq)�[Fi,Gj ].

3.2. In order to take in account the biases, we also have to introduce a bias operator
A, a linear operator acting on regular functions through a second order functional
calculus involving �:

A[�(F1, . . . , Fp)] =
∑
i

�′
i (F1, . . . , Fp)A[Fi]

+ 1

2

∑
ij

�′′
ij (F1, . . . , Fp)�[Fi, Fj ].

Actually, the operator A will be yielded as a consequence of the probability space
(�,X,P) and the operator �. This fact needs the theory of operator semigroups
which will be exposed in Chapter II.
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3.3. Let us give an intuitive manner to pass from the classical probabilistic thought
of errors to a modelisation by an error structure. We have to consider that

(�,X,P)

represents what can be obtained by experiment and that the errors are small and only
known by their two first conditional moments with respect to the σ -field X. Then, up
to a size renormalization, we must think � and A as

�[X] = E[(�X)2|X]
A[X] = E[�X|X]

where�X is the error on X. These two quantities have the same order of magnitude.

4 How to proceed with an error calculation

4.1. Suppose we are drawing a triangle with a graduated rule and a protractor: we take
the polar angle of OA, say θ1, and set OA = �1; next we take the angle (OA,AB),
say θ2, and set AB = �2.

y

O

θ1

A

θ2

B

x

1) Select hypotheses on errors. �1, �2 and θ1, θ2 and their errors can be modeled as
follows:(

(0, L)2 × (0, π)2,B
(
(0, L)2 × (0, π)2

)
,
d�1

L

d�2

L

dθ1

π

dθ2

π
,D, �

)
where

D =
{
f ∈ L2

(
d�1

L

d�2

L

dθ1

π

dθ2

π

)
: ∂f
∂�1

,
∂f

∂�2
,
∂f

∂θ1
,
∂f

∂θ2
∈ L2

(
d�1

L

d�2

L

dθ1

π

dθ2

π

)}
and

�[f ] = �2
1

(
∂f

∂�1

)2

+ �1�2
∂f

∂�1

∂f

∂�2
+ �2

2

(
∂f

∂�2

)2

+
(
∂f

∂θ1

)2

+ ∂f

∂θ1

∂f

∂θ2
+
(
∂f

∂θ2

)2

.
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This quadratic error operator indicates that the errors on lengths �1, �2 are uncorrelated
with those on angles θ1, θ2 (i.e. no term in ∂f

∂�i

∂f
∂θj

). Such a hypothesis proves natural
when measurements are conducted using different instruments. The bilinear operator
associated with � is

�[f, g] = �2
1
∂f

∂�1

∂g

∂�1
+ 1

2
�1�2

(
∂f

∂�1

∂g

∂�2
+ ∂f

∂�2

∂g

∂�1

)
+ �2

2
∂f

∂�2

∂g

∂�2

+ ∂f

∂θ1

∂g

∂θ1
+ 1

2

(
∂f

∂θ1

∂g

∂θ2
+ ∂f

∂θ2

∂g

∂θ1

)
+ ∂f

∂θ2

∂g

∂θ2
.

2) Compute the errors on significant quantities using functional calculus on �

(Property 3d)). Take point B for instance:

XB = �1 cos θ1 + �2 cos(θ1 + θ2), YB = �1 sin θ1 + �2 sin(θ1 + θ2)

�[XB ] = �2
1 + �1�2(cos θ2 + 2 sin θ1 sin(θ1 + θ2))

+ �2
2(1 + 2 sin2(θ1 + θ2))

�[YB ] = �2
1 + �1�2(cos θ2 + 2 cos θ1 cos(θ1 + θ2))

+ �2
2(1 + 2 cos2(θ1 + θ2))

�[XB, YB ] = −�1�2 sin(2θ1 + θ2)− �2
2 sin(2θ1 + 2θ2).

For the area of the triangle, the formula area(OAB) = 1
2�1�2 sin θ2 yields

�[area(OAB)] = 1

4
�2

1�
2
2(1 + 2 sin2 θ2).

The proportional error on the triangle area

(�[area(OAB)])1/2
area(OAB)

=
(

1

sin2 θ2
+ 2

)1/2

≥ √
3

reaches a minimum at θ2 = π
2 when the triangle is rectangular. From the equation

OB2 = �2
1 + 2�1�2 cos θ2 + �2

2 we obtain

�[OB2] = 4
[
(�2

1 + �2
2)

2 + 3(�2
1 + �2

2)�1�2 cos θ2 + 2�2
1�

2
2 cos2 θ2

]
= 4OB2(OB2 − �1�2 cos θ2)

and by �[OB] = �[OB2]
4OB2 we have

�[OB]
OB2 = 1 − �1�2 cos θ2

OB2 ,

thereby providing the result that the proportional error onOB is minimal when �1 = �2

and θ2 = 0. In this case (�[OB])1/2
OB

=
√

3
2 .
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5 Application: Partial integration for a Markov chain

Let (Xt ) be a Markov process with values in R for the sake of simplicity. We are
seeking to calculate by means of simulation the 1-potential of a bounded regular
function f :

Ex

[∫ ∞

0
e−t f (Xt ) dt

]
and the derivative

d

dx
Ex

[∫ ∞

0
e−t f (Xt ) dt

]
.

Suppose that the Markov chain (Xxn) is a discrete approximation of (Xt ) and
simulated by

(3) Xxn+1 = �(Xxn, Un+1), Xx0 = x,

where U1, U2, . . . , Un, . . . is a sequence of i.i.d. random variables uniformly dis-
tributed over the interval [0, 1] representing the Monte Carlo samples. The 1-potential
is then approximated by

(4) P = E

[ ∞∑
n=0

e−n�tf (Xxn)�t
]
.

Let us now suppose that the first Monte Carlo sample U1 is erroneous and repre-
sented by the following error structure:([0, 1],B([0, 1]), 1[0,1](x) dx, �

)
with

�[h](x) = h′2(x)x2(1 − x)2.

Then, for regular functions h, k,∫ 1

0
�[h, k](x) dx =

∫ 1

0
h′(x)k′(x)x2(1 − x2) dx

yields by partial integration

(5)
∫ 1

0
�[h, k](x) dx = −

∫ 1

0
h(x)

(
k′(x)x2(1 − x)2

)′
dx.

In other words, in our model U1, U2, . . . , Un, . . . only U1 is erroneous and we have

�[U1] = U2
1 (1 − U1)

2.

Hence by means of functional calculus (Property 3d)

�[F(U1, . . . , Un, . . . ),G(U1, . . . , Un, . . . )]
= F ′

1(U1, . . . , Un, . . . )G
′
1(U1, . . . , Un, . . . )U

2
1 (1 − U1)

2(6)
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and (5) implies

E�[F(U1, . . . , Un, . . . ),G(U1, . . . , Un, . . . )]
= −E

[
F(U1, . . . , Un, . . . )

∂

∂U1

(
∂G

∂U1
(U1, . . . , Un, . . . )U

2
1 (1 − U1)

2
)]
.

(7)

The derivative of interest to us then becomes

dP

dx
= E

[ ∞∑
n=0

e−n�t ∂(f (X
x
n))

∂x
�t

]
and by the representation in (3)

(8)
∂f (Xxn)

∂x
= f ′(Xxn)

n−1∏
i=0

� ′
1(X

x
i , Ui+1).

However, we can observe that

(9)
∂f (Xxn)

∂U1
= f ′(Xxn)

n−1∏
i=1

� ′
1(X

x
i , Ui+1)�

′
2(x, U1),

and comparing (8) with (9) yields

dP

dx
= E

[( ∞∑
n=0

e−n�t�t ∂f (X
x
n)

∂U1

)
� ′

1(x, U1)

� ′
2(x, U1)

]
.

This expression can be treated by applying formula (6) with

F ′
1(U1, . . . , Un, . . . ) =

∞∑
n=0

e−n�t�t ∂f (X
x
n)

∂U1

G′
1(U1, . . . , Un, . . . )U

2
1 (1 − U1)

2 = � ′
1(x, U1)

� ′
2(x, U1)

.

This gives

(10)
dP

dx
= −E

[( ∞∑
n=0

e−n�t�tf (Xxn)
)

∂

∂U1

(
� ′

1(x, U1)

� ′
2(x, U1)

)]
.

Formula (10) is a typical integration by parts formula, useful in Monte Carlo simulation
when simultaneously dealing with several functions f .

One aim of error calculus theory is to generalize such integration by parts formulae
to more complex contexts.
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We must now focus on making such error calculations more rigorous. This process
will be carried out in the following chapters using a powerful mathematical toolbox,
the theory of Dirichlet forms. The benefit consists of the possibility of performing
error calculations in infinite dimensional models, as is typical in stochastic analysis
and in mathematical finance in particular. Other advantages will be provided thanks
to the strength of rigorous arguments.

The notion of error structure will be axiomatized in Chapter III. A comparison of
error calculus based on error structures, i.e. using Dirichlet forms, with other methods
will be performed in Chapter V, Section 1.2. Error calculus will be described as an
extension of probability theory. In particular, if we are focusing on the sensitivity
of a model to a parameter, use of this theory necessitates for this parameter to be
randomized first. and can then be considered erroneous. As we will see further below,
the choice of this a priori law is not as crucial as may be thought provided our interest
lies solely in the error variances. The a priori law is important when examining error
biases.

Let us contribute some historical remarks on a priori laws.

Appendix. Historical comment: the benefit of randomizing
physical or natural quantities

The founders of the so-called classical error theory at the beginning of the 19th century,
i.e. Legendre, Laplace, and Gauss, were the first to develop a rigorous argument in this
area. One example is Gauss’ famous proof of the ‘law of errors’. Gauss showed that
if having taken measurements xi , the arithmetic average 1

n

∑n
i=1 xi is the value we

prefer as the best one, then (with additional assumptions, some of which are implicit
and have been pointed out later by other authors) the errors necessarily obey a normal
law, and the arithmetic average is both the most likely value and the one generated
from the least squares method.

Gauss tackled this question in the following way. He first assumed – we will return
to this idea later on – that the quantity to be measured is random and can vary within
the domain of the measurement device according to an a priori law. In more modern
language, letX be this random variable and µ its law. The results of the measurement
operations are other random variables X1, . . . , Xn and Gauss assumes that:

a) the conditional law of Xi given X is of the form

P{Xi ∈ E | X = x} =
∫
E

ϕ(x1 − x) dx1,

b) the variables X1, . . . , Xn are conditionally independent given X.

He then easily computed the conditional law of X given the measurement results: it
displays a density with respect to µ. This density being maximized at the arithmetic
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average, he obtains:
ϕ′(t − x)

ϕ(t − x)
= a(t − x),

hence:

ϕ(t − x) = 1√
2πσ 2

exp

(
− (t − x)2

2σ 2

)
.

In Poincaré’s Calcul des Probabilités at the end of the century, it is likely that
Gauss’ argument is the most clearly explained, in that Poincaré attempted to both
present all hypotheses explicitly and generalize the proof 1. He studied the case where
the conditional law ofX1 givenX is no longerϕ(y−x) dy but of the more general form
ϕ(y, x) dy. This led Poincaré to suggest that the measurements could be independent
while the errors need not be, when performed with the same instrument. He did not
develop any new mathematical formalism for this idea, but emphasized the advantage
of assuming small errors: This allows Gauss’ argument for the normal law to become
compatible with nonlinear changes of variables and to be carried out by differential
calculus. This focus is central to the field of error calculus.

Twelve years after his demonstration that led to the normal law, Gauss became
interested in the propagation of errors and hence must be considered as the founder
of error calculus. In Theoria Combinationis (1821) he states the following problem.
Given a quantityU = F(V1, V2, . . . ) function of the erroneous quantities V1, V2, . . . ,
compute the potential quadratic error to expect on U , with the quadratic errors σ 2

1 ,
σ 2

2 , . . . on V1, V2, . . . being known and assumed to be small and independent. His
response consisted of the following formula:

(11) σ 2
U =

(
∂F

∂V1

)2

σ 2
1 +

(
∂F

∂V2

)2

σ 2
2 + · · · .

He also provided the covariance between the error on U and the error of another
function of the Vi’s.

Formula (11) displays a property that enhances its attractiveness in several respects
over other formulae encountered in textbooks throughout the 19th and 20th centuries:
it has a coherence property. With a formula such as

(12) σU =
∣∣∣∣ ∂F∂V1

∣∣∣∣ σ1 +
∣∣∣∣ ∂F∂V2

∣∣∣∣ σ2 + · · ·

errors may depend on the manner in which the function F is written; in dimension 2
we can already observe that if we write the identity map as the composition of an
injective linear map with its inverse, we are increasing the errors (a situation which is
hardly acceptable).

1It is regarding this ‘law of errors’ that Poincaré wrote: “Everybody believes in it because experimenters
imagine it to be a theorem of mathematics while mathematicians take it as experimental fact.”
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This difficulty however does not occur in Gauss’calculus. Introducing the operator

L = 1

2
σ 2

1
∂2

∂V 2
1

+ 1

2
σ 2

2
∂2

∂V 2
2

+ · · ·

and supposing the functions to be smooth, we remark that formula (11) can be written
as follows:

σ 2
U = LF 2 − 2FLF.

The coherence of this calculus follows from the coherence of the transport of a differen-
tial operator by a function: ifL is such an operator and u and v injective regular maps,
by denoting the operator ϕ → L(ϕ ◦u)◦u−1 by θuL, we then have θv◦uL = θv(θuL).

The errors on V1, V2, . . . are not necessarily supposed to be independent or con-
stant and may depend on V1, V2, . . . Considering a field of positive symmetric ma-
trices (σij (v1, v2, . . . )) on Rd to represent the conditional variances and covariances
of the errors on V1, V2, . . . given values v1, v2, . . . of V1, V2, . . . , then the error of
U = F(V1, V2, . . . ) given values v1, v2, . . . of V1, V2, . . . is

(13) σ 2
F =

∑
ij

∂F

∂vi
(v1, v2, . . . )

∂F

∂vj
(v1, v2, . . . )σij (v1, v2, . . . )

which depends solely on F as a mapping.
Randomization has also been shown to be very useful in decision theory. The

Bayesian methods within the statistical decision of A. Wald allow for optimization
procedures thanks to the existence of an a priori law of probability.

In game theory, major advances have been made by Von Neumann through con-
sidering randomized policies.

For physical systems, E. Hopf (1934) has shown that for a large class of dynamic
systems, time evolution gives rise to a special invariant measure on the state space and
he gave explicit convergence theorems to this measure. We shall return to this theory
in Chapter VIII.
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Chapter II

Strongly-continuous semigroups and Dirichlet
forms

In this chapter, we will account for the basic mathematical objects on which the theory
of error structures has been built. We will be aiming for simplicity herein. After the
main arguments concerning semigroups on Banach spaces have been stated, and this
requires very little preliminary knowledge, the notion and properties of Dirichlet forms
will be introduced for a special case that still follows a general reasoning.

1 Strongly-continuous contraction semigroups on a
Banach space

Let B be a Banach space with norm ‖ · ‖.

Definition II.1. A family
(
Pt
)
t≥0 of linear operators on B satisfying

1) P0 = I (identity), Pt+s = PtPs , Pt is contracting (‖Ptx‖ ≤ ‖x‖ ∀x ∈ B),
2) limt→0 Ptx = x ∀x ∈ B

will be called a strongly-continuous contraction semigroup on B.

Hereafter in this chapter,
(
Pt
)
t≥0 will be a strongly-continuous contraction semi-

group on B.

Exercise. Show that for every x ∈ B, the application t → Ptx is continuous from
R+ into B.

Examples. a) Let P be a Fellerian probability kernel on Rd , i.e. P(x, dy) is a tran-
sition probability such that ∀f ∈ C0

(
Rd
)

(i.e. the space of continuous real func-
tions on Rd vanishing at infinity) Pf = ∫

f (y)P (x, dy) belongs to C0
(
Rd
)
, then

Pt = exp{λt (P − I )} is a strongly-continuous contraction semigroup on C0
(
Rd
)

with
the uniform norm ‖ ·‖∞. In addition, Ptf ≥ 0 for f ≥ 0. In this case, limt→0 Pt = I

in the sense of operators norm, i.e.:

lim
t→0

sup
‖x‖≤1

∥∥Ptx − x
∥∥ = 0.
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This property is specific and related to the fact that P − I is a bounded operator.
b) On B = C0

(
Rd
)

with the uniform norm let us define Ptf (x) = f (x + kt),
k ∈ Rd , then

(
Pt
)
t≥0 is a strongly-continuous contraction semigroup. The same holds

ifPt acts onLp
(
Rd
)

1 ≤ p < +∞ [to prove this assertion, use the fact that continuous
functions with compact support are dense in Lp

(
Rd
)

1 ≤ p < +∞].

Definition II.2. The generator of
(
Pt
)
t≥0 is the operator A with domain DA defined

by

DA =
{
x ∈ B : lim

t↓0

Ptx − x

t
exists in B

}
,

and for x ∈ DA

Ax = lim
t→0

Ptx − x

t
.

We will need some elementary properties of integration of Banach-valued func-
tions. We will only consider continuous functions from R into B so that integrals can
be constructed in the Riemann sense. If F : R → B is continuous then the following
holds:

(i) for any continuous linear operator L on B

L

(∫ b

a

F (t) dt

)
=
∫ b

a

L
(
F(t)

)
dt;

(ii)

∥∥∥∥∫ b

a

F (t) dt

∥∥∥∥ ≤
∫ b

a

‖F(t)‖ dt ;

(iii) if F is C1 then ∫ b

a

dF

dt
(s) ds = F(b)− F(a).

See Rudin (1973, Chapter 3) for complementary details.

Proposition II.3. Let x ∈ DA. Then

1) ∀t > 0 Ptx ∈ DA and APtx = PtAx,

2) the map t → Ptx is differentiable with continuous derivative and

d

ds
Psx

∣∣∣
s=t = APtx = PtAx,

3) Ptx − x =
∫ t

0
PsAx ds.
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Proof . 1) Observing lims→0
1
s

(
Ps(Ptx)− Ptx

)
, which is equal to

lim
s→0

Pt

(
1

s

(
Ps(x)− x

)) = PtAx,

shows that Ptx ∈ DA and APtx = PtAx.
2) Thus t → Ptx admits PtAx as right derivative.
It is now also the left derivative, since

lim
s↓0

Pt−sx − Ptx

−s = Pt−s
x − Psx

−s = Pt−s
[
x − Psx

−s − Ax

]
+ Pt−sAx,

and the inequality∥∥∥∥Pt−s [x − Psx

−s − Ax

]∥∥∥∥ ≤
∥∥∥∥x − Psx

−s − Ax

∥∥∥∥ −−→
s↓0

0

and the strong continuity of
(
Pt
)

yield the result.
Point 3) follows from 2) by means of property (iii). �

Proposition II.4. DA is dense in B, and A is a closed operator (i.e. if a sequence
xn ∈ DA is such that xn → x and Axn → y as n ↑ ∞, then x ∈ DA and Ax = y).

Proof . a) Let us introduce the bounded operators Ah and Bs :

Ah = Ph − I

h
h > 0,

Bs = 1

s

∫ s

0
Pt dt s > 0.

Ah and Bs obviously commute, and furthermore

AhBsx = BsAhx = 1

sh

[∫ s+h

0
−
∫ h

0
−
∫ s

0
Pux du

]
= BhAsx = AsBhx.

In order to check whether Bsx belongs to DA, we haveAhBsx = BhAsx −−−→
h→0

Asx,

which proves Bsx ∈ DA and ABsx = Asx. Now Bsx → x as s → 0, hence DA is
dense.

b) Let xn be a sequence in DA such that xn → x and Axn → y.
Noting that ∀z ∈ DA

BsAz = lim
h↓0

BsAhz = lim
h↓0

BhAsz = Asz,

we obtain
Bsy = lim

n
BsAxn = lim

n
Asxn = Asx.
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By making s → 0, the extreme terms of this equality show that x ∈ DA andAx = y. �
Exercise II.5. Let f ∈ D(]0,∞[), i.e. f is infinitely derivable with compact support
in ]0,∞[, and let us define

Pf x =
∫ ∞

0
f (t)Ptx dt.

a) Studying the limit as h → 0 of AhPf x reveals that Pf x ∈ DA and

APf x = −Pf ′x.

b) Let us define

DA2 = {x ∈ DA : Ax ∈ DA} and DAn = {x ∈ DAn−1 : Ax ∈ DAn−1}.
Show that

Pf x ∈
⋂
n

DAn.

c) Considering a sequence fn ∈ D(]0,∞[) such that fn ≥ 0,
∫∞

0 fn(t) dt = 1,
support

(
fn
) → {0}, show that Pfnx → x, and therefore

⋂
nDAn is dense.

Taking example b) after definition II.1 leads to the well-known fact that infinitely-
derivable functions with derivatives in C0 are dense in C0.

For complements on this section, see Yosida (1974, Chapter IX) and Rudin (1973,
Chapter 13).

2 The Ornstein–Uhlenbeck semigroup on R and the
associated Dirichlet form

Let m = 1√
2π
e−

y2

2 dy be the reduced normal law on R. The following properties are
straightforward to prove step-by-step.

For f ∈ L2(R,m) and t ≥ 0

(1)
∫
f 2(√e−t x +

√
1 − e−t y

)
dm(x) dm(y) =

∫
f 2 dm.

Indeed the first member is also E
[
f 2
(√
e−t X + √

1 − e−t Y
)]

where X and Y are

independent reduced Gaussian variables, the law of
√
e−t X+√

1 − e−t Y ism, which
provides the required equality. �

As a consequence, the map (x, y) → f
(√
e−t x+√

1 − e−t y
)

belongs toL2(m×
m) ⊂ L1(m×m), hence the operator Pt defined via

Ptf (x) =
∫
f
(√
e−t x +

√
1 − e−t y

)
dm(y)
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maps L2(R,m) into L1(R,m). In fact:

(2) Pt is a linear operator from L2(R,m) into itself with norm 1.

Indeed, we remark∫ (
Ptf

)2
dm ≤

∫
Pt
(
f 2) dm =

∫
f 2 dm

and Pt1 = 1. �
With a similar argument as that in (1), we obtain

(3) PtPs = Ps+t .

Proof . Let f be in L2(R,m). The property easily stems from the equality

Psf (x) = E
[
f
(√
e−s x +

√
1 − e−s Y

)]
where Y ∼ N (0, 1), in using the fact that the sum of two independent Gaussian
variables is a Gaussian variable whose variance the sum of the variances. �

We can then prove:(
Pt
)
t≥0 is a strongly-continuous contraction semigroup on L2(R,m).

It is called the Ornstein–Uhlenbeck semigroup in dimension one.
(4)

From the definition of Pt , it follows by dominated convergence that for f bounded
and continuous

(
f ∈ Cb

)
,

Ptf (x) −−→
t↓0

f (x) ∀x.

Hence dominated convergence also yields∫ (
Ptf − f

)2
dm −−→

t↓0
0.

This result now extends from Cb to L2(R,m) by density using
∥∥Pt∥∥ ≤ 1. �

Let f, g ∈ L2(R,m),

(5)
∫
f · Ptg dm =

∫ (
Ptf

) · g dm.
Proof . The first member can be written as follows:

E
[
f (X)g

(√
e−t X +

√
1 − e−t Y

)]
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where X and Y are independent reduced Gaussian.
Setting Z = √

e−t X + √
1 − e−t Y , we have∫
f · Ptg dm = E[f (X)g(Z)],

where (X,Z) is a pair of reduced Gaussian variables with covariance
√
e−t . This

property is symmetric and we may now substitute (Z,X) for (X,Z) which yields
(5). �

Let us define the bilinear form on L2(R,m)× L2(R,m),

Et [f, g] = 1

t

〈
f − Ptf, g

〉
,

and the associated quadratic form on L2(R,m),

Et [f ] = 1

t

〈
f − Pt , f, f

〉
where 〈 · , ·〉 is the scalar product on L2(R,m).

Then

(6) Et [f ] ≥ 0.

This expression stems from

Et [f ] = 1

t

(
‖f ‖2 − ∥∥P t

2
f
∥∥2
)

and ∥∥P t
2
f
∥∥ ≤ ‖f ‖.

(Here ‖ · ‖ is the L2(R,m)-norm.) �

As a consequence of (4) we can denote (A,DA) the generator of
(
Pt
)
.

(7) For g ∈ DA, the mapping t → 〈
Ptg, g

〉
is convex.

We know that for g ∈ DA, t → Ptg is differentiable, and using (5)

d

dt

〈
Ptg, g

〉 = 〈
PtAg, g

〉 = 〈
Ptg,Ag

〉
.

We can then derive once again

d2

dt2

〈
Ptg, g

〉 = 〈
PtAg,Ag

〉 = 〈
P t

2
Ag, P t

2
Ag
〉
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which is positive. �
It follows that for f ∈ L2(m)

(8) the mapping t → Et [f ] is decreasing (Et [f ] increases as t decreases).

DA is dense in L2(R,m) and the simple limit of a convex function is convex,
hence ϕ : t → 〈Ptf, f 〉 is convex for every f ∈ L2(R,m). Thus 1

t
(ϕ(t) − ϕ(0))

increases when t increases, that gives (8). �

ϕ(t) = 〈Ptf, f 〉

‖f 2‖
slope
Et [f ]

t

t

Let us define

D =
{
f ∈ L2(R,m) : lim

t→0

1

t
〈f − Ptf, f 〉 exists

}
E [f ] = lim

t→0

1

t
〈f − Ptf, f 〉 for f ∈ D.

The bilinearity of Et ,

Et [λf + µg] = λ2Et [f ] + 2λµEt [f, g] + µ2Et [g],
and the positivity (6) imply the classical inequalities

Et [f, g]2 ≤ Et [f ]Et [g]
Et [f + g]1/2 ≤ Et [f ]1/2 + Et [g]1/2.

Setting t → 0 yields the same inequalities for E , and D is a vector space.
Let us remark that D is dense in L2(R,m) since DA ⊂ D and for f ∈ DA,

E [f ] = 〈−Af, f 〉.
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We polarize E as usual: for f, g ∈ D, we define

E [f, g] = 1

2

(
E [f + g] − E [f ] − E [g])

= lim
t↓0

〈
f − Ptf

t
, g

〉
= lim

t↓0

〈
f,
g − Ptg

t

〉
.

The form E with domain D is called the Dirichlet form associated with the symmet-
ric strongly-continuous contraction semigroup

(
Pt
)

on L2(R,m) and possesses the
following important property:

Proposition II.6. Let F be a contracting function from R into R (|F(x) − F(y)| ≤
|x − y|), then if f ∈ D, F ◦ f ∈ D and

E [F ◦ f ] ≤ E [f ].

Proof . From the definition of E , it suffices to show that Et [F ◦ f ] ≤ Et [f ] ∀f ∈
L2(R,m). Using the same notation as in the proof of (5), we now obtain

tEt [f ] = E
[(
f (X)− f (Z)

)
f (X)

]
moreover by means of symmetry

tEt [f ] = E
[(
f (Z)− f (X)

)
f (Z)

]
and taking the half-sum, we obtain

tEt [f ] = 1

2
E
[(
f (X)− f (Z)

)2]
.

The property Et [F ◦f ] ≤ Et [f ] is evident on this formula which concludes the proof. �

Similarly,

Proposition II.7. Let F : Rn → R be a contraction in the following sense:

|F(x)− F(y)| ≤
n∑
i=1

∣∣xi − yi
∣∣.

Then ∀f = (
f1, . . . , fn

) ∈ Dn, F ◦ f ∈ D and√
E(F ◦ f ) ≤

∑
i

√
E [fi].



II.2 The Ornstein–Uhlenbeck semigroup on R and the associated Dirichlet form 25

Proof . It suffices to show that for every f ∈ L2(R,m)n√
Et [F ◦ f ] ≤

∑
i

√
Et [fi].

Now

Et [F ◦ f ] = 1

2t
E
[(
F ◦ f (X)− F ◦ f (Y ))2],

√
2tEt [F ◦ f ] = ‖F ◦ f (X)− F ◦ f (Y )‖L2 ≤

∥∥∥∑
i

∣∣fi(X)− fi(Y )
∣∣∥∥∥

2

≤
∑
i

∥∥fi(X)− fi(Y )
∥∥
L2 =

∑
i

√
2tEt [fi]. �

Proposition II.8. E is closed with dense domain.

Proof . We already know that the domain D is dense.
The closedness of E means that D, equipped with the norm

‖f ‖D = (
E [f ] + ‖f ‖2

L2(m)

)1/2
,

is complete, i.e. is a Hilbert space. For this it is to show that as soon as (fn) is a
Cauchy sequence in (D, ‖ · ‖D), there exists an f ∈ D such that

∥∥fn − f
∥∥

D
→ 0.

Let
(
fn
)

be a Cauchy sequence in D. By the definition of the norm ‖ · ‖D,
(
fn
)

is
also L2(m)-Cauchy and an f ∈ L2(m) exists such that fn → f in L2(m). Then

E [f ] = lim
t↓0

↑ Et [f ]
Et [f ] = lim

n
Et [fn] ≤ sup

n
E
[
fn
]
< +∞

as a Cauchy sequence is necessarily bounded. Hence E [f ] < +∞, i.e. f ∈ D.

E
[
fn − f

] = lim
t

Et
[
fn − f

]
= lim

t
lim
m

Et
[
fn − fm

] = lim
t

lim
m

Et
[
fn − fm

]
≤ lim

m
E
[
fn − fm

]
.

This expression can now be made as small as desired for large n, since
(
fn
)

is
‖ · ‖D-Cauchy. �
Proposition II.9. D ∩ L∞(m) is an algebra and(

E [fg])1/2 ≤ ‖f ‖∞
(
E [g])1/2 + ‖g‖∞

(
E [f ])1/2

∀f, g ∈ D ∩ L∞(m)

Proof . By homogeneity, we can suppose that ‖f ‖∞ = ‖g‖∞ = 1. Let ϕ(x) =
(x ∧ 1) ∨ (−1) and F(x, y) = ϕ(x)ϕ(y). F is a contraction, fg = F(f, g) and the
result stems from Proposition II.7. �
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Probabilistic interpretation

Consider the following stochastic differential equation:

(9) dXt = dBt − 1

2
Xt dt,

where Bt is a standard real Brownian motion. Noting that (9) can be written
d
(
e
t
2Xt

) = e
t
2Bt gives

e
t
2Xt = X0 +

∫ t

0
e
s
2 dBs.

The transition semigroup
(
Pt
)

of the associated Markov process is given by the ex-
pectation of f (Xt ) starting at x:

Ptf (x) = Ex
[
f (Xt )

]
.

e
t
2Xt follows a normal law centered at x with variance

∫ t
0 e

s ds = et − 1, hence Xt
follows a normal law centered at xe− t

2 with variance
(
et − 1

)
e−t = 1 − e−t . In other

words,
(
Pt
)

is the Ornstein–Uhlenbeck semigroup.
Let f be a C2-function with bounded derivatives

(
f ∈ C2

b

)
. By means of the Itô

formula

f
(
Xt
) = f

(
X0
)+ ∫ t

0
f ′(Xs) dBs − 1

2

∫ t

0
f ′(Xs)Xs ds + 1

2

∫ t

0
f ′′(Xs) ds,

we have

Ptf (x) = f (x)− 1

2

∫ t

0
Ex
[
f ′(Xs)Xs] ds + 1

2

∫ t

0
Ex
[
f ′′(Xs)] ds.

From the bound∫
|x| dN(m, σ 2) ≤

(∫
x2 dN

(
m, σ 2))1/2

= (
m2 + σ 2)1/2

Ex
∣∣Xs∣∣ ≤ (

1 − e−s + x2e−s
)1/2 ≤ 1 + |x|

we observe that

1

t

(
Ptf (x)− f (x)

) −−→
t↓0

1

2
f ′′(x)− 1

2
xf ′(x)

and
1

t

(
Ptf (x)− f (x)

)− 1

2
f ′′(x)+ 1

2
xf ′(x)

remains bounded in absolute value by a function of the form a|x| + b hence the
convergence is in L2(m).
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In other words, f ∈ DA and

(10) Af (x) = 1

2
f ′′(x)− 1

2
xf ′(x).

A fortiori f ∈ D, and

E [f ] = 〈−Af, f 〉L2(m) = −
∫ (

1

2
f ′′(x)− x

2
f ′(x)

)
f (x) dm(x).

Integration by parts yields

(11) E [f ] = 1

2

∫
f ′2(x) dm(x).

If we consider the bilinear operator �, defined by

(12) �[f, g] = f ′g′,

and the associated quadratic operator

�[f ] = f ′2,

we have

E [f ] = 1

2

∫
�[f ] dm

and for C2
b functions

(13) �[f ] = Af 2 − 2fAf.

Recapitulation

Let us emphasize the important properties obtained for the one-dimensional Ornstein–
Uhlenbeck semigroup.(

Pt
)

is a symmetric strongly-continuous contraction semigroup on L2(m).
For f ∈ L2(m), Et [f ] = 1

t

〈
f − Ptf, f

〉
L2(m)

is positive and increases as t tends
to zero.

Defining D = {f : limt→0 Et [f ] < +∞} and for f ∈ D

E [f ] = lim
t→0

↑ Et [f ],

D is dense in L2(m), contains DA and is preserved by contractions:
F contraction and f ∈ D implies F ◦ f ∈ D and

E [F ◦ f ] ≤ E [f ].
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The form (E ,D) is closed.
A bilinear operator � exists, related to E by

E [f ] = 1

2

∫
�[f ] dm,

which satisfies for C1 and Lipschitz functions F , G and f ∈ Dm, g ∈ Dn

�
[
F
(
f1, . . . , fm

)
,G
(
g1, . . . , gm

)] =
∑
ij

F ′
i (f )G

′
j (g)�

[
fi, gj

]
.

These properties will be axiomatized in the following chapter.

Comment. Let m be a positive σ -finite measure on the space E.
For a strongly-continuous contraction semigroup Pt on L2(E,m) symmetric with

respect to m, the form (E ,D) constructed as above is always closed.
For such a semigroup, the property that contractions operate on D and reduce E is

equivalent to the property that Pt acts positively on positive functions. In this case Pt
is sub-Markovian and gives rise (with the additional assumption of quasi-regularity)
to a Markov process.

The theory of such semigroups and the associated Dirichlet forms were initi-
ated by Beurling and Deny and then further developed by several authors, especially
Fukushima.

Appendix. Determination of D for the Ornstein–Uhlenbeck
semigroup

Let us introduce the Hermite polynomials

Hn(x) = e
x2
2

(
− d

dx

)n (
e−

x2
2

)
and their generating series

(14) exz−
1
2 z

2 =
∞∑
n=0

zn

n!Hn(x).

Hn is a polynomial of degree n, hence Hn ∈ L2(m).

Lemma II.10. PtHn = e− tn
2 Hn.

Proof . Setting ξz(x) = exz− 1
2 z

2
, we directly compute Ptξz and obtain

Ptξz = ξ√
e−t z.
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Using this along with (14) yields∑
n

zn

n!PtHn =
∑
n

zn

n! e
− tn

2 Hn. �

Lemma II.11. Hn√
n! is an orthonormal basis of L2(m).

Proof . The fact that
(
Hn
)

is an orthogonal system is easy to proof and general for
eigenvectors of symmetric operators. Taking the square of (14) and integrating with
respect to m provides the norm of Hn. The system is complete in L2

C
(m) on the

complex field C, for the closed spanned space containing x → exiu by (14), hence
functions fastly decreasing S which are dense in L2

C
(m). It is therefore complete in

L2(m). �

Let f ∈ L2(m) with expansion f = ∑
n an

Hn√
n! . From

Ptf =
∑
n

ane
− tn

2
Hn√
n!

we can derive

Et [f ] = 1

t

〈
f − Ptf, f

〉 = ∑
n

1 − e− tn
2

t
a2
n.

By the virtue of the simple fact that 1−e− tn
2

t
↑ n

2 as t ↓ 0, we obtain:

D =
{
f ∈ L2 :

∑
n

na2
n < +∞

}
E [f ] =

∑
n

n

2
a2
n for f ∈ D.

Proposition II.12. D = {
f ∈ L2(m) : f ′ in the distribution sense ∈ L2(m)

}
E [f ] = 1

2

∥∥f ′∥∥2
L2(m)

for f ∈ D.

Proof . We will use the two following elementary formulae:

Hn+1(x) = xHn(x)− nHn−1(x)(15)

H ′
n(x) = nHn−1(x).(16)

a) Let f ∈ L2(m), f = ∑
n an

Hn√
n! such that f ′ in the distribution sense belongs

to L2(m).
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The coefficients of the expansion of f ′ on the Hn’s are given by∫
f ′ Hn√

n! dm = −
∫
f

 Hn√
n!
e− x2

2√
2π

′
dx,

and thanks to (15)

=
∫
f
Hn+1√
n! dm = an+1

√
n+ 1.

Hence f ′ ∈ L2(m) implies
∑
a2
nn < +∞.

b) Reciprocally if f ∈ L2(m), f = ∑
an

Hn√
n! is such that

∑
n a

2
nn < +∞.

Let g be the function

g =
∑
n

√
n+ 1 an+1

Hn√
n! ∈ L2(m).

By (16) ∫ x

0
g(y) dy =

∑
n

an+1√
(n+ 1)!

(
Hn+1(x)−Hn+1(0)

)
and by dominated convergence the series on the right-hand side converges for fixed x.

Now, the estimate H2p+1(0) = 0, H2p = (−1)p (2p)!2pp! shows that∑
n

an+1√
(n+ 1)!Hn+1(x)

pointwise converges and coincides with the L2(m)-expansion of f . Thus∫ x

0
g(y) dy = f (x)− f (0),

which proves the result. �
The same method shows that

DA =
{
f ∈ L2(m) :

∑
n

a2
nn

2 < +∞
}

Af = −
∑
n

an
n

2

Hn√
n!

and similarly

Proposition II.13. DA = {
f ∈ L2(m) : (f ′′ − xf ′) in the distribution sense belong

to L2(m)
}

and

Af (x) = 1

2
f ′′(x)− 1

2
xf ′(x).
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Chapter III

Error structures

An error structure is a probability space equipped with a quadratic operator providing
the variances and covariances of errors. In addition we impose that the associated
quadratic form be closed.

This property plays a similar role in the theory as does the σ -additivity for prob-
ability spaces: it is an extension tool that allows passages to the limit under many
useful circumstances.

The chapter begins by giving examples of error structures that illustrate the gen-
eral definition. It will then be shown how computations can be performed in error
structures. Attention will also focus on the existence of densities. Finally, sufficient
conditions for closability will be studied.

1 Main definition and initial examples

Definition III.1. An error structure is a term

(�,A,P,D, �)

where (�,A,P) is a probability space, and

(1) D is a dense subvector space of L2(�,A,P) (also denoted L2(P));

(2) � is a positive symmetric bilinear application from D×D into L1(P) satisfying
“the functional calculus of class C1 ∩ Lip”. This expression means

∀u ∈ Dm, ∀v ∈ Dn, ∀F : Rm → R, ∀G : Rn → R

with F , G being of class C1 and Lipschitzian, we have F(u) ∈ D, G(v) ∈ D

and

�[F(u),G(v)] =
∑
i,j

∂F

∂xi
(u)

∂G

∂xj
(v)�

[
ui, vj

]
P-a.s.;

(3) the bilinear form E [u, v] = 1
2 E
[
�[u, v]] is “closed”. This means that the space

D equipped with the norm

‖u‖D = (‖u‖2
L2(P)

+ E [u, u])1/2
is complete.
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If, in addition

(4) the constant function 1 belongs to D (which implies �[1] = 0 by property (2)),

we say that the error structure is Markovian.

We will always write E [u] for E [u, u] and �[u] for �[u, u].

Comments and links with the corresponding mathematical literature. First of all
let us remark that by the functional calculus (property (2)) we express that the operator
� satisfies formula (13) of Chapter I. In other words, we prolong the ideas of Gauss
about error calculations.

The factor 1
2 in the definition of the form E (property (3)) of course has no im-

portance and is only convenient according to the usual notation used in the theory
of symmetric semigroups. With this definition, the form E is known in the literature
as a local Dirichlet form on L2(�,A,P) that possesses a “squared field” operator
(or a “carré du champ” operator) �. These notions are usually studied on σ -finite
measurable spaces. We limit ourselves herein to probability spaces both for the sake
of simplicity and because we will often use images and products of error structures
(see next chapter).

Under very weak additional assumptions (see Bouleau–Hirsch [1991], Ma–Röck-
ner [1992]) to an error structure (also to a Dirichlet form on a σ -finite measurable
space) a strongly-continuous contraction semigroup

(
Pt
)
t≥0 onL2(P) can be uniquely

associated, which is symmetric with respect to P and sub-Markov. This semigroup
has a generator (A,DA), a self-adjoint operator that satisfies

(1) A
[
F(u)

] =
∑
i

∂F

∂xi
(u)A

[
ui
]+ 1

2

∑
i,j

∂2F

∂xi∂xj
(u)�

[
ui, uj

]
P-a.s.

for F : Rm → R of class C2 with bounded derivatives and u ∈ (DA)m such that
�
[
ui
] ∈ L2(P) (see Bouleau–Hirsch [1991]).

The Dirichlet form, the semigroup and the generator can also be made in corre-
spondence with a resolvent family (see, for example Fukushima [1980]).

In order to clarify the intuitive meaning of �, we can suppose a larger σ -field B
on�, B ⊃ A, such that the random variables and their errors be B-measurable. Then
for a random variable X, denoting its error by �X as in Chapter I, �[X] must be
considered as

�[X] = lim var[�X | A]
with the limit being taken as a normalization parameter that calibrates the size of the
errors tends to zero. Similarly, the generator A describes the error biases:

A[X] = lim E[�X | A].
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As discussed in Chapter I, error biases follow a second-order functional calculus
(relation (1)), whereas error variances follow a first-order functional calculus (prop-
erty (2) of the definition).

We will now illustrate the definition by means of some examples.

Example III.2.

� = R

A = Borel σ -field B(R)

P = N (0, 1) reduced normal law

D = H 1(N (0, 1)
) = {

u ∈ L2(P), u′ in the distribution sense belongs to L2(P)
}

�[u] = u′2.

Then, as a consequence of Chapter II,
(
R,B(R),N (0, 1),H 1(N (0, 1)), �

)
is an error

structure. We also obtained the generator:

DA = {
f ∈ L2(P) : f ′′ − xf ′ in the distribution sense ∈ L2(P)

}
and

Af = 1

2
f ′′ − 1

2
I · f ′

where I is the identity map on R.

Example III.3.

� = [0, 1]
A = Borel σ -field

P = Lebesgue measure

D = {
u ∈ L2([0, 1], dx) : the derivative u′ in the distribution

sense over ]0, 1[ belongs to L2([0, 1], dx)}
�[u] = u′2.

The space D defined herein is denotedH 1
([0, 1]). Let us show that (�,A,P,D, �)

is an error structure.

1. D is dense in L2
([0, 1], dx) for D ⊃ C∞

K

(]0, 1[).
2. It is known from the theory of distribution that if v ∈ H 1

([0, 1]) (i.e., v ∈ L2

and v′ in the distribution sense ∈ L2), then v possesses a continuous version
which is derivable almost everywhere and whose derivative is a version of v′.
(See Rudin [1966], Schwartz [1966].)
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In addition if u = (u1, . . . , um) ∈ (H 1([0, 1[))m and if F : Rm → R is C1 ∩ Lip
then F ◦ u ∈ H 1(]0, 1[) and

(F ◦ u)′ =
∑
i

F ′
i ◦ u · u′

i

in the sense of distribution hence almost everywhere. This shows that D is preserved
by C1 ∩ Lip-functions and that � satisfies the functional calculus of class C1 ∩ Lip.

3. To show that the form E [u, v] = 1
2 E�[u, v] is closed, let us put

‖u‖D = (
E [u] + ‖u‖2

L2

)1/2
and let un be a ‖ · ‖D-Cauchy sequence.

There exists u, f ∈ L2 such that

un → u in L2

u′
n → f in L2.

Let ϕ ∈ C∞
K

(]0, 1[), we have∫ 1

0
ϕ(x)f (x) dx = lim

n↑∞

∫ 1

0
ϕ(x)u′

n(x) dx

= lim
n↑∞ −

∫ 1

0
ϕ′(x)un(x) = −

∫ 1

0
ϕ′ u dx.

Hence f is the derivative of u in the distribution sense, i.e. u ∈ D and un → u in D.

Remark III.4. In this example, the convergence in D preserves continuity (to be more
formal, the existence of a continuous version is actually preserved). This stems from
both equicontinuity and the Ascoli theorem. Indeed let un be a Cauchy sequence in
D and ũn be continuous versions of the un’s. We then have

∣∣ũn(y)− ũn(x)
∣∣2 =

∣∣∣∣∫ y

x

u′
n(t) dt

∣∣∣∣2 ≤ |y − x|
∫ 1

0
u′2
n(t) dt,

but the
∥∥u′

n

∥∥
L2 are bounded (a Cauchy sequence is bounded): the ũn’s are equi-uni-

formly-continuous on [0, 1].
According to the Ascoli theorem (see Rudin [1966]) a uniformly-converging sub-

sequence exists, such that the limit of the un’s possesses a continuous version.

Remark III.5. In order to identify the generator of this error structure, let us admit
the following lemma from the theory of symmetric semigroups.
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Lemma. Let f ∈ D. Then f ∈ DA if and only if there exists g ∈ L2(P) such that

E [f, u] = 〈g, u〉L2(P) ∀u ∈ D0

where D0 is a dense subset in D. If this condition is fulfilled then Af = −g.

Hence, in our case

−
∫ 1

0
Af (x)g(x) dx = 1

2

∫ 1

0
f ′(x)g′(x) dx ∀g ∈ C1([0, 1]).

On this equation, we can observe by means of integration by parts in the second term,
that

DA ⊃ {
f ∈ C2([0, 1]) : f ′(0) = f ′(1) = 0

}
and for such a function f ,

Af = 1

2
f ′′.

Example III.6. Let U be a domain (connected open set) in Rd with unit volume,
B(U) be the Borel σ -field and dx = dx1, . . . dxd be the Lebesgue measure

D = {
u ∈ L2(U, dx) : the gradient ∇u in the distribution sense

belongs to L2(U, dx; Rd
)}

�[u] = |∇u|2 =
(
∂u

∂x1

)2

+ · · · +
(
∂u

∂xd

)2

.

Then (U,B(U), dx,D, �) is an error structure.

Proof . 1. D is dense in L2(U, dx) since C∞
K (U) ⊂ D, and C∞

K (U) is dense.
2. We will admit the following lemma from the theory of distributions.

Lemma. Let w ∈ L2(U, dx) be such that ∀i = 1, . . . , d ∂w
∂xi

in the distribution sense

belongs to L2(U, dx). Then for G ∈ C1 ∩ Lip, G ◦ w ∈ L2(U, dx), ∂G◦w
∂xi

in the

distribution sense belongs to L2(U, dx) and

∂G ◦ w
∂xi

= G′ ◦ w · ∂w
∂xi

.

According to the lemma, if v = (v1, . . . , vm) ∈ Dm and ifF : Rm → R is C1∩Lip,
the gradient

∇(F ◦ v) =
(
F ′

1 ◦ v ∂v1

∂x1
+ · · · + F ′

m ◦ v ∂vm
∂x1

, . . . , F ′
1 ◦ v ∂v1

∂xd
+ · · · + F ′

m ◦ v ∂vm
∂xd

)
belongs to L2(U, dx; Rd) and the formula of the functional calculus for � follows.
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3. To show that the form E associated with � is closed, we will proceed as in
Example III.3.

Let un be a Cauchy sequence in
(
D, ‖ · ‖D

)
. There exists u ∈ L2(U, dx) and

f = (f1, . . . , fd) ∈ L2(U, dx; R) such that

un → u in L2(U, dx)

∇un → f in L
(
U, dx; Rd

)
.

If ϕ ∈ C∞
K (U) we have∫

Rd
fiϕ dx = lim

n

∫
∂un

∂xi
ϕ dx = − lim

n

∫
un
∂ϕ

∂xi
dx

= −
∫
u
∂ϕ

∂xi
dx,

hence fi = ∂u
∂xi

in the distribution sense. Thus, u ∈ D and un → u in D.

4. Assumption 4 is satisfied, this error structure is therefore Markovian. �

Remark. From the relation E [f, g] = 〈−Af, g〉 we see easily that the domain of the
generator contains the functions of class C2 with compact support inU , DA ⊃ C2

K(U)

and that for such functions

Af = 1

2
�f = 1

2

d∑
i=1

∂2f

∂x2
i

.

2 Performing calculations in error structures

Let us mention three easy facts stemming from the definition. Here (�,A,P,D, �)
is an error structure and D is always equipped with the norm ‖ · ‖D defined in Point 3.

2.1. The positivity of � (�[u] ≥ 0 ∀u ∈ D) implies that∣∣�[u, v]∣∣ ≤ √
�[u]√�[v], u, v ∈ D,

and

E
∣∣�[u, v] − �[u1, v1]

∣∣ ≤ √
E
[
�[u− u1]

]√
E�[v] +√E�[u1]

√
E�[v − v1].

We see that � is continuous from D × D into L1(P).
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2.2. If u ∈ D, the sequence of bounded functions un = nArctan u
n

converges to u,
P-a.e. and in D.

Indeed un → u P-a.e. and in L2(P) and according to the functional calculus

�
[
u− un

] =
(

1 − 1

1 + u2

n2

)2

�[u]

tends to zero in L1(P).

2.3. If the sequence un converges to u in D, there exists a subsequence unk converging
to u P-a.e. and in D.

The following property is often useful in order to prove that a given function is
in D.

2.4. If the sequence un is weakly-bounded in D and converges to u in L2(P), then
u ∈ D.

Proof . The hypothesis states: un ∈ D and the sequence
〈
un, v

〉
D

is bounded ∀v ∈ D.
This implies that

(
un
)

is strongly-bounded and hence weakly relatively compact and
there are w ∈ D and a subsequence unk such that unk → w weakly in D.

It then follows that there is a convex combination of the unk strongly converging
to w. Hence necessarily u = w. �

2.5. Assumption (2) of the definition of an error structure may be weakened. If we
change it to

(2∗) � is a positive symmetric bilinear mapping from D × D into L1(P) such that
there exists D0 dense in D (for the norm ‖ · ‖D) such that if u ∈ Dm0 , v ∈ Dn0,
F ∈ C1 ∩ Lip

(
Rm
)
, G ∈ C1 ∩ Lip

(
Rn
)
, then F ◦ u ∈ D, G ◦ v ∈ D and

�[F ◦ u,G ◦ v] =
∑
ij

∂F

∂xi
◦ u · ∂G

∂xj
◦ v · �[ui, vj ] P-a.e.,

holding the other assumptions unchanged, then Assumption (2) is fulfilled.

Proof . a) Let u ∈ D and F ∈ C1 ∩ Lip(R). Consider a sequence un ∈ D0 such that
un → u P-a.e. and in D.

We first have

‖F(un)− F(u)‖L2(P) ≤ K‖un − u‖L2(P) −−−→
n↑∞ 0
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where K is the Lipschitz constant of F . Then

2E
[
F(up)− F(uq)

]
= E

{
�[F(up)] − 2�[F(up), F (uq)] + �[(uq)]

}
= E

{
F ′2(up)�[up] − 2F ′(up)F ′(uq)�[up, uq ] + F ′2(uq)�[uq ]

}
.

From the continuity of � (Argument 2.1 does not use functional calculus), the quan-
tities �

[
up
]
, �
[
up, uq

]
, �
[
uq
]

tend to �[u] in L1(P) as p, q ↑ ∞. By dominated
convergence E

[
F(up) − F(uq)

] → 0 as p, q ↑ ∞. Now, the form E is closed, so
F(u) ∈ D and F

(
un
) → F(u) in D.

b) Let u ∈ Dm, v ∈ Dn, F ∈ C1 ∩ Lip
(
Rm
)
, G ∈ C1 ∩ Lip

(
Rn
)
. Consider

sequences uk ∈ Dm0 and vk ∈ Dn0 such that uk → u P-a.e. and in Dm and vk → 0
P-a.e. and in Dn. Using the same argument as in a), F ◦ u ∈ D, G ◦ v ∈ D and
F ◦ uk → F ◦ u in D and G ◦ vk → G ◦ v in D. In the equality

�
[
F ◦ uk,G ◦ uk

] =
∑
ij

F ′
i ◦ uk ·G′

j ◦ vk�
[
uk,i , vk,j

]
,

the left-hand side tends to �[F ◦ u,G ◦ v] in L1(P), by virtue of the continuity of �,
and the right-hand side tends to∑

ij

F ′
i ◦ u G′

j ◦ v �[ui, vj ]
in L1(P) by continuity of � and by the continuity and boundedness of the derivative
of F and G. �

The vector space D is preserved not only by C1 ∩ Lip functions but by Lipschitz
functions.

To prove this we use the following lemma.

Lemma III.7. Let µ be a probability measure on Rm, let | · | be one of the equivalent
norms on Rn, and let F be a Lipschitz function on Rm with constant K for the norm
| · |.

a) There exist functions Fk ∈ C∞ ∩ Lip
(
Rm
)

with same Lipschitz constant K as

F , such that Fk −−−→
k↑∞ F everywhere on Rm and such that the derivatives ∂Fk

∂xi

converge µ-a.e.

b) If F is C1, the Fk can be chosen such that in addition

∀i = 1, . . . , m,
∂Fk

∂xi
−−−→
k↑∞

∂F

∂xi
everywhere.
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Proof . Letαk ∈ C∞
K

(
Rm
)
, αk ≥ 0,

∫
αk dx = 1, such that the support ofαk −−−→

k↑∞ {0}.
Let us set

Fk = F ∗ αk.
The Fk are Lipschitz with constant K and Fk −−−→

k↑∞ F everywhere.

If F is C1, ∂Fk
∂xi

−−−→
k↑∞

∂F
∂xi

everywhere, thereby proving b).

If F is only Lipschitz, the functions ∂Fk
∂xi

satisfy
∣∣ ∂Fk
∂xi

∣∣ ≤ K and the bounded

sequence
(
∂Fk
∂xi

)
k≥0 is relatively compact in L2(µ) for the weak topology. A function

ψi exists such that a subsequence ∂Fk′
∂xi

weakly converges to ψi . By means of a

classical result, there are convex combinations, which are derivatives of the same
convex combinations of the Fk , which converge to ψi in L2(µ). Then, by once again
extracting a subsequence, we obtain a family converging P-a.e. and satisfying the
statement of the lemma. �
Proposition III.8. Let F : Rm → R be Lipschitz, and let u ∈ Dm, then F ◦ u ∈ D.

Proof . By virtue of the lemma, there are approximations Fk ∈ C∞ ∩ Lip with the
same Lipschitz constant K as F , such that Fk → F everywhere and ∂Fk

∂xi
converges

almost surely for the law of u. Then Fk ◦ u is Cauchy in D. Indeed, Fk ◦ u → F ◦ u
remaining dominated in absolute value, for large k, by 1 + |F(0)| + K|u|, hence
Fk ◦ u −−−→

h↑∞ F ◦ u in L2(P). Moreover,

2E
[
Fk ◦u−Fk′ ◦u

] =
∫ ∑

ij

(
∂Fk

∂xi
◦u− ∂Fk′

∂xi
◦u
)(

∂Fh

∂xj
◦u− ∂Fh

∂xj
◦u
)
�
[
ui, uj

]
dP

tends to zero by dominated convergence. From the closedness of E , we get F ◦u ∈ D

and Fk ◦ u → F ◦ u in D, hence we also obtain

E [F ◦ u] = lim
k

E
[
Fk ◦ u] ≤ K2E [u]. �

Proposition III.9. If F is a contraction, i.e.

|F(x)− F(y)| ≤
m∑
i=1

∣∣xi − yi
∣∣,

then for u ∈ Dm we have (
�[F ◦ u])1/2 ≤

∑
i

(
�[ui]

)1/2
and (

E [F ◦ u])1/2 ≤
∑
i

(
E [ui]

)1/2
.
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Proof . F is Lipschitz with constant 1 for the norm |x| = ∑m
i=1 |xi | on Rm. Let

Fk ∈ C1 ∩ Lip with the same Lipschitz constant, such that Fk → F everywhere and
such that ∂Fk

∂xi
converges almost surely for the law of u. We then know (cf. proof of

Prop III.8) that Fk ◦ u → F ◦ u in D. From the equality

�
[
Fk ◦ u] =

∑
ij

∂Fk

∂xi
◦ u · ∂Fk

∂xj
◦ u · �[ui, uj ]

and from ∣∣�[ui, uj ]∣∣ ≤ √
�
[
ui
]√
�
[
uj
]

we derive

�
[
Fk ◦ u] ≤

(∑
i

∣∣∣∣∂Fk∂xi
◦ u
∣∣∣∣√�[ui])2

≤
(∑

i

√
�
[
ui
])2

,

which yields the inequality for � by passage to the limit and the continuity of �.
The second inequality easily follows. �

Proposition III.10. D ∩ L∞(P) is an algebra, dense in D. If u, v ∈ D ∩ L∞,(
E [u, v])1/2 ≤ (

E [u])1/2‖v‖∞ + (E [v])1/2‖u‖∞.

Proof . If f ∈ D, then n Arctan f
n

belongs to D ∩ L∞ and converges to f in D (see
2.2, p. 38), hence D ∩ L∞ is dense. The remainder of the argument proceeds exactly
as for the Ornstein–Uhlenbeck structure on R (see Chapter II). �

3 Lipschitz functional calculus and existence of densities

Let (�,A,P,D, �) be an error structure. The existence of the operator� in addition to
the probability space (�,A,P) allows to express sufficient conditions for probabilistic
properties such as the existence of densities.

This kind of argument has received a considerable mathematical extension.
Let u ∈ D and µ the probability measure on R which is the law of u. Let g be

Borel on R, |g| ≤ 1. We set G(x) = ∫ x
0 g(t) dt .

Lemma III.11. There exists a sequence (gn) of continuous functions on R, |gn| ≤ 1,
such that

gn → g (dx + µ)-a.e.

Proof . In this instance dx is the Lebesgue measure on R. The lemma easily follows
from the fact that continuous functions with compact support are dense inL1(dx+µ).�
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Let us define

Gn(x) =
∫ x

0
gn(t) dt.

From the functional calculus of class C1 ∩ Lip, we have

�
[
Gn ◦ u] = g2

n ◦ u �[u]
and

E
[
Gn ◦ u−Gm ◦ u] = 1

2

∫ (
gn − gm

)2 ◦ u · �[u] dP.

This expression, coupled with the fact thatGn◦u tends toG◦u inL2(P) by dominated
convergence, implies that the sequenceGn◦u is Cauchy in D, and, therefore, converges
to G ◦ u in D. From the continuity of �

�[G ◦ u] = lim
n
g2
n ◦ u �[u] in L1(P)

however gn ◦ u −−−→
n↑∞ g ◦ u P-a.s. (because gn → g µ-a.s.), hence

�[G ◦ u] = g2 ◦ u · �[u] P-a.s.

We then obtain

Theorem III.12. For all u ∈ D, the image by u of the (positive bounded ) measure
�[u] · P is absolutely continuous with respect to the Lebesgue measure on R:

u∗
(
�[u] · P

) � dx.

If F : R → R is Lipschitz

�[F ◦ u] = F ′2 ◦ u · �[u]
where F ′ is any version of the derivative (defined Lebesgue-a.e.) of F .

Proof . Taking g = 1A where A is Lebesgue negligible yields the theorem. �

Thanks to this theorem, the operator � can be extended to a larger space than D:

Definition III.13. A function u : � → R is said to be locally in D, and we write
u ∈ Dloc, if a sequence of sets �n ∈ A exists such that

•
⋃
n �n = �

• ∀n ∃un ∈ D : un = u on �n.
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Dloc is preserved by locally Lipschitz functions.

Proposition III.14. Let u be in Dloc.

1) There exists a unique positive class �[u] (defined P-a.e.) such that

∀v ∈ D, ∀B ∈ A, u = v on B ⇒ �[u] = �[v] on B.

2) The image by u of the σ -finite measure �[u] · P is absolutely continuous with
respect to the Lebesgue measure.

3) If F : R → R is locally Lipschitz, F ◦ u ∈ Dloc and

�[F ◦ u] = F ′2 ◦ u · �[u].

Proof . Let
(
un
)

and
(
�n
)

be the localizing sequences for u ∈ Dloc (Definition III.13).
It is then possible to define �[u] = �

[
un
]

on �n.
Indeed, suppose v ∈ D and w ∈ D coincide with u on B ∈ A. We have

B ⊂ (v − w)−1({0})
and according to Theorem III.12, B is negligible for the measure �[v −w] · P which
implies

�[v − w, v + w] = 0 P-a.s. on B

and
�[v] = �[w] on B.

This demonstration proves the first point and the others easily follow. �

We have observed (Proposition III.8) that D is stable by Lipschitz functions of
several variables. We can extend the functional calculus to Lipschitz functions with
an additional hypothesis.

Proposition III.15. Let u ∈ Dm, v ∈ Dn and let F : Rm → R and G : Rn → R be
Lipschitz. Suppose the law of u is absolutely continuous with respect to the Lebesgue
measure on Rm and the same for v on Rn. Then

�[F ◦ u,G ◦ v] =
∑
i,j

∂F

∂xi
◦ u ∂G

∂xj
◦ v �[ui, vj ].

Proof . It is known that Lipschitz functions possess derivatives Lebesgue-a.e. Now if
F is Lipschitz there exists an F̃ of class C1 ∩ Lip that coincides with F outside a set
of small Lebesgue measure. The same applies for G (see Morgan [1988], or Mattila
[1995]).
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The functional calculus applied to F̃ and G̃ and the fact that �[F ◦ u,G ◦ v]
coincides with�[F̃ ◦u, G̃◦v] outside a set of small P-measure by means of Proposition
III.14 yields the result. �

The extension of Theorem III.12 to the case of u = (
u1, . . . , um

) ∈ Dm and
to Lipschitz F : Rm → R has remained up until now conjecture. Nevertheless, the
following result has been demonstrated for special cases including the classical case
on Rd or [0, 1]d with � = |∇|2 and that of Wiener space equipped with the Ornstein–
Uhlenbeck form (see the following chapters). It is a useful tool for obtaining the
existence of densities for random variables encountered in stochastic analysis, e.g.
solutions to stochastic differential equations (see Bouleau–Hirsch [1991]).

Proposition III.16 (proved for special error structures). If u = (
u1, . . . , um

) ∈ Dm,
then the image by u of the measure det �

[
ui, uj

]
. P is absolutely continuous with

respect to the Lebesgue measure on Rm.

On the other hand, no error structure is known at present that does not satisfy
Proposition III.16.

4 Closability of pre-structures and other examples

It often arises that the domain D is not completely known and that only sufficient
conditions are available for belonging to D. We thus have to express the closedness
of the form E using only a subspace of D.

Definition III.17. Let (�,A,P) be a probability space and D0 be a subvector space
of L2(P). A positive symmetric bilinear form Q defined on D0 × D0 is said to be
closable if any Q-Cauchy sequence in D0 converging to zero in L2(P) converges to
zero for Q:

un ∈ D0,
∥∥un∥∥L2(P)

−→ 0, Q
[
un − um

] −−−−→
m,n↑∞ 0 implies Q

[
un
] −−−→
n↑∞ 0.

If Q is closable, it possesses a smallest closed extension. We can sketch out the
standard mathematical procedure: Let J be the set ofQ-Cauchy sequences in D0. On
D0 we set the norm N [·] = (‖ · ‖2

L2(P)
+Q[·])1/2. The relation R on J defined by(

un
)
R
(
vn
)

if and only if N
[
un − vn

] −−−→
n↑∞ 0 is an equivalence relation on J. If D is

defined as J/R, the elements of D can be identified with functions in L2(P) and Q
extends to D as a closed form Q.

Definition III.18. A term (�,A,P,D0, �), where (�,A,P) is a probability space,
is called an error pre-structure if
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1) D0 is a dense subvector space of L2(P).

2) � is a positive symmetric operator from D0 × D0 into L1(P) that satisfies the
functional calculus of class C∞ ∩ Lip on D0. This means the following:

∀u ∈ Dm0 ∀v ∈ Dn0, ∀F : Rm → R, ∀G : Rn → R,

F , G of class C∞ and Lipschitz, then F ◦ u and G ◦ v are in D0 and

�[F ◦ u,G ◦ v] =
∑
ij

F ′
i ◦ uG′

j ◦ v �[ui, vj ].
We can now prove that a pre-structure with a closable form extends to an error

structure.

Proposition III.19. Let (�,A,P,D0, �) be an error pre-structure such that the form
E [ · ] = 1

2 E
[
�[ · ]] defined on D0 is closable. Let D be the domain of the smallest

closed extension of E , then � extends to D and (�,A,P,D, �) is an error structure.

Proof . a) Let us denote (D, E) the smallest closed extension of
(
D0, E

)
and let us set

‖ · ‖D = (‖ · ‖2
L2(P)

+ E [·])1/2.
If un ∈ D0 converge to u ∈ D, the inequality∣∣�[un] − �[um]∣∣ = ∣∣�[un, un − um] + �[un − um, um]∣∣

≤
(√
�[um] +√�[un]

)√
�[um − un]

yields
1

2
E
∣∣�[un] − �[um]∣∣ ≤ (√

E [um] +√E [un]
)√

E [um − un]

and shows that �[un] converges in L1(P) to a value not depending on the sequence
(un), but only on u, which will be denoted �[u]. The extension by bilinearity of � to
D × D satisfies

1

2
E�[u, v] = E [u, v] ∀u, v ∈ D

and, from the argument of 2.1, p. 37, � is continuous from D × D into L1(P).
b) The functional calculus of class C∞ ∩ Lip extends from functions in D0 to

functions in D with the same argument used for Condition (2∗) in Section 2.5.
c) It remains to extend the functional calculus of class C∞ ∩ Lip to a functional

calculus of class C1 ∩ Lip on D. For this step we shall use Lemma III.7.



46 III Error structures

Consider u ∈ Dm, v ∈ Dn, F : Rm → R, G : Rn → R, F , G of class C1 ∩ Lip.
According to this lemma, we can choose functions Fk ,Gk of class C∞ ∩ Lip such

that

(∗) �
[
Fk ◦ u,Gk ◦ v] =

∑
ij

∂Fk

∂xi
◦ u ∂Gk

∂xj
◦ v �[ui, vj ]

and such that Fk → F , Gk → G everywhere and ∂Fk
∂xi

→ ∂F
∂xi

and ∂Gk
∂xj

→ ∂G
∂xj

everywhere, with the functions ∂Fk
∂xi

and ∂Gk
∂xj

remaining bounded in modulus by a
constant.

The right-hand side of (∗) converges to∑
ij

∂F

∂xi
◦ u · ∂G

∂xj
◦ v · �[ui, vj ].

Moreover,

E
[
Fk◦u−Fk′ ◦u

] = 1

2

∫ ∑
ij

(
∂Fk

∂xi
◦u− ∂Fk′

∂xi
◦u
)(

∂Fk

∂xj
◦u− ∂Fk′

∂xj
◦u
)
�
[
ui, uj

]
dP

tends to zero by dominated convergence as k, k′ ↑ ∞.
By the closedness of E , F ◦ u ∈ D and Fk ◦ u → F ◦ u in D and, similarly,

G ◦ v ∈ D and Gk ◦ v → G ◦ v in D. From the continuity of �, the left-hand side of
(∗) tends to �[F ◦ u,G ◦ v]. This ends the proof of the functional calculus of class
C1 ∩ Lip. �

Let us now present some closability results for specific error pre-structures.
First of all a complete answer can be provided for the closability question in

dimension one. The following result is owed to M. Hamza (1975).

Definition III.20. Let a : R → R be a nonnegative measurable function. The set
R(a) of regular points of a is defined by

R(a) =
{
x : ∃ε > 0

∫ x+ε

x−ε
1

a(t)
dt < +∞

}
.

In other words R(a) is the largest open set V such that 1
a

∈ L1
loc(V , dt).

Proposition III.21. Let m be a probability measure on R. Let us set D0 = C∞
K (R)

and for u ∈ D0

�[u] = u′2 · g
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where g ≥ 0 is inL1
loc(m). Then, the form E [u] = 1

2

∫
u′2 ·g ·dm is closable inL2(m)

if and only if the measure g ·m is absolutely continuous with respect to the Lebesgue
measure dx and its density a vanishes dx-a.e. on R \ R(a).

For the proof we refer to Fukushima, Oshima, and Takeda [1994], p. 105.

Example III.22. Suppose m has density ρ with respect to dx, i.e. consider the pre-
structure (

R,B(R), ρ dx,C∞
K (R), �

)
with �[u] = u′2 · g.

If the nonnegative functions ρ and g are continuous, then the pre-structure is
closable.

Indeed, a = ρg is continuous and {a > 0} ⊂ R(a), hence a = 0 on R \ R(a).

We now come to an important example, one of the historical applications of the
theory of Dirichlet forms.

Example III.23. LetD be a connected open set in Rd with unit volume. Let P = dx

be the Lebesgue measure on D. Let � be defined on C∞
K (D) via

�[u, v] =
∑
ij

∂u

∂xi

∂v

∂xj
aij , u, v ∈ C∞

K (D),

where the functions aij are supposed to satisfy the following assumptions:

• aij ∈ L2
loc(D)

∂aij

∂xk
∈ L2

loc(D), i, j, k = 1, . . . , d,

•
∑
i,j

aij (x)ξiξj ≥ 0 ∀ξ ∈ Rd ∀x ∈ D,

• aij (x) = aji(x) ∀x ∈ D.

Then the pre-structure
(
D,B(D),P,C∞

K (D), �
)

is closable.

Proof . Consider the symmetric linear operator S from C∞
K (D) into L2(P) defined by

Su = 1

2

∑
i,j

∂

∂xi

(
∂u

∂xj
aij

)
, u ∈ C∞

K (D),

and the form E0 defined by

E0[u, v] = −〈u, Sv〉
L2(P)

= −〈Su, v〉L2(P), u, v ∈ C∞
K (D).
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The result is a consequence of the following lemma which is interesting in itself.

Lemma III.24. Let (�,A,P) be a probability space and D0 be a dense sub-vector
space of L2(P). If S is a negative symmetric linear operator from D0 into L2(P), the
positive symmetric bilinear form E0 defined by

E0[u, v] = −〈Su, v〉L2(P) = −〈u, Sv〉L2(P)

for u, v ∈ D0 is closable.

Proof . Let un ∈ D0 be such that
∥∥un∥∥L2(P)

→ 0 as n ↑ ∞, and E0
[
un − um

] → 0 as
n,m ↑ ∞.

Noting that for fixed m
E0
[
un, um

] −−−→
n↑∞ 0

the equality
E0
[
un
] = E0

[
un − um

]+ 2E0
[
un, um

]− E0
[
um
]

shows that the real number E0
[
un
]

converges to a limit which is necessarily zero. This
proves that E0 is closable. �

This result paves the way for constructing a semigroup and a Markov process with
generator S, without any assumption of regularity of the matrix

(
aij (x)

)
ij

. (See, for
example Ma–Röckner (1992).)

Example III.25 (Classical case with minimal domain). Let D be a connected open
set in Rd with unit volume. Applying the preceding result to the case aij = δij , we
find S = 1

2� the Laplacian operator and �[u] = |∇u|2. The completion of C∞
K (D)

for the norm ‖u‖D = (‖u‖2
L2 +‖∇u‖2

L2

)1/2 is the space usually denotedH 1
0 (D). We

obtain the same error structure
(
D, B(D), dx, H 1

0 (D), |∇ · |2) as in Example 1.3 but
with a smaller domain for �: H 1

0 instead of H 1. �
Let us now give two examples of non-closable pre-structures.

Example III.26. Consider the following

� = [0, 1]
A = B

(]0, 1[)
P = 1

2
δ0 +

∞∑
n=1

1

2n+1 δ 1
n

where δa denotes the Dirac mass at a. Let us choose for D the space

D = {
f : [0, 1] → R such that f ∈ L2(P) and f ′(0) = lim

n→∞
f
( 1
n

)− f (0)
1
n

exists
}
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and for �
�[f ] = (

f ′(0)
)2 for f ∈ D.

The term (�,A,P,D, �) is an error pre-structure. But the form E [f ] = 1
2 E
[
�[f ]]

is not closable, since it is easy to find a sequence fn ∈ D such that f ′
n(0) = 1 and

fn → 0 in L2(P). Such a sequence prevents the closability condition (Definition
III.17) from being satisfied.

Example III.27. Let � be
(]0, 1[)2 equipped with its Borelian subsets. Let us take

for P the following probability measure

P = 1

2
dx1 dx2 + 1

2
µ

where µ is the uniform probability on the diagonal of the square. Define � on C1
K(�)

by

�[f ] =
(
∂f

∂x1

)2

+
(
∂f

∂x2

)2

.

Then the error pre-structure(]0, 1]2,B(]0, 1[2),P,C1
K(]0, 1[2), �

)
is not closable.

Indeed, it is possible (exercise) to construct a sequence fn ∈ C∞
K (�) such that

(∗) −1

n
≤ fn ≤ 1

n

(∗∗) fn(x1, x2) = x2 − x1

on a neighborhood of the diagonal of
([ 1
n
, 1 − 1

n

[)2
. By (∗) the sequence fn tends to

zero in L2(P) and by (∗∗) ∣∣∇fn∣∣2 → 2 µ-a.e.

Hence

lim
n

E
[
fn
] = 1

2
lim
n

E
∣∣∇fn∣∣2 ≥ 1.

This statement contradicts the closability condition. �
For an error pre-structure, closability is a specific link between the operator �

and the measure P. Only sufficient conditions for closability are known in dimension
greater or equal to 2, and any program of improving these conditions toward a necessary
and sufficient characterization is tricky. Fortunately, closedness is preserved by the
two important operations of taking products and taking images, as we shall see in
the following chapter. This feature provides a large number of closed structures for
stochastic analysis.
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Chapter IV

Images and products of error structures

In Chapter I, we provided an application with a Markov chain represented as

Xxn+1 = �
(
Xxn,Un+1

)
, Xx0 = x,

whereU1, . . . , Un, . . . was a sequence of i.i.d. random variables uniformly distributed
on [0, 1] representing the Monte Carlo samples. Several interesting questions deal with
all of the Xn’s, e.g. the limit limN

1
N

∑N
n=1 f

(
Xxn
)
. Under such circumstances, if we

consider the Un’s to be erroneous, we must construct an error structure on the infinite
product [0, 1]N equipped with the product probability measure. Once this has been
accomplished, Xx1 = �

(
x,U1

)
, Xx2 = �

(
Xx1 , U2

)
, . . . will also be erroneous as an

image by � of erroneous quantities.
This requires two operations that will be studied in this chapter: defining both the

product of error structures and the image of an error structure by an application.

1 Images

Let S = (�,A,P,D, �) be an error structure; consider an Rd -valued random variable
X : � → Rd such that X ∈ Dd , i.e. X = (

X1, . . . , Xd
)
, Xi ∈ D for i = 1, . . . , d.

We will define the error structure image of S by X.
First of all, the probability space on which this error structure will be defined is

the image of (�,A,P) by X:

(�,A,P)
X−→ (

Rd ,B(Rd),X∗P
)
,

where X∗P is the law of X, i.e. the measure such that (X∗P)(E) = P
(
X−1(E)

)
∀E ∈ B(Rd).

We may then set

DX = {
u ∈ L2(X∗P) : u ◦X ∈ D

}
and

�X[u](x) = E
[
�[u ◦X] | X = x

]
.

(Unless explicitly mentioned otherwise, the symbol E denotes the expectation or
conditional expectation with respect to P.)
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Comment. Let us recall that ifY is an integrable random variable, the random variable
E[Y | X] (which is, by definition, E[Y | σ(X)] where σ(X) is the σ -field generated
by X) is a function of X: a Borel function ϕ exists such that

E[Y | X] = ϕ(X),

and the notation E[Y | X = x] means ϕ(x). As easily shown, the function ϕ is unique
up to an a.e. equality with respect to the law of X.

If we denote the image of a probability measureµ by a random variableX asX∗µ,
the function ϕ can be defined as the density of the measure X∗(Y · P) with respect to
the measure X∗P:

ϕ = dX∗(Y · P)

dX∗P
.

This expression is a direct consequence of the definition of the conditional expectation.
The definition of � can thus be written

�X[u] = dX∗
(
�[u ◦X] · P

)
dX∗P

and we also remark that

�X[u](X) = E
[
�[u ◦X] | X].

Proposition IV.1. X∗S = (
Rd ,B(Rd),X∗P,DX, �X

)
is an error structure, the

coordinate maps of Rd are in DX, and X∗S is Markovian if S is Markovian.

Proof . 1) DX contains Lipschitz functions and hence is dense in L2(X∗P).
2) Let us begin by proving the closedness before the functional calculus: Is the

form EX[u] = 1
2

∫
�X[u] d(X∗P) closed?

Let us remark that

EX[u] = 1

2
E
[
�[u ◦X]] = E [u ◦X].

Then, if un is a Cauchy sequence in DX

a) ∃u such that un → u in L2(X∗P)

b)

‖un − um‖DX
= (‖un − um‖2

L2(X∗P)
+ EX[un − um])1/2

= (‖un ◦X − um ◦X‖2
L2(P)

+ E [un ◦X − um ◦X])1/2
= ‖un ◦X − um ◦X‖D

hence un ◦X is Cauchy in D and by a), un ◦X → u◦X inL2(P), which implies
by the closedness of E that u◦X ∈ D and un ◦X → u◦X in D. In other words,
u ∈ DX and un → u in DX.
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3) In order to prove the functional calculus of class C1 ∩ Lip, let as usual u ∈ DmX,
v ∈ DnX and F , G be of class C1 ∩ Lip. We then obtain the P-a.e. equalities

�X[F ◦ u,G ◦ v](X) = E
[
�[F ◦ u ◦X,G ◦ v ◦X] | X]

= E

[∑
i,j

∂F

∂xi
◦ u ◦X ∂G

∂xj
◦ v ◦X�[ui ◦X, vj ◦X] | X

]
=
∑
i,j

∂F

∂xi
◦ u ◦X ∂G

∂xj
◦ v ◦XE

[
�[ui ◦X, vj ◦X] | X]

=
∑
i,j

∂F

∂xi
◦ u ◦X ∂G

∂xj
◦ v ◦X�X

[
ui, vj

]
(X).

This can be also written as follows:

�X[F ◦u,G◦v](x) =
∑
i,j

∂F

∂xi
◦u(x) ∂G

∂xj
◦v(x)�X

[
ui, vj

]
(x) for (X∗P)-a.e. x. �

Example IV.2. Consider the open sector � = (
R∗+
)2 with the Borel σ -field and the

probability measure
P(dx, dy) = e−x−y dx dy.

On the domain D0 = C1
b(�) (bounded C1-functions with bounded derivatives) we

consider the operator

�[u] =
((

∂u

∂x

)2

+
(
∂u

∂y

)2
)

· g,

g being bounded continuous and strictly positive. The pre-structure
(
�, A, P, D0, �

)
is shown to be closable, let S = (�,A,P,D, �) be the associate error structure.

What is the image U∗S of this structure by the application U(x, y) = (x ∧ y,
x ∨ y − x ∧ y)? (Here x ∧ y = min(x, y) and x ∨ y = max(x, y).)

a) Let us first check U ∈ D. Let us denote the coordinate maps by capital letters
X(x, y) = x, Y (x, y) = y. With this notation,

U = (X ∧ Y,X ∨ Y −X ∧ Y ).
As in Property 2.2 of Chapter III, it is easily demonstrated that n Arctan X

n
∈ D0

and is Cauchy for the D-norm, hence X ∈ D. Similarly, Y ∈ D and U , as a Lipschitz
function of elements of D, belongs to D.

b) It becomes an elementary exercise in probability calculus to prove that the law
of U is the measure

U∗P = 2e−2s ds · e−t dt on
(
R∗+
)2
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and that X ∧ Y and X ∨ Y −X ∧ Y are independent random variables.
c) Computing �[X ∧ Y ] is performed thanks to functional calculus (Proposi-

tion III.15 of Chapter III) by using the fact that the law of (X, Y ) has a density:

�[X ∧ Y ] = 1{X<Y } · g + 1{X>Y } · g = g.

Similarly,
�[X ∨ Y ] = g

and
�[X ∨ Y,X ∧ Y ] = 0.

The matrix

�=[U ] =
(

�
[
U1
]

�
[
U1, U2

]
�
[
U1, U2

]
�
[
U2
] )

is given by
�=[U ] = gA,

where A =
(

1 −1
−1 2

)
. If F ∈ C1 ∩ Lip,

�[F ◦ U ] = (∇F)t ◦ U · A · ∇F ◦ U · g
and

E
[
�[F ◦ U ] | U = (s, t)

] = (∇F)t (s, t) · A · ∇F(s, t)E[g | U = (s, t)].
Computing E[g | U = (s, t)] is a purely probabilistic exercise and yields

E[g | U = (s, t)] = g(s, s + t)+ g(s + t, s)

2
.

Finally, the image error structure is written as follows:(
�,A, 2e−2se−t ds dt,DU , �U

)
with

�U [F ](s, t) =
[(

∂F

∂s
(s, t)

)2

− 2
∂F

∂s

∂F

∂t
(s, t)+ 2

(
∂F

∂t
(s, t)

)2
]

· g(s, s + t)+ g(s + t, s)

2
.

If X and Y are machine breakdown times, the hypotheses indicate that the pairs
(X, error onX) and (Y , error on Y ) are independent (see Chapter I). ThusU1 = X∧Y
is the time of the first breakdown and U2 = X ∨ Y −X ∧ Y the time to wait between
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the first and second breakdowns. It is well-known that U1 and U2 are independent,
but we recognize that the error on U1 and the error on U2 are linked. �
Remark. If in our construction of the image structure X∗S the random variable X is
no longer supposed to be in D, but simply to be measurable, the entire argument still
holds, except for the density of DX. We thus obtain:

Proposition IV.3. Let X be a measurable map from (�,A) into a measurable space
(E,F ). If DX is dense in L2(E,F , X∗P), then(

E,F , X∗P,DX, �X
)

defined as before is an error structure.

Example IV.4. Consider the Cauchy law on R

P = a dx

π(a2 + x2)

and the error structure
S = (

R,B(R),P,D, �
)

where �[u](x) = u′2(x)α2(x) for u ∈ C1
b(R) (space of bounded functions of class C1

with bounded derivative) and (D, �) is the smallest closed extension of
(
C1
b(R), �

)
.

The function α is assumed continuous and bounded.
We want to study the image of S by the mapping U : x → {x}, where {x} denotes

the fractional part of x. Clearly, U does not belong to D since U is discontinuous at
integer points and functions in D can be shown as continuous (as soon as α does not
vanish).

a) To compute the image of P by U , let us take a Borel bounded function f . We
have

E
[
f ({x})] =

∫ 1

0
f (t)

∑
n∈Z

a dt

π
(
a2 + (t + n)2

) .
According to the Poisson sum formula (see L. Schwartz Théorie des distributions,
p. 254): ∑

n∈Z

a

π
(
a2 + (t + n)2

) =
∑
n∈Z

e2iπnt e−2π |n|a

= 1

1 − e2π(it−a) + 1

1 − e2π(−it−a) − 1

= sinh 2πa

cosh 2πa − cos 2πt
.

It follows that the image measure U∗P is the probability measure

sinh 2πa

cosh 2πa − cos 2πt
dt on [0, 1].
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b) The domain

DU = {
g ∈ L2(U∗P) : g ◦ U ∈ D

}
contains the function g of class C1 on [0, 1] such that g(0) = g(1) and g′(0) = g′(1).
It is therefore dense in L2(U∗P).

c) In order to compute �U , let us consider a function g as above and then evaluate
E
[
�[g ◦ U ] | U].
Coming back to the definition of the conditional expectation, we must calculate

the following for a Borel bounded function h:

E
[
�[g ◦ U ]h(U)] =

∑
n∈Z

∫ 1

0
g′2(t)α2(t + n)h(t)

a dt

π
(
a2 + (t + n)2

) .
Writing this expression as follows

=
∫ 1

0
g′2(t)h(t)

∑
n

aα2(t+n)
π
(
a2+(t+n)2

)∑
n

a

π
(
a2+(t+n)2

) ∑
n

a

π
(
a2 + (t + n)2

) dt
yields

�U [g](t) = g′2(t)

∑
n

aα2(t+n)
π
(
a2+(t+n)2

)∑
n

a

π
(
a2+(t+n)2

) .
In the case α2(x) = a2+x2

b2+x2 for example, we obtain

�U [g] = g′2(t)a
b

cosh 2πa − cos 2πt

cosh 2πb − cos 2πt
· sinh 2πb

sinh 2πa
. �

2 Finite products

Let S1 = (
�1,A1,P1,D1, �1

)
and S2 = (

�2,A2,P2,D2, �2
)

be two error struc-
tures.

The aim then is to define on the product probability space

(�,A,P) = (
�1 ×�2,A1 ⊗ A2,P1 × P2

)
an operator � and its domain D in such a way that (�,A,P,D, �) is an error struc-
ture expressing the condition that the two coordinate mappings and their errors are
independent (see Chapter 1, Section 2.2).
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Proposition IV.5. Let us define

(�,A,P) = (
�1 ×�2,A1 ⊗ A2,P1 × P2

)
,

D =
{
f ∈ L2(P) : for P1-a.e. x f (x, ·) ∈ D2for P2-a.e. y f (·, y) ∈ D1

and
∫ (
�1[f (·, y)

]
(x)+ �2

[
f (x, ·)](y)dP1(x) dP2(y) < +∞

}
,

and for f ∈ D

�[f ](x, y) = �1[f (·, y)](x)+ �2[f (x, ·)](y).
Then S = (�,A,P,D, �) is an error structure denoted S = S1 × S2 and called the
product of S1 and S2, whereby S is Markovian if S1 and S2 are both Markovian.

Proof . 1) From the construction of the product measure, we know that functions of
the form

n∑
i=1

ui(x)vi(y) ui ∈ L2(P1) vi ∈ L2(P2)

are dense in L2(P). They can be approximated in L2(P) by functions of the form

n∑
i=1

αi(x)βi(y), αi ∈ D1, βi ∈ D2,

which are in D. Hence, D is dense in L2(P).
2) The functional calculus of class C1 ∩ Lip for � is straightforward from the

definition.
3) Is the form E [f ] = ∫ (

E1[f ] + E2[f ]) dP associated with � closed?
To see this, let

(
fn
)

be a Cauchy sequence in D equipped, as usual, by the norm:

‖ · ‖D = (‖ · ‖2
L2 + E [·])1/2.

There exists an f ∈ L2(P) such that fn → f inL2(P), and there exists a subsequence
fnk such that 

∑
k

∥∥fnk − f
∥∥2
L2 < +∞

∑
k

(
E
[
fnk+1 − fnk

])1/2
< +∞.

It follows that for P1-a.e. x, we have∫ ∑
k

∣∣fnk (x, y)− f (x, y)
∣∣2 dP2(y) < +∞
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and ∑
k

(
E2
[
fnk+1(x, ·)− fnk (x, ·)

])1/2
< +∞.

(The second inequality stems from the remark that if

E
[
gk
] = E1E2

[
gk
]+ E2E1

[
gk
]

then (
E [gk]

)1/2 ≥ (
E1E2[gk]

)1/2 ≥ E1
(
E2[gk]

)1/2
.)

this implies that fnk (x, ·) is Cauchy in D2. (Indeed, the condition
∑
k ‖ak+1 − ak‖ <

+∞ implies that the sequence (ak) is Cauchy.)
Since the form E2 is closed in L2(P2), we obtain that for P1-a.e. x

f (x, ·) ∈ D2 and fnk (x, ·) → f (x, ·) in D2.

Similarly, for P2-a.e. y

f (·, y) ∈ D1 and fnk (·, y) → f (·, y) in D1.

With this preparation now being complete, we will see that the main argument of the
proof is provided by the Fatou lemma in integration theory:

1

2

∫ (
�1[f ] + �2[f ]) dP1 dP2

=
∫ (

E1[f ])(y) dP2(y)+
∫ (

E2[f ])(x) dP1(x)

=
∫

lim
k

E1
[
fnk
]
(y) dP2(y)+

∫
lim
k

E2
[
fnk
]
(x) dP1(x).

According to the Fatou lemma, we can put the limits outside the integrals as liminf

≤ 2 lim
k

E
[
fnk
];

this is < +∞ since fn is Cauchy in D and a Cauchy sequence is always bounded.
Thus, f ∈ D.

We can then write the following:

E
[
fn − f

] =
∫

E1
[
fn − f

]
dP2(y)+

∫
E2
[
fn − f

]
dP1(x)

=
∫

lim
k

E1
[
fn − fnk

]
(y) dP2(y)+

∫
lim
k

E2
[
fn − fnk

]
(x) dP2

≤ 2 lim
k

E
[
fn − fnk

]
using, once again, the Fatou lemma. Yet, this can be made as small as we want for
large n since (fn) is D-Cauchy. This proves that E is closed.
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The proof of the proposition has been accomplished. �
The case of finite products is obtained similarly. We write the statement for the

notation.

Proposition IV.6. Let Sn = (
�n,An,Pn,Dn, �n

)
be error structures. The finite

product

S =
(
�(N),A(N),P(N),D(N), �(N)

)
=

N∏
n=1

Sn

is defined as follows:

(
�(N),A(N),P(N)

) =
( N∏
n=1

�n,⊗N
n=1 An,

N∏
n=1

Pn

)
D(N) =

{
f ∈ L2 (P(N)) : ∀n = 1, . . . , N

for P1 × P2 × · · · × Pn−1 × Pn+1 × · · · × PN -a.e.

w1, w2, . . . , wn−1, wn+1, . . . , wN the function

x → f
(
w1, w2, . . . , wn−1, x, wn+1, . . . , wN

) ∈ Dn

and
∫ (
�1[f ] + �2[f ] + · · · + �N [f ]) dP < +∞

}
and for f ∈ D

�[f ] = �1[f ] + · · · + �N [f ]
(where �i applied to f is assumed to act only on the i-th variable of f .) S is an error
structure, Markovian if the Sn’s are Markovian.

We can now study the case of infinite products.

3 Infinite products

We will begin with a lemma showing that the limits of error structures on the same
space with increasing quadratic error operators give rise to error structures.

Lemma IV.7. Let
(
�,A,P,Di , �i

)
be error structures, i ∈ N, such that for i < j

Di ⊃ Dj and ∀f ∈ Dj �i[f ] ≤ �j [f ].
Let

D =
{
f ∈

⋂
i

Di : lim
i

↑ E�i[f ] < +∞
}
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and for f ∈ D, let �[f ] = limi ↑ �i[f ]. Then (�,A,P,D, �) is an error structure
as soon as D is dense in L2(P).

Proof . Let us first remark of all that if f ∈ D, then �i[f ] → �[f ] in L1(P), since

�[f ] = lim
i

↑ �i[f ] and lim
i

E�i[f ] < +∞.

a) Let us begin with the closedness of the form E [f ] = 1
2 E�[f ]. Let

(
fn
)

be a
Cauchy sequence in D (with ‖ · ‖D), then

(
fn
)

is Cauchy in Di (with ‖ · ‖Di
). If f is

the limit of fn in L2(P), we observe that fn → f in Di uniformly with respect to i
and this implies fn → f in D.

Let us explain the argument further. We start from

∀ε > 0 ∃N, p, q ≥ N ⇒ ∥∥fp − fq
∥∥

D
≤ ε.

We easily deduce that fk −−−→
k↑∞ f in Di . Let us now consider n ≥ N . In the inequality∥∥fn − f
∥∥

Di
≤ ∥∥fn − fq

∥∥
Di

+ ∥∥fq − f
∥∥

Di

we are free to choose q as we want, hence∥∥fn − f
∥∥

Di
≤ ε ∀i

and
1

2
E�
[
fn − f

] = lim
i

↑ E�i
[
fn − f

] ≤ lim
i

↑ ∥∥fn − f
∥∥2

Di
≤ ε.

This proves that fn → f in D.
b) In order to prove the C1 ∩ Lip-functional calculus, let us consider as usual

u ∈ Dm, v ∈ Dn, F,G ∈ C1 ∩ Lip.

We know that F ◦ u ∈ Dk , G ◦ v ∈ Dk , and

�k[F ◦ u] =
∑
ij

F ′
i ◦ uF ′

j ◦ v �k
[
ui, vj

]
.

From

�k
[
ui, vj

] = 1

2

[
�k
[
ui + vj

]− �k
[
ui
]− �k

[
vj
]]

we see that �k
[
ui, vj

] → �
[
ui, vj

]
in L1(P). Hence

lim
k

↑ �k[F ◦ u] =
∑
ij

F ′
i ◦ uF ′

j ◦ u�[ui, uj ] ∈ L1(P)

which implies that F ◦ u ∈ D and

�[F ◦ u] =
∑
ij

F ′
i ◦ uF ′

j ◦ v �[ui, vj ].
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The equality

�[F ◦ u,G ◦ v] =
∑
ij

F ′
i ◦ uG′

j ◦ v �[ui, vj ]
then follows by means of polarization. �

Let us apply this lemma to the case of infinite products. Let Sn = (
�n, An, Pn,

Dn, �n
)

be error structures. The finite products

N∏
n=1

Sn = (
�(N),A(N),P(N),D(N), �(N)

)
have already been defined. On

(�,A,P) =
( ∞∏
n=1

�n,⊗∞
n=1An,

∞∏
n=1

Pn

)
let us define the domains

D(N) =
{
f ∈ L2(P) : ∀N, for

∞∏
k=N+1

Pk-a.e.
(
wN+1, wN+2, . . .

)
the function f

( · , . . . , · , wN+1, wN+2, . . .
) ∈ D(N)

and
∫ (
�1[f ] + · · · + �N [f ]) dP < +∞

}
and for f ∈ D(N) let us set

�(N)[f ] = �(N)[f ] = �1[f ] + · · · + �N [f ].

It is easily seen that the terms
(
�,A,P,D(N), �(N)

)
are error structures. We

remark that D(N) ⊃ D(N+1) and if f ∈ D(N+1) �(N)[f ] ≤ �(N+1)[f ].
Let be

D =
{
f ∈ L2(P) : f ∈

⋂
N

D(N), lim
N

↑ �(N)[f ] ∈ L1(R)
}

and for f ∈ D let us put �[f ] = limN ↑ �(N)[f ].
In order to apply Lemma IV.7, it remains to be proved that D is dense in L2(P).

This comes from the fact that D contains the cylindrical functionf , such thatf belongs
to some D(N).

The lemma provides the following theorem. The explicit definition of the domain
D it gives for the product structure is particularly useful:
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Theorem IV.8. Let Sn = (
�n,An,Pn,Dn�n

)
, n ≥ 1, be error structures. The

product structure

S = (�,A,P,D, �) =
∞∏
n=1

Sn

is defined by

(�,A,P) =
( ∞∏
n=1

�n,⊗∞
n=1An,

∞∏
n=1

Pn

)
D =

{
f ∈ L2(P) : ∀n, for almost every w1, w2, . . . , wn−1, wn+1, . . . for the

product measure x → f
(
w1, . . . , wn−1, x, wn+1, . . .

) ∈ Dn

and
∫ ∑

n

�n[f ] dP < +∞
}

and for f ∈ D

�[f ] =
∞∑
n=1

�n[f ].

S is an error structure, Markovian if each Sn is Markovian.

As before, when we write �n[f ], �n acts on the n-th argument of f uniquely.
Let us add a comment about projective systems. The notion of projective systems

of error structures can be defined similarly as in probability theory. Besides the
topological assumptions (existence of a compact class, see Neveu [1964]) used in
probability theory to ensure the existence of a limit, a new phenomenon appears
whereby projective systems of error structures may have no (closed) limit. (See
Bouleau–Hirsch, Example 2.3.4, Chapter V, p. 207 and Bouleau [2001].)

Nevertheless, when a projective system of error structures consists of images of a
single error structure the projective limit does exist. Let us, for example, return to the
case of the real-valued Markov chain recalled at the beginning of this chapter

Xn+1 = �
(
Xn,Un+1

)
X0 = x.

If we suppose the Un’s to be independent with independent errors and considered as
the coordinate mappings of the product error structure

S =
(
[0, 1],B[0, 1], dx,H 1([0, 1]),( d

dx

)2 )N
∗

then the k-uples
(
Xn1 , . . . , Xnk

)
define a projective system that possesses a limit. It

is an error structure on RN
∗

which is the image of S by the Xn’s, in the sense of
Proposition IV.3.
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Exercise IV.9. Suppose � ∈ C1 ∩ Lip and ψ ′
2(x, y) do not vanish. Show using

functional calculus and Theorem III.12 that the pair
(
Xn, �[Xn]

)
is a homogeneous

Markov chain and that Xn has a density.

When we are interested in the existence of densities, as in the preceding exercise,
the following proposition is useful for proving that Proposition III.16 is valid for an
infinite product structure.

Proposition IV.10. Consider a product error structure

S = (�,A,P,D, �) =
∞∏
n=1

Sn =
∞∏
n=1

(
�n,An,Pn,Dn, �n

)
.

If every finite product of the Sn’s satisfies Proposition III.16, then S also satisfies this
proposition: i.e. ∀u ∈ Dk

u∗
(
det
(
�[ui, uj ]

) · P
) � λk

where λk is the Lebesgue measure on Rk .

Proof . The matrix
�=
[
u, ut

] = (
�[ui, uj ]

)
ij

is the increasing limit (in the sense of the order of positive symmetric matrices) of the
matrices

�N=
[
u, ut

] = (
�n[ui, uj ]

)
ij

where �N is defined as in the preparation of the theorem of products. Thus, if B is a
Lebesgue-negligible set in Rk∫

1B(u) det �=
[
u, ut

]
dP = lim

N

∫
1B(u) det �N=

[
u, ut

]
dP = 0. �

Exercise IV.11.

1. Let D be a bounded connected open set in Rd with volume V . Show that the
error structure (

D,B(D),
λd

V
,H 1

0 (D),

d∑
i=1

(
∂

∂xi

)2 )
where λd is the Lebesgue measure satisfies the following inequality (Poincaré
inequality)

∀u ∈ H 1
0 (D)

∥∥u∥∥2
L2 ≤ kE [u]
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where the constant k can be taken to be k = �2

d
, with � being the diameter ofD.

[Hint: for u ∈ C∞
K (D) integration along a parallel to the xi-axis yields

u(x)2 ≤ (
xi − x∗

i

) ∫ (
∂u

∂xi

)2

dxi

u(x)2 ≤ (
x∗∗
i − xi

) ∫ (
∂u

∂xi

)2

dxi

where x∗
i is the infinimum and x∗∗

i the supremum of D on this line.]

2. a) Let f ∈ H 1([0, 1]), such that f (0) = 0. Using f (x) = ∫ x
0 f

′(t) dt and

2f ′(s)f ′(t) ≤ f ′2(s)+ f ′2(t), show the inequality∫ 1

0
f 2(x) dx ≤

∫ 1

0
f ′2(t)1 − t2

2
dt.

b) Deduce that the error structure(
[0, 1],B([0, 1]), dx,H 1([0, 1]),( d

dx

)2 )
satisfies ∀u ∈ H 1([0, 1])

var[u] ≤ 1

2

∫ 1

0
u′2(x) dx = E [u].

3. Let S be a product error structure

S = (�,A,P,D, �) =
∞∏
n=1

(
�n,An,Pn,Dn, �n

) =
∞∏
n=1

Sn.

Suppose that on each factor Sn holds an inequality

∀u ∈ Dn var[u] ≤ kEn[u].

a) Show that for any f ∈ L2(P)

varP[f ] ≤
∞∑
n=1

E varPn [f ].

b) Deduce that ∀f ∈ D

varP[f ] ≤ kE [f ].
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4. Let S = (�,A,P,D, �) be an error structure satisfying

∀f ∈ D var[f ] ≤ kE [f ].

a) Show that any image of S satisfies the same inequality with the same k.

b) Admitting that the Ornstein–Uhlenbeck structure

Sou =
(

R,B(R),N (0, 1),H 1 (N (0, 1)) ,

(
d

dx

)2 )
satisfies the inequality with the best constant k = 2 (see Chafaï [2000])
show that Sou is not an image of the Monte Carlo standard error structure(

[0, 1],B[0, 1], dx,H 1([0, 1]),
(
d

dx

)2 )N

.

Appendix. Comments on projective limits

A projective system of error structures is a projective system of probability spaces on
which quadratic error operators are defined in a compatible way.

Even when the probabilistic structures do possess a projective limit (which involves
topological properties expressing roughly that the probability measures are Radon),
a projective system of error structures may have no limit. It defines always a pre-
structure, however this pre-structure may be non-closable.

When the probabilistic system is a product of the form

(�,A,P)N

the coordinate mapsXn represent repeated experiments of the random variableX0. In
such a case, if the quadratic error operator of the projective system defines correlated
errors on the finite products, it may happen that the limit pre-structure be closable or
not, depending on the special analytic form of the quadratic error operator, cf. Bouleau
[2001] for examples.

In the non-closable case we may have

lim
M,N↑∞�[ 1

M

M∑
m=1

h(Xm)− 1

N

N∑
n=1

h(Xn)] = 0, in L1,

although �[ 1
N

∑N
n=1 h(Xn)] does not converge to 0 when N ↑ ∞.

This mathematical situation is related to a concrete phenomenon often encountered
when doing measurements: the error permanency under averaging. Poincaré, in his
discussion of the ideas of Gauss (Calcul des Probabilités) at the end of the nineteenth
century, emphasizes this apparent difficulty and propose an explanation.

We shall return to this question in Chapter VIII, Section 2.
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Chapter V

Sensitivity analysis and error calculus

Thanks to the tools developed in the preceding chapter, we will explore some case
studies for explaining the error calculus method.

We will start by taking simple examples from physics and finance.
Next, we will define a mathematical linearization of the quadratic operator �: the

gradient. Several gradients are available which are isomorphic. The sharp (#) is a
special choice of gradient, especially useful in stochastic calculus.

We will then present several integration by parts formulae, which are valid in any
error structure. In the case of the Wiener space equipped with the Ornstein–Uhlenbeck
structure, these formulae were the illuminating idea of Paul Malliavin in his works on
improving classical results for stochastic differential equations (see Malliavin [1997]).

Afterwards, we will consider the case of an ordinary differential equation y′ =
f (x, y) and determine the sensitivity of the solution to the infinite dimensional data
f . Several approaches will be proposed.

We will conclude the chapter by examining the notion of error substructure which
is the analog of a sub-σ -field for a probability space and the question of the projection
on an error sub-structure which extends the notion of the conditional expectation.

1 Simple examples and comments

1.1 Cathodic tube. An oscillograph is modeled in the following way. After acceler-
ation by an electric field, electrons arrive at point O1 at a speed v0 > 0 orthogonal to
plane P1. Between parallel planes P1 and P2, a magnetic field �B orthogonal toO1O2
is acting; its components on O2x and O2y are

(
B1, B2

)
.

a) Equation of the model. The physics of the problem is classical. The gravity
force is negligible, the Lorenz force q �v ∧ �B is orthogonal to �v such that the modulus
|�v| remains constant and equal to v0, and the electrons describe a circle of radius
R = mv0

e| �B| .
If θ is the angle of the trajectory withO1O2 as it passes through P2, we then have

θ = arcsin
a

R
|O2A| = R(1 − cos θ)
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O1

P1

ν0

a

y

O2

P2

x

α

P3

M

O3

The trajectory of the electrons is incurved by �B and the electrons finally reach the screen
(plane P3) where they illuminate point M .

and

A =
(
|O2A| B2

| �B| ,−|O2A| B1

| �B|
)
.

The position of M is thus given by

(1)



M = (X, Y )

X =
(
mv0

e| �B| (1 − cos θ)+ d tan θ

)
B2

| �B|
Y = −

(
mv0

e| �B| (1 − cos θ)+ d tan θ

)
B1

| �B|
θ = arcsin

ae

mv0
| �B|

P1

θ

O1

R

a

P2

A

O2

θ

α

M

P3

O3

Figure in the plane of the trajectory
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Numerical data:

m = 0.1 10−31 kg

v0 = 2.3 107 ms−1

a = 0.02 m

d = 0.27 m

e = 1.6 10−19 C.

b) Sensitivity to �B . To study the sensitivity of pointM to the magnetic field �B, we
assume that �B varies in [−λ, λ]2 (with λ = 4 10−3 Tesla), equipped with the error
structure (

[−λ, λ]2,B
([−λ, λ]2),P,D, u → u′

1
2 + u′

2
2
)
.

We can now compute the quadratic error on M , i.e. the matrix

�=
[
M,Mt

] =
(
�[X] �[X, Y ]
�[X, Y ] �[Y ]

)
=
 ( ∂X

∂B1
)2 + ( ∂X

∂B2
)2 ∂X

∂B1

∂Y
∂B1

+ ∂X
∂B2

∂Y
∂B2

∂X
∂B1

∂Y
∂B1

+ ∂X
∂B2

∂Y
∂B2

( ∂Y
∂B1
)2 + ( ∂Y

∂B2
)2

.
This computation is made possible using a symbolic calculus program. The result will
not be presented herein due to space constraints.

However, if we were to simplify formulae (1) to the second order for small | �B|,
we would obtain

θ = ae

mv0
| �B| + 1

6

(
ae

mv0

)2

| �B|3

and

X =
[(a

2
+ d

) ae

mv0
+
(
a

12
+ d

2

)(
ae

mv0

)3

| �B|2
]
B2

Y = −
[(a

2
+ d

) ae

mv0
+
(
a

12
+ d

2

)(
ae

mv0

)3

| �B|2
]
B1.

Thus

(2)

{
X = (

α + β
(
B2

1 + B2
2

))
B2

Y = −(α + β
(
B2

1 + B2
2

))
B1

and we have

�=
[
M,Mt

]
=
4β2B2

1B
2
2 + (α + βB2

1 + 3βB2
2

)2 −2βB1B2
(
α + 3β

(
B2

1 + B2
2

))
−2βB1B2

(
α + 3β

(
B2

1 + B2
2

))
4β2B2

1B
2
2 + (α + βB2

2 + 3βB2
1

)2
 .(3)
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It follows in particular, by computing the determinant, that the law ofM is absolutely
continuous (see Proposition III.16 of Chapter III).

If we now suppose that the inaccuracy on the magnetic field stems from a noise
in the electric circuit responsible for generating �B and that this noise is centered:
A
[
B1
] = A

[
B2
] = 0, we can compute the bias of the errors on M = (X, Y ):

A[X] = 1

2

∂2X

∂B2
1

�
[
B1
]+ 1

2

∂2X

∂B2
2

�
[
B2
]

A[Y ] = 1

2

∂2Y

∂B2
1

�
[
B1
]+ 1

2

∂2Y

∂B2
2

�
[
B2
]

which yields

A[X] = 4βB2

A[Y ] = −4βB1.

By comparison with (2), we can observe that

A
[−−→
O3M

] = 4β

α + β| �B|2
−−→
O3M.

In other words, the centered fluctuations of size ε2 of the magnetic field induce not
only an error on the spot, which is a small elliptical blotch described by matrix (3),
but also a bias in the direction

−−→
O3M due to nonlinearities and (in the second-order

approximation of the equation) equal to 4β
α+β| �B|2

−−→
O3M ε2.

With the above numerical data at the extreme border of the screen where the error
is largest, we obtain for the spot:

• a standard deviation in the direction
−−→
O3M

σ1 = 51 ε,

• a standard deviation in the orthogonal direction

σ2 = 45 ε,

• a bias in the direction
−−→
O3M

b = 16 103 ε2.

Taking ε = 10−4 Tesla, which is a very large error, the standard deviation (about half a
centimeter at the border of the screen) is 30 times greater than the bias. With a smaller
error, the bias becomes negligible with respect to standard deviation.
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In the following figure, we have changedα andβ in order for the standard deviation
and bias to both appear (the ellipse has the same meaning as in Chapter I, Section 2.2; it
is a level curve of a very concentrated Gaussian density with�[M,Mt ]ε2 as covariance
matrix and A[M]ε2 as bias).

bias

y

O3 x

The appearance of biases in the absence of bias on the hypotheses is specifically
due to the fact that the method considers the errors, although infinitesimal, to be
random quantities. This feature will be highlighted in the following table.

1.2 Comparison of approaches. Let us provide an overview of the various ap-
proaches to error calculus.

Table. Main classes of error calculi

Deterministic sensitivity
Deterministic analysis: Interval
approaches derivation with respect to calculus

the parameters of the model

Error calculus using
Probabilistic Dirichlet forms Probability
approaches first order calculus

only dealing with
variances

second order calcu-
lus with variances
and biases

theory

Infinitesimal errors Finite errors

At the right-hand side of the table and below, the usual probability calculus is
displayed in which the errors are random variables. Knowledge of the joint laws of
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quantities and their errors is assumed to be yielded by statistical methods. The errors
are finite and the propagation of the errors requires computation of image probability
laws.

At the right-hand side and above is the interval calculus which, in some sense, is
a calculus for the supports of probability laws with compact supports.

In the other column and above is the usual deterministic sensitivity calculus which
consists of computing derivatives with respect to parameters. Let us remark that this
calculus also applies to functional coefficients using Fréchet or Gâteaux derivatives.

Now, there is also a probabilistic calculus with infinitely small errors: the error
calculus based on Dirichlet forms. It is a specific differential calculus taking in account
some features of the probabilistic approach. In the same framework, either a first-order
calculus on variances, which is simple and significant enough for most applications,
or a second-order calculus dealing with both variances and biases can be performed.

1.3 Choice of �[X] and A[X]. In order to implement error calculus on a model
containing the scalar quantity X, the simplest way is to suppose that X and its
error are independent of the remainder of the model, i.e. they take place by a fac-
tor
(
R, B(R), m, d, γ

)
, such that the error structure will have the form:

(�,A,P,D, �) = (
�̃, Ã, P̃, D̃, �̃

)× (
R,B(R),m, d, γ

)
.

In such a situation, under typical regularity assumptions, we can choose �[X] and
A[X] as we want (or at least the choice may be made with great freedom) and then
study the propagation of both the variance and bias of error through the computation.

The variances of errors and the biases on regular functions will follow by means
of

�
[
F(X)

] = F ′2(X)�[X]
A
[
F(X)

] = F ′(X)A[X] + 1

2
F ′′(X)�[X],

and if Y is defined on
(
�̃, Ã, P̃, D̃, �̃

)
for regular G we will obtain

�
[
G(X, Y )

] = G′
1

2
(X, Y )�[X] +G′

2
2
(X, Y )�[Y ]

A
[
G(X, Y )

] = G′
1(X, Y )A[X] +G′

2(X, Y )A[Y ] + 1

2
G′′

11(X, Y )�[X]

+ 1

2
G′′

22(X, Y )�[Y ].

The measure m follows from the choice of �[X] and A[X], as shown by the
following lemma, whose hypotheses could be weakened if we were to work in Dloc
(and in DAloc in a sense to be specified).
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Lemma. Let I be the identity map from R → R. Let us impose �[I ] and A[I ]. More
formally, let g and a be two functions from R to R s.t. g > 0, with a and g being
continuous. Let

f (x) = exp

(∫ x

0

2a(t)

g(t)
dt

)
.

We assume

(1 + I 2)
f

g
∈ L1(R, dx) and (1 + I 2)f ∈ L1(R, dx).

Let k be the constant
∫

R

f (x)
g(x)

dx. Then the error pre-structure(
R,B(R),

f (x)

kg(x)
dx,C1

K, u → u′2g
)

is closable such that I ∈ D, �[I ] = g and I ∈ DA, A[I ] = a.

With g = 1 and a(x) = − x
a

, we obtain the Ornstein–Uhlenbeck structure.

Proof . a) The function f
kg

and g are continuous hence, by means of the Hamza
condition, the pre-structure is closable.

b) Let us show that C1
K is dense in C1 ∩ Lip for the D-norm.

Let u ∈ C1 ∩ Lip with Lipschitz constant C. Let ϕn ∈ C1
K s.t. ϕn(x) = 1 on

[−n, n] and ϕn(x) = 0 outside ] − n − 2, n + 2[, ∥∥ϕ′
n

∥∥∞ ≤ 1,
∣∣ϕn∣∣ ≤ 1. The

C1
K -functions ϕn · u then verify

ϕn · u → u a.e.

ϕ′
nu+ ϕnu

′ → u′ a.e.∣∣ϕnu∣∣ ≤ C|I | + C1 ∈ L2
(
f

g
dx

)
∣∣ϕ′
nu+ ϕnu

′∣∣ ≤ C|I | + C1 + C ∈ L2(f dx)

which yields the result by dominated convergence.
c) Hence I ∈ D and by the above approximation

�[I ] = g.

d) Let us use the lemma of Remark III.5 to show I ∈ DA:

E [I, u] = 1

2

∫
u′(x)g(x) f (x)

kg(x)
dx

= −〈u, a〉
L2
(
f
kg
dx
) ∀u ∈ C1

K.

Thus, I ∈ DA and
A[I ] = a. �
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Remark V.1 (No error on the constants!). In an error structure the measure P is com-
pulsory, although in some almost-sure calculations with� andA, it may be unspecified
as explained above.

It is not possible, within this theory, to consider a factor
(
R, B(R), m, d, γ

)
in which m would be a Dirac mass, unless γ were zero. In other words, erroneous
quantities are necessarily random. The theory does not address the question of either
the error on π or the error on the speed of light. For this kind of situation, when
investigating the propagation of inaccuracy, we must rely on ordinary differential
calculus or, if focusing on covariances and biases, content ourselves with error pre-
structures.

The present theory focuses more on the measurement device than on the quantity
itself. As Gauss tackled the problem, the quantity may vary inside the scope of the
instrument (here is the probability law) and the measurement yields a result and an
error both depending on the physical quantity. Thus, a Dirac mass would correspond
to a measurement device only able to measure one single value!

Example V.2 (Interest rate models). Consider a financial model of interest rate. The
short-term rate r(t) is a stochastic process and the price at time t of a discount bond
with principal 1 Euro, (the so-called “zero-coupon” bond), can be computed, with
some additional hypotheses, thanks to the formula

P(t, T ) = E

[
e−

∫ T
t r(s) ds | Ft

]
.

Once the model parameters have been calibrated by use of market data, the error
calculus can assess the sensitivity of r(0) and P(0, T ) to the hypotheses. It is also
natural to be interested in quantities r(h) and P(h, T ) for h > 0 as well as in their
best estimates provided by the model at time 0.

a) Elementary model. Suppose that the short-term rate can be written as follows:

r(t) = b + a1e
−t + a2te

−t + a3
t2

2
e−t

with a1, a2 and a3 being random, independent and uniformly distributed on [−b, b].
Necessarily

a1 = r(0)− b

a2 = r ′(0)+ r(0)− b

a3 = r ′′(0)+ 2r ′(0)+ r(0)− b

and the behavior of r(t) is deterministic after t = 0.

P(0, T ) = exp

{
−
(
bT + a1(1 − e−T )+ a2(1 − (1 + T )e−T

)
+ a3

(
1 −

(
1 + T + T 2

2

)
e−T

))}
.
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Supposing a1, a2 and a3 are erroneous and modeled on(
[b, b],B, dx

2b
,H 1[[−b, b]), u → u′2

)3

,

we obtain that the proportional quadratic error on the zero-coupon bond is determin-
istic:

�
[
P(0, T )

](
P(0, T )

)2 = (
1 − e−T

)2 + (1 − (1 + T )e−T
)2 +

(
1 −

(
1 + T + T 2

2

)
e−t
)2

.

This example displays clearly the mathematical difficulties encountered when speak-
ing about biases: intuitively by the symmetry of the hypotheses r(t) has no bias since
A[a1] = A[a2] = A[a3] = 0. Instead P(0, T ) is biased and its bias is always strictly
positive:

A
[
P(0, T )

]
P(0, T )

= 1

2

�
[
P(0, T )

](
P(0, T )

)2 .
However, this is not completely correct by the fact that a1 does not belong to the domain
of the generator in L2-sense. If the domain of the form is taken to be H 1[−b, b],
functions in DA must satisfy f (b) = f (−b) = 0 as shown, once again, by the
lemma of Remark III.5.

We shall not investigate deeper this field of research in the present book. It would
be necessary to introduce the notion of extended generator (cf. H. Kunita [1969],
P.-A. Meyer [1976], G. Mokobodzki [1978], D. Feyel [1978], N. Bouleau [1981]).

b) Vasicek model. It is supposed that

r(t)− b = z(t)

is an Ornstein–Uhlenbeck process, i.e. a centered Gaussian process that is Markovian
with semigroup (see Chapter II):

PtF (x) =
∫
F
(√
e−αt x +

√
1 − e−αt βy

)
dm(y)

where m = N (0, 1) is the reduced normal law and α, β are two strictly positive
parameters.

The best estimate of r(h) given F0 is usually obtained using the Wiener filtering
procedure, yet is highly simplified herein by the Markovian property:

(4) E
[
r(h) | F0

] = b + Ph[I ]
(
z0
) = b +

√
e−αh (r(0)− b)

where I denotes the identity map on R.
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The price of the zero-coupon bond is also computed thanks to the Markov property,

P(0, T ) = E

[
e−

∫ T
0 r(s) ds | F0

]
= Ez0

[
e−

∫ T
0 r(s) ds

]
,

and using the fact that
∫ T

0 r(s) ds is a Gaussian random variable with mean

Ez0

[∫ T

0
r(s) ds

]
= 1 − e− α

2 T

α
2

z0 + bT = M(α, T )z0 + bT

and with variance

Varz0

[∫ T

0
r(s) ds

]
= 4β2

α

[
T − 2

α

(
1 − e−

α
2 T
)

− 1

α

(
1 − e−

α
2 T
)2
]

= V (α, β, T )

we then obtain

(5) P(0, T ) = e−M(α,T )z0+ 1
2V (α,β,T )−bT .

It follows that

E
[
P(h, T ) | F0

] = E

[
e−M(α,T−h)zh+ 1

2V (α,β,T−h)−b(T−h) | F0

]
= e

1
2V (α,β,T−h)−b(T−h)

∫
e
−M(α,T−h)

(√
e−αhz0+

√
1−e−αhβy

)
dm(y)

and

(6) E
[
P(h, T ) | F0

] = exp

{
−Me−α

2 hz0 + 1

2
V −b(T −h)+ 1

2
M2(1−e−αh)β2

}
.

c) Alternative case. If we take

r(t)− b = y(t)

where y(t) is the stationary Gaussian process solution to

y′(t)+ y(t) = z(t)

where z(t) is as stated above, r(t) becomes a more regular process (with finite varia-
tion). The computation can be conducted similarly. Noting that

y(t) = e−t y(0)+ e−t
∫ t

0
esz(s) ds

and using the Gaussian and Markov properties of z(t), we obtain

E
[
r(h) | F0

] = b + e−hy(0)+ he−hz0 if α = 2(7)

= b + e−hy(0)+ e− α
2 h − e−h

1 − α
2

z0 if α �= 2(8)
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and

(9) P(0, T ) = eK+Ly(0)+Ny′(0) = eK
′+Lr(0)+Nr ′(0)

where the constants K , L, M , K ′ depend on b, α, β, T .
Formulae (4) to (9) allow studying the sensitivities and cross-sensitivities of quan-

tities r(0), r(h), P(0, T ), P(h, T ), E
[
r(h) | F0

]
and E

[
P(h) | F0

]
with respect to

parameters b, α, β, h and T , in the same spirit as that adopted in the case of the
cathodic tube. These parameters must first be randomized and we obtain �

[
P(0, T )

]
and A

[
P(0, T )

]
for instance, as functions of the � and A of the parameters.

At this point, let us note that our model is different from a finite dimensional model
by the presence of a stochastic process, here stationary, z(t) and we may also consider
this process as an erroneous hypothesis and identify the consequences of this error.

Suppose that the process z(t) is defined on an error structure (see Chapter VI),
such that z(t) ∈ D and even z(t) ∈ DA ∀t , and furthermore

�
[
z(t + h), z(t)

] = e−h

A
[
z(t)

] = −1

2
z(t).

From the relation (5) we draw the following:

�
[
P(0, T )

] = M2(P(0, T ))2
�
[
P(0, T ), P (h, T )

] = M(α, T )M(α, T − h)P (0, T )P (h, T )e−h

A
[
P(0, t)

] = 1

2
M(α, T )P (0, T )z(0)+ 1

2

(
M(α, T )

)2
P(0, T ).

We now see that the proportional quadratic error

�
[
P(0, T )

](
P(0, T )

)2 = (
M(α, T )

)2
is constant (does not depend on r(0)) and that the proportional bias

A
[
P(0, T )

]
P(0, T )

= 1

2
M(α, T )z(0)+ 1

2

(
M(α, T )

)2
is an affine function of z(0) = r(0)− b with a positive value at the origin.

In a more complete study, it would be interesting to consider several error struc-
tures, since, as we will see in Chapter VI, they can yield appreciably different results
for infinite dimensional models.

Remark V.3 (Best estimates and prediction). Regarding forecasting, i.e. finding the
best estimate of r(h) or P(h, T ), we can project r(h) and P(h, T ) onto the space of
what is known at time zero, either in the sense of L2 or in the sense of the norm ‖ · ‖D,
or even in the sense of another mixed norm(

α‖ · ‖L2 + (1 − α)E [·])1/2.
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Under hypotheses in which these projections exist, the result will in general be
different. The L2-projection does not take errors into account. The D-norm or mixed
norms provide more regular results (in D).

We shall study this question in Section 4 of the present chapter.

2 The gradient and the sharp

One of the features of the operator � is to be quadratic or bilinear like the variance
or covariance. That often makes computations awkward to perform. If we accept to
consider random variables with values in Hilbert space, it is possible to overcome this
problem by introducing a new operator, the gradient, which in some sense is a linear
version of the standard deviation of the error.

2.1 The gradient. Let S = (�,A,P,D, �) be an error structure. If H is a real
Hilbert space, we denote either by L2

(
(�,A,P),H

)
or L2(P,H) the space of H -

valued random variables equipped with the scalar product

(U, V )L2(P,H) = E
[〈U,V 〉H

]
.

This space can be identified with the Hilbertian (completed) tensor product
L2(�,A,P)⊗ H .

Definition V.4. Let H be a Hilbert space. A linear operatorD from D into L2(P,H)

is said to be a gradient ( for S) if

∀u ∈ D �[u] = 〈Du,Du〉H .
In practice, a gradient always exists thanks to the following result that we admit

herein (see Bouleau and Hirsch [1991] Exercise 5.9 p. 242).

Fact V.5 (G. Mokobodzki). Once the space D is separable (i.e. possesses a dense
sequence), there exists a gradient for S.

Proposition V.6. Let D be a gradient for S with values in H . Then ∀u ∈ Dn

∀F ∈ C1 ∩ Lip(Rn),

D[F ◦ u] =
n∑
i=1

∂F

∂xi
◦ u D[ui] a.e.

Proof . Considering the difference of the two members, we have∥∥∥D[F ◦ u] −
∑
i

∂F

∂xi
◦ u D[ui]

∥∥∥2

H
= �[F ◦ u] − 2

∑
i

∂F

∂xi
◦ u�[F ◦ u, ui

]
+
∑
ij

∂F

∂xi
◦ u ∂F

∂xj
◦ u�[ui, uj ].
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This expression however vanishes by virtue of the functional calculus for �. �

The same argument shows that Lipschitzian calculus on functions of one variable
is also valid for D.

For the examples of finite dimensional structures given in Chapter III, a gradient
is easily constructed by taking a finite dimensional Euclidean space for H .

In the classical case of a domain of Rd with �[u] = ∑
i

(
∂u
∂xi

)2
and the Lebesgue

measure (Example III.6), the gradient coincides with the usual gradient on regular
functions.

In the case of Example III.23 where �[u] = ∑
ij aij (x)

∂u
∂xi

∂u
∂xj

, a gradient may be

taken as D[u] = B · ∇u, where matrix B satisfies BtB = (
aij
)
.

Obtaining a gradient for a product is straightforward. To acknowledge this, let us
introduce, for a sequence of Hilbert space Hn, the direct sum

H =
⊕
n

Hn

as a subvector space of
∏
nHn equipped with the scalar product

〈
(u1, . . . , un, . . .), (v1, . . . , vn, . . .)

〉
H

=
∞∑
n=1

〈
un, vn

〉
Hn
.

Proposition V.7. Let Sn = (
�n,An,Pn,Dn, �n

)
be error structures equipped with

gradients
(
Dn,Hn

)
. Then the product

S = (�,A,P,D, �) =
∏
n

Sn

possesses a gradient with values in H = ⊕
nHn, given for u ∈ D by

D[u] = (
D1[u], . . . , Dn[u], . . .

)
where Dn[u] means that the operator Dn acts on the n-th variable of u.

Proof . The demonstration follows straightforwardly from the theorem on products
(Theorem IV.8) using �[u] = ∑

n �n[u]. �

The behavior of the gradient unfortunately is not very good by images. Taking the
image of S by X ∈ D, the natural candidate

DX[u](x) = E
[
D[u ◦X] | X = x

]
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is not a gradient for the image structure because

E
[〈D[u ◦X],D[u ◦X]〉H | X = x

]
�= 〈

E
[
D[u ◦X] | X = x

]
,E
[
D[u ◦X] | X = x

]〉
H
.

In practice, when considering image structures, we must reconstruct a new gradient
on the new structure. In terms of errors, this remark means that the gradient is not
intrinsic, but rather a derived concept dependent on the presentation we adopt.

2.2 The sharp. Let (�,A,P,D, �) be an error structure and (�̂, Â, P̂) be a copy of
(�,A,P).

As soon as the operator � does not vanish identically, the space L2(�,A,P) is
compulsory infinite dimensional. Indeed, let us suppose that the σ -field A is generated
by a finite number of disjoint atoms Ai . Then any random variable is of the form∑
ai1Ai and the functional calculus implies �[1Ai ] = 0, hence � = 0.
Thus the copy L2(�̂, Â, P̂) is infinite dimensional. Therefore, if (D,H) is a

gradient for S, there is an isometry J from H into L2(�̂, Â, P̂) and setting u# =
J
(
D[u]) yields a gradient with values in L2(�̂, Â, P̂) and L2

(
P, L2(�̂, Â, P̂)

)
being

identified with L2(�× �̂, A × Â, P × P̂). We then obtain:

• ∀u ∈ D u#(w, ŵ) ∈ L2(P × P̂)

• ∀u ∈ D �[u] = Ê
[
(u#)2

]
• ∀u ∈ Dn F ∈ C1 ∩ Lip

(
Rn
) (
F(u1, . . . , un)

)# = ∑
i
∂F
∂xi

◦ u · u#
i .

This choice is particularly useful for stochastic calculus with error structures on
the Wiener space (see Chapter VI) and also in ergodic theory (see Bouleau and Hirsch
Chapter VII).

Remark. If in Proposition V.7 the gradient on each factor is in fact a sharp, then the
gradient obtained on the product structure is also a sharp. This finding is due to the
simple fact that the product of the copy spaces is a copy of the product.

2.3 The adjoint δ or “divergence”. Since the domain D of D is dense in L2(P),
the gradient D possesses an adjoint operator. This adjoint δ is defined on a domain
included in L2(P,H) with values in L2(P): in L2(P):

dom δ = {
U ∈ L2(P,H) : there exists a constant C such that

|E〈D[u], U〉H | ≤ C‖u‖L2(P) ∀u ∈ D
}

and if U ∈ dom δ

(10) 〈δU, u〉L2(P) = 〈U,D[u]〉L2(P,H) ∀u ∈ D.

Adjoint operators are always closed.
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3 Integration by parts formulae

Let S = (�,A,P,D, �) be an error structure. If v ∈ DA, for all u ∈ D we have

(11)
1

2
E
[
�[u, v]] = −E

[
uA[v]].

This relation is already an integration by parts formula since � follows first-order
differential calculus, in particular if F ∈ Lip with Lebesgue derivative F ′:

(12)
1

2
E
[
F ′(u)�[u, v]] = −E

[
F(u)A[v]].

We know that D ∩ L∞ is an algebra (Proposition III.10), hence if u1, u2 ∈ D ∩ L∞
we can apply (11) to u1u2 as follows:

(13)
1

2
E
[
u2�[u1, v]

] = −E
[
u1u2A[v]]− 1

2
E
[
u1�[u2, v]

]
which yields for ϕ Lipschitz

(14)
1

2
E
[
u2ϕ

′(u1)�[u1, v]
] = −E

[
ϕ(u1)u2A[v]]− 1

2
E
[
ϕ(u1)�[u2, v]

]
.

Let us now introduce a gradientD with values in H along with its adjoint operator
δ. The preceding formula (10) with u ∈ D, U ∈ dom δ

(15) E[uδU ] = E
[〈D[u], U〉H

]
provides, as above, for ϕ Lipschitz

(16) E
[
ϕ′(u)〈D[u], U〉H

] = E[ϕ(u)δU ].
Moreover if u1, u2 ∈ D ∩ L∞ and U ∈ dom δ

(17) E
[
u2〈Du1, U〉H

] = E
[
u1u2δU

]− E
[
u1〈Du2, U〉H

]
.

Application: The internalization procedure (see Fournié et al. [1999]). Suppose
the following quantity is to be computed

d

dx
E[F(x,w)].

If the space � can be factorized � = R × �̃ such that w ∈ � be represented
w = (w1, w2) with w1 ∈ R and the random variable F(x,w) be written

F(x,w) = �
(
f (x,w1), w2

)
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we can consider w1 to be erroneous and place an error structure on it, e.g.
(
R, B(R),

N (0, 1), H 1(N (0, 1)), u → u′2) with gradient D (with H = R) and adjoint δ.
Supposing the necessary regularity assumptions to be fulfilled, we can now write

∂F

∂x
(x,w) = ∂f

∂x

(
x,w1

)
�′

1

(
f (x,w1), w2

)
and

DF = ∂f

∂w1

(
x,w1

)
�′

1

(
f (x,w1), w2

)
.

Thus
∂F

∂x
= DF · ∂f

∂x

(
∂f

∂w1

)−1

,

and by (17) with U = 1

E
∂F

∂x
= E

[
∂f

∂x

(
∂f

∂w1

)−1

DF

]

= E

[
F
∂f

∂x

(
∂f

∂w1

)−1

δ[1]
]

− E

[
FD

[
∂f

∂x

(
∂f

∂w1

)−1
]]

.

Finally
(18)
d

dx
E[F ] = E

[
�
(
f (x,w1), w2

) {∂f
∂x

(
∂f

∂w1

)−1

δ[1] −D

[
∂f

∂x

(
∂f

∂w1

)−1
]}]

.

If the term { · } can be explicitely computed, the right-hand member is easier to obtain
by Monte Carlo simulation than is the left-hand side a priori, especially when the
function � often varies while f remains the same.

4 Sensitivity of the solution of an ODE to a functional
coefficient

In this section, we are interested in the following topics.

(i) Error calculus on f (X) when f and X are erroneous.

(ii) Error calculus for an ordinary differential equation y′ = f (x, y), y(0) = Y0
when f , x and Y0 are erroneous.
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4.1 Error structures on functional spaces. Let �1 be a space of functions (not
necessarily a vector space), e.g. from Rd into R, and let us consider an error structure
S1 = (

�1, A1, P1, D1, �1
)

with the following properties.

a) The measure P1 is carried by the C1 ∩ Lip function in �1.

b) Let S2 = (
Rd ,B(Rd),P2,D2, �2

)
be an error structure on Rd such that

C1 ∩ Lip ⊂ D2. Let us suppose the following: If we denote Vx the valua-
tion at x, defined via

Vx(f ) = f (x) f ∈ �1,

Vx is a real functional on �1 (a linear form if �1 is a vector space). We now
suppose that for P2-a.e. x we have Vx ∈ D1, and the random variable F defined
on �1 × Rd by

F(f, x) = Vx(f )

satisfies ∫ (
�1[F ] + �2[F ]) dP1 dP2 < +∞.

The theorem on products then applies and we can write

(19) �[F ] = �1[F ] + �2[F ].
Let us consider that the two structures S1 and S2 have a sharp operator. This

assumption gives rise to a sharp on the product structure (see the remark in Section 2.5).

Proposition V.8. With the above hypotheses, yet with d = 1 for the sake of simplicity,
let X ∈ D2, then f (X) ∈ D and

(20)
(
f (X)

)# = f #(X)+ f ′(X)X#.

Proof . This system of notation has to be explained: On the left-hand side, f (X) is a
random variable on �1 × Rd , defined via

F(f, x) = Vx(f )

and
f (X) = F(f,X).

The first term on the right-hand side denotes the function of x(
Vx
)# taken on X.

The second term is clearly apparent, f ′ is the derivative of f (since f is C1 ∩ Lip
P1-a.s.). With this notation, the proposition is obvious from Proposition V.6. �
Examples V.9. We will construct examples of situations as described above when the
space �1 is
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(j) either a space of analytic functions in the unit disk with real coefficients

f (z) =
∞∑
n=0

anz
n

(jj) or a space of L2 functions, e.g. in L2[0, 1]
f (x) =

∑
n∈Z

ane
2iπnx,

with, in both cases, setting the an to be random with a product structure on them.

4.2 Choice of the a priori probability measure. If we choose the an to be i.i.d.,
the measure P1 is carried by a very small set and the scaling f → λf gives from P1
a singular measure.

In order for P1 to weigh on a cone or a vector space, we use the following result.

Property. Let µ be a probability measure on R with a density (µ � dx). We set

µn = αnµ+ (1 − αn
)
δ0

with αn ∈]0, 1[ ,
∑
n αn < +∞. Let an be the coordinate maps from RN into R, then

under the probability measure ⊗nµn, only a finite number of an are non zero and the
scaling

a = (
a0, a1, . . . , an, . . .

) �→ λa = (
λa0, λa1, . . . , λan, . . .

)
(λ �= 0)

transforms ⊗nµn into an absolutely continuous measure [equivalent measure if
dµ
dx
> 0].

The proof is based upon the Borel–Cantelli lemma and an absolute continuity
criterion for product measures (see Neveu [1972]) which will be left as an exercise.

Hereafter, in this Section 4, we will suppose the measure P1 = ⊗nµn with µn
chosen as above. The an’s are the coordinate mappings of the product space.

4.3 Choice of �. On each factor, the choice is free provided that the structure be
closable and the coordinate functions an be in D. (Under µn = αnµ + (

1 − αn
)
δ0,

the Dirac mass at zero imposes the condition �
[
an
]
(t) = 0 for t = 0.) We suppose in

the sequel that the µn possess both first and second moments.
We will now consider two cases:

(α) �
[
an
] = a2

n, �
[
am, an

] = 0, m �= n;

(β) �
[
an
] = n2a2

n, �
[
am, an

] = 0, m �= n.
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4.4 Analytic functions in the unit disk. Let us consider case (j). With hypotheses
(α), we have

�
[
Vx
]
(f ) =

∑
n

a2
nx

2n.

Since

f
(
ze2iπt) =

∞∑
n=0

anz
ne2iπnt ,

using that
(
e2iπnt

)
n∈Z

is a basis of L2
C
[0, 1], we obtain

(21) �
[
Vx
]
(f ) =

∫ 1

0

∣∣∣f (xe2iπt)∣∣∣2 dt
and in case (β)

(22) �
[
Vx
]
(f ) = x2

∫ 1

0

∣∣∣f ′(xe2iπt)∣∣∣2 dt.
In order to answer Question (i), let us now consider an erroneous random variable

X defined on
(
R, B(R), P2, D2, �2

)
as above and examine the error on

F(f,X) = f (X) = VX(f ).

From (20) and (21) we have in case (α)

(23) �
[
f (X)

] =
∫ 1

0

∣∣f (Xe2iπt)∣∣2 dt + f ′2(X)�[X]

and with (22) in case (β)

(24) �
[
f (X)

] = X2
∫ 1

0

∣∣f ′(Xe2iπt)∣∣2 dt + f ′2(X)�[X].

4.5 L2-functions. The case of L2-functions is similar. If f is represented as

f (x) =
∑
n∈Z

ane
2iπnt in L2[0, 1],

we have

�
[
f (X)

] = �
[
Vt
]
(f )
∣∣
t=X + f ′2(X)�[X].

(Let us recall that f is almost surely a trigonometric polynomial.)
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4.6 Sensitivity of an ODE. To study the sensitivity of the solution of

y′ = f (x, y)

to f , let us consider the case where f is approximated by polynomials in two variables

f (x, y) =
∑

apqx
pyq.

We choose the measure P1 and �1, as explained in 4.2 and 4.3 and in assuming
measures µn to be centered for purpose of simplicity.

Then, if we take hypothesis (α)

�
[
apq
] = a2

pq

we obtain a sharp defined by

a#
pq = apq

âpq

βpq

where

βpq = ∥∥an∥∥L2(µn)
=
(∫

R

x2 dµn(x)

)1/2

.

This sharp defines a sharp on the product space and if we consider the starting point
y0 and the value x to be random and erroneous, denoting

y = ϕ
(
x, y0

)
the solution to {

y′ = f (x, y)

y(0) = y0,

we then seek to compute �[Y ] for

Y = ϕ
(
X, Y0

)
.

First, suppose f alone is erroneous.
Let us remark that by the representation

f (t, y) =
∑
p,q

apqt
pyq,

the formula
(f (t, Y ))# = f #(t, Y )+ f ′

y(t, Y )Y
#

is still valid even when Y is not independent of f . Indeed, this expression means that(∑
p,q

apqt
pY q

)# =
∑
p,q

a#
pq.t

pY q +
∑
p,q

apqt
pqY q−1Y #
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which is correct by the chain rule once integrability conditions have been fulfilled,
thereby implying f (t, Y ) ∈ D.

Hence from

yx = y0 +
∫ x

0
f
(
t, yt

)
dt,

we have

y#
x =

∫ x

0

(
f #(t, yt)+ f ′

2

(
t, yt

)
y#
t

)
dt.

Let

Mx = exp
∫ x

0
f ′

2

(
t, yt

)
dt

by the usual method of variation of the constant. This yields

y#
x = Mx

∫ x

0

f #(t, yt )

Mt

dt.

Now

f #(t, yt) =
∑
p,q

tpy
p
t apq

âpq

βpq

and

�
[
yx
] = M2

x Ê

∑
pq

∫ x

0

tpy
p
t apq

âpq
βpq

Mt

dt

2

.

Moreover

(25) �
[
yx
] = M2

x

∑
p,q

(∫ x

0

tpy
q
t

Mt

dt

)2

a2
pq.

Iff ,X andY0 are all three erroneous with independent settings, we obtain similarly
for Y = ϕ

(
X, Y0

)
�[Y ] = �

[
yx
]∣∣∣
x=X,y0=Y0

+ ϕ′
1

2(
X, Y0

)
�[X] + ϕ′

2
2(
X, Y0

)
�
[
Y0
]
,

however
ϕ′

1

(
x, y0

) = f
(
x, y0

) =
∑
p,q

apqx
py

q
0

and

ϕ′
2

(
x, y0

) = Mx = exp
∫ x

0
f ′

2

(
t, yt

)
dt

= exp
∑
p,q

qapq

∫ x

0
tpϕ(t, y0)

q−1 dt.
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Thus

�[Y ] = M2
X

∑
p,q

(∫ X

0

tpy
q
t

Mt

dt

)2

a2
pq

+
(∑
p,q

apqX
pY

q
0

)2
�[X]

+M2
X�
[
Y0
]
.

(26)

where MX = exp
{∑

p,q qapq
∫ X

0 tpϕ(t, Y0)
q−1 dt

}
. Let us recall herein that all of

these sums are finite.

Comment. The method followed in Section 4 on examples is rather general and
applies in any situation where a function is approximated by a series with respect to
basic functions. It reveals the sensitivity to each coefficient in the series. As seen
further below, this method also applies to stochastic differential equations.

5 Substructures and projections

Let (�,A,P,D, �) be an error structure. If we know the quadratic error on Y =(
Y1, . . . , Yq

)
, what then can be said about the error on X? Is it possible to bound it

from below? Is there a function of Y which represents X at its best?
Let us remark that if we can find F andZ = (

Z1, . . . , Zp
)

such thatX = F(Y,Z)

and �
[
Zi, Yj

] = 0, then we obtain the inequality

�[X] ≥
∑
ij

∂F

∂yi
(Y, Z)

∂F

∂yj
(Y, Z)�

[
Yi, Yj

]
.

In more complex cases, we would require the notion of substructure. In this
section, all error structures are assumed to be Markovian.

5.1 Error substructures.

Proposition. Let (�,A,P,D, �) be an error structure. Let V0 be a subvector space
of D stable by composition with C∞ ∩ Lip(R) functions. Let V be the closure of V0
in D and V be the closure of V (or of V0) in L2(P). Then:

1) V = L2
(
P
∣∣
σ(V0)

)
where σ

(
V0
)

is the A-P-complete σ -field generated by V0.

2)
(
�, σ(V0),P

∣∣
σ(V0)

, V0,E
[
�[ · ] | σ(V0)

])
is a closable error pre-structure with

closure (
�, σ(V0),P

∣∣
σ(V0)

, V ,E
[
�[·] | σ(V0)

])
called the substructure generated by V0.
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As a consequence, the space V is necessarily stable by composition with Lipschitz
functions of several variables.

For the proof, see Bouleau and Hirsch [1991], p. 223.
Let

(
Yi
)
i∈J

be a family of elements of D. Let us set

V0 = {
G
(
Yi1 , . . . , Yik

)
, k ∈ N,

{
i1, . . . , ik

} ⊂ J,G ∈ C∞ ∩ Lip
}
,

then the preceding proposition applies. The space V is denoted D
(
Yi, i ∈ J

)
and

called the Dirichlet sub-space generated by the family
(
Yi, i ∈ J

)
. The substructure

generated by V0 is also called the substructure generated by the family
(
Yi, i ∈ J

)
.

5.2 Remarks on projection and conditional calculus. Let Y = (
Y1, . . . , Yq

) ∈ Dq

and let us suppose the existence of a gradient D with values in H . We then define

Grad(Y ) = {
ZD[U ], U ∈ D(Y ), Z ∈ L∞(P)

}L2(P,H)
,

where D(Y ) denotes the Dirichlet subspace generated by Y , as above.
Thanks to this space, D. Nualart and M. Zakai [1988] developed a calculus by con-

sidering a conditional gradientD[X|Y ] to be the projection ofD[X] on the orthogonal
of Grad(Y ) in L2(P,H). This notion is useful and yields nontrivial mathematical re-
sults (see Nualart–Zakai [1988], Bouleau and Hirsch [1991], Chapter V, Section 5).

Herein, we are seeking a representative of X in D(Y ). We proceed by setting

DY [X] = projection of D[X] on Grad(Y ),

and if X1 and X2 are in D we define

�Y
[
X1, X2

] = 〈
DY [X1],DY [X2]

〉
H
.

We then have:

Proposition V.10. Suppose det �
[
Y, Y t

]
> 0 P-a.e., then

DY
[
X1
] = �

[
X1, Y

t
]
�
[
Y, Y t

]−1
D[Y ]

and for X = (
X1, . . . , Xp)

�Y
[
X,Xt

] = �
[
X, Y t

]
�
[
Y, Y t

]−1
�
[
Y,Xt

]
.

Proof . Let us consider the case p = q = 1 for the sake of simplicity. Also consider

W = �[X, Y ]�[Y ]−1D[Y ],
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W ∈ L2(P,H) because

E
∥∥W∥∥2

H
= E

�[X, Y ]2

�[Y ] ≤ E
[
�[X]]

and if U = G(Y),

E〈W,ZD[U ]〉H = E

[
�[X, Y ]
�[Y ] · Z〈D[Y ],D[G(Y)]〉

]
= E

[
�[X, Y ]
�[Y ] Z�[Y ]G′(Y )

]
= E

[
�[X,G(Y )]Z]

= E
[〈X,ZD[U ]〉H

]
.

Since W ∈ Grad(Y ), it follows that W is the projection of X on Grad(Y ). �
Exercise V.11. From this proposition, show that if X ∈ D and Y ∈ D such that
�[X] · �[Y ] �= 0 P-a.e., then∣∣〈DX[Y ],DY [X]〉∣∣ ≤ ∣∣�[X, Y ]∣∣.
Remark V.12. DY [X] is not generally σ(Y )-measurable.

Furthermore, it may be that X ∈ D and X is σ(Y )-measurable despite X not
belonging to the Dirichlet subspace D(Y ).

For example, with the structure(
[0, 1],B([0, 1]), dx,H 1([0, 1]), u → u′2)

if Y = (
Y1, Y2

) = (sin πx, sin 2πx), we have σ(Y ) = B
([0, 1]). However, D(Y ) is

a subspace ofH 1 of function u s.t. limt→0 u(t) = limt→1 u(t), and there areX ∈ H 1

devoid of this property. �
Now consider the mixed norms

‖ · ‖α =
(
α‖ · ‖2

L2 + (1 − α)E [·]
)1/2

.

For α ∈]0, 1[, these norms are equivalent to ‖ · ‖D and D(Y ) is closed in D. We can
thus consider the projection pα(X) of X on D(Y ) for the scalar product associated
with ‖ · ‖α .

Exercise V.13. The mapping α → pα(X) is continuous from ]0, 1[ into D. When
α → 1, pα(X) converges weakly in L2

(
σ(Y )

)
to E[X | Y ].

As α → 0, the question arises of the existence of a projection for E alone. The
case q = 1 (Y with values in R) can be nearly completely studied with the additional
assumption of
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(R) ∀u ∈ D E [u] = 0 ⇒ u is constant P-a.e.

Lemma V.14. Assume (R). If Y ∈ D, the measure

Y∗
(
�[Y ] · P

)
is equivalent to the Lebesgue measure on the interval (essinf Y , esssup Y ).

Proof . We know that this measure is absolutely continuous.
Let F be Lipschitz. If �

[
F(Y ), Y

] ≡ 0, then E
[
F(Y )

] = 0, hence F is constant
PY -a.s. where PY is the law of Y .

Let B be a Borel subset
(
Y∗ �[Y ] · P

)
-negligible and let us take

F(y) =
∫ y

a

1B(t) dt.

It then follows from �
[
F(Y ), Y

] = F ′(Y )�[Y ] that F is constant PY -a.s.
Since the functionF is continuous and vanishes at a, the property easily follows. �

Let us remark that the property (R) is stable by product:

Proposition V.15. Let S = ∏
n

(
�n,An,Pn,Dn, �n

)
be a product structure. If each

factor satisfies (R), then S also satisfies (R).

Proof . Let us denote ξn the coordinate mappings and let Fn = σ
(
ξm,m ≤ n

)
. Then,

E
[· | Fn

]
is an orthogonal projector in D and if F ∈ D, Fn = E

[
F | Fn

]
converges

to F in D as n ↑ ∞.
Let F ∈ D such that E [F ] = 0, by E

[
Fn
] ≤ E [F ], �1

[
Fn
]+ · · · + �n

[
Fn
] = 0,

thus Fn does not depend on ξ1, nor on ξ2, . . . , nor on ξn and is therefore constant,
hence so is F . �
Proposition V.16. Suppose S = (�,A,P,D, �) satisfies assumption (R). LetX ∈ D

and Y ∈ D. If
E
[
�[X, Y ] | Y = y

]
E
[
�[Y ] | Y = y

]
is bounded PY -a.s., the random variable

ϕ(Y ) =
∫ Y

a

E
[
�[X, Y ] | Y = y

]
E
[
�[Y ] | Y = y

] dy

belongs to D(Y ) and achieves the minimum of E [X−�] among� ∈ D(Y ). Moreover,
it is unique.

In this statement, the function of y is (according to the lemma) assumed to be zero
outside of the interval (essinf Y , esssup Y ).
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Proof . ϕ is Lipschitz and satisfies

ϕ′(Y ) = E
[
�[X, Y ] | σ(Y )]

E
[
�[Y ] | σ(Y )] .

It then follows that for every F ∈ C1 ∩ Lip,

E
[
�[X, Y ]F ′(Y )

] = E
[
�[ϕ(Y ), Y ]F ′(Y )

]
i.e.

E
[
X,F(Y )

] = E
[
ϕ(Y ), F (Y )

]
.

This provides the required result. �
The hypothesis of this proposition will be satisfied in all of the structures encoun-

tered in the following chapter.
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Chapter VI

Error structures on fundamental spaces space

We will now construct several error structures on the three main spaces of probability
theory.

Starting with these structures it is possible, by means of images and products,
to obtain error structures on the usual stochastic processes. However studying these
derived structures is not compulsory, provided the usual stochastic processes have
been probabilistically defined in terms of the three fundamental probability spaces, in
general it suffices to consider error structures on these fundamental spaces.

1 Error structures on the Monte Carlo space

We refer to Monte Carlo space as the probability space used in simulation:

(�,A,P) = ([0, 1],B([0, 1]), dx)N.
We denote the coordinate mappings

(
Un
)
n≥0. They are i.i.d. random variables uni-

formly distributed on the unit interval.
To obtain an error structure on this space, using the theorem on products, it suffices

to choose an error structure on each factor; many (uncountably many) solutions exist.
We will begin by focus on two very simple (shift-invariant) structures useful in

applications.

1.1 Structure without border terms. Consider the pre-structure(
[0, 1],B[0, 1]), dx,C1([0, 1]), γ)

with γ [u](x) = x2(1 − x)2u′2(x) for u ∈ C1[0, 1]. Let([0, 1],B([0, 1]), dx, d, γ )
the associated error structure. We then have

Lemma VI.1.

d ⊂ {
u ∈ L2([0, 1]) : x(1 − x)u ∈ H 1

0

(]0, 1[)}
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and for u ∈ d

γ [u] = x2(1 − x)2u′2(x).

Proof . It is classical and straightforward to show that anyu in d belongs toH 1
loc

[]0, 1[)
and possesses a continuous version on ]0, 1[.

Let u ∈ d and let un ∈ C1[0, 1], such that

un → u in L2([0, 1])
and

x(1 − x)u′
n → v in L2([0, 1]).

Let us set h(x) = x(1−x) and examine the equicontinuity of the functions hαun. For
x, y ∈ [0, 1] we obtain

∣∣hαun(y)− hαun(x)
∣∣ ≤ ∣∣∣∣∫ y

x

(
hα
)′
un

∣∣∣∣+ ∣∣∣∣∫ y

x

hαu′
n

∣∣∣∣∣∣∣∣∫ y

x

(
hα
)′
un

∣∣∣∣ ≤ (∫ 1

0
u2
n(t) dt

)1/2 (∫ y

x

(
hα
)′2
(t) dt

)1/2

∣∣∣∣∫ y

x

hαu′
n

∣∣∣∣ ≤ (∫ 1

0

(
hu′

n

)2
(t) dt

)1/2 (∫ y

x

h2(α−1)(t) dt

)1/2

.

We observe that for α > 1
2 , the family hαun is equicontinuous (in both x and n). It

follows then that hαu possesses a continuous version with limits at 0 and 1.
Hence forα = 1 these limits vanish. We have proved thatx(1−x)u ∈ H 1

0

(]0, 1[).�
For the generator we now have:

Lemma VI.2. The domain DA contains C2
([0, 1]) and also the functions u ∈

C2
(]0, 1[) such that u ∈ d, with u′x(1 − x) bounded and u′′x2(1 − x)2 ∈ L2[0, 1].
On these functions

A[u](x) = 1

2
x2(1 − x)2u′′ + x(1 − x)(1 − 2x)u′

= u′A[I ] + 1

2
u′′�[I ].

Proof . We have u ∈ DA if and only if u ∈ d and v → E [u, v] is continuous on d for
the L2-norm. From

2E [u, v] =
∫ 1

0
u′v′x2(1 − x)2 dx

= [
u′vx2(1 − x)2

]1
0 −

∫ 1

0

(
u′x2(1 − x)2

)′
v dx
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we easily obtain the result with the reliance on the preceding proof. �
Let us now consider the product structure

(�,A,P,D, �) = ([0, 1],B([0, 1]), dx, d, γ )N
The coordinate mappings Un verify

Un ∈ DA ⊂ D

�
[
Un
] = U2

n

(
1 − Un

)2
�
[
Um,Un

] = 0 ∀m �= n

A
[
Un
] = Un

(
1 − Un

)(
1 − 2Un

)
.

Set ϕ(x) = x2(1 − x)2.

1.1.1. According to the theorem on products, if F = f
(
U0, U1, . . . , Un, . . .

)
is a

real random variable, then F ∈ D if and only if

∀n x → f
(
U0, . . . , Un−1, x, Un+1, . . .

) ∈ d

and
E

[∑
n

f ′
n

2(
U0, U1, . . .

)
ϕ
(
Un
)]
< +∞.

1.1.2. We can define a gradient with H = �2 and

DF =
(
f ′
n

(
U0, U1, . . .

)√
ϕ
(
Un
))
n∈N

.

1.1.3. If a ∈ �2, a = (
an
)
, we can easily observe that a ∈ dom δ and δ[a] =∑

n an
(
2Un − 1

)
(which is a square integrable martingale) such that, ∀F ∈ D

E
[〈DF, a〉] = E

[
F
∑
n

an
(
2Un − 1

)]
.

1.1.4. Applying this relation to FG for F,G ∈ D ∩ L∞ yields

E
[
G〈DF, a〉�2

] = E

[
F
(
G
∑
n

an
(
2Un − 1

)− 〈DG, a〉
)]
.

Proposition VI.3. Let Y = (
Yn
(
U0, U1, . . .

))
n≥0 be a sequence of bounded random

variables Yn such that E
∑
n Y

2
n < +∞, Yn is C1 with respect to Un and the series∑
n

∂

∂Un

(
Un(1 − Un)Yn

)
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converges in L2(P), then Y ∈ dom δ and

δ[Y ] = −
∑
n

∂

∂Un

(
Un(1 − Un)Yn

)
.

Proof . With these hypotheses, Y ∈ L2(P,H) and ∀F ∈ D, F = f
(
U0, U1, . . .

)
E〈DF, Y 〉 = E

∑
n

f ′
n

√
ϕ
(
Un
)
Yn

and thanks to Lemma VI.1 and the above observation 1.1.1, this also yields

= −E
∑
n

F
∂

∂Un

(√
ϕ
(
Un
)
Yn

)
which provides the result by the definition of δ and dom δ. �

1.1.5. If F = f
(
U0, U1, . . .

)
is of class C2

([0, 1]) in each variable and if the series

∑
n

f ′
nA
[
Un
]+ 1

2
f ′′
nn�

[
Un
]

converges in L2(P) then F ∈ DA and

A[F ] =
∑
n

f ′
n · A[Un]+ 1

2
f ′′
nn · �[Un].

1.2 Example (Sensitivity of a simulated Markov chain). Suppose by discretization
of an SDE with respect to a martingale or a process with independent increments, we
obtain a Markov chain {

S0 = x

Sn+1 = Sn + σ
(
Sn
)(
Yn+1 − Yn

)
where Yn is a martingale simulated by

Yn − Yn−1 = ξ
(
n,Un

)
with

∫ 1

0
ξ(n, x) dx = 0

and where σ is a Lipschitz function.
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1.2.1 Sensitivity to the starting point. Here, we are not placing any error on the
Un’s but we suppose that S0 = x is erroneous.

For example, let us take on the starting point the Ornstein–Uhlenbeck structure(
R,B(R),m,H 1(m), u → u′2)

with m = N (0, 1).
The computation is obvious; the sole advantage provided by error structures is to

be able to work with Lipschitz hypotheses only.
We obtain for � Lipschitz

�
[
�(SN)

] =
(
� ′(SN)

N−1∏
i=1

(
1 + σ ′(Si)

(
Yi+1 − Yi

)))2(
1 + σ ′(x)

(
Y1 − Y0

))2
and for σ and � C2:

A
[
�(SN)

] = � ′(SN )A[SN ]+ 1

2
� ′′(SN )�[SN ]

A
[
SN
] = A

[
SN−1

]+ σ ′(SN−1
)
A
[
SN−1

](
YN − YN−1

)
+ 1

2
σ ′′(SN−1

)
�
[
SN−1

](
YN − YN−1

)
.

We can remark that A
[
SN
]

is a martingale and
�
[
�(SN )

]
� ′2
(
SN

) a sub-martingale.

1.2.2 Internalization for d
dx

E
[
�(SN)

]
. We are seeking ψ(ω, x) such that

d

dx
E
[
�(SN)

] = E
[
�(SN)ψ(ω, x)

]
.

We place an error only onU1 and choose the error structure of Lemma VI.1. Assuming
ξ(1, x) to be C2 in x and using the integration by parts formula

E[GDF ] = −E

[
F

d

dU1

(
G
√
ϕ(U1)

)]
leads to

d

dx
E
[
�(SN)

] = E

[
�(SN)

(
ξ ′′
x2

(
1, U1

)(
1 + σ ′(x)ξ

(
1, U1

))
σ(x)ξ ′

x
2(1, U1

) − σ ′(x)
σ (x)

)]
.

1.2.3 Deriving information on the law of SN . We introduce an error on each Un
and then work with the Monte Carlo space using the above defined structure. If
F = f

(
U1, . . . , Un, . . .

)
we obtain

DF =
(
f ′
i

√
ϕ
(
Ui
))

i≥1
.
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With F = �
(
SN
)
, we get DF = � ′(SN)DSN , i.e.,

f ′
N

√
ϕ
(
UN
) = � ′(SN )σ (SN−1

)
ξ ′(N,UN )√ϕ(UN )

f ′
N−1

√
ϕ
(
UN−1

) = � ′(SN )(1 + σ ′(SN−1
)
ξ
(
N,UN

))
× σ

(
SN−2

)
ξ ′(N − 1, UN−1

)√
ϕ
(
UN−1

)
...

f ′
1

√
ϕ
(
U1)

) = � ′(SN )( N∏
k=1

(
1 + σ ′(Sk−1

)
ξ
(
k, Uk

)))
σ(x)ξ ′(1, U1

)√
ϕ
(
U1
)
.

For a ∈ �2, using the IPF (integration by parts formula)

E
[
G〈DF, a〉] = −E

[
F
(
〈DG, a〉 −G

∑
n

an
(
2Un − 1

))]

with G = 1
〈DSN ,a〉 yields the relation

E
[
� ′(SN)

] = E

�(SN )

∑
n

an(2Un − 1)

〈DSN, a〉 −
〈
D

1

〈DSN, a〉 , a
〉

which can, with a suitable assumption, yield the regularity of the law of SN , this is
Malliavin’s method.

According to the density criterion (Theorem III.12 of Chapter III) we now have
with the Lipschitz hypotheses

�
[
SN
] = σ 2(SN−1

)
ξ ′2(N,UN )ϕ(UN )

+ · · · +
( N∏
k=1

(
1 + σ ′(Sk−1

)
ξ
(
k, Uk

)))2(
σ(x)ξ ′(1, U1

))2
ϕ
(
U1
)
.

We observe that if σ(x) �= 0 and ξ ′(k, x) �= 0 ∀k, then SN has density.
Moreover, observing from the above calculation of DSN that

det

(
�
[
SN
]

�
[
SN, SN−1

]
�
[
SN, SN−1

]
�
[
SN−1

] )
= �

[
SN−1

](
σ 2(SN−1)ξ

′2ϕ
(
UN
))
> 0,

we obtain from Propositions III.16 and IV.10 that the pair
(
SN, SN−1

)
also has a

density.
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1.3 The pseudo-Gaussian structure on the Monte Carlo space. Consider the
Ornstein–Uhlenbeck structure on R,(

R,B(R),m,H 1(m), u → u′2)
with m = N (0, 1).

Let us denote N(x) = ∫ x
−∞

1√
2π
e− t2

2 dt the distribution function of the reduced
normal law and

ϕ1(x) = 1

2π
exp −(N−1(x)

)2
,

the image by N of the Ornstein–Uhlenbeck structure then gives a structure on
([0, 1],

B
([0, 1]), dx), i.e. ([0, 1],B([0, 1]), dx, d1, γ1

)
with

d1 = {
u ∈ L2[0, 1] : u ◦N ∈ H 1(m)

}
γ1[u](x) = ϕ1(x)u

′2(x).

Although the function ϕ1 is not as simple as ϕ, this structure still possesses an IPF
without border terms like the preceding structure, and gives rise to an efficient IPF on
the Monte Carlo space.

Another interesting property of this structure is that it satisfies a Poincaré-type
inequality.

Proposition VI.4. Let S be the product

S = ([0, 1],B([0, 1]), dx, d1, γ1
)N
.

Then ∀F ∈ D we the following inequalities hold:

var[F ] = E
[
(F − EF)2

] ≤ 2E [F ].

Proof . This property is true for the Ornstein–Uhlenbeck structure (see D. Chafaï
[2000]) and is preserved by both images and products. �
Exercise VI.5 (Probabilistic interpretation of �). Consider the finite dimensional
Monte Carlo space with the structure([0, 1],B([0, 1]), dx,H 1([0, 1]), u → u′2)k.
Let Pt be the transition semigroup of the Brownian motion in the cube [0, 1]k with
reflection on the boundary. Let F : [0, 1]k → R be Lipschitz, then

lim
t↓0

1

t
Pt
(
F − F(x)

)2
(x) = �[F ](x)
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for dx-almost every x ∈ [0, 1]k , and the limit remains bounded by K2, where K is
the Lipschitz constant of F .

In order to better understand this set-up let us introduce the mapping from Rk onto
[0, 1]k induced by reflections on the boundary

x ∈ Rk
η−→ y = η(x) ∈ [0, 1]k.

When k = 2, this mapping can be described by folding a paper plane alternatively
up and down along the straight lines . . . , x = −1, x = 0, x = 1, . . . and then
alternatively up and down along the lines . . . y = −1, y = 0, y = 1, . . . so that a
square is ultimately obtained. In more formal terms, y is the unique point in [0, 1]k
such that

x ∈ {(2n1 ± y1, . . . , 2nk ± yk
)

with n1, . . . nk ∈ Z
}
.

Then, let us set F̃ (x) = F
(
η(x)

)
and denote P0 the law of the standard Brownian

motion starting from 0 in Rk , and E0 the corresponding expectation.
For x ∈ [0, 1]k , we obtain

1

t
Pt
(
F − F(x)

)2
(x) = E0

(
F̃ (x + Bt)− F̃ (x)

)2
t

= E0

(
F̃ (x + √

tB1)− F̃ (x)
)2

t
.

The function F̃ is Lipschitz with the same constant as F and a.e. differentiable:
For dx-a.e. x we have

∀ω lim
t↓0

F̃
(
x + √

tB1(ω)
)− F̃ (ω)

t
= B1(ω) · ∇F̃ (x)

and the quotient is bounded in modulus by K|B1|(ω), so that

F̃
(
x + √

tB1
)− F̃ (x)√
t

→ B1 · ∇F̃ (x)

in L2(P0). For dx-a.e. x

1

t
Pt
(
F − F(x)

)2
(x) → E0

∣∣B1 · ∇F̃ (x)∣∣2 = |∇F̃ (x)|2.

The required property is thus proved. �
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2 Error structures on the Wiener space

Let us first recall the classical approach of the so-called Wiener integral.

2.1 The Wiener stochastic integral. Let (T ,T , µ) be a σ -finite measured space,(
χn
)
n∈N

an orthonormal basis ofL2(T ,T , µ), and
(
gn
)
n∈N

a sequence of i.i.d. reduced
Gaussian variables defined on (�,A,P).

If with f ∈ L2(T ,T , µ) we associate I (f ) ∈ L2(�,A,P) defined via

I (f ) =
∑
n

〈f, χn〉gn,

I becomes a homomorphism from L2(T , µ) into L2(�,A,P).
If f, g ∈ L2(T ,T , µ) are such that 〈f, g〉 = 0, then I (f ) and I (g) are two

independent Gaussian variables.
From now on, we will take either (T ,T , µ) = (

R+,B(R+), dx
)

or
([0, 1],

B
([0, 1]), dx).

If we set

(1) B(t) =
∑
n

〈
1[0,t], χn

〉
gn =

∑
n

∫ t

0
χn(y) dy · gn

then B(t) is a centered Gaussian process with covariance

E
[
B(t)B(s)

] = t ∧ s
i.e., a standard Brownian motion.

It can be shown that the series (1) converges in both CK
(
R+
)

a.s. and
Lp
(
(�,A,P),CK

)
for p ∈ [1,∞[ (where K denotes a compact set in R+).

Due to the case where f is a step-function, the random variable I (f ) is denoted

I (f ) =
∫ ∞

0
f (s) dBs (resp.

∫ 1

0
f (s) dBs)

and called the Wiener integral of f .

2.2 Product error structures. The preceding construction actually involves the
product probability space

(�,A,P) = (
R,B(R),N (0, 1)

)N
,

with the gn’s being the coordinate mappings. If we place on each factor an error
structure (

R,B(R),N (0, 1), dn, γn
)
,
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we obtain an error structure on (�,A,P) as follows:

(�,A,P,D, �) =
∞∏
n=0

(
R,B(R),N (0, 1), dn, γn

)
such that a random variable

F
(
g0, g1, . . . , gn, . . .

)
belongs to D if and only if ∀n, x → F

(
g0, . . . , gn−1, x, gn, . . .

)
belongs to dn P-a.s.

and
�[F ] =

∑
n

γn[F ],

γn acting on the n-th variable of F , belongs to L1(P).

2.3 The Ornstein–Uhlenbeck structure. On each factor, we consider the one-
dimensional Ornstein–Uhlenbeck structure (see Chapters II and III Example 1). Hence,
we obtain

�
[
gn
] = 1

�
[
gm, gn

] = 0 if m �= n.

For f ∈ L2(R+), by
∫∞

0 f (s) dBs = ∑
n〈f, χn〉gn we obtain

�

[∫ ∞

0
f (s) dBs

]
=
∑
n

〈
f, χn

〉2 = ‖f ‖2
L2(R+),

From the relation

(2) �

[∫ ∞

0
f (s) dBs

]
= ‖f ‖2

L2(R+)

we derive that, ∀F ∈ C1 ∩ Lip(Rm),

�

[
F

(∫
f1(s) dBs, . . . ,

∫
fn(s) dBs

)]
=
∑
i,j

∂F

∂xi

∂F

∂xj

∫
fi(s)fj (s) ds.

This relation defines � on a dense subspace of L2(P) because it contains the
C1 ∩ Lip functions of a finite number of gn’s, which prove to be dense by virtue
of the construction of the product measure. In other words, any error structure on
the Wiener space such that D contains

∫
f dB for f ∈ C∞

K (R+) and satisfies (2) is
an extension of the Ornstein–Uhlenbeck structure, in fact coincides with it: it can be
proved that (2) characterizes the Ornstein–Uhlenbeck structure on the Wiener space
among the structures such that D contains

∫
f dB for f ∈ C∞

K (R+).
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Gradient. We can easily define a gradient operator with H = L2(R+): for G ∈ D

let us set

(3) D[G] =
∑
n

∂G

∂gn
· χn(t).

This approach makes sense according to the theorem on products and satisfies

〈D[G],D[G]〉 =
∑
n

(
∂G

∂gn

)2

= �[G],

therefore D is a gradient.
For h ∈ L2(R+), we obtain

(4) D

[∫ ∞

0
h(s) dBs

]
= h

(since
∫∞

0 h(s) dBs = ∑
n〈h, χn〉gn and D[gn] = χn).

Proposition VI.6. If h ∈ L2(R+) and F ∈ D,

E〈DF, h〉H = E

[
F

∫ ∞

0
h dB

]
.

Proof . Let us adopt the notation

F = F
(
g0, g1, . . . , gn, . . .

)
.

Then

D[F ] =
∑
n

∂F

∂gn
χn

and

〈D[F ], h〉H =
∑
n

∂F

∂gn
〈χn, h〉

E
[〈DF, h〉] =

∑
n

E

[
∂F

∂gn

(
g0, . . . , gn, . . .

)] 〈χn, h〉.

However,

E

[
∂F

∂gn

(
g0, . . . , gn, . . .

)] = E

∫
∂F

∂gn

(
g0, . . . , gn−1, x, gn, . . .

) 1√
2π
e−

x2
2 dx

= E

∫
F
(
g0, . . . , gn−1, x, gn, . . .

)
x

1√
2π
e−

x2
2 dx

= E
[
gnF (g0, . . . , gn, . . . )

]
.
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Hence

E
[〈DF, h〉] = E

[
F
∑
n

gn〈χn, h〉
]

= E

[
F

∫ ∞

0
h dB

]
. �

Corollary VI.7. ∀F,G ∈ D ∩ L∞

E
[
G〈DF, h〉H

] = −E
[
F 〈DG,h〉]+ E

[
FG

∫
h dB

]
.

Let Ft = σ
(
Bs, s ≤ t

)
be the natural filtration of the Brownian motion, we have

Lemma VI.8. The operators E
[· | Fs

]
are orthogonal projectors in D, and forX ∈ D

D
[
E[X | Fs]

] = E
[
(DX)(t)1t≤s | Fs

]
.

We often write DtX for DX(t).

Proof . a) It is sufficient to prove the lemma for

X = F

(∫
h1 dB, . . . ,

∫
hk dB

)
with hi ∈ L2(R+) and F ∈ C1 ∩ Lip.

It is an easy exercise to demonstrate that

E
[
X | Fs

] = Ê

[
F

(∫ s

0
h1 dB +

∫ ∞

s

h1 dB̂, . . . ,

∫ s

0
hk dB +

∫ ∞

s

hk dB̂

)]
,

where B̂ is a copy of B and Ê the corresponding expectation.
For the sake of simplicity, let us set

U =
(∫ ∞

0
h1 dB, . . . ,

∫ ∞

0
hk dB

)
V =

(∫ s

0
h1 dB +

∫ ∞

s

h1 dB̂, . . . ,

∫ s

0
hk dB +

∫ ∞

s

hk dB̂

)
.

We then have

D
[
E[X | Fs]

] =
∑
i

Ê

[
∂F

∂xi
(V )

]
hi(t)1t≤s

DX −D
[
E[X | Fs]

] =
∑
i

(
∂F

∂xi
(U)− Ê

[
∂F

∂xi
(V )

])
hi(t)1t≤s

+
∑
i

∂F

∂xi
(U)hi(t)1t>s
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and 〈
D
[
E[X | Fs]

]
,DX −D

[
E[X | Fs]

]〉
H

=
∑
i,j

Ê

[
∂F

∂xi
(V )

](
∂F

∂xj
(U)− Ê

[
∂F

∂xj
(V )

])∫ s

0
hi(t)hj (t) dt,

yet the expectation of this expression is zero, as seen by writing it E
[
E[· | Fs]

]
. Hence

E
[
E[X | Fs], X − E[X | Fs]

] = 0.

The orthogonality of the conditional expectation in D follows by density.
b) The same approach yields the formula in the statement. �

We are now able to study the adjoint operator of the gradient, the operator δ.

Proposition VI.9. Let ut ∈ L2
(
R+ × �, dt × dP

)
be an adapted process (ut is

Ft -measurable up to P-negligible sets, ∀t), then ut ∈ dom δ and

δ
[
ut
] =

∫ ∞

0
ut dBt .

Thus δ extends the Itô stochastic integral and coincides with it on adapted pro-
cesses.

Proof . a) Consider an elementary adapted process

vt =
n∑
i=1

Fi1]ti ,ti+1](t)

where the Fi’s are Fti -measurable and in L2, these processes are dense among the
adapted processes in L2

(
R+ ×�, dt × dP

)
. We can even suppose Fi ∈ D ∩ L∞.

For F ∈ D ∩ L∞, let us study

E

∫ ∞

0
DF(t) · vt dt.

From the IPF of Corollary VI.7, we can derive

E

[∫ ∞

0
DF(t)Fi1]ti ,ti+1](t) dt

]
= −E

[
F 〈DFi, 1]ti ,ti+1]〉

]+ E
[
FFi

(
Bti+1 − Bti

)]
.

Hence ∣∣∣∣E [∫ ∞

0
DF Fi1]ti ,ti+1] dt

]∣∣∣∣ ≤ c‖F‖L2(P)
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and

δ
[
Fi1]ti ,ti+1]

] = −
∫ ti+1

ti

DFi(t) dt + Fi
(
Bti+1 − Bti

)
.

According to the preceding lemma however, the first term in the right-hand side is
zero. Therefore

δ[vt ] =
∑
i

Fi
(
Bti+1 − Bti

) =
∫ ∞

0
vt dBt .

b) Since δ is a closed operator, taking a sequence of elementary adapted processes
vn → v in L2

(
R+ ×�, dt × dP

)
yields∫ ∞

0
vn(t) dBt = δ[vn] −−−→

n↑∞

∫ ∞

0
ut dBt = δ[v]. �

The sharp. The general definition lends the following relations:

(
F
(
g0, . . . , gn, . . .

))# =
∑
n

∂F

∂gn

(
g0, . . . , gn, . . .

)
ĝn

∀X ∈ D X#(ω, ω̂) =
∫ ∞

0
DX(t) dB̂t

�[X] = Ê
[
X#2].

From (4) we obtain (∫ ∞

0
h(s) dBs

)#

=
∫ ∞

0
h(s) dB̂s .

Proposition VI.10. Let u be an adapted process in the closure of the space{
n∑
i=1

Fi1]ti ,ti+1], Fi ∈ Fti , Fi ∈ D

}

for the norm
(
E
∫∞

0 u2(s)ds + E
∫∞

0

∫∞
0 (Dt [u(s)])2 dsdt

)1/2
. Then(∫ ∞

0
us dBs

)#

=
∫ ∞

0
(us)

# dBs +
∫ ∞

0
us dB̂s .

The proof proceeds by approximation and is left to the reader. �

As an application of the sharp, we propose the following exercises.

Exercise VI.11. Let f1(s, t) and f2(s, t) belong to L2
(
R2+, ds dt

)
and be symmetric.
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Let U = (
U1, U2

)
with

Ui =
∫ ∞

0

∫ t

0
fi(s, t) dBs dBt , i = 1, 2.

If det
(
�[U,Ut ]) = 0 a.e. then the law of U is carried by a straight line.

Hint. Show that

U#
i =

∫ ∞

0

∫ ∞

0
fi(s, t) dBs dB̂t .

From
(
Ê
[
U#

1U
#
2

])2 = Ê
[
U#2

1

]
Ê
[
U#2

2

]
deduce that a random variable A(ω) exists

whereby

U#
1 (ω, ω̂) = A(ω)U#

2 (ω, ω̂).

Use the symmetry of U#
1 and U#

2 in (ω, ω̂) in order to deduce that A is constant. �
Exercise VI.12. Let f (s, t) be as in the preceding exercise, and g belong to L2(R+).
If

X =
∫ ∞

0
g(s) dBs

Y =
∫ ∞

0

∫ t

0
f (s, t) dBs dBt

show that

�[X] = ‖g‖2
L2

�[Y ] =
∫ ∞

0

(∫ ∞

0
f (s, t) dBs

)2

dt

�[X, Y ] =
∫ ∞

0
g(s)

(∫ ∞

0
f (s, t) dBt

)
ds.

Show that if
(
�[X, Y ])2 = �[X]�[Y ], the law of (X, Y ) is carried by a parabola.

Numerical application. Let us consider the case

f (s, t) = 2h(s)h(t)− 2g(s)g(t)

for g, h ∈ L2(R+) with ‖h‖L2 = ‖g‖L2 = 1 and 〈g, h〉 = 0.
The pair (X, Y ) then possesses the density

1

4π
e−y/2e−x2 1√

y + x2
1{y>−x2},
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  Density level curves of 
the law of the pair (X , Y )

and the matrix of the error variances is

(
�[X] �[X, Y ]
�[X, Y ] �[Y ]

)
=
(

1 −2X

−2X 8X2 + 4Y

)
.

In other words, the image error structure by (X, Y ) possesses a quadratic error operator
�(X,Y ) such that for C1 ∩ Lip-functions

�(X,Y )[F ](x, y) = F ′2
1(x, y)− 4xF ′

1(x, y)F
′
2(x, y)+ (8x2 + 4y)F ′2

2(x, y).

This can be graphically represented, as explained in Chapter I, by a field of ellipses of
equations

(
u v
) ( 1 −2x

−2x 8x2 + 4y

)−1 (
u

v

)
= ε2
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which are the level curves of small Gaussian densities.

Ellipses of errors for (X, Y ) induced
by an error on the Brownian motion
      of Ornstein-Uhlenbeck type

Comment. The Ornstein–Uhlenbeck structure on the Wiener space is certainly the
simplest error structure on this space and has been extensively studied. (see Bouleau–
Hirsch [1991], Nualart [1995], Malliavin [1997], Üstünel and Zakai [2000], Ikeda–
Watanabe [1981], etc.)

This structure is strongly related to the chaos decomposition of the Wiener space,
discovered by Norbert Wiener and simplified by Kyiosi Itô using iterated Itô integrals.

Let h be a symmetric element of L2
(
Rn+, λn

)
(where λn is the Lebesgue measure

in dimension n). If we consider

In(h) = n!
∫

0<t1<···<tn
h
(
t1, . . . , tn

)
dBt1 · · · dBtn

and denote Cn the subvector space of L2(P) spanned by such In(h), the space L2(P)

decomposes into a direct sum

L2(P) = R

∞⊕
n=1

Cn.
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If X = ∑∞
n=0Xn is the chaos expansion of X ∈ L2(P), X ∈ DA if and only if∑

n

n2E
[
X2
n

]
< +∞

and then
A[X] =

∑
n

−n
2
Xn.

Both the gradient and the sharp (see Bouleau–Hirsch [1991] and Nualart [1995]) are
dealt with easily on the chaos.

It can be proved that

D =
{
X ∈ L2(P) :

∑
n

nE
[
X2
n

]
< +∞

}
.

Let us mention that for

X = (
X1, . . . , Xk

) ∈ Dk (or ∈ (Dloc)
k)

the criterion
det �=

[
X,Xt

] �= 0 a.e.

has been proved sufficient for the law ofX to have a density in Rk (see Bouleau–Hirsch
[1986]) and Sh. Kusuoka has proved that this criterion is necessary if theXk have finite
expansions on the chaos or if they are even “analytical” in a specific sense, including
solutions to stochastic differential equations with analytical coefficients (see Kusuoka
[1981] and [1982]).

2.4 Structures with erroneous time. Let us now choose (T ,T , µ) = ([0, 1],
B
([0, 1]), dx) for the sake of simplicity and let

χn = √
2 cos 2πnt if n > 0

χ0 = 1
χn = √

2 sin 2πnt if n < 0

be the trigonometric basis of L2
([0, 1]). We then follow the same construction as

before:

Bt =
∑
n

∫ t

0
χn(s)ds · gn∫ 1

0
f (s) dBs =

∑
n

f̂ngn

if
f (t) =

∑
n

f̂nχn
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and
(�,A,P,D, �) =

∏
n

(
R,B(R),m,H 1(m), γn

)
,

where m is the reduced normal law and

γn[u] = anu
′2

with an constant and dependent on n.

Example. an = (2πn)2q , q ∈ N. In this case

�

[∫ 1

0
f (s) dBs

]
= �

[∑
n

f̂ngn

]
=
∑
n

f̂ 2
n (2πn)

2q,

and from the theorem on products we know that∫ 1

0
f (s) dBs ∈ D if and only if

∑
n

f̂ 2
n (2πn)

2q < +∞.

Proposition VI.13.
∫ 1

0 f (s) dBs ∈ D if and only if the q-th derivative f (q) of f in
the sense of distribution belongs to L2

([0, 1]); then

�

[∫ 1

0
f (s) dBs

]
=
∫ 1

0
f (q)2(s) ds.

Proof . This result stems from the fact that
(
f (q) ∈ L2

([0, 1]) in the sense of D ′) is

equivalent with
∑
n f̂

2
n (2πn)

2q < +∞, as easily seen using Fourier expansion. �

We can observe that the structure (�,A,P,D, �) is white in the strong sense of
error structures.

Proposition VI.14.

a) Let f ∈ L2
([0, 1]) with f (q) ∈ L2

([0, 1]) with such support that

g = ταf = (
t → f (t − α)

)
also lies in L2

([0, 1]). Then for U = ∫ 1
0 f (s) dBs and V = ∫ 1

0 g(s) dBs , the
image structures by both U and V are equal.

b) Let f, g ∈ L2
([0, 1]) and f (q), g(q) ∈ L2

([0, 1]) such that fg = 0, then for

U = ∫ 1
0 f (s) dBs and V = ∫ 1

0 g(s) dBs , the image structure by the pair (U, V )
is the product of the image structures by U and by V .
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This result is also valid for the Ornstein–Uhlenbeck structure obtained for q = 0.

Proof . a) U and V display the same probability law as a centered Gaussian variable
with variance ‖f ‖2

L2 .

Let ϕ ∈ C1 ∩ Lip, the quadratic error operator of the image structure is

�U [ϕ](x) = E
[
�[ϕ ◦ U ] | U = x

] = ϕ′2(x)
∫ 1

0
g(q)2(s) ds,

which is equal to �V [ϕ](x).
b) If fg = 0, U and V are independent Gaussian variables since the pair (U, V )

is Gaussian and

E[UV ] =
∫ 1

0
f (s)g(s) ds = 0,

i.e.
(U, V )∗P = (U∗P)× (V∗P).

Let ψ ∈ C1 ∩ Lip(R2)

�
[
ψ(U, V )

] = ψ ′2
1�[U ] + 2ψ ′

1ψ
′
2�[U,V ] + ψ ′

2
2
�[V ].

We then apply the following fact, which has been left as an exercise.

Fact. If f, g ∈ L2
([0, 1]) are such that f (q), g(q) ∈ L2

([0, 1]), then fg = 0 ⇒
f (q)g(q) = 0 a.e.

We then obtain

�[U,V ] =
∫ 1

0
f (q)g(q) ds = 0,

hence
�(U,V )[ψ](x, y) = �U [ψ(·, y)](x)+ �V [ψ(x, ·)](y). �

Remark. In Proposition VI.14 the property of invariance by translation and that of
independence in the sense of error structure are proved for random variables of the
form

∫
h(s)dBs , i.e. variables in the first chaos. These properties extend, mutatis

mutandis, to general random variables by means of the functional calculus and the
closedness property.

Exercise VI.15. Let us take q = 1.

a) Show that for F ∈ C1 ∩ Lip
(
Rk
)

and ξi ∈ H 1
([0, 1]), the variable

X = F

(∫ 1

0
ξ1 dB, . . . ,

∫ 1

0
ξk dB

)
belongs to D and a gradient is defined by

D

[∫ 1

0
ξ1 dB

]
= ξ ′

1.
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b) Show that if h ∈ H 1
0

([0, 1]),
〈DX,h〉 = −〈DOUX, h′〉

whereDOU is the above-defined gradient of the Ornstein–Uhlenbeck structure.

c) For F,G ∈ D ∩ L∞ and h ∈ H 1
0

([0, 1]), prove

E[G〈DF, h〉] = −E[F 〈DG,h〉] − E

[
FG

∫
h′ dB

]
.

2.5 Structures of the generalized Mehler type. The error structures on the Wiener
space constructed in the preceding Section 2.4 can be proved to belong to a more
general family which will now be introduced.

Let m = N (0, 1) as usual. Let us consider the probability space

(�,A,P) = (
R,B(R),m

)N
with gn as coordinate mappings.

Let X = F
(
g0, . . . , gn, . . .

)
be a bounded random variable. Consider the trans-

form Pt :

PtX = Ê

[
F
(
g0

√
e−a0t + ĝ0

√
1 − e−a0t , . . . , gn

√
e−ant + ĝn

√
1 − e−ant , . . .

)]
where the ĝn’s are copies of the gn’s, Ê is the corresponding expectation and the an
are positive numbers: an ≥ 0 ∀n.

The following properties are easily proved along the same lines as in dimension
one (see Chapter II).

2.5.1. Pt is well-defined and preserves the probability measure P.

2.5.2. Pt is continuous from L2(P) into itself with norm ≤ 1

E
(
PtX

)2 ≤ EPt
(
X2) = EX2.

2.5.3. Pt is a Markovian semigroup

Pt+s(X) = Pt
(
Ps(X)

)
Pt(X) ≥ 0 if X ≥ 0

Pt(1) = 1.
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2.5.4. Pt is symmetric with respect to P.
Let Y = G

(
g0, . . . , gn, . . .

)
, we then obtain

E
[
PtX · Y ] = E

[
F
(
ξ0, . . . , ξn, . . .

)
G
(
y0, . . . , yn, . . .

)]
where ξ0, . . . , ξn, . . . are i.i.d. reduced Gaussian variables and y0, . . . , yn, . . . are also
i.i.d. reduced Gaussian variables, such that cov

(
ξn, yn

) = √
e−ant , i.e.

E
[
PtX · Y ] = E

[
X · PtY

]
.

2.5.5. Pt is strongly continuous on L2(P). Indeed if X is bounded and cylindrical

lim
t→0

PtX = X a.e.

by virtue of dominated convergence, hence

lim
t→0

E
[(
PtX −X

)2] = 0

again by dominated convergence. From the density of bounded cylindrical random
variables in L2(P), the result therefore follows.

2.5.6. Let us define

D =
{
X ∈ L2(P) : lim

t↓0

1

t
E
[(
X − PtX

)
X
]
< +∞

}
and for X ∈ D

E [X] = lim
t↓0

↑ 1

t
E
[(
X − PtX

)
X
]
.

By approximation on cylindrical functions, it can be shown that this construction
provides the product error structure

(�,A,P,D, �) =
∞∏
n=0

(
R,B(R),m,H 1(m), u → anu

′2)
and

D =
{
X = F

(
g0, . . . , gn, . . .

) : ∀n ∂F
∂gn

∈ H 1(m)
∑
n

an

(
∂F

∂gn

)2

∈ L1(P)

}

�[X] =
∑
n

an

(
∂F

∂gn

)2

.

Let us now introduce the semigroup pt on L2(R+) defined for

f =
∑
n

〈f, χn〉χn
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by

ptf =
∑
n

〈f, χn〉e−antχn.

(pt ) is a symmetric strongly continuous contraction semigroup onL2(R+)with eigen-
vectors χn. Let (B,DB) be its generator. Since

‖ptf − f ‖2
L2 =

∑
n

〈f, χn〉2(1 − e−ant
)2

we can observe that if ∑
n

〈f, χn〉2a2
n < +∞

then f ∈ DB and Bf = −∑n〈f, χn〉anχn which leads to

Proposition VI.16.
∫∞

0 f (s) dBs ∈ D if and only if∑
n

〈f, χn〉2an < +∞,

i.e. using, in this case, the symbolic calculus notation

f ∈ D
(√−B), √−Bf =

∑
n

〈f, χn〉√anχn,

we then have

�

[∫ ∞

0
f (s) dBs

]
= 〈√−Bf,√−Bf 〉L2(R+).

Proof . Since ∫ ∞

0
f (s) dBs =

∑
n

〈f, χn〉gn

and
�
[
gn
] = an, �

[
gm, gn

] = 0 if m �= n,

the result stems from both the theorem on products and the definition of (B,DB). �

Let us emphasize that the semigroup pt on L2(R+) is not necessarily positive
on positive functions. As a matter of fact, we obtained any symmetric, strongly
continuous contraction semigroup on L2(R+), and we can start the construction with
such a semigroup as input data.
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Exercise VI.17. Show that for f ∈ L2(R+)

Pt

(∫ ∞

0
f dB

)
=
∫ ∞

0

(
p t

2
f
)
dB

Pt

(
exp

{∫
f dB − 1

2
‖f ‖2

L2

})
= exp

{∫
p t

2
f dB − 1

2

∥∥p t
2
f
∥∥2
L2

}
Pt

((
sin
∫
f dB

)
e

1
2 ‖f ‖2

L2

)
=
(

sin
∫
p t

2
f dB

)
e

1
2 ‖p t

2
f ‖2

L2 .

2.5.9. Considering the Wiener measure as carried by C0(R+) and using the symbolic
calculus for operators inL2(R+) the generalized Mehler formula can be demonstrated:
∀F ∈ L2(�,A,P):

PtF = Ê

[
F

(∫ ∞

0

(
p t

2
1[0,·]

)
(u) dBu +

∫ ∞

0

(√
1 − pt1[0,·]

)
(v) dB̂v

)]
.

This Mehler formula provides an intuitive interpretation of the error on the Brownian
path modeled by this error structure. For example, in the Ornstein–Uhlenbeck case
where ptu = e−t u, we can see that the path ω is perturbed in the following way:

ω −→ e−
ε
2ω + √

1 − eε ω̂

where ω̂ is an independent standard Brownian motion and ε a small parameter.
In the case of the weighted Ornstein–Uhlenbeck case (see Exercise VI.20 below)

ω(s) =
∫ s

0
dBu −→

∫ s

0
e−α(u)ε/2 dBu +

∫ s

0

√
1 − e−α(u)ε dB̂u

(where α is a positive function in L1
loc(R+)).

Example VI.18. Let n(s, t) be a symmetric function in L2
(
R2+, ds dt

)
and let us

consider the operator from L2(R+) into L2(R+) defined by

Ln(f )(s) =
∫ ∞

0
n(s, t)f (t) dt.

a) Let
(
ui
)
i∈N

be an orthonormal basis of L2(R+), then the quantity∑
i

∥∥Ln(ui)∥∥2

does not depend on the basis
(
ui
)

and is equal to∥∥n∥∥2
L2(R2+,ds dt)

.
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[Write n(s, t) = ∑
nijui(s)uj (t).] The Hilbert–Schmidt norm of n is by definition∥∥n∥∥

HS
=
(∑

i

∥∥Ln(ui)∥∥2
)1/2 = ∥∥n∥∥

L2(R2+)
.

b) We obtain∥∥Ln(f )∥∥2 =
∫ ∞

0

(∫ ∞

0
n(s, t)f (t) dt

)2

ds

≤
∫ ∞

0

(∫ ∞

0

(
n(s, t)

)2
dt

)(∫ ∞

0
f 2(t) dt

)
ds

= ∥∥Ln∥∥2
HS

∥∥f ∥∥2
L2 .

c) If we approximate n(s, t) by

k∑
i=1

yi(s)ξi(t)

in L2
(
R2+, ds dt

)
, we can observe that the operator Ln is the limit for the operator

norm of operators with finite dimensional range.
This statement implies that Ln is a compact operator (i.e. it maps the unit ball of

L2(R+) into a relatively compact set).
By means of a famous theorem ascribed to Hilbert and Schmidt, the compact

self-adjoint operator Ln possesses an orthonormal basis of eigenvectors, say vi with
eigenvalues ci :

Lnvi = civi

and ∥∥n∥∥2
L2 = ∥∥Ln∥∥2

HS
=
∑
i

∥∥Ln(vi)∥∥2 =
∑
i

∣∣ci∣∣2.
As semigroup pt let us choose

pt = e−(Ln)2t ,

i.e.
pt
(
vi
) = e−c2

i t vi ∀i.
The above construction then yields the following result.

Proposition VI.19. On the Wiener space (�,A,P) = (R,B(R),m)N an error
structure

(�,A,P,D, �)

exists such that ∀f ∈ L2(R+),
∫∞

0 f (s) dB ∈ D and

�

[∫ ∞

0
f (s) dB

]
=
∫ ∞

0

(∫ ∞

0
n(s, t)f (t) dt

)2

ds.
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Exercise VI.20. Let α be a function on R+ such that α(x) ≥ 0 and α ∈ L1
loc(R+, dx).

Using the semigroup

ptu = e−αt u,

show that an error structure on the Wiener space exists such that

�

[∫ ∞

0
f dB

]
=
∫ ∞

0
α(x)f 2(x) dx

for f with the right-hand side being finite.

ExerciseVI.21 (Application toWiener filtering). In signal processing, Wiener filtering
uses the Fourier transform, linear transformations and projections within theL2-space
of the spectral measure of the signal. Since the Fourier transform is, in practice, an
erroneous mapping, it is only natural to consider stationary processes with erroneous
spectral representation.

Consider two independent standard Brownian motions B1
u , B2

u , u ≥ 0, and define

Xt =
∫ ∞

0

(cos ut) dB1
u + (sin ut) dB2

u√
1 + u2

for t ∈ R. The process Xt is a Gaussian process, such that

E
[
Xt+s Xs

] =
∫ ∞

0

cos ut

1 + u2 du = π

2
e−|t |.

It is therefore stationary as a second-order stationary and centered Gaussian.
Let us set Ft = σ

(
Xs, s ≤ t

)
and let Lt be the closure inL2(P) of the set of random

variables
∑n
i=1 aiXti , ai ∈ R, ti ≤ t . Using the Gaussian character, E

[
Xt+h | Ft

]
is

easily shown to be the orthogonal projection of Xt+h on Lt in L2(P).
If Z = ∑n

i=1 aiXti , we have

E
[
Xt+h Z

] =
∑
i

ai
π

2
e−|t+h−ti |

and it follows without any difficulty that:

E
[
Xt+h | Ft

] = e−hXt .

This result is not surprising once the real Ornstein–Uhlenbeck process, which is
Markovian, has been recognized in

(
Xt
)
.

Let us introduce now an error on the spectral representation of
(
Xt
)
.
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a) First of all let us assumeB1 andB2 to be independently equipped with Ornstein–
Uhlenbeck structures, so that for f, g ∈ L2(R+)

�

[∫ ∞

0
f (u) dB1

u

]
=
∫ ∞

0
f 2(u) du

�

[∫ ∞

0
g(u) dB2

u

]
=
∫ ∞

0
g2(u) du

�

[∫ ∞

0
f (u) dB1

u,

∫ ∞

0
g(u) dB2

u

]
= 0.

We can then note that Xt ∈ D ∀t ∈ R and ‖Xt‖2
D

= 3π/4. More generally,

∥∥∥ n∑
i=1

aiXti+h
∥∥∥

D

=
∥∥∥ n∑
i=1

aiXti

∥∥∥
D

.

The process
(
Xt
)

is stationary for the norm ‖ · ‖D. The space Lt is closed in D, and
since ‖Z‖2

D
= 3

2‖Z‖2
L2 we observe that the forecasting problem has the same solution

in the sense of ‖ · ‖D: e−hXt is the projection of Xt+h on Lt in D.
b) Next, let us take

�

[∫ ∞

0
f (u) dB1

u

]
=
∫ ∞

0

f 2(u)

(1 + u2)2
du

�

[∫ ∞

0
g(u) dB2

u

]
=
∫ ∞

0

g2(u)

(1 + u2)2
du

�

[∫ ∞

0
f (u) dB1

u,

∫ ∞

0
g(u) dB2

u

]
= 0

for f, g ∈ L2(du).
The process

(
Xt
)

is still stationary for the norm ‖ · ‖D but the norm ‖ · ‖L2 and
‖ · ‖D are no longer equivalent.

If we introduce the stationary process Zt of class C2 in L2(P) satisfying
Zt − Z′′

t = Xt as given by

Zt =
∫ ∞

0

cos ut

(1 + u2)3/2
dB1

u +
∫ ∞

0

sin ut

(1 + u2)3/2
dB2

u,

it is verified that
�
[
Xt+s , Xs

] = E
[
Zt+s , Zs

]
and ∥∥∥ n∑

i=1

aiXti

∥∥∥2

D

=
∥∥∥ n∑
i=1

aiXti

∥∥∥2

L2
+ 1

2

∥∥∥ n∑
i=1

aiZti

∥∥∥2

L2
.
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By these formulae, the process
(
Zt
)

is a gradient for
(
Xt
)

with Hilbert space L2(P):

D
[
Xt
] = Zt .

c) Finally, let us consider an error structure on the spectral representation of Xt
such that

�

[∫ ∞

0
f (u) dB1

u

]
=
∫ ∞

0
f ′2(u) du

�

[∫ ∞

0
g(u) dB2

u

]
=
∫ ∞

0
g′2(u) du

�

[∫ ∞

0
f (u) dB1

u,

∫ ∞

0
g(u) dB2

u

]
= 0.

Such a structure is a generalized Mehler-type structure, with the semigroup pt on
L2(R+) being the semigroup of the Brownian motion with reflection at zero. In the
above formulae f and g are in H 1(R+).

We now have Xt ∈ D and

�
[
Xt
] =

∫ ∞

0

(
∂

∂u

cos ut√
1 + u2

)2

du+
∫ ∞

0

(
∂

∂u

sin ut√
1 + u2

)2

du = t2
π

2
+ π

16
.

We can note that
(
Xt
)

is no longer stationary for the D-norm: a differential in the
frequency domain is too strong of a perturbation to maintain the stationarity. �

[
Xt
]

is minimal for t = 0 and

lim|t |→∞

√
�[Xt ]
t

=
√
π

2
,

asymptotically, the standard deviation of the error increases linearly with time.

Remark. In the case of the Wiener space or Gaussian stationary processes, the Gaus-
sian techniques allow generalizing the processes and random variables to distributions
in suitable sense: white noise theory (see S. Watanabe [1984], J. Potthoff [1987],
D. Feyel and A. de La Pradelle [1989]).

Exercise (Image of a generalized Mehler-type error structure by the Itô application of
an S.D.E.). Let us consider a symmetric strongly continuous contraction semigroup
(pt ) on L2(R+) and set

Zεt =
∫ ∞

0

(
pε

2
1[0,t]

)
(u) dBu +

∫ ∞

0

(√
I − pε 1[0,t]

)
(v) dB̂v,

for fixed ε,
(
Zεt
)
t≥0 is a standard Brownian motion on R+ defined on the probability

space (�,A,P)× (�̂, Â, P̂).
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Let σ and b be Lipschitzian applications from R to R and
(
Xεt
)
t≥0 be the solution

of

Xεt = x +
∫ t

0
σ
(
Xεs
)
dZεs +

∫ t

0
b
(
Xεs
)
ds.

We then define a linear operatorQε on the space of bounded measurable functions
from C

([0,∞[) into R by(
Qε[G])(ξ) = E

{
Ê
[
G(Xε)

]|X0
. = ξ

}
for any G bounded and measurable from C([0,∞[) into R.

We denote ψ the Itô’s map which to P-a.e. ω ∈ � associates the solution
(
X0
t

)
t≥0

of

X0
t = x +

∫ t

0
σ
(
X0
s

)
dBs +

∫ t

0
b
(
X0
s

)
ds.

Let (�,A,P,D, �) be the error structure of the generalized Mehler type, (Pε)ε≥0
be its semi-group defined in Section 2.5 and ν be the law of X0

. , i.e. the probability
measure on C([0,∞[) image of the Wiener measure by ψ .

Although we cannot assert that the family (Qε)ε≥0 is a semi-group (ψ is not nec-
essarily one-to-one outside a negligible set), the following properties can be verified:

a) ∀F,G ∈ L2(ν)

〈Qε[F ],G〉ν = 〈Pε[F ◦ ψ],G ◦ ψ〉P
and the operator Qε is symmetric on L2(ν).

b) The family (Qε) is strongly continuous in L2(ν): ∀F ∈ L2(ν),

limε→0Qε[F ] = F

limε→ε0 Qε[F ] = Qε0 [F ].
c)

0 ≤ 1

ε
〈F −Qε[F ], F 〉 ∀F ∈ L2(ν).

d)

{
F ∈ L2(ν) : lim

ε→0

1

ε
〈F −Qε[F ], F 〉ν < +∞} = {

F ∈ L2(ν) : F ◦ ψ ∈ D
}
.

Let us denote this set by D̃.
e) If D̃ = {F ∈ L2(ν) : F ◦ ψ ∈ D} is dense in L2(ν), we then set for F ∈ D̃

�̃[F ](ξ) = E[�[F ◦ ψ]|ψ = ξ ].
Then (

C([0,∞[),B(C([0,∞[)), ν, D̃, �̃)
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is an error structure whose Dirichlet form

Ẽ [F ] = 1

2

∫
�̃[F ] dν

is given by

Ẽ [F ] = lim
ε→0

1

ε
〈F −QεF, F 〉ν .

3 Error structures on the Poisson space

Several error structures can easily be constructed either on the Poisson process on R+
or on the general Poisson space. As in the case of Brownian motion, these structures
allow studying more sophisticated objects, such as marked processes and processes
with independent increments, which can be defined in terms of a general Poisson point
process.

Among the works on the variational calculus on the Poisson space let us first cite
Bichteler–Gravereau–Jacod [1987] and Wu [1987]. The construction produced by
these authors yields the same objects as our approach in Section 3.2. Carlen and
Pardoux, in 1990, introduced a different structure on the Poisson process on R+ and
displayed some interesting properties. This domain represents still an active field of
research (Nualart and Vives [1990], Privault [1993], Decreusefond [1998], etc.).

Our initial approach will consist of following to the greatest extent possible the
classical construction of a Poisson point process, which we will first recall:

3.1 Construction of a Poisson point process with intensity measure µ. Let us
begin with the case where µ is a finite measure.

3.1.1. Let (G,G, µ) be a measurable space equipped with a finite positive measure
µ. We set θ = µ(G) and µ0 = 1

θ
· µ. Considering the product probability space

(�,A,P) = (
G,G, µ0

)N∗ × (
N,P (N), Pθ

)
,

where P (N) denotes the σ -field of all subsets of integers N andPθ denotes the Poisson
law on N with parameter θ defined by

Pθ({n}) = e−θ θ
n

n! , n ∈ N,

and if we denote the coordinate mappings of this product space by
(
Xn
)
n>0 and Y , we

obtain for the Xn’s a sequence of random variables with values in (G,G) which are
i.i.d. with lawµ0 and forY an integer-valued random variable with lawPθ independent
of the Xn’s.
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The following formula

N(ω) =
Y (ω)∑
n=1

δXn(ω),

where δ is the Dirac measure (using the convention
∑0

1 = 0) defines a random variable
with values in the space of “point measures”, i.e. measures which are sum of Dirac
measures. Such a random variable is usually called a “point process.”

Proposition VI.22. The point process N features the following properties:

a) If A1, . . . , An are in G and pairwise disjoint then the random variables
N(A1), . . . , N(An) are independent.

b) For A ∈ G, N(A) follows a Poisson law with parameter µ(A).

Proof . This result is classical (see Neveu [1977] or Bouleau [2000]). �

Since the expectation of a Poisson variable is equal to the parameter, we have
∀A ∈ G

µ(A) = E
[
N(A)

]
such that µ can be called the intensity of point process N .

3.1.2. Let us now assume that the space (G,G, µ) is onlyσ -finite. A sequenceGk ∈ G
then exists such that

• the Gk are pairwise disjoint,

•
⋃
k Gk = G,

• µ
(
Gk
)
< +∞.

Let us denote
(
�k,Ak,Pk

)
and Nk the probability spaces and point processes

obtained by the preceding procedure on Gk; moreover let us set

(�,A,P) =
∏
k

(
�k,Ak,Pk

)
N =

∑
k

Nk.

We then obtain the same properties forN as in Proposition VI.23, once the parameters
of the Poisson laws used are finite.

Such a random point measure is called a Poisson point process with intensity µ.
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3.1.3. Let us indicate the Laplace characteristic functional of N .
For f ≥ 0 and G-measurable

Ee−N(f ) = exp

{
−
∫ (

1 − e−f
)
dµ

}
.

3.2 The white error structure on the general Poisson space. The first error structure
that we will consider on the Poisson space displays the property that each point thrown
in spaceG is erroneous and modeled by the same error structure on (G,G), moreover
if we examine the points in A1 and their errors along with the points in A2 and their
errors, there is independence if A1 ∩ A2 = ∅. This property justifies the expression
“white error structure”.

3.2.1. Let us begin with the case whereµ is finite. Suppose an error structure is given
on
(
G,G, µ0

)
e.g.

(
G,G, µ0, d, γ

)
; using the theorem on products once more, if we

set
(�,A,P,D, �) = (

G,G, µ0, d, γ
)N∗ × (

N,P (N), Pθ , L
2(Pθ ), 0

)
,

we obtain an error structure that is Markovian if (G,G, µ0, d, γ ) is Markovian.
Then any quantity depending on

N =
Y∑
n=1

δXn

and sufficiently regular will be equipped with a quadratic error:

Proposition VI.23. Let U = F
(
Y,X1, X2, . . . , Xn, . . .

)
be a random variable in

L2(�,A,P), then

a) U ∈ D if and only if ∀m ∈ N, ∀k ∈ N∗, for µ⊗N
∗

0 -a.e. x1, . . . , xk−1, xk+1, . . .

F
(
m, x1, . . . , xk−1, ·, xk+1, . . .

) ∈ d

and E
[∑∞

k=1 γk[F ]] < +∞ (where, as usual, γk is γ acting upon the k-th
variable);

b) for U ∈ D

�[U ] =
∞∑
k=1

γk
[
F
(
Y,X1, . . . , Xk−1, ·, Xk+1, . . .

)](
Xk
)
.

Proof . This is simply the theorem on products. �
This setting leads to the following proposition:
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Proposition VI.24. Let f, g ∈ d, then N(f ) and N(g) are in D and

�
[
N(f )

] = N
(
γ [f ])

�
[
N(f ),N(g)

] = N
(
γ [f, g]).

Proof . By E|N(f )−N(g)| ≤ E[N |f − g|] = µ|f − g|, the random variable N(f )
depends solely upon the µ-equivalence class of f .

From the Laplace characteristic functional, we obtain

E
[
N(f )2

] =
∫
f 2 dµ+

(∫
f dµ

)2

,

thus proving that N(f ) ∈ L2(P) if f ∈ L2(µ). Then for f ∈ d,

�
[
N(f )

] =
∞∑
k=1

γk

[
Y∑
n=1

f
(
Xn
)] =

∞∑
k=1

1{k≤Y }γ [f ](Xk)
=

Y∑
k=1

γ [f ](Xk) = N
(
γ [f ]).

The required result follows. �

By functional calculus, this proposition allows computing � on random variables
of the form F

(
N(f1), . . . , N(fk)

)
for F ∈ C1 ∩ Lip and fi ∈ d.

Let (a,Da) be the generator of the structure
(
G,G, µ0, d, γ

)
, we also have:

Proposition VI.25. If f ∈ Da, then N(f ) ∈ DA and

A
[
N(f )

] = N
(
a[f ]).

Proof . The proof is straightforward from the definition of N . �
For example if f ≥ 0, f ∈ Da, then

A
[
e−λN(f )

] = e−λN(f )N
(
λ2

2
γ [f ] − λa[f ]

)
.

3.2.2. Chaos. Let us provide some brief comments on the chaos decomposition of
the Poisson space. Let us set Ñ = N −µ. If A1, . . . , Ak are pairwise disjoint sets in
G, we define

Ik
(
1A1 ⊗ · · · ⊗ 1Ak

) = Ñ
(
A1
) · · · Ñ(Ak),

the operator Ik extends uniquely to a linear operator on L2
(
Gk,G⊗k, µk

)
such that
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• Ik(f ) = Ik(f̃ ), where f̃ is the symmetrized function of f ,

• EIk(f ) = 0 ∀k ≥ 1, I0(f ) = ∫
f dµ,

• E
[
Ip(f )Iq(g)

] = 0 if p �= q,

• E
[
(Ip(f ))

2
] = p!〈f̃ , g̃〉L2(µp).

If Cn is the subvector space of L2(�,A,P) of In(f ), we then have the direct sum

L2(�,A,P) =
∞⊕
n=0

Cn.

The link of the white error structure on the Poisson space with the chaos decomposition
is slightly analogous to the relation of generalized Mehler-type error structures with the
chaos decomposition on the Wiener space. It can be shown that if

(
Pt
)

is the semigroup
onL2(P) associated with error structure (�,A,P,D, �), then∀f ∈ L2

(
Gn,G⊗n, µn

)
Pt
(
In(f )

) = In
(
p⊗n
t f

)
,

where (pt ) is the semigroup on L2(µ0) associated with the error structure
(
G, G, µ0,

d, γ
)
.

It must nevertheless be emphasized that pt here is necessarily positive on positive
functions whereas this condition was not compulsory in the case of the Wiener space.

Exercise VI.26. Let d be a gradient for
(
G,G, µ0, d, γ

)
with values in the Hilbert

space H . Let us define H by the direct sum

H =
∞⊕
n=1

Hn,

where Hn are copies of H .
Show that for U = F

(
Y,X1, . . . , Xn, . . .

) ∈ D,

D[U ] =
∞∑
k=1

dk
[
F
(
Y,X1, . . . , Xk−1, ·, Xk+1, . . .

)](
Xk
)

defines a gradient for (�,A,P,D, �).

3.2.3 σ -finite case. When µ is σ -finite, the construction may be performed in one
of several manners which do not all yield the same domains.

If we try to strictly follow the probabilistic construction (see Section 3.1.2) it can
be assumed that we have error structures on each Gk

Sk =
(
Gk,G

∣∣
Gk
,

1

µ(Gk)
µ

∣∣∣
Gk
, dk, γk

)
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hence, as before, we have error structures on
(
�k,Ak,Pk

)
, e.g.

(
�k,Ak,Pk,Dk�k

)
,

and Poisson point processes Nk .
We have noted that on

(�,A,P) =
∏
k

(
�k,Ak,Pk

)
N =

∑
k

Nk

is a Poisson point process with intensity µ. Thus, it is natural to take

(�,A,P,D, �) =
∏
k

(
�k,Ak,Pk,Dk, �k

)
.

Let us define
d = {

f ∈ L2(µ) : ∀k f |Gk ∈ dk
}

and for all f ∈ d, let us set

γ [f ] =
∑
k

γk
[
f |Gk

]
.

We then have the following result.

Proposition VI.27. Let f ∈ d be such that f ∈ L1 ∩L2(µ) and γ [f ] ∈ L1(µ). Then
N(f ) ∈ D and

�
[
N(f )

] = N
(
γ [f ]).

Proof . N(f ) is defined because

EN(|f |) =
∫

|f | dµ < +∞
N(f ) =

∑
k

Nk
(
f |Gk

)
and from the theorem on products, N(f ) ∈ D and

�
[
N(f )

] =
∑
k

�k
[
Nk
(
f |Gk

)] =
∑
k

Nk
(
γk
[
f |Gk

]) = N
(
γ [f ]). �

To clearly see what happens with the domains, let us proceed with the particular
case where

(G,G) = (
R+,B(R+)

)
,
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µ is the Lebesgue measure on R+, Gk are the intervals [k, k + 1[, and the error
structures Sk are([k, k + 1[,B([k, k + 1[), dx,H 1([k, k + 1[), u → u′2).
We then have in d not only continuous functions with derivatives in L2

loc(dx), but also
discontinuous functions with jumps at the integers.

Practically, this is not troublesome. We thus have

Lemma. The random σ -finite measure

Ñ = N − µ

extends uniquely to L2(R+) and for f ∈ H 1(R+, dx)

�
[
Ñ(f )

] = N
(
f ′2).

Proof . The first property is derived from

E

(
N(f )−

∫
f dx

)2

=
∫
f 2 dx for f ∈ CK(R+).

The second stems from the above construction because H 1(R+, dx) ⊂ d. �

3.2.4 Application to the Poisson process on R+. Let us recall herein our notation.
On [k, k + 1[, we have an error structure

Sk = ([k, k + 1[, B([k, k + 1[), dx,H 1([k, k + 1[), u γk−→ u′2).
With these error structures, we built Poisson point processes on [k, k + 1[ and then
placed error structures on them:(

�k,Ak,Pk,Dk, �k
) = (

N,P (N), P1, L
2(P1), 0

)× (
Sk
)N∗
.

If Y k,Xk1, X
k
2, . . . , X

k
n, . . . denote the coordinate maps, the point process is defined

by

Nk =
Y k∑
n=1

δXkn
.

We have proved that for f ∈ H 1
([k, k + 1[)

�k
[
Nk(f )

] = Nk
(
f ′2)

and for f ∈ C2
([k, k + 1]) with f ′(k) = f ′(k + 1) = 0,

Ak
[
Nk(f )

] = 1

2
Nk(f ′′).
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(cf. Example III.3 and Propositions VI.24 and VI.25).
We now take the product

(�,A,P,D, �) =
∞∏
k=0

(
�k,Ak,Pk,Dk, �k

)
and set

N =
∞∑
k=0

Nk.

Let us denote ξk the coordinate mappings of this last product, we then have from the
theorem on products

Lemma VI.28.

• ∀k ∈ N, ∀n ∈ N∗, Xkn ◦ ξk ∈ D,

• �
[
Xkn ◦ ξk

] = 1,

• �
[
Xkm ◦ ξk,X�n ◦ ξ�

] = 0 if k �= � or m �= n.

If we set Nt = N
([0, t]), Nt is a usual Poisson process with unit intensity on R+.

Let T1, T2, . . . , Ti, . . . be its jump times.
We can prove

Proposition VI.29. Ti belongs to D.

�
[
Ti
] = 1, �

[
Ti, Tj

] = 0 if i �= j.

Proof . We will exclude ξk in the notation for the sake of simplicity.
If Y 0 ≥ 1, there is at least one point in [0, 1[, T1 is defined by

T1 = inf
{
X0
n, n = 1, 2, . . . , Y 0}.

If Y 0 = 0 and Y 1 ≥ 1, T1 is defined by

T1 = inf
{
X1
n, n = 1, 2, . . . , Y 1}

etc. In any case we have

T1 =
∞∑
k=0

( Y k∧
n=1

Xkn

)
1{Y 0=Y 1=···=Y k−1=0<Yk}.

The sets {
Y 0 = Y 1 = · · · = Y k−1 = 0 < Yk

}
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are disjoint with union � and depend solely on the Y ’s which are not erroneous. The
random variables

Y k∧
n=1

Xkn

are in D since Lipschitz functions operate. Finally

�
[
T1
] =

∑
k

�
[ Y k∧
n=1

Xkn

]
1{Y 0=···=Y k−1=0<Yk}

= 1

because �
[
Xkn
] = 1 and because of Proposition III.15.

The argument for �
[
Ti
]

and �
[
Ti, Tj

]
is similar, only the notation is more sophis-

ticated. Let us write T2, for example:

T2 =
∞∑
k=0

( Y k∧
n=1

Xkn

)
1{Y 0+···+Y k−1=1, Y k=1} +

(∨
n

∧
m=1,··· ,Y k

m�=n

Xkn

)
1{Y 0+···+Y k−1=0, Y k=2}.

We note in the same manner that �[T2] = 0 and for �[T1, T2], we observe that only
�[Xkn,Xk′n′ ] will appear in the calculation with n �= n′ or k �= k′.

This leads to the result. �
Corollary VI.30.

a) If F is C1 ∩ Lip then

�
[
F
(
T1, . . . , Tp

)] =
p∑
i=1

F ′
i

2(
T1, . . . , Tp

)
.

b) For f ∈ H 1(R+),
∫∞

0 f (s) d(Ns − s) ∈ D and

�

[∫ ∞

0
f (s) d(Ns − s)

]
=
∫ ∞

0
f ′2(s) dNs.

c) For f ∈ H 1(R+) with f ′(0) = 0 and f ′′ ∈ L1(R+) ∩ L2(R+) we have∫ ∞

0
f (s) d(Ns − s) ∈ DA

and

A

[∫ ∞

0
f (s) d(Ns − s)

]
= 1

2

∫ ∞

0
f ′′(s) dNs.
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Proof . Let us present the argument for point c), as an example.
As usual we must find a v, such that

1

2
E�

[∫ ∞

0
f (s) d(Ns − s),X

]
= E[vX]

for X = F
(
T1, . . . , Tn

)
, F ∈ C1 ∩ Lip. The left-hand member is also

1

2

n∑
i=1

E
[
f ′(Ti)F ′

i

(
T1, . . . , Tn

)]
Considering first the following decomposition:

E

n∑
i=1

f ′(Ti)F ′
i (T1, . . . , Tn) = E

[
f ′(T1)(F

′
1 + · · · + F ′

n)

+ (f ′(T2)− f ′(T1))(F
′
2 + · · · + F ′

n)

+ · · ·
+ (f ′(Ti)− f ′(Ti−1))(F

′
i + · · · + F ′

n)

+ · · ·
+ (f ′(Tn)− f ′(Tn−1))F

′
n

]
.

Then calculating the term E[(f ′(Ti) − f ′(Ti−1))(F
′
i + · · · + F ′

n)] by means of an
integration by parts on the exponential variableEi , where Tn = E1 +· · ·+En, yields

E
∑n
i=1 f

′(Ti)F ′
i (T1, . . . , Tn) = −f ′(0)E[F(0, T1, . . . , Tn−1)] + E[f ′(Tn)X]

−E[(f ′′(T1)+ · · · + f ′′(Tn))X].

Using now the easy fact that for h ∈ L1(R+)

E

[∫ ∞

0
h(s) dNs | T1, . . . , Tn

]
= h

(
T1
)+ · · · + h

(
Tn
)+ ∫ ∞

Tn

h(s) ds,

we obtain, since f ′(0) = 0,

E

n∑
i=1

f ′(Ti)F ′
i (T1, . . . , Tn) = −E[N(f ′′)X].

We may thus take v = 1
2N(f

′′) and the statement follows using the closedness of
operator A. �

3.2.5 Application to internalization. The construction discussed above is indis-
pensable for studying random variables that depend on an infinite number of Tn.
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Nevertheless, it also gives results in finite dimension, which could be elementarily
proved using the fact that random variables Tn+1 − Tn are i.i.d. with exponential law.
We have, for instance, the following results.

Lemma. Let g ∈ C1(R+) with polynomial growth and vanishing at zero. Let F ∈
C1 ∩ Lip(Rn). Then

E

[ n∑
i=1

g
(
Ti
)
F ′
i

(
T1, . . . , Tn

)] = E

[(
g
(
Tn
)− n∑

i=1

g′(Ti))F (T1, . . . , Tn
)]
.

Proof . Let us first consider an f as in Corollary VI.30. The proof of this corollary
yields

E

[ n∑
i=1

f ′(Ti)F ′
i

(
T1, . . . , Tn

)] = E

[(
f ′(Tn)− n∑

i=1

f ′′(Ti))F (T1, . . . , Tn
)]
.

This relation now extends to the hypotheses of the statement by virtue of dominated
convergence. �

With the same hypotheses on F , the lemma directly yields the following formula

(5)
d

dα
E
[
F
(
αT1, . . . , αTn

)] = 1

α
E
[(
Tn − n

)
F
(
αT1, . . . , αTn

)]
.

Exercise. Provide a formula without derivation for

d

dα
E
[
F
(
αh(T1), . . . , αh(Tn)

)]
.

Exercise. Consider the random variable with values in R2 X = (
N(f1), N(f2)

)
for

f1, f2 ∈ L1 ∩ L2(R+); show that if

det �
[
N(fi), N(fj )

] = 0 P-a.s.,

then the law of X is carried by a straight line.

3.3 The Carlen–Pardoux error structure. For the classical Poisson process on
R+, E. Carlen and E. Pardoux have proposed and studied an error structure which
possesses a gradient and a δ with attractive properties.

As previously mentioned, if Tn are the jump times of the Poisson process, random
variables En = Tn − Tn−1, n > 1, E1 = T1, are i.i.d. with exponential law. Since the
knowledge of all En is equivalent to the knowledge of the process path, we can start
with the En’s and place an error structure on them.
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Consider the error structure

S = (
R+,B(R+), e−x dx, d, u

γ−→ xu′2(x)
)
,

closure of the pre-structure defined on C∞
k (R+), and define

(�,A,P,D, �) = S⊗N
∗

with the random variables En being the coordinate mappings. We have

�
[
En
] = En n ≥ 1

�
[
Em,En

] = 0 m �= n.

Lemma. Setting
D
[
En
] = −1]Tn−1,Tn](t)

defines a gradient with value in H = L2(R+).

Indeed ∫ ∞

0
1]Tn−1,Tn](t) dt = En = �

[
En
]
.

Among the attractive properties of this gradient is the following.

Proposition VI.32. Let U = ϕ
(
E1, . . . , En

)
for ϕ ∈ C1 ∩ Lip(Rn), then

U = EU +
∫ ∞

0
Ksd

(
Ns − s

)
,

where Ks is the predictable projection of the process D[U ](s).

For the proof we refer to Bouleau–Hirsch [1991], Chapter V, Section 5.

Corollary VI.33. The adjoint operator δ coincides with the integral with respect to
Nt − t on predictable stochastic processes of L2(P,H).

Proof . IfHs is a predictable process inL2(P,H), the proposition implies the equality

(6) E

[
U

∫ ∞

0
Hs d

(
Ns − s

)] = E

[∫ ∞

0
D[U ](s)Hs ds

]
.

It then follows that Hs ∈ dom δ and δ[H ] = ∫∞
0 Hsd

(
Ns − s

)
. �

Although this error structure yields new integration by parts formulae different
from the preceding ones, on very simple random variables it yields the same internal-
ization formula.
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Let X = F
(
αT1, . . . , αTn

)
, F ∈ C1 ∩ Lip as before. Then

d

dα
E
[
F
(
αT1, . . . , αTn

)] = E

[ n∑
i=1

TiF
′
i

(
αT1, . . . , αTn

)]
,

whereas

D[X] = −
n∑
i=1

αF ′
i

(
αT1, . . . , αTn

)
1]0,Ti ](s)

such that

d

dα
E[X] = − 1

α
E

∫ Tn

0
D[X](s) ds

= − 1

α
E

∫ ∞

0
D[X]1]0,Tn](s) ds.

According to (6) this gives

= − 1

α
E

[
X

∫
]0,Tn]

d
(
Ns − s

)]
= 1

α
E
[
X
(
Tn − n

)]
,

which is exactly (5).

Appendix. Comments on current research

Before tackling applications of error calculus in finance and physics, let us indicate
some topics of active research.

A useful feature of error structures is to allow Lipschitz calculations: Lipschitz
functions operate on the domain of � and images by Lipschitz functions are always
possible. A natural question is to extend these properties from Lipschitz functions
defined on Rd to Lipschitz functions defined on general metric spaces. This supposes
a metric to be available on the basic space � of (�,A,P,D, �). Quite significant
progresses have been done in this direction thanks to the intrinsic distance defined by
M. Biroli and U. Mosco [1991] and [1995], and the study of Lipschitz properties in
error structures has been connected (Hirsch [2003]) with more abstract approaches of
metrics in measurable spaces (Weaver [1996] and [2000]).

Some aspects of the language of Dirichlet forms for error calculus seem unsatis-
factory and require certain improvements. First the fact that only sufficient conditions
are at present known for the closedness of a Dirichlet form on Rd , d > 1; G. Moko-
bodzki has given (unpublished) lectures concerning this issue and the conjecture of
extending Proposition III.16 to all error structures. An other point to be enlightened
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would be to construct a practically convenient local definition of the generator domain
D(A).

Eventually, let us mention the question of obtaining an error structure
(�,A,P,D, �) from statistical experiments. The connection of � with the Fisher
information matrix J (θ) of a parametrized statistical model was sketched in Bouleau
[2001]. The connecting relation

�=[I, I t ] = J−1(θ)

is intuitively natural since several authors have noted that the inverse matrix J−1(θ)

describes the accuracy of the knowledge of θ . The relation is also algebraically stable
by images and products what provides a special interest to this connection. A thesis
(Ch. Chorro) is underway on this topic.
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Chapter VII

Application to financial models

As discussed in the preceding chapters, error calculus applies to a wide range of
situations.

Certain features make it particularly relevant for financial models.
Contemporary finance mainly uses stochastic models involving stochastic inte-

grals and stochastic differential equations. These objects cannot a priori be defined
path by path and display significant local irregularity for their path dependence. The
error structures tool is well adapted to such a framework, as shown in Chapter VI, it
easily handles stochastic processes.

In addition, since in finance all quantities are random from some point of view,
purely deterministic error calculus may prove to be insufficient. Let us recall the
comparative table presented in Chapter V, Section 1.2 regarding the various kinds of
error calculi. The fact that error structures also manage the correlation of errors is
invaluable.

Sections 1 and 2 are devoted to a new approach to the theory of options pricing.
More precisely, they provide a new language for this theory using error structures;
it is based upon the concept of the instantaneous error structure of a financial asset.
The global notion of “martingale measure” is replaced by the instantaneous notion of
unbiased quantity.

In Section 3, we will focus on the errors for the Black–Scholes model. We will
first examine the sensitivity of the model to a change in either parameters values or the
paths of the processes used in the hypotheses. We will then study the consequences
of errors due solely to the trader regarding pricing and hedging.

Section 4 extends this study to the case of a diffusion model. We emphasize the
fact that error structures allow handling errors on functional coefficients and conclude
by illustrating this point through the sensitivity to the local volatility.

1 Instantaneous error structure of a financial asset

Shares and currencies are often represented in financial models by Markov processes:
diffusion processes or jump processes constructed from processes with stationary
independent increments (Lévy processes). In the case of a diffusion process, a typical
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asset model is a stochastic differential equation driven by Brownian motion:

St = S0 +
∫ t

0
a(s, Ss) dBs +

∫ t

0
b(s, Ss) ds.

If we consider that at time t , the quantity St is marred by an error introduced due
to the fact that instead of exactly St we have St+h, due to a small unknown waiting
period between the decision and the operation, by the meaning of operators � and A
as explained in Chapter I, it would be natural a priori to set

�[St ] = lim
h→0

1

h
E
[(
St+h − St

)2 | Ft
]

A[St ] = lim
h→0

1

h
E
[
St+h − St | Ft

]
,

i.e., supposing here the functions a and b to be regular,

�[St ] = d〈S, S〉t
dt

= a2(t, St)
A[St ] = b

(
t, St

)
.

However the knowledge of the three objects
law of St
�[St ]
A[St ]

is overabundant to determine an error structure. Indeed in an error structure, once two
of these objects are known, under suitable regularity assumptions the third follows.
The instantaneous germ of a Markov process is too rich to build an error structure.
This finding is due to the fact that an error structure is the germ of a symmetric Markov
process which is generally not the case of the modeled asset.

At present, no error theory is available for generators of general Markov processes
and their squared field operators. The theory of non-symmetric Dirichlet forms (Berg–
Forst [1973], Ma–Röckner [1992], Dellacherie–Meyer, Chapter XIII) only provides a
partial answer to this question since it deals with Markov processes whose drift term
is “dominated” by the diffusion term and it does not apply to uniform translation or
subordinators.

As a matter of fact, in finance, the drift term is often unknown or subjective and
does not occur in several questions. It is thus natural in such cases to only take the
law of St and �[St ] into account, as these two objects define an error structure under
usual regularity assumptions.

This leads us to define �[St ] by

�[St ] = d〈S, S〉t
dt

.
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Let us remark that the formula of the functional calculus in error structures

�
[
F(St )

] = F ′2(St )�[St ]
and the Itô formula

d〈F(S), F (S)〉t = F ′2(St )d〈S, S〉t
show that the relation

�[St ] = d〈S, S〉t
dt

,

if admitted forSt , is still true for processesF(St )withF difference of convex functions
(in this case, F(St ) is a semimartingale) or for processes F(St ) with F of class C1

(such processes possess a well-defined bracket, see Meyer [1976]).
In the multivariate case, if St = (

S1
t , . . . , S

d
t

)
satisfies

Sit = Si0 +
∫ t

0

�∑
k=1

aik(s, Ss) dB
k
s +

∫ t

0
bi(s, Ss) ds,

where B = (
B1, . . . , B�

)
is a standard Brownian motion with values in R�, this

approach leads to setting

�=[St , Stt ] = a=(t, St )
(
a=(t, St )

)t
.

Which condition must satisfy the law of St and the matrix α=(x) = a=(t, x)
(
a=(t, x)

)t
such that the pre-structure (

Rd ,B(Rd), µ,C∞
K (R

d), �
)

where

�[u](x) =
∑
i,j

αij (x)
∂u

∂xi

∂u

∂xj

be closable? Only sufficient conditions have been brought out up until now, see
Chapter III, Example III.23 (see also Fukushima, Oshima, Takeda [1994], Chapter 3,
p. 100 et seq.).

We will first take some simple examples and then draw up an instantaneous error
structure from non-necessarily Markov stationary processes.

1.1 Geometrical Brownian motion and homogeneous log-normal error structure.
Starting with the famous model of Fisher Black and Myron Scholes

dSt = St
(
σ dBt + r dt

)
,

which admits the explicit solution

St = S0 exp

(
σBt +

(
r − σ 2

2

)
t

)
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we must consider the error structure

� = (
R+,B(R+), ν, d, γ

)
where ν is a log-normal law, image of the normal law N (0, t) by the map

x → S0 exp

(
σx +

(
r − σ 2

2

)
t

)
and where

γ [u](x) = σ 2x2u′2(x)
for regular u’s (this is the expression of the above principle �[St ] = d〈S,S〉t

dt
= σ 2S2

t ).
This structure possesses several interesting properties.

a) It is the image of the one-dimensional Ornstein–Uhlenbeck structure:

�OU = (
R,B(R),N (0, t),H 1(N (0, t)), �1 : v → v′2)

by means of the application x → S0 exp
(
σx +

(
r − σ 2

2

)
t
)

. Indeed, let �� be the

quadratic error operator of the image, by setting ξ(x) = S0 exp
(
σx + (r − σ 2

2

)
t
)
, we

obtain
��[u](y) = E

[
�1[u ◦ ξ ] | ξ = y

] = u′2(y)σ 2y2.

b) It then follows that the domain of γ is explicitly

d = {
u ∈ L2(ν) : x → x2u′2(x) ∈ L1(ν)

}
.

c) As image of the structure �OU, it also satisfies the Poincaré inequality:

varν[u] ≤ Eν
[
γ [u]].

d) It yields a homogeneous quadratic error

γ [I ] = σ 2(I )2,

where I is the identity map x → x. In other words, it represents a constant pro-
portional error from the standpoint of a physicist: if St is modeled by this structure,
then

E
[
�[St ] | St = x

]
x2 = E

[
�[St ] | St = 2x

]
(2x)2

= σ 2.

e) Denoting (A,DA) the generator of this structure �, we have I ∈ DA and

A[I ](y) = y
1

2

[
σ 2

2
+ r − 1

t
log

y

S0

]
in particular A[I ](y0) = 0 if

y0 = S0 exp

{(
r + σ 2

2

)
t

}
= ‖St‖L2 .



VII.1 Instantaneous error structure of a financial asset 141

Exercise (A three-currency model). Let
(
B1
t , B

2
t

)
be a standard Brownian motion

with values in R2, the diffusion processes

(∗) dS
ij
t = S

ij
t

{(
a
j
1 (t)− ai1(t)

)
dB1

t + (aj2 (t)− ai2(t)
)
dB2

t

+ 1
2

[
(a
j
1 (t)− ai1(t))

2 + (a
j
2 (t)− ai2(t))

2 + bj (t)− bi(t)
]
dt
}

for i, j = 1, 2, 3, where the functions ai1, ai2, bi are, let us say bounded continuous
and deterministic, identically satisfy

S
ij
t = Sikt S

kj
t , 1 ≤ i, j, k ≤ 3

once these relations have been fulfilled at t = 0, as it can be verified using Itô calculus.
For example with bi(t) = 0, ai1(t) = cos[(i−1)2π/3] and ai2(t) = sin[(i−1)2π/3]

for i = 1, 2, 3, we obtain the model
dS12

t = S12
t

(− 3
2dB

1
t +

√
3

2 dB
2
t + 3

2dt
)

dS21
t = S21

t

( 3
2dB

1
t −

√
3

2 dB
2
t + 3

2dt
)

dS23
t = S23

t

(−√
3dB2

t + 3
2dt
)

dS32
t = S32

t

(√
3dB2

t + 3
2dt
)

dS31
t = S31

t

( 3
2dB

1
t +

√
3

2 dB
2
t + 3

2dt
)

dS13
t = S13

t

(− 3
2dB

1
t −

√
3

2 dB
2
t + 3

2dt
)

where the three currencies play a symmetric role and the six rates Sijt , i �= j are all
submartingales with the same law (up to the multiplication by their initial values)
which is the law of the process exp(

√
3Bt).

What does the preceding method provide as instantaneous error structure from a
model like (∗)?

We observe that

d〈Sij , Sij 〉t
dt

=
((
a
j
1 (t)− ai1(t)

)2 + (aj2 (t)− ai2(t)
)2)

(S
ij
t )

2.

Thus we must have

(∗∗) �[Sij ] = (
(a
j
1 − ai1)

2 + (a
j
2 − ai2)

2)(Sij )2.
The method leads to consider three positive quantities

Sij = exp
{(
a
j
1 − ai1

)
X + (aj2 − ai2

)
Y + bj − bi

}
for i, j = 1, 2, 3, where the numbers ai1, ai2, bi are constants and where X, Y are the
coordinate mappings defined on the error structure

(�,A,P,D, �) = (
R2,B(R2),N2(0, I ),H

1(N2(O, I)), |∇|2).
Then (∗∗) is satisfied. The above structure (�,A,P,D, �) is the Ornstein–Uhlenbeck
structure in dimension two. Its generator satisfies

A[u](x, y) = 1

2

(
∂2u

∂x2 + ∂2u

∂y2 )−
1

2
(x
∂u

∂x
+ y

∂u

∂y

)
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hence, since X, Y are the coordinate maps

A[X] = −1

2
X

and

A[Y ] = −1

2
Y

and by the general formula

A[F(X, Y )] = F ′
1(X, Y )A[X] + F ′

2(X, Y )A[Y ]
+ 1

2
(F ′′

11(X, Y )�[X] + F ′′
22(X, Y )�[Y ])

we have

A[Sij ] = Sij
[(
a
j
1 − ai1

) (−1

2
X

)
+ (aj2 − ai2

) (−1

2
Y

)
+ 1

2

(
a
j
1 − ai1

)2 + 1

2

(
a
j
2 − ai2

)2 ]
.

Thus, this structure satisfies

A[Sij ] = Sij

2

[(
a
j
1 − ai1

)2 + (aj2 − ai2
)2 − log Sij + bj − bi

]
and

A[Sij ]
Sij

+ A[Sji]
Sji

= �[Sij ]
(Sij )2

= �[Sji]
(Sji)2

. �

1.2 Instantaneous structure associated with a stationary process. Under the same
set of hypotheses, it is possible to define an error structure tangent at time t = 0 to a
strictly stationary process.

Proposition VII.1. Let
(
Xt
)
t∈R

be a strictly stationary process with values in Rd

and with continuous sample paths. Let ν denote the law of X0. We assume that
∀f ∈ C∞

K (R
d), the limit

lim
t→0

1

2t
E
[
f
(
X−t

)− 2f
(
X0
)+ f

(
Xt
) | X0 = x

]
exists in L2

(
Rd , ν

)
. Let A[f ] be this limit and �[f ] be defined via

�[f ] = A
[
f 2]− 2fA[f ],

then
(
Rd ,B(Rd), ν,C∞

K (R
d), �

)
is a closable error pre-structure.
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Proof . a) The operator A defined on C∞
K is symmetric in L2(ν). Indeed, let f, g ∈

C∞
K (R

d),

〈A[f ], g〉L2(ν) = lim
t→0

1

2t
E
[(
f (X−t )− 2f (X0)+ f (Xt )

)
g(X0)

]
,

which, by stationarity, is equal to

= lim
t→0

1

2t
E
[
f (X0)g(Xt )− 2f (X0)g(X0)+ f (X0)g(X−t )

]
= 〈f,A[g]〉.

b) The operator A is negative. Let f ∈ C∞
K (R

d),

〈A[f ], f 〉L2(ν) = lim
t→0

1

2t
E
[(
f (X−t )− 2f (X0)+ f (Xt )

)
f (X0)

]
= lim
t→0

1

t
E
[(
f (Xt )− f (X0)

)
f (X0)

]
= lim
t→0

1

t
E
[
f (Xt )

(
f (X0)− f (Xt )

)]
.

Taking the half sum of the last two results yields

= lim
t→0

−1

2t
E
[(
f (Xt )− f (X0)

)2]
.

c) Let us remark that if f ∈ C∞
K (R

d)

�[f ](x) = lim
t→0

1

2t
E
[
f 2(X−t )− 2f 2(X0)+ f 2(Xt )

− 2f (X0)
(
f (X−t )− 2f (X0)+ f (Xt )

) | X0 = x
]

= lim
t→0

1

2t
E
[(
f (X−t )− f (X0)

)2 + (f (Xt )− f (X0)
)2 | X0 = x

]
.

Using the continuity of the paths, it then follows that� satisfies the functional calculus
of order C∞ ∩ Lip. Hence, the term written in the statement of the proposition is an
error pre-structure and is closable by Lemma III.24. �

2 From an instantaneous error structure
to a pricing model

If we consider that at the present time, a given financial quantity (the price of an
asset) is erroneous due to the turbulence of the rates, then one of the simplest models
consists of assuming the quantity to be a random variable defined on an error structure
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(�,A,P,D, �), such that �[S] = σ 2S2 in other words, using the image structure
by S,

(1) �S[I ](x) = σ 2x2

with the observed spot value s0 being such that

(2) AS[I ](s0) = 0.

Indeed, equation (1) regarding the variance of the error expresses the restlessness of
prices while equation (2) concerning the bias, expresses the fact that in s0 we are not
aware whether the rate is increasing or decreasing; hence the bias, i.e. the instantaneous
skew, must vanish at s0.

Then, by the change of variable formula for regular F

AS[F ] = F ′AS[I ] + 1

2
F ′′�S[I ],

we obtain

(3) AS[F ](s0) = 1

2
F ′′(s0)σ 2s2

0 .

In other words, if F is non-affine, there is bias on F(S). That means that the right
price to be ascribed to the quantity F(S) is not F(s0), but rather

(4) F (s0)+ 1

2
F ′′(s0)σ 2s2

0h.

We have translated the Black–Scholes–Merton method of pricing an option into the
language of error structures by reducing the time interval between the present time
and the exercise time to an infinitely small h, with the payoff of the option being in
this instance F(S).

2.1 From instantaneous Black–Scholes to Black–Scholes. a) Let us now consider
a time interval [0, T ] and a European option of payoff F(S) at time T .

Let us share [0, T ] into n subintervals of length h = T
n

i.e.
[
kT
n

, (k+1)T
n

]
,

k = 0, . . . , n − 1. By formula (4), the value at time t of a quantity whose value
is Ft+h(S) at time t + h is

(5) Ft (S) = Ft+h(S)+ 1

2

d2Ft+h
dx2 (S)σ 2S2h.

Introducing the operator B

(6) B[u](x) = 1

2
σ 2x2u′′(x),



VII.2 From an instantaneous error structure to a pricing model 145

which retains only the second-order term of the generator AS of the error structure of
S, relation (5) can be written as

(7) Ft = Ft+h + hBFt+h.

Let us now transform this relation in order to apply convenient hypotheses of the
theory of operators semigroups: Relation (7) can be written

Ft+h = Ft − hBFt+h = Ft − hBFt + h2B2Ft+h,

thus, neglecting the terms in h2,

Ft = (I − hB)−1Ft+h.

The induction now yields

(8) F0 =
(
I − T

n
B

)−n
F

and the following lemma indicates that F0 converges to

QT F,

where
(
Qt

)
t≥0 is the semigroup of generator B.

Lemma VII.2. LetB be the generator of a strongly continuous contraction semigroup
Qt on a Banach space B. Then for all x ∈ B(

I − t

n
B

)−n
x −−−→
n↑∞ Qtx in B.

Proof . Let us introduce the so-called resolvent family of operators Rλ defined by

Rλx =
∫ ∞

0
e−λtQtx dt, λ > 0.

It can easily be proved that Rλ is a bounded operator, such that (λI − B)Rλx = x,
∀x ∈ B, and Rλ(λI − B)x = x, ∀x ∈ DB. We also have ∀x ∈ B, the relation

λn(λI − B)−nx = (
λRλ

)n
x = λn

(n− 1)!
∫ ∞

0
e−λssn−1Qsx ds.

Hence, (
I − t

n
B

)−n
x =

(n
t
Rn

t

)n
x = nn

(n− 1)!
∫ ∞

0
e−nuun−1Qtux du.
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The result is now derived from the fact that the probability measure

nn

(n− 1)!e
−nuun−11[0,∞[(u) du

narrowly converges to the Dirac measure at point 1 as n tends to infinity and that the
map u → Qtux is bounded and continuous from R+ into B. �

The semigroup Qt obtained is the modified heat semigroup:

(QtF )(x) =
∫

R

F

(
xeσy−

σ2
2 t

)
1√
2πt

e−
y2

2t dy.

We finally obtain the pricing formula

(9) F0(S) = (
QT F

)
(S).

b) In the preceding argument, the interest rate r to be taken into account in the
reasoning, was actually omitted.

We must return to formulae (1) and (2) and modify them into

�S[I ](x) = σ 2x2(1bis)

AS[I ](s0) = rs0.(2bis)

Formula (2bis) expresses the fact that at the present time whereS = s0, the proportional
instantaneous skew displays value r .

Formula (3) then becomes

(3bis) AS[F ](s0) = rs0F
′(s0)+ 1

2
σ 2s0F

′′(s0),

hence the value to be ascribed the quantity F(S) is

(4bis) e−rh
{
F(s0)+ h

[
rs0F

′(s0)+ 1

2
σ 2s2

0F
′′(s0)

]}
.

This change modifies formula (5) in the following manner:

(5bis) Ft (S) = e−rh
{
Ft+h(S)+ h

[
rS
dFt+h
dx

(S)+ 1

2
σ 2S2 d

2Ft+h
dx2 (S)

]}
.

Neglecting the terms in h2 yields

Ft = (I − hB)−1Ft+h

with

(6bis) B[u](x) = 1

2
σ 2x2u′′(x)+ rxu′(x)− ru(x).
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Using this notation the remainder of the argument stays unchanged and we have, as
before,

(8bis) F0 =
(
I − T

n
B

)−n
F

and as n tends to infinity

F0 = lim
n

(
I − T

n
B

)−n
F = eT BF = PT F,

where (Pt )t≥0 is the semigroup with generator B, which now becomes

(10) (PtF )(x) = e−rt
∫

R

F

(
xe
σy+

(
r− σ2

2

)
t

)
1√
2πt

e−
y2

2t dy.

We obtain the Black–Scholes formula: the value of the option at time t is given by the
function PT−tF taken on the price of the asset S at time t .

c) Let us return to the case r = 0 in order to examine the question of hedging.
Formula (5) indicates that the function to take on the spot of the asset price for

obtaining the value of the option at time t , i.e. Ft , satisfies

Ft(x) = Ft+h(x)+ 1

2

∂2Ft+h
∂x2 (x)σ 2x2h,

thus

(11)
∂Ft

∂t
(x)+ 1

2
σ 2x2 ∂

2Ft

∂x2 (x) = 0 ∀x ∈ R+, ∀t ∈ [0, T ].

Instantaneous hedging, i.e. what is called in the usual language of practioners the
question of delta neutral hedging portfolio, may be tackled without additional as-
sumptions.

Let k be the quantity of assets that we must possess at time t in order that the
portfolio consisting of the sold option (the value of the option with the sign minus)
and this quantity of assets be insensitive to errors on St?

We have to write that the variance of the error on kSt − Ft(St ) is zero on the spot
value st . This is

�S[kI − Ft ](st ) = 0

or by the functional calculus

(k − ∂Ft

∂x
(st ))

2�S[I ](st ) = 0,

i.e.,

k = ∂Ft

∂x
(st ).
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We find, not surprisingly, the usual hedging portfolio.
Now to study the hedging from time 0 to time T , we need hypotheses on the

stochastic process St .
Assuming the asset price St to be a continuous semi-martingale, the Itô formula

gives

Ft(St ) = F0(S0)+
∫ t

0

∂Fs

∂x
(Ss)dSs +

∫ t

0

∂Fs

∂s
(Ss) ds + 1

2

∫ t

0

∂2Fs

∂x2 (Ss)d〈S, S〉s .

observe, once the following condition is fulfilled

d〈S, S〉s = σ 2S2
s ds

from (11)

(12) Ft (St ) = F0(S0)+
∫ t

0

∂Fs

∂x
(Ss) dSs,

we conclude that the value of the option Ft(St ) can be written as a constant plus a
stochastic integral with respect to St . In other words exact hedging is occurring.

In short, this approach shows that
(i) the value of the European option with payoff F(ST ) at time T

is
(
PT F

)
(S0) at time 0,

(ii) once F0 = PT F has been calculated, a hedging portfolio exists consisting of
∂Ft
∂x
(St ) assets at time t by means of formula (12).
We note that if St satisfies only an inequality d〈S, S〉t ≤ σ 2S2

t dt [resp. d〈S, S〉t ≥
σ 2S2

t dt], then whenF is a convex function (which implies thatFt = PT−tF is convex
as well by (10))

Ft(St ) ≤ F0(S0)+
∫ t

0

∂Fs

∂x
(Ss) dSs

and the above portfolio (ii) is a hedging strategy with benefit [resp. deficit]. This
conclusion is inverted when F is concave.

We can also remark that if St is a semi-martingale with jumps whose continuous
martingale part satisfies d〈Sc, Sc〉t = σ 2S2

t dt , then the Itô formula, taking (11) into
account, yields

Ft(St ) = F0(S0)+
∫ t

0

∂Fs

∂x

(
Ss−
)
dSs +

∑
s≤t

[
Fs(Ss)− Fs(Ss−)− ∂Fs

∂x
(Ss−)�Ss

]
,

and we conclude that the portfolio with ∂Fs
∂x
(Ss−) assets at time s yields a deficit if F

is convex, regardless of the jumps: positive, negative or mixed.
d) When r �= 0, the conclusions are similar.
Equation (11) becomes

(13)
∂Ft

∂t
+ 1

2
σ 2x2 ∂

2Ft

∂x2 + rx
∂Ft

∂x
− rFt = 0
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and if the price of the asset is a continuous semi-martingale such that d〈S, S〉t = σ 2S2
t ,

the Itô formula and (13) give

(14) e−rtFt (St ) = F0(S0)+
∫ t

0

∂Fs

∂x
(Ss) d

(
e−rsSs

)
and the conclusions are analogous.

2.2 From an instantaneous error structure to a diffusion model. The preceding
approach naturally extends to more general hypotheses.

Let us suppose that the instantaneous error structure is defined for the vector
asset S = (

S1, S2, . . . , Sd
)

on, for example, the error structure (�,A,P,D, �),
by �=[S, St ] = (

αij (S)
)
ij
, i.e. using the image space through S

(15) �S=
[I, I t ](x) = (

αij (x)
)
ij

∀x ∈ Rd

where
(
αij (x)

)
is a positive symmetric matrix, or

�S[Xi,Xj ](x) = αij (x)

denoting I = (X1, . . . , Xd) the identity map from Rd onto Rd .
If we start with the hypothesis

(16) AS[Xi](s0) = 0 ∀i = 1, . . . , d

which expresses the lack of any skew on the spot price s0 = (
s1

0 , . . . , s
d
0

)
, we then

have for regular F from Rd into R

AS[F ] =
∑
i

F ′
i AS[Xi] + 1

2

∑
ij

F ′′
ij�S[Xi,Xj ]

hence

(17) AS[F ](s0) = 1

2

∑
ij

αij (s0)F
′′
ij (s0)

and the value to be ascribed the quantity F(S) at the present time is not F(s0), but
rather

(18) F (s0)+ AS[F ](s0)h = F(s0)+ h

2

∑
ij

αij (s0)F
′′
ij (s0),

where h expresses the size of the errors which is the same order of magnitude both for
variances and biases (see Chapter I).
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a) The incremental reasoning on the interval [0, T ] shared in sub-intervals(
mT
n

, (m+1)T
n

)
for the pricing of a European option with exercise time T and pay-

off F
(
ST
)

can then proceed as follows.
If the value of the option at time t is expressed by the function Ft on the price of

the asset, by (18) we must have

(19) Ft = Ft+h + h

2

∑
ij

αij
∂2Ft+h
∂xi∂xj

or

(20) Ft = (I + hB)Ft+h

where B is the operator

B[u](x) = 1

2

∑
ij

αij (x)
∂2u

∂xi∂xj

and h = T
n

.
Neglecting the terms in h2 allows rewriting equation (20):

Ft =
(
I − T

n
B

)−1

Ft+h

and the induction yields

F0 =
(
I − T

n
B

)−n
F.

Supposing coefficients αij such that B is the generator of a strongly continuous semi-
group in order we may apply Lemma VII.2, we obtain at the limit:

(21) F0 = lim
n→∞

(
I − T

n
B

)−n
F = eT B = QT F

where
(
Qt

)
t≥0 is the semigroup with generator B.

The function Ft : Rd → R thus satisfies Ft = QT−tF or in other terms

(22)


∂Ft

∂t
+ 1

2

∑
ij

αij
∂2Ft

∂xi∂xj
= 0

FT = F.

b) If the interest rate is no longer zero, a discount factor exp
(− ∫ t0 r(s) ds) between

0 and t is present. Equation (16) must then be changed into

AS[Xi](s0) = r0s
i
0, i = 1, . . . , d,
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and equation (19) becomes

Ft = e−r(t)h
[
Ft+h + h

2

∑
ij

αij
∂2Ft+h
∂xi∂xj

+ hr(x)
−→
X · −→∇F t+h

]
,

where
−→
X = (

x1, . . . , xd
)

and
−→∇F t+h = ( ∂Ft+h

∂xi

)
i=1,...,d .

The price of the option is thus given by the function F0 taken on the spot of the
price with

F0 = lim
n↑∞

n∏
k=1

(
I + T

n
Bk

)
F,

where

Bk[u](x) = 1

2

∑
ij

αij (x)
∂2u

∂xi∂xj
+ r

(
kT

n

)∑
i

xi
∂u

∂xi
− r

(
kT

n

)
u.

It follows that the function Ft to be taken on the spot for obtaining the discounted
value of the option at time t satisfies

(23)


∂Ft

∂t
+ 1

2

∑
ij

αij (x)
∂2Ft

∂xi∂xj
+ r(t)

∑
i

xi
∂Ft

∂xi
− r(t)Ft = 0

FT = F.

c) Regarding the hedging, let us return to the simplest case where r = 0.
As in the Black–Scholes case, the instantaneous hedging, i.e. the question of

finding a delta neutral portfolio, may be answered without additional assumption.
A portfolio consisting of ki assets Si (i = 1, . . . , d) and the sold option is insen-

sitive to errors on St if the variance of the error on
∑
i kiS

i
t − Ft(St ) vanishes on the

spot value st = (s1
t , . . . , s

d
t ).With our notation the condition is

�S=

[∑
i

kiX
i − Ft(I )

]
(st ) = 0

or with the help of the functional calculus

(�k − �∇Ft(st ))t�S= [I, I t ](st )(�k − �∇Ft(st )) = 0

with �k = (k1, . . . , kd)
t .

Thus, as soon as the functions αii do not vanish, necessarily

ki = ∂Ft

∂xi
(st ), i = 1, . . . , d.
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which is the expected result.
Now for the hedging from time 0 to time T , let us suppose that the price of the

asset is modeled by a continuous semi-martingale St such that

(24)
d〈Si, Sj 〉t

dt
= αij (St ),

then equation (22) and the Itô formula show that

(25) Ft (St ) = F0(S0)+
∑
i

∫ t

0

∂F

∂xi
(Ss) dSs.

After the pricing F0(S0), the portfolio consisting of ∂F
∂xi
(Ss) assets Si is therefore an

exact hedging of the option.

Exercise. The instantaneous error structure taken at the beginning of the construction
may involve an error on the volatility. Then we have to connect with the numerous
published works on “stochastic volatility”.

Suppose that the instantaneous error structure is such that

�[S] = S2�2,

where � is a random variable defined on the same error structure (�,A,P,D, �) as
S, such that � also possesses an error.

a) If we suppose(
�[S] �[S,�]
�[S,�] �[�]

)
=
(
S2�2 S�2γρ

S�2γρ �2γ 2

)
whereγ andρ are constants, we can translate into terms of instantaneous error structure
a model such as the following:

(26)

{
dδt = δt

(
σt dBt + µdt

)
dσt = σt

(
γ dWt + α dt

)
where (Bt ) and (Wt ) are two Brownian motions with correlation ρ (model studied by
Hull and White (1987) and by Wiggins (1987)) along with a model like

(27)

{
dδt = δt

(
σt dBt + µdt

)
dσt = σt

(
γ dWt + (α − βσt ) dt

)
(studied by Scott (1987)).

b) If we suppose(
�[S] �[ρ,�]
�[S,�] �[�]

)
=
(
S2�2 ρ�γρ

S�γρ γ 2

)
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we can express the model {
dδt = δt

(
σt dBt + µdt

)
dσt = γ dWt + β(α − σt ) dt

studied by Scott (1987) and Stein and Stein (1991) along with the model{
dδt = St

(
σt dBt + µdt

)
dσt = γ dWt +

(
δ
σt

− βσt
)
dt

studied by Hull and White (1988) and Heston (1993).
c) If we suppose that � can be written � = ϕ(Y )(

�[S] �[S,�]
�[S,�] �[�]

)
=
(
S2ϕ2(Y ) Sϕ(Y )γρ

Sϕ(Y )γρ γ 2

)
we express a model of the type{

dδt = δt
(
ϕ(Yt ) dBt + µdt

)
dYt = γ dWt + α(m− Yt ) dt

studied by Fouque and Tullie (2001).
In these cases, the reasoning displayed in Sections 2.1 and 2.2, in omitting the

discounting for the sake of simplicity, begins as follows.
For a regular function F , we have

A[F(S)] = F ′(S)A[S] + 1

2
F ′′(S)S2�2

and for a regular function of S and �

A[G(S,�)] = G′
1(F,�)A[S] +G′

2(F,�)A[�] + 1

2
G′′

11(F,�)�[S]

+G′′
12(F,�)�[S,�] + 1

2
G′′

22(F,�)�[�].

By sharing [0, T ] into n subintervals and if the value of the option at time T is F
(
ST
)
,

even if we assume that the bias vanishes on the spot value, i.e. makingA[S] = 0 in the
above relation, we observe that the value of the option already at time (n−1)T

n
depends

on both S and �.
If Ft(x, y) is the function, which when taken at

(
St ,�t

)
gives the value of the

option, the transition equation between time t + h and time t is:

Ft(S,�) = Ft+h(S,�)+
{
∂Ft+h
∂y

(S,�)A[�] + 1

2

∂2Ft+h
∂x2 (S,�)�[S]

+ ∂2Ft+h
∂x∂y

(S,�)�[S,�] + 1

2

∂2Ft+h
∂y2 (S,�)�[�]

}
h.
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In the above cases a), b), c) this yields a differential operator B in x and y such
that

Ft = (I + hB)Ft+h
or

∂Ft

∂t
+ BFt = 0.

It is apparent that, in addition to hypotheses on � such as a), b), c), a hypothesis
is needed on A[�]. Then a pricing procedure can be conducted similar to that of
Sections 2.1 and 2.2.

Concerning hedging, the presence of terms in ∂
dy

, ∂2

∂x∂y
, ∂2

∂y2 makes exact hedging
impossible, in general, if the quantity� is not quoted in the market, we encounter the
same questions as in the classical approach to stochastic volatility.

Comment. The argument pursued in Sections 2.1 and 2.2 is not classical; It cannot
be reduced to the classical probabilistic reasoning which represents the asset price by
means of a stochastic process and seeks, or rather assumes, an equivalent probability
under which the stochastic process is a martingale.

Here instead, we start from hypotheses in terms of error structures that provide
pricing for an infinitely-small time increment, and then global pricing. The question
of hedging is split and depends on assumptions for the stochastic process of the asset
price.

Let us sketch the complete mathematical framework of the approach. If the asset
price is a process St (ω), we suppose that the instantaneous error on St is governed by
an image error structure on R+ (in the scalar case) of the type

�t = (
R+,B(R+), µt ,Dt , �t

)
,

such that the associated generator At satisfies

(28) At [I ]
(
St (ω)

) = 0

(if we were to omit the discounting procedure). Hence, the error structure�t is moving
and depends both on t and ω.

In adding the following hypothesis to (28)

(29)

St
is a continuous semi-martingale such that

d〈S, S〉t
dt

= �t [I ]

as shown in Sections 2.1 and 2.2, we once again find the classical case of a Markovian
model with local volatility and exact hedging.

But hypotheses (28) and (29) may be split. Several possibilities are provided to
the modeler or trader.



VII.3 Error calculations on the Black–Scholes model 155

We may reasonably consider that the appropriate relation is rather an inequality

d〈S, S〉t
dt

≤ �t [I ]
(
St
)

which represents, at best, the reality, �t possibly involving errors other than the price
temperature.

We may also consider that �t is yielded by

�t [I ](x) = σ 2
t x

2

where σt is the implicit volatility whereas d〈S,S〉t
S2
t dt

represents the proportional quadratic

variation density of the process St taken on the sample path, i.e. the instantaneous
historical volatility. In this case pricing is performed by using market information on
the quotation of options, while hedging is carried out using the process of the asset
price itself, i.e. the only means available to the trader.

In what follows we will return to a more classical financial framework and use the
tools of error calculus in order to study the sensitivity of models to hypotheses and of
the results to the mistakes committed by the trader. We will of course start with the
simplest model.

3 Error calculations on the Black–Scholes model

The ingredients of the Black–Scholes model are: a Brownian motion, two positive
real parameters, the volatility and the interest rate, and the initial value of the asset.
Starting with these quantities, the model computes

– the price of options

– the hedging, i.e., the composition of a portfolio simulating the option.

Two distinct issues arise concerning sensitivity.
1◦) Studying the sensitivity of model outputs (option prices, hedges) to variations

in the ingredients. For this topic the advantages of error calculus based upon Dirichlet
forms are: to allow for a Lipschitzian calculus, to easily handle the propagation of
errors through stochastic differential equations, and to consider errors on the Brownian
motion itself.

2◦) Studying the error on the result of a faulty hedging policy, when the trader
misreads the right hypotheses in building his portfolio. This topic is different and will
be tackled in due course.

3.1 Sensitivity of the theoretical pricing and hedging to errors on parameters
and the asset price.

Notation. The interest rate of the bond is constant. The asset (St )t≥0 is modeled as
the solution to the equation dSt = St

(
σ dBt +µdt

)
. Theory actually reveals that the
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pricing and hedging formulae do not involve the drift coefficient µ. We therefore set
µ = r , i.e. working under the probability P such that S̃t = e−rtSt , the discount stock
price, is a martingale. For a European option with payoff f (ST ), T fixed deterministic
time, the value at time t ∈ [0, T ] of the option is Vt = F

(
t, St , σ, r

)
with

(30) F (t, x, σ, r) = e−r(T−t)
∫

R

f

(
xe

(
r− σ2

2

)
(T−t)+σy√T−t

)
e−

y2

2√
2π

dy.

If f is Borel with linear growth, the function F is C1 in t ∈ [0, T [, C2 and Lipschitz
in x ∈]0,∞[. We then set

(31)

deltat = ∂F

∂x
(t, St , σ, r)

gammat = ∂2F

∂x2 (t, St , σ, r)

rhot = ∂F

∂r
(t, St , σ, r).

F satisfies the equations

(32)


∂F

∂t
+ σ 2x2

2

∂2F

∂x2 + rx
∂F

∂x
− rF = 0

F(T , x, σ, r) = f (x).

Hypotheses. a) The error on (Bt )t≥0 is represented by an Ornstein–Uhlenbeck pos-
sibly scaled error structure,

b) The errors on both the initial value S0 and volatility σ are of the types discussed
in Section 1. It may seem surprising to introduce an error on S0, since it is usually
assumed to be exactly known. As explained above, this approach entails a lack of
accuracy on the time as to when the portfolio begins.

c) A constant proportional error is considered on the interest rate.
d) A priori laws are chosen on S0, σ and r , but have not yet been specified (log-

normal, exponential, uniform on an interval, etc.).
e) The random or randomized quantities (Bt )t≥0, S0, σ , r are assumed to be

independent with uncorrelated errors. In other words, the quadratic error on a regular
function G

(
(Bt )t≥0, S0, σ, r

)
will be

�
[
G(B, S0, σ, r)

] = �OU
[
G(·, S0, σ, r)

]
(B)+G′2

S0
(B, S0, σ, r)�[S0]

+G′2
σ (B, S0, σ, r)�[σ ] +G′2

r (B, S0, σ, r)�[r].
Since St = S0 exp

{
σBt − σ 2

2 t + rt
}
, we obtain by functional calculus on �

�[St ]
S2
t

= σ 2t�OU[B1] + �[S0]
S2

0

+ (Bt − σ t)2�[σ ] + t2�[r].
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Here, �OU is for the Ornstein–Uhlenbeck quadratic operator, and �OU[B1] is a scalar
coefficient representing the size of the error on B.

We now consider a European option of payoff f (ST ), where f is Lipschitz. By
the independence hypotheses, the errors on B, S0, σ , r can be handled separately. We
denote �B , �0, �σ , �r the corresponding quadratic operators.

3.1.1 Errors due to Brownian motion. Since B is present only in St , we have

�B [Vt ] =
(
∂F

∂x
(t, St , σ, r)

)2

�B [St ],

thus

(33)

{
�B [Vt ] = delta2

t �B [St ]
�B [Vs, Vt ] = deltas deltat �B [Ss, St ]

with �B [Ss, St ] = SsStσ
2(s ∧ t)�OU[B1].

The following proposition shows that the error on B does not prevent the hedging
portfolio from converging to the payoff if we assume the payoff function is Lipschitz.

Proposition VII.3. If f is Lipschitz, Vt is in DB and when t ↑ T
Vt = F(t, St , σ, r) → f (ST ) in DB and P-a.s.

�B [Vt ] = (deltat )
2�B [St ] → f ′2(ST )�B [ST ] in L1 and P-a.s.

Proof . First suppose f ∈ C1 ∩ Lip. By the relation

Vt = E
[
e−r(T−t)f (ST ) | Ft

]
it then follows that Vt → f (ST ) in Lp, 1 ≤ p < ∞, and a.s.

A computation, to be performed in Section 4 within the more general framework
of diffusion processes and which will not be repeated here, yields (see Chapter V,
Section 2 for the definition of the sharp # and the hat ˆ )

V #
t = e−r(T−t)E

[
f ′(ST )ST | Ft

]
σB̂t .

Thus
V #
t → f ′(ST )ST σ B̂T in L2(P, L2(�̂, P̂)

)
,

and thanks to f (ST )# = f ′(ST )ST σ B̂T we obtain

Vt → f (ST ) in DB and P -a.s.

and
�B [Vt ] = e−2r(T−t)(E[f ′(ST )ST | Ft

])2
σ 2t → f ′2(ST )�B [ST ]

in L1 and P-a.s.
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The case of only Lipschitz hypotheses stems from a special property of one-variable
functional calculus in error structures (see Chapter III, Section 3). The preceding
argument remains valid. �

Let us now investigate the error due to B on the hedging portfolio. We assume f
and f ′ in C1 ∩ Lip. S̃t = e−rtSt is the discount asset price. The hedging equation
then is

e−rtF (t, St , σ, r) = F(0, S0, σ, r)+
∫ t

0
Hs dS̃s,

where the adapted process Ht is the quantity of stock in the portfolio:

Ht = deltat = ∂F

∂x
(t, St , σ, r) = e−r(T−t)E

[
f ′(ST )ST | Ft

] 1

St
.

By the same method as for Vt we obtain

(34)

{
�B [Ht ] = (gammat )

2 �B [St ]
�B [Hs,Ht ] = gammas gammat�B [Ss, St ].

Proposition VII.4. If f, f ′ ∈ C1 ∩ Lip, then Ht ∈ D and as t ↑ T
Ht → f ′(ST ) in DB and a.s.

�B [Ht ] → f ′′2(ST )�B [ST ] in L1(P) and a.s.

3.1.2 Error due to volatility. �σ denotes the quadratic error operator on σ ; let us
denoteDσ the corresponding gradient with values in H = R. We suppose the payoff
function f in C1 ∩ Lip. Since Vt = F(t, St , σ, r), we have

Dσ [Vt ] =
(
F ′
x(t, St , σ, r)

∂St

∂σ
+ F ′

σ (t, St , σ, r)

)
Dσ [I ].

Remarking that (30) yields

∂F

∂σ
= (T − t)σx2 ∂

2F

∂x2 ,

we obtain

(35)

{
Dσ [Vt ] = (

St (Bt − σ t)deltat + (T − t)σS2
t gammat

)
Dσ [I ]

�σ [Vt ] = (
St (Bt − σ t)deltat + (T − t)σS2

t gammat
)2
�σ [I ].

In order to study the bias due to an error on σ , suppose that the error structure on
σ is such that the identity map I belongs to (DAσ )loc (in a suitable sense which we
have not necessarily defined but which is clear in most applications). We then have

Aσ [Vt ] = dVt

dσ
Aσ [I ] + 1

2

d2Vt

dσ 2 �σ [I ],
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which, for the pricing at t = 0, yields

(36)


(i) Dσ [V0] = T σS2

0 gamma0Dσ [I ]
(ii) �σ [V0] = T 2σ 2S4

0 gamma2
0 �σ [I ]

(iii) Aσ [V0] = T σS2
0 gamma0 Aσ [I ] + 1

2
d2V0
dσ 2 �σ [I ].

Equations (36)(i) and (36)(ii) express well-known facts: for example they show that for
European options of payoffsf(1)(ST ) andf(2)(ST ), an option with payoff a1f(1)(ST )+
a2f(2)(ST ) would have a value at time 0 insensitive to σ (i.e. �σ [V0] = 0) once

a1 gamma(1)0 + a2 gamma(2)0 = 0.
Equation (36)(ii) also shows that if the payoff function is convex [resp. concave]

the price of the option increases [resp. decreases] as σ increases. (This property has
been demonstrated to remain true in diffusion models when volatility depends solely
on stockprice level, see El Karoui et al. [1998].)

The relation (36)(iii) highlights nonlinear phenomena. The bias on pricing V0 is
not necessarily positive, even when the payoff function is convex. Let us consider the
case where the error structure for σ is such that I ∈ (DAσ )loc andAσ [I ](σ0) = 0. In
other words, the error on σ is centered when σ displays the value σ0. We then have

(37) Aσ [V0](σ0) = 1

2

d2V0

dσ 2 �σ [I ](σ0).

The interpretation is as follows: although the function σ → V0(σ ) is increasing for a
convex payoff function, this function is not linear and a centred error on σ may yield

a negative bias on V0. In such a situation, when d2V0
dσ 2 (σ0) < 0, if the trader considers

his error on σ to be statistically centered, his pricing will, on average, be undervalued.
Regarding convergence of the hedging portfolio, from (35), we have:

−f (ST )
] = {

E
[
e−r(T−t)f ′(ST )(BT −σT )ST | Ft

]−f ′(ST )(BT −σT )ST
}2
�σ [I ],

expectation only concerns Brownian motion B. This indicates the same result of
convergence for the error due to σ as for the errors due to B: errors do not prevent the
portfolio from converging to the payoff with errors tending to zero as t → T .

Concerning the error due to r , similarly we have

�r [Vt ] =
{
F ′
x(t, St , σ, r)

∂St

∂r
+ F ′

r (t, St , σ, r)

}2

�r [I ]

and
�r [Vt ] = {

tSt deltat + rhot
}2
�r [I ].

As a consequence, given several options of payoffs f(i)(ST ), i = 1, . . . , k, the op-
tion of payoff

∑
i aif(i)(ST ) has a value at time 0 insensitive to both σ and r (i.e.,

�σ [V0] = �r [V0] = 0) if the vector a = (ai) is orthogonal to the two vectors(
gamma(i)0

)
and

(
rho(i)0

)
.
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The preceding computations easily show that in the Black–Scholes model, if U1
and U2 are two random variables taken from among the following quantities defined
at a fixed instant t : St , Vt (f1), Vt (f2), Ht(f1), Ht(f2), then the matrix �

[
Ui,Uj

]
is

singular: the errors on these quantities are linked. This finding stems from the fact that
the law of, for example, the pair

(
Vt (f1), V2(f2)

)
is carried by the λ-parameterized

curve

y = exp −r(T − t)PT−t f1(λ)

x = exp −r(T − t)PT−t f2(λ),

where (Pt ) is the transition semigroup of (St ). The same phenomenon occurs in any
other general Markovian model.

On the contrary, the random quantities involving several different instants generally
have non-linked errors. Thus for example, if U1 = ST and U2 = ∫ T

0 e−sHsSs ds
(discounted immobilization of the portfolio) the matrix �

[
Ui,Uj

]
is a.s. regular as

long as f is not constant (see Chapter III, Section 3), hence, by the absolute continuity
criterion, the law of the pair

(
ST ,

∫ T
0 e−sHsSs ds

)
possesses a density.

3.2 Errors uniquely due to the trader. In the preceding discussion we considered
that the scalar parameters σ , S0, r and Brownian motion B have been erroneous, i.e.
containing intrinsic inaccuracies, and we studied the corresponding errors on derived
model quantities.

In particular, the error on σ concerned all uses of σ : the turbulence of St together
with the hedging formulae. Hedging followed the perturbations of σ , which implied
convergence of the hedging portfolio to the payoff provided the functions were smooth
enough.

We now suppose that only the trader mishandles the pricing and hedging when
reading σ to calculate V0 and obtain Ht . Nonetheless we assume that stock price St
is not erroneous neither at t = 0 nor thereafter.

3.2.1 Pricing error. If the trader chooses an incorrect σ and uses the Black–Scholes
model to price a European option of payoff f (ST ) at time T , he is committing a pricing
error, i.e. on the initial value of his hedging portfolio.

The calculation is a simple derivation of the Black–Scholes formula with respect
to σ . We have already derived the following:

Dσ [V0] = F ′
σ

(
0, S0, σ, r

)
Dσ [I ];

(i) Dσ [V0] = T σS2
0 gamma0Dσ [I ],

(ii) �σ [V0] = T 2σ 2S4
0 gamma2

0 �σ [I ],
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(iii) Aσ [V0] = T σS2
0 gamma0 Aσ [I ] + 1

2

d2V0

dσ 2 �σ [I ].
This calculation is especially interesting for nonstandard options not quoted on the
markets and sold over the counter. For quoted options, the trader has no real choice
for the pricing. On the other hand, for the hedging, he must choose σ in order to apply
the Black–Scholes model formulae.

3.2.2 Hedging error. We assume that the market follows a Black–Scholes model
and that for hedging a European option of payoff f (ST ), the trader has built a portfolio
whose initial value is correct (and given by the market) which consists however of an
incorrect quantity of assets.

The notation is as follows:

F̃ (t, x, σ, r) = e−rtF
(
t, xert , σ, r)

S̃t = e−rtSt .

The hedging equation is

Ṽt = V0 +
∫ t

0

∂F̃

∂x

(
s, S̃s , σ, r

)
dS̃s .

We suppose that the portfolio constituted by the trader has the discounted value

P̃t = V0 +
∫ t

0

∂F̃

∂x

(
s, S̃s , σ, r

)
dS̃s,

where only the argument σ of ∂F̃
∂x
(s, S̃s , σ, r) is erroneous. The functional calculus

then yields

Dσ
[
P̃t
] =

∫ t

0

∂2F̃

∂σ∂x

(
s, S̃s , σ, r

)
dS̃s ·Dσ [I ].

To evaluate this stochastic integral, we use Itô’s formula in supposing F to be suffi-
ciently regular.

∂F̃

∂σ

(
t, S̃t , σ, r

) = ∂F̃

∂σ
(0, S̃0, σ, r)+

∫ t

0

∂2F̃

∂σ∂x
(s, S̃s, σ, r) dS̃s

+
∫ t

0

∂2F̃

∂σ∂t
(s, S̃s , σ, r) ds + 1

2

∫ t

0

∂3F̃

∂σ∂x2 (s, S̃s , σ, r)σ
2S̃2
s ds.

The function F̃ satisfies 
∂F̃

∂t
+ 1

2
x2σ 2 ∂

2F̃

∂x2 = 0

F̃
(
T , xe−rT , σ, r

) = e−rT f (x).
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Hence ∂F̃
∂σ

satisfies 
∂2F̃

∂σ∂t
+ 1

2
x2σ 2 ∂3F̃

∂σ∂x2 + x2σ
∂2F̃

∂x2 = 0

∂F̃

∂σ

(
T , xe−rT , σ, r

) = 0.

From this development we can draw the following:

Dσ [P̃t ] =
{
∂F̃

∂σ
(t, S̃t , σ, r)− ∂F̃

∂σ
(0, S̃0, σ, r)+

∫ t

0
S̃2
s σ
∂2F̃

∂x2 (s, S̃s , σ, r)ds

}
Dσ [I ]

=
{
e−rt ∂F

∂σ
(t, St , σ, r)− ∂F

∂σ
(0, S0, σ, r)

+
∫ t

0
e−rsS2

s σ
∂2F

∂x2 (s, Ss, σ, r) ds

}
Dσ [I ]

and for t = T

(38) Dσ [P̃T ] =
{
−∂F
∂σ
(0, S0, σ, r)+

∫ T

0
e−rsS2

s σ gammas ds

}
Dσ [I ],

or, setting PT = erT P̃T ,

(39) Dσ [PT ] = erT Dσ [P̃T ]

(40) �σ [PT ] = e2rT
{∫ T

0
e−rsS2

s σ gammas ds − ∂F

∂σ
(0, S0, σ, r)

}2

�σ [I ].

According to (38)–(40), the (algebraic) benefit due to the hedging error is

�σ = erT
{∫

[0,T ]
e−rsS2

s σ gammas
(
ds − T δ0(s)

)}
Dσ [I ]

where δ0 is the Dirac measure at 0.
We note that if the path of the process

e−rsS2
s (ω)

∂2F

∂x2

(
s, Ss(ω), σ, r

)
varies marginally, such that its evolution on [0, T ] satisfies∫ T

0
e−rsS2

s (ω)
∂2F

∂x2

(
s, Ss(ω), σ, r

)
ds =// T S2

0 (ω)
∂2F

∂x2

(
0, S0, σ, r

)
,
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then the error on the hedging almost vanishes. This result expresses a stability property
of the Black–Scholes hedging.

In returning to partial derivatives with respect to time using ∂F̃
∂t

+ 1
2σ

2x2 ∂2F̃
∂x2 = 0

we obtain

Dσ [P̃T ] = 2

σ

∫ T

0

{
∂F̃

∂t
(0, S0, σ, r)− ∂F̃

∂t
(s, S̃s , σ, r)

}
ds ·Dσ [I ].

We observe that the sign of the process

∂F̃

∂t
(0, S0, σ, r)− ∂F̃

∂t
(s, S̃s , σ, r)

determines whether a positive error on σ results in a benefit or deficit.

3.2.3 Error on the interest rate. If the trader commits an error on the rate r inde-
pendently of that committed on σ , we can treat this error separately.

a) For the pricing we have

Dr [V0] = F ′
r (0, S0, σ, r)Dr [I ]

= (
S0T delta0 − T V0

)
Dr [I ]

�r [V0] = (
S0T delta0 − T V0

)2
�r [I ]

Ar [V0] = (
S0T delta0 − T V0

)
Ar [I ] + 1

2

∂2V0

∂r2 �r [I ].
b) For the hedging,

Dr [P̃t ] =
∫ t

0

∂2F̃

∂r∂x

(
s, S̃s , σ, r

)
dS̃s ·Dr [I ]

=
{
∂F̃

∂r

(
t, S̃t , σ, r

)− ∂F̃

∂r

(
0, S0, σ, r

)}
Dr [I ].

Thus for t = T , using the equation satisfied by F ,

Dr [P̃T ] =
(
T e−rT

(
ST f

′(ST )− f (ST )
)− ∂F

∂r
(0, S0, σ, r)

)
Dr [I ],

or, equivalently,

Dr [P̃T ] = T
{
e−rT

(
ST deltaT − f (ST )

)− (S0 delta0 − V0
)}
Dr [I ].

These formulae show that the (algebraic) benefit due to an incorrect value of the interest
rate of the only hedging is

�r = T erT
{
e−rT

(
ST deltaT − f (ST )

)− (S0 delta0 − V0
)}
Dr [I ].
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(We have used PT = erT P̃T without considering r to be erroneous since the error
on r concerns only the composition of the hedging portfolio.) We can see that the
increment of the process e−rt

(
St deltat − f (St )

)
between 0 and T is what determines

whether a positive error on r produces an advantage or a loss. Unlike the case of σ , it
is not the whole path of the process that matters, but only the initial and final values.

Exercise (Error for floating Black–Scholes). Let us evaluate, for purpose of clarity,
the gap in hedging when the trader bases his portfolio at each time on the implicit
volatility. This calculation does not involve any error structure.

We suppose that for the hedge of a European option quoted on the markets, a trader
uses the market price and the implicit volatility given by the Black–Scholes formula
and then constructs at each time its portfolio as if this volatility were constant. Does
this procedure reach the payoff at the exercise time?

Suppose the interest rate to be zero for the sake of simplicity.
Let Vt be the price of the option. The implicit volatility σ it is then deduced by

Vt = F
(
t, St , σ

i
t , 0

)
.

If σ it is a process with finite variation, what is the simplest hypothesis after a constant,

and if St is a continuous semimartingale, using ∂F
∂t

+ 1
2σ

2x2 ∂2F
∂x2 = 0 we have

dVs = ∂F

∂x

(
s, Ss, σ

i
s , 0

)
dSs + 1

2

∂2F

∂x2

(
s, Ss, σ

i
s , 0

)(
d〈S, S〉s − σ is S

2
s ds

)
+ ∂F

∂σ

(
s, Ss, σ

i
s , 0

)
dσ is .

Let us suppose the process σ it to be absolutely continuous and let us introduce the
historical volatility σht , defined by

d〈S, S〉t = S2
t

(
σht
)2
dt.

Using ∂F
∂σ

= (T − t)σx2 ∂2F
∂x2 we obtain

VT = V0 +
∫ T

0

∂F

∂x

(
s, Ss, σ

i
s , 0

)
dSs

+ 1

2

∫ T

0

∂2F

∂x2

(
s, Ss, σ

i
s , 0

) (
(σhs )

2 − (σ is )
2 + 2(T − s)σ is

dσ is

ds

)
S2
s ds.

We can observe that for a convex payoff, the result of this procedure compared with
the market price VT (= f (ST )) may be controlled at each time by the sign of the
expression

(σhs )
2 − (σ is )

2 + (T − s)
d(σ is )

2

ds
= (σhs )

2 + d

ds

(
(T − s)(σ is )

2).



VII.4 Error calculations for a diffusion model 165

4 Error calculations for a diffusion model

We will now extend the preceding study to the case of a Markovian model in which
the asset Xt is governed by a stochastic differential equation of the type:

dXt = Xtσ
(
t, Xt

)
dBt +Xtr(t) dt.

We first study the sensitivity of the theoretical pricing and the hedging to changes in
model data. To begin with, we suppose the Brownian motion to be erroneous and
then consider the case in which the function (t, x) → σ(t, x) is erroneous. This setup
leads to studying the sensitivity of the solution of a stochastic differential equation to
an error on its functional coefficients.

Later on we will study the consequences on the pricing and hedging of an error
due uniquely to the trader.

4.1 Sensitivity of the theoretical model to errors on Brownian motion. The stock
price is assumed to be the solution to the equation

(41) dXt = Xtσ
(
t, Xt

)
dBt +Xtr(t) dt.

The interest rate is deterministic and the function σ(t, x) will be supposed bounded
with a bounded derivative in x uniformly in t ∈ [0, T ]. The probability is a martingale
measure, such that if f (XT ) is the payoff of a European option, its value at time t is

(42) Vt = E

[
exp

(
−
∫ T

t

r(s) ds

)
f (XT ) | Ft

]
where (Ft ) is the Brownian filtration. The hedging portfolio is given by the adapted
process Ht , which satisfies

(43) Ṽt = V0 +
∫ t

0
Hs dX̃s,

where Ṽt = exp
(− ∫ t0 r(s) ds)Vt and X̃t = exp

(− ∫ t0 r(s) ds)Xt .
Hypotheses for the errors on B. We suppose here that the Brownian motion

(
Bt
)
t≥0

is erroneous (see Chapter VI, Section 2). The Ornstein–Uhlenbeck structure on the
Wiener space is invariant by translation of the time:

�

[∫ ∞

0
u(s) dBs

]
= �

[∫ ∞

0
u(s + h) dBs

]
∀u ∈ L2(R+).

In order to allow for a more general study, we will suppose that the Wiener space is
equipped with a weighted Ornstein–Uhlenbeck structure (W.O.U.-structure).
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Let α be a function on R+ such that α(x) ≥ 0 ∀x ∈ R+ and α ∈ L1
loc(R+, dx).

The W.O.U.-structure associated with α is then defined as the generalized Mehler-type
structure associated with the semigroup on L2(R+):

ptu = e−αtu.

This error structure satisfies

�

[∫ ∞

0
u(s) dBs

]
=
∫ ∞

0
α(s)u2(s) ds

for u ∈ CK(R+). It is the mathematical expression of a perturbation of the Brownian
path

ω(s) =
∫ s

0
dBu →

∫ s

0
e−

α(u)
2 ε dBu +

∫ s

0

√
1 − e−α(u)ε dB̂u,

where B̂ is an independent Brownian motion.
This structure possesses the following gradient:

D : D → L2(P,H) where H = L2(R+, dt);

• D

[∫
u(s) dBs

]
(t) = √

α(t) u(t) ∀u ∈ L2(R+, (1 + α) dt),

• if Ht is a regular adapted process

D

[∫
Hs dBs

]
(t) = √

α(t)Ht +
∫
D[Hs](t) dBs.

We will also use the sharp, which is a particular gradient with H = L2(�̂, Â, P̂)
defined by(∫ ∞

0
u(s) dBs

)#

=
∫ ∞

0

√
α(s) u(s) dB̂s, u ∈ L2(R+, (1 + α)dt),

which satisfies the chain rule and for a regular adapted process H(∫ ∞

0
Hs dBs

)#

=
∫ ∞

0

√
α(s)Hs dB̂s +

∫ ∞

0
H #
s dBs.

We require the two following lemmas, whose demonstrations are relatively straight-
forward.

Lemma VII.5. The conditional expectation operator E
[· | Ft

]
maps D into D; it is

an orthogonal projector in D and its range is an error sub-structure (close sub-vector
space of D preserved by Lipschitz functions).
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Lemma VII.6. Let �t be defined from � by

�t

[∫
u(s) dBs

]
= �

[∫
1[0,t](s)u(s) dBs

]
and let U → U#t be the sharp operator associated with �t , then for U ∈ D(

E[U | Ft ]
)# = E

[
U#t | Ft

]
.

We can now undertake the study of error propagation.

Propagation of an error on B. We proceed as follows. From the equation

Xt = X0 +
∫ t

0
Xsσ(s,Xs) dBs +

∫ t

0
Xsr(s) ds

we draw

X#
t =

∫ t

0

(
σ(s,Xs)+Xsσ

′
x(s,Xs)

)
X#
s dBs

+
∫ t

0

√
α(s)Xsσ (s,Xs) dB̂s +

∫ t

0
X#
s r(s) ds.

(44)

This equation can be solved by means of a probabilistic version of the method of the
constant variation:

If we set

(45)


Kt = σ(t, Xt )+Xtσ

′
x(t, Xt )

Mt = exp

{∫ t

0
Ks dBs − 1

2

∫ t

0
K2
s ds +

∫ t

0
r(s) ds

}
,

we have

(46) X#
t = Mt

∫ t

0

√
α(s)Xsσ (s,Xs)

Ms

dB̂s,

as is easily verified using Itô calculus. The effect of the error on (Bt )t≥0 on the process
(Xt )t≥0 is given by

�[Xt ] = M2
t

∫ t

0

α(s)X2
s σ

2(s,Xs)

M2
s

ds

�[Xs,Xt ] = MsMt

∫ s∧t

0

α(u)X2
uσ

2(u,Xu)

M2
u

du.
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Error on the value of the option. Let us suppose f ∈ C1 ∩ Lip (as usual in error
structures, C1 ∩ Lip hypotheses are needed for functions of several arguments and
Lipschitz hypotheses are sufficient when calculations concern a single argument). Let
us define

Y = exp

(
−
∫ T

t

r(s) ds

)
f (XT ).

In order to compute
(
E[Y | Ft ]

)# we apply Lemma VII.6:

Y #t = exp

(
−
∫ T

t

r(s) ds

)
f ′(XT )X#t

T

and

(
E[Y | Ft ]

)# = exp

(
−
∫ T

t

r(s) ds

)
E
[
f ′(XT )X#t

T | Ft
]

= exp

(
−
∫ T

t

r(s) ds

)
E
[
f ′(XT )MT | Ft

] ∫ t

0

√
α(s)Xsσ (s,Xs)

Ms

dB̂s .

Lemma VII.6 yields

�[Vt ] = �
[
E[Y | Ft ]

]
= exp

(
−2
∫ T

t

r(s) ds

) (
E
[
f ′(XT )MT | Ft

])2∫ t

0

α(s)X2
s σ

2(s,Xs)

M2
s

ds.
(47)

This also yields the cross-error of Vt and Vs , which is useful for computing errors on
random variables such as

∫ T
0 h(s) dVs or

∫ T
0 Vsh(s) ds

�
[
Vs, Vt

] = exp

(
−
∫ T

s

r(u) du−
∫ T

t

r(v) dv

)(48)

E
[
f ′(XT )MT | Fs

]
E
[
f ′(XT )MT | Ft

] ∫ s∧t

0

α(u)X2
uσ

2(u,Xu)

M2
u

du.

With our hypotheses and as t ↑ T ,

�[Vt ] → f ′2(XT )M2
T

∫ T

0

α(s)X2
s σ

2(Xs)

M2
s

ds = f ′2(XT )�[XT ] = �[f (XT )]

in L1(P) and a.s.

Error on the hedging portfolio. In order now to treat Ht , let us first remark that
Ht is easily obtained using the Clark formula. For this purpose let us return to the



VII.4 Error calculations for a diffusion model 169

classical Ornstein–Uhlenbeck framework (α(t) ≡ 1) until formula (49). Relations
(42) and (43) give

Ht exp

(
−
∫ t

0
r(s) ds

)
Xtσ(t, Xt ) = Dad

[
exp

(
−
∫ T

0
r(s) ds

)
f (XT )

]
,

where Dad is the adapted gradient defined via

Dad[Z](t) = E
[
DZ(t) | Ft

]
.

Since

D

[
exp

(
−
∫ T

0
r(s) ds

)
f (XT )

]
= exp

(
−
∫ T

0
r(s) ds

)
f ′(XT )(DXT )(t)

we have, from the computation performed for Vt

Dad

[
exp

(
−
∫ T

0
r(s) ds

)
f (XT )

]
(t)

= exp

(
−
∫ T

0
r(s) ds

)
E
[
f ′(XT )MT | Ft

]Xtσ(t, Xt )
Mt

.

Thus

(49) Ht = exp

(
−
∫ T

t

r(s) ds

)
E
[
f ′(XT )MT | Ft

] 1

Mt

.

Now supposing f and f ′ ∈ C1 ∩ Lip, applying the same method as that used for
obtaining �[Vt ] leads to yields

�[Ht ] = exp

(
−2
∫ T

t

r(s) ds

)(
E

[
MT

Mt

(
f ′′(XT )MT + f ′(XT )ZTt

) | Ft

])2

∫ t

0

α(u)X2
uσ (u,Xu)

M2
u

du

(50)

with

ZTt =
∫ T

t

Ls dBs −
∫ T

t

KsLsMs ds

Ks = σ(s,Xs)+Xsσ
′
x(s,Xs)

Ls = 2σ ′
x(s,Xs)+Xsσ

′′
x2(s,Xs).
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We introduce the following notation which extends the Black–Scholes case:

deltat = Ht = exp

(
−
∫ T

t

r(s) ds

)
E
[
f ′(XT )MT | Ft

] 1

Mt

gammat = exp

(
−
∫ T

t

r(s) ds

)
E

[
M2
T

M2
t

f ′′(XT )+ MT

M2
t

f ′(XT )ZTt | Ft

]
.

We can now summarize the formulae for this diffusion case as follows:

V #
t = deltat X

#
t

H #
t = gammat X

#
t

�[Vt ] = delta2
t �[Xt ]

�[Vs, Vt ] = deltasdeltat �[Xs,Xt ]
�[Ht ] = gamma2

t �[Xt ]
�[Hs,Ht ] = gammasgammat �[Xs,Xt ]
�[Vs,Ht ] = deltasgammat �[Xs,Xt ]

�[Xt ] = M2
t

∫ t

0

α(u)X2
uσ

2(u,Xu)

M2
u

du

�[Xs,Xt ] = MsMt

∫ s∧t

0

α(u)X2
uσ

2(u,Xu)

M2
u

du.

Exercise (The so-called “feedback effect”). Let us return to the asset price model,
i.e. to the equation

dXt = Xtσ(t, Xt ) dBt +Xtr(t) dt.

We have already calculatedX#
t for the W.O.U. error structure. X#

t is a semimartingale
defined on the space (�,A,P)× (�̂, Â, P̂) and by relation (44) we have

dX#
t = (

σ(t, Xt )+Xtσ
′
x(t, Xt )

)
X#
t dBt +

√
α(t)Xtσ (t, Xt ) dB̂t + r(t)X#

t dt.

Let us suppose that the function σ is regular and does not vanish, then the process
Xtσ(t, Xt ) is a semimartingale and we can apply Itô calculus:

d
(
Xtσ(t, Xt )

) = Xtσ(t, Xt )
(
σ(t, Xt )+Xtσ

′
x(t, Xt )

)
dBt

+
[(
σ(t, Xt )+Xtσ

′
x(t, Xt )

)
Xtr(t)+ 1

2
X3
t σ

2(t, Xt )σ
′′
x2(t, Xt )

+X2
t σ

2(t, Xt )σ
′
x(t, Xt )+Xtσ

′
t (t, Xt )

]
dt,
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which gives, still by Itô calculus

d
X#
t

Xtσ (t, Xt )
= √

α(t) dB̂t −X#
t

X2
t σ

′
x(t, Xt )r(t)+ 1

2X
3
t σ

2σ ′′
x2 (t, Xt )+X2

t σ
2σ ′
x(t, Xt )+Xtσ

′
t (t, Xt )

X2
t σ

2(t, Xt )
dt.

Setting Zt = X#
t

Xt σ (t,Xt )
, we obtain

dZt = √
α(t) dB̂t + Ztλ(t) dt

with

λ(t) =
[
−σ

′
x(t, Xt )

σ (t, Xt )
r(t)− σ(t, Xt )

2

(
Xtσ

′′
x2(t, Xt )+ 2σ ′

x(t, Xt )
)− σ ′

t (t, Xt )

Xtσ (t, Xt )

]
Xt .

Hence

(51) Zt = Rt

∫ t

0

√
α(s)

Rs
dB̂s with Rt = exp

∫ t

0
λ(s) ds.

In their study, Barucci, Malliavin et al. [2003] call the λ(t) process the feedback effect
rate and assign it the interpretation of a sensitivity of stock price to its own volatility.

Let us note herein that relation (51) immediately yields

(52)
�[Xt ]

X2
t σ

2(t, Xt )
= R2

t

∫ t

0

α(s)

R2
s

ds.

We observe that the proportional quadratic error �[Xt ]
X2
t

(or equivalently the quadratic

error on log(Xt ) since �
[
log(Xt )

] = �[Xt ]
X2
t

) when divided by the squared volatility

is a process with finite variation (see (52)). In other words, it is a process whose
randomness is relatively quiet.

This finding means that if the Brownian motion is perturbed in the following way

ω(·) →
∫ ·

0
e−

α(s)
2 εdBs +

∫ ·

0

√
1 − e−α(s)εdB̂s,

the stock price is perturbed such that the martingale part of the logarithm of its pro-
portional error log �[Xt ]

X2
t

is equal to the martingale part of log σ 2(t, Xt ).

4.2 Sensitivity of the solution of an S.D.E. to errors on its functional coefficients.
Let us recall the notation and main results of Chapter V, Section 4, where we explained
how to equip a functional space with an error structure in order to study the sensitivity
of a model to a functional parameter.
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For the sake of simplicity, we suppose that the function f is from R into R and
expands in series

f =
∑
n

anξn

with the ξn’s being a basis of a vector space.

Choice of the probability measure. We randomize f by supposing the an’s to be
random and independent, but not identically distributed. We also suppose that the law
µn of an can be written

µn = αnµ+ (1 − αn)δ0,

with αn ∈]0, 1[ and
∑
n αn < +∞. Then (see Chapter V, Section 4) the probability

measure P1 = ⊗
n µn is such that only a finite number of the an’s are non zero, and

the scaling f → λf (λ �= 0) gives from P an absolutely continuous measure.

Error structure. Let us take an error structure(
�1,A1,P1,D1,P2

) =
∏
n

(
R,B(R), µn, dn, γn

)
with the an’s being the coordinated mappings. We suppose that the error structures(
R, B(R), µn, dn, γn

)
are such that the identity map belongs to dn and possess a

sharp operator #. This provides by product a sharp operator on
(
�1, A1, P1, D1, P1

)
(see the remark in Chapter V, Section 2.2, p. 80).

Error calculus. We now suppose that the functions ξn from R into R are of class
C1 ∩ Lip. It follows that the function f = ∑

n anξn is P1-a.s. of class C1 ∩ Lip (since
the sum is almost surely finite).

Let X be an erroneous quantity with values in R defined on an error structure(
�2,A2,P1,D2, �2

)
equipped with a sharp operator. Then on

(�,A,P,D, �) = (
�1,A1,P1,D1, �1

)× (
�2,A2,P2,D2, �2

)
we have the following useful formula

(53)
(
f (X)

)# = f #(X)+ f ′(X)X#

which means

(54)
(∑

n

anξn(X)
)# =

∑
n

a#
nξn(X)+

∑
n

anξ
′
n(X)X

#

as long as the integrability condition guaranteeing that f (X) belongs to D is fulfilled.
Here this condition is∫∫ (∑

n

�1[an]ξ2
n (X)+

∑
m,n

amanξ
′
m(X)ξ

′
n(X)�2[X]

)
dP1dP2 < +∞.
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With these hypotheses formula (53) is a direct application of the theorem on product
error structures.

Remark. Let us emphasize that formula (53) is quite general and still remains valid
if X and the error on X are correlated with f and the error on f . This clearly appears
in formula (54). Only the integrability conditions are less simple.

Financial model. We now take the same model as before. The asset is modeled by
the s.d.e.

dXt = Xtσ(t, Xt ) dBt +Xtr(t) dt, X0 = x.

The interest rate is deterministic and the probability is a martingale measure (see
equations (41), (42) and (43) of Section 4.1).

4.2.1 Sensitivity to local volatility. An error is introduced on σ under hypotheses
similar to what was recalled above, in such a way that the following formula is valid:(

σ(t, Y )
)# = σ #(t, Y )+ σ ′

x(t, Y )Y
#

where Y is a random variable, eventually correlated with σ , such that σ(t, Y ) ∈ D

(see the preceding remark).
From the equation

Xt = x +
∫ t

0
Xsσ(s,Xs) dBs +

∫ t

0
Xsr(s) ds

we have

(55) X#
t =

∫ t

0

(
X#
s σ (s,Xs)+Xsσ #(s,Xs)+Xsσ ′

x(s,Xs)X
#
s

)
dBs+

∫ t

0
X#
s r(s) ds.

We then set
Ks = σ(s,Xs)+Xsσ

′
x(s,Xs)

and

Mt = exp

{∫ t

0
Ks dBs − 1

2

∫ t

0
K2
s ds +

∫ t

0
r(s) ds

}
.

Equation (55) then has the following solution:

(56) X#
t = Mt

∫ t

0

Xsσ
#(s,Xs)

Ms

(
dBs −Ks ds

)
.

We will extend further the calculations in three particular cases.

First case. σ(t, x) is represented on the basis of a vector space consisting of function
ψn(t, x) regular in x. We set

σ(t, x) =
∑
n

anψn(t, x)
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and follow the approach sketched out at the beginning of Section 4.2 with

�
[
an
] = a2

n

�
[
am, an

] = 0 for m �= n

a#
n = an

ân − Êân

βn
βn =

√
Ê
(
ân − Êân

)2
.

Thus
σ #(s,Xs) =

∑
n

a#
nψn(s,Xs)

(57) X#
t =

∑
n

Mt

∫ t

0

Xsψn(s,Xs)

Ms

(
dBs −Ks ds

)
a#
n

and

(58) �[Xt ] =
∑
n

M2
t

(∫ t

0

Xsψn(s,Xs)

Ms

(
dBs −Ks ds

))2

a2
n.

In order to obtain the error on the value of a European option, we start with formula
(42) of Section 4.1:

Vt = exp

(
−
∫ T

t

r(s) ds

)
E
[
f (XT ) | Ft

]
which yields

V #
t = exp

(
−
∫ T

t

r(s) ds

) (
E
[
f (XT ) | Ft

])#
= exp

(
−
∫ T

t

r(s) ds

)
E
[(
f (XT )

)# | Ft
]

as can be seen by writing

E
[
Z | Ft

] = Ẽ
[
Z(w, w̃)

]
with

w = (s → ω(s), s ≤ t)

w̃ = (s → ω(s)− ω(t), s ≥ t).

Hence

V #
t = exp

(
−
∫ T

t

r(s) ds

)
E
[
f ′(XT )X#

T | Ft
]
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i.e. from (57)

V #
t = exp(−

∫ T

t

r(s) ds)

×
∑
n

E

[
f ′(XT )MT

∫ T

0

Xsψn(s,Xs)

Ms

(dBs −Ks ds) | Ft

]
a#
n.

(59)

If we set

V nt = exp

(
−
∫ T

t

r(s) ds

)
E

[
f ′(XT )MT

∫ T

0

Xsψn(s,Xs)

Ms

(dBs −Ks ds) | Ft

]
which is the value of a European option of payoff

f ′(XT )MT

∫ T

0

Xsψn(s,Xs)

Ms

(
dBs −Ks ds

)
we observe that (59) gives

�
[
Vt
] =

∑
n

(
V nt
)2
a2
n.

Remark. If Xεt,n is the solution to{
dXεt = Xεt

(
σ(t, Xεt )+ εψn(t, X

ε
t )
)
dBt +Xεt r(t) dt

Xε0 = x

and if the corresponding value of the option is V εt,n, we have

V nt = ∂V εt,n

∂ε

∣∣∣
ε=0
. �

In order to obtain the error on the hedging portfolio, we start with expression (49)
of Section 4.1

Ht = exp

(
−
∫ T

t

r(s) ds

)
E

[
f ′(XT )

MT

Mt

| Ft

]
.

We have

H #
t = exp

(
−
∫ T

t

r(s) ds

)
E

{
MT

Mt

[
f ′′(XT )MT

∫ T

0

Xsσ
#(s,Xs)

Ms

(dBs −Ks ds)

+ f ′(XT )
∫ T

t

K#
s (dBs −Ks ds)

]
| Ft

}
.
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The calculation can be extended and will eventually give a linear expression in a#
n .

Hence �[Ht ] will be of the form

(60) �
[
Ht
] =

∑
n

(
hnt
)2
a2
n.

Second case. We suppose here the volatility to be local and stochastic

σ(t, y,w)

and given by a diffusion independent of (Bt )t≥0. In other words

σ(t, y,w) = σ
y
t (w),

where σyt is the solution to{
dσt = a(σt ) dWt + b(σt ) dt

σ0 = c(y)

with (Wt )t≥0 a Brownian motion independent of (Bt )t≥0.
If functions a, b and c are regular, the mapping y → σ(t, y,w) is regular and we

suppose that the formula(
σ(t, Y )

)# = σ #(t, Y )+ σ ′
y(t, Y )Y

#

is valid in the following calculation.
On (Wt )t≥0 we introduce an error of the Ornstein–Uhlenbeck type. Setting

m
y
t = exp

{∫ t

0
a′(σ ys ) dWs − 1

2

∫ t

0
a′2(σ ys ) ds +

∫ t

0
b′(σ ys ) ds

}
,

a previously conducted calculation yields

σ #(t, y) = c′(y)myt
∫ t

0

a(σ
y
s )

m
y
s

dŴs.

We then follow the calculation of the first case with this σ #:

X#
t = Mt

∫ t

0

Xsc
′(Xs)mXss
Ms

∫ s

0

a
(
σ
Xs
u

)
m
Xs
u

dŴu

(
dBs −Ks ds

)
.

We place outside the integral with respect to dŴu

X#
t = Mt

∫ t

0

∫ t

u

Xsc
′(Xs)mXss a

(
σ
Xs
u

)
Msm

Xs
u

(
dBs −Ks ds

)
dŴu



VII.4 Error calculations for a diffusion model 177

which gives

(61) �
[
Xt
] = M2

t

∫ t

0

(∫ t

u

Xsc
′(Xs)mXss a

(
σ
Xs
u

)
Msm

Xs
u

(
dBs −Ks ds

))2

du.

The calculation of �
[
Vt
]

and �
[
Ht
]

can be performed in a similar manner and yields
expressions computable by Monte Carlo methods.

Third case. We suppose here that the local volatility is stochastic, with σ(t, y) being
a stationary process independent of

(
Bt
)
t≥0. We idea involved is best explained in an

example.
Consider k regular functions η1(y), . . . , ηk(y) and set

σ(t, y) = σ0e
Y(t,y)

with

Y (t, y) =
k∑
i=1

Zi(t)ηi(y)

where Z(t) = (
Z1(t), . . . , Zk(t)

)
is an Rk-valued stationary process.

For instance, in order to obtain real processes, we may take

Zi(t) =
∑
j

∫ ∞

0
ξij (λ)

(
cos λt dUjλ + sin λt dV jλ

)
where ξij ∈ L2(R+) and U1

λ , . . . , U
k
λ , V 1

j , . . . , V
k
λ are independent Brownian mo-

tions.
We introduce an error of the Ornstein–Uhlenbeck type on these Brownian motions

characterized by the relation

�

[∫ ∞

0
f1(λ) dU

1
λ + · · · +

∫ ∞

0
fk(λ) dU

k
λ

+
∫ ∞

0
g1(λ) dV

1
λ + · · · +

∫ ∞

0
gk(λ) dV

k
λ

]
=
∫ ∞

0

(∑
i

f 2
i (λ)+

∑
j

g2
j (λ)

)
dλ.

The corresponding sharp operator is given by(∫
fi(λ) dU

i
λ

)#

=
∫
fi(λ) dÛ

i
λ

and similarly for the V iλ’s, so that (
Zi(t)

)# = Ẑi(t)
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where Ẑi(t) denotes the process Zi(t) constructed with
Û1, . . . , Û k , V̂ 1, . . . , V̂ k . Thus

Y #(t, y) = Ŷ (t, y)

and
σ #(t, y) = σ(t, y)Ŷ (t, y).

We now follow the calculation with this σ #:

X#
t = Mt

∫ t

0

Xsσ(s,Xs)Ŷ (s,Xs)

Ms

(
dBs −Ks ds

)
.

Since Ŷ (s, y) is linear in Û1, . . . , Û k , V̂ 1, . . . , V̂ k , this yields for �[Xt ] a sum of
squares:

�
[
Xt
] =

∫ ∞

0
M2
t

∑
ij

[(∫ t

0

Xsσ(s,Xs)

Ms

yi(Xs)ξij (λ) cos λs
(
dBs −Ks ds

))2

+
(∫ t

0

Xsσ(s,Xs)

Ms

yi(Xs)ξij (λ) sin λs
(
dBs −Ks ds

))2]
dλ.

(62)

Comment. We have developed these sensitivity calculations to functional σ mainly
in order to highlight the extend of the language of error structures. In numerical
applications, a sequence of perturbations of σ in fixed directions (à la Gateaux) will
sometimes be sufficient, but the formulae with series expansions allow choosing the
rank at which the series are to be truncated.

In addition, the framework of error structures guarantees that the calculation can
be performed with functions of class C1 ∩ Lip.

4.2.2 Sensitivity to the interest rate. The calculations of interest rate sensitivity
are simpler since there are fewer terms due to Itô’s formula. We suppose r(t) to be
represented as

r(t) =
∑
n

bnρn(t)

where the functions ρn(t) are deterministic and the bn’s satisfy hypotheses similar to
the preceding an’s:

�
[
bn
] = b2

n

�
[
bm, bn

] = 0 for m �= n

b#
n = bn

b̂n − Êb̂n√
Ê
(
b̂n − Êb̂n

)2
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such that
r#(t) =

∑
n

b#
nρn(t).

From the equation

Xt = x +
∫ t

0
Xsσ(s,Xs) dBs +

∫ t

0
Xsr(s) ds

we obtain

X#
t =

∫ t

0
KsX

#
s dBs +

∫ t

0

(
X#
s r(s)+Xsr

#(s)
)
ds

and

(63) X#
t = Mt

∫ t

0

Xsr
#(s)

Ms

ds,

where Ms and Ks have the same meaning as before. It then follows that

(64) �
[
Xt
] = M2

t

(∑
n

∫ t

0

Xsρn(s)

Ms

ds

)2

b2
n.

The error on the value of the option is obtained from the formula

Vt = exp

(
−
∫ T

t

r(s) ds

)
E
[
f (XT ) | Ft

]
and

V #
t = exp

(
−
∫ T

t

r(s) ds

)
E

[
−
∫ T

t

r#(s) dsf (XT )

+ f ′(XT )MT

∫ T

0

Xsr
#(s)

Ms

ds | Ft

](65)

yields

�
[
Vt
] = exp

(
−2
∫ T

t

r(s) ds

)∑
n

(
E

[
−
∫ T

t

ρn(s) dsf (XT )

+ f ′(XT )MT

∫ T

0

Xsρn(s)

Ms

ds | Ft

])2

b2
n.

(66)

4.3 Error on local volatility due solely to the trader. We now suppose that the
model

Xt = x +
∫ t

0
Xsσ(s,Xs) dBs +

∫ t

0
Xsr(s) ds

is accurate and contains no error.



180 VII Application to financial models

To manage a European option of payoff f (XT ) we suppose, as in Section 3.2.2,
that the trader has performed a correct initial pricing, but that from 0 to T his hedging
portfolio is incorrect due to an error on the function σ .

The hedging equation is

(67) Ṽt = V0 +
∫ T

0
Hs dX̃s

where

Ṽt = exp

(
−
∫ t

0
r(s) ds

)
Vt

and

X̃t = exp

(
−
∫ t

0
r(s) ds

)
Xt

with

Vt = exp

(
−
∫ T

t

r(s) ds

)
E
[
f (XT ) | Ft

]

(68) Ht = exp

(
−
∫ T

t

r(s) ds

)
E
[
f ′(XT )MT | Ft

] 1

Mt

.

By committing an error on Ht , the trader does not realize at exercise time T the
discounted payoff Ṽ = exp

(− ∫ T0 r(s) ds
)
f (XT ) but rather

(69) P̃T = V0 +
∫ T

0

[
Hs
]
dX̃s

where Hs is calculated using (68) with an incorrect function σ what we denote by
brackets

[
Hs
]
. We must emphasize herein a very important observation.

Remark. In the case of a probabilistic model involving the parameter λ (here the
volatility), if we were to consider this parameter erroneous by defining it on an er-
ror structure, all model quantities become erroneous. If, by means of mathematical
relations of the model, a quantity can be written identically in two ways

X = ϕ(ω, λ)

X = ψ(ω, λ),

then the error on X calculated by ϕ or ψ will be the same.
Let us now suppose that the model is used for a decision thanks to a formula of

practical utility, and that in this formula the user chooses the wrong value of λ in
certain places where λ occurs but not everywhere, then the error may depend on the
algebraic form of the relation used.

Let us consider a simple example.
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Let L be the length of the projection of a triangle with edges of lengths a1, a2, a3
and polar angles

θ1, θ2, θ3.

a3

θ1

a1

L

a2
θ2

The length L satisfies

L = max
i=1,2,3

|ai cos(θi)|

L = 1

2

∑
i=1,2,3

|ai cos(θi)|.

If the user makes a mistake on the length a1, and only on a1 (without any attempt to
respect the triangle by changing the other quantities) then the error on L will depend
on use of the first or second formula. (Since the first formula gives a nonzero error
only when the term |a1 cos(θ1)| dominates the others.) �

In our problem, we must therefore completely specify both the formula used by
the trader and where his use of σ is erroneous. Formula (68) is not sufficiently precise.
The trader’s action consists of using the Markov character of Xt in order to write the
conditional expectation in the form

E

[
f ′(XT )

MT

Mt

| Ft

]
= �(t,Xt ).

When computing �, he introduces an error on σ and he is correct on Xt , which is
given by the market (since we have assumed the asset price model to be accurate).

Let us recall some formulae given by classical financial theory (see Lamberton–
Lapeyre, (1995), Chapter 5).
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The function � is given by

(70) �(t, x) = ∂�

∂x
(t, x)

where � is the function yielding the value of the option in function of the stock price
Xt :

(71) Vt = exp

(
−
∫ T

t

r(s) ds

)
E
[
f (XT ) | Ft

] = �(t,Xt ).

It satisfies

(72)


�(T , x) = f (x)

∂�

∂t
+ At�− r(t)� = 0

where At is the operator

Atu(x) = 1

2
x2σ 2(t, x)

∂2u

∂x2 (x)+ xr(s)
∂u

∂x
(x).

We are interested in calculating

(73) (P̃T )
# =

∫ T

0
�#(t, Xt ) dX̃t =

∫ T

0

∂�#

∂x
(t, Xt ) dX̃t .

Taking (72) into account the (random) function �#(t, x) satisfies

(74)


�#(T , x) = 0

∂�#

∂t
+ At�

# + A#
t �− r(t)�# = 0

where A#
t is the operator

A#
t u(x) = 1

2
xσ(t, x)σ #(t, x)

∂2u

∂x2 (x).

In order to calculate (73) let us apply the Itô formula to

exp

(
−
∫ t

0
r(s) ds

)
�#(t, Xt ).
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In conjunction with (74) this yields

exp

(
−
∫ t

0
r(s) ds

)
�#(t, Xt )

= �#(0, X0)+
∫ t

0
exp

(
−
∫ s

0
r(u) du

)
∂�#

∂x
(s,Xs) dXs

−
∫ t

0
exp

(
−
∫ s

0
r(u) du

)
Xsr(s)

∂�#

∂x
(s,Xs) ds

−
∫ t

0
exp

(
−
∫ s

0
r(u) du

)
(A#

s�)(s,Xs) ds.

(75)

Then, in introducing X̃s and setting t = T ,∫ t

0

∂�#

∂x
(s,Xs) dX̃s = −�#(0, X0)+

∫ t

0
exp

(
−
∫ s

0
r(u) du

) (
A#
s�
)
(s,Xs) ds.

Hence we have obtained

(76) (P̃T )
# = −�#(0, X0)+ 1

2

∫ T

0
X̃sσ (s,Xs)σ

#(s,Xs)
∂2�

∂x2 (s,Xs) ds.

Comment. Let us first note that we have not yet specified σ #. The preceding calcu-
lation is, for the time being, valid when the error committed by the trader is modeled
as in any of the three cases discussed above.

First case.

σ(t, y) =
∑
n

anψn(t, y)

σ #(t, y) =
∑
n

a#
nψn(t, y).

Second case. σ is an independent diffusion

σ #(t, y) = c′(y)myt
∫ t

0

a(σ
y
s )

m
y
s

dŴs.

Third case. σ is an independent stationary process

σ(t, x) = σ0 exp
(
Y (t, y)

)
σ #(t, x) = σ(t, x)Ŷ (t, y).

The first term in formula (76): −�#(0, X0) stems from the fact that the trader is
accurate on the pricing, hence his pricing is not all that coherent with the stochastic
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integral he uses for hedging. �#(0, X0) can be interpreted as the difference between
the pricing the trader would have proposed and that of the market (i.e. that of the
model).

In the second term

1

2

∫ T

0
X̃sσ (s,Xs)σ

#(s,Xs)
∂2�

∂x2 (s,Xs) ds

the quantity σ #(t, x) is a random derivative in the sense of Dirichlet forms. In several
cases, it can be interpreted in terms of directional derivatives (see Bouleau–Hirsch
[1991], Chapter II, Section 4). We can then conclude that if the payoff is a (regular
and) convex function of asset price and if σ(t, x) possesses a positive directional
derivative in the direction of y(t, x), this second term is positive. In other words, if
the trader hedges with a function σ distorted in the direction of such a function y, his
final loss is lower than the difference between the pricing he would have proposed and
that of the market, since the second term is positive. We rediscover here some of the
results in [El Karoui et al. 1998].

Comments on this chapter. We did not address the issue ofAmerican options, which
are obviously more difficult to handle mathematically. Both the approach by instan-
taneous error structures and the study of the sensitivity of a model to its parameters or
to a mistake of the trader are more subtle. One approach to this situation would be to
choose hypotheses such that good convergence results of time discretization quantities
are available. Thus, if V nt were the value of the option in a time discretization of step
T
n

, the calculation of �
[
V nt
]

should be possible since the max and inf operators over a
finite number of quantities are Lipschitz operations. If the hypotheses allow to show
that V nt −−−→

n↑∞ Vt in L2(P) and �
[
Vmt −V nt

] −−−−−→
m,n,↑∞ 0 in L1(P), then the closedness

of the Dirichlet form will yield the conclusion that �[V nt ] −−−→
n↑∞ �[Vt ] in L1(P).

On the other hand, we did not calculate the biases neither for the Black–Scholes
model, nor for the diffusion model, nor when the error is due solely to the trader. These
omissions are strictly for the sake of brevity of this course since the appropriate tools
were indeed available. Let us nevertheless mention that for the Black–Scholes model,
an error on Brownian motion of the Ornstein–Uhlenbeck type provides the following
biases:

A[St ] = −StσBt + 1

2
σ 2St t

A[Vt ] = deltatA[St ] + 1

2
gammat �[St ]

(where �[St ] = S2
t σ

2t)

A[Ht ] = gammatA[St ] + 1

2

∂3F

∂x3 (t, St , σ, r)�[St ].
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In the following chapter, which concerns a number of physics applications , we
will provide examples in which the biases modify the experimental results.
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Chapter VIII

Applications in the field of physics

Our aim in this chapter is not to propose explanations of phenomena or experimental
results, but more modestly to provide examples of physical situations in which the
language of error structures may be used.

The first four sections comprise exercises and discussion in order to lend some
insight into using the language of error structures in a physical context.

The fifth section concerns the nonlinear oscillator submitted to thermal agitation
and presents an example in which the lack of accuracy due to temperature acting upon
a system may be modeled by an error structure. The nonlinearity of the oscillator
gives rise to biases and these biases explain the expansion of crystals as temperature
increases.

The sixth section yields mathematical arguments to support that some systems
may be “naturally” provided with a priori error structures. In this study we extend
the “arbitrary functions method” of Poincaré and Hopf from the case of probability
theory to the case of error structures.

1 Drawing an ellipse (exercise)

An ellipse is drawn by placing the two foci at distance 2cwith a graduated rule and then
by using a string of length 2� > 2c. We suppose that the pair (c, �) is erroneous: it is
defined as the coordinate mappings of the following error structure (�,A,P,D, �),
where

� = {
(x, y) ∈ R2+ : y > x

}
A = B(�)

P(dx, dy) = 1� · e−y dx dy
�[u](x, y) = α2u′

x
2
(x, y)+ β2u′

y
2
(x, y), ∀u ∈ CK(�).

The closability of the associated form has been derived in Fukushima [1980], Chap-
ter 2, Section 2.1 or Fukushima et al. [1994], Chapter 3, Section 3.1, which is similar
to Example III.2.3 in the case of an absolutely continuous measure.
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b

c

a) Error on the area of the ellipse. Let a be the major half-axis and b be the minor
half-axis. From the formula

A = πab = π�
√
�2 − c2,

we obtain

A# = π
−�c√
�2 − c2

c# + π
2�2 − c2

√
�2 − c2

�#

and

�[A] = π2

�2 − c2

[
�2c2α2 + (2�2 − c2)2β2].

b) Error on the length of the ellipse. The length is calculated by parametric repre-
sentation

L =
∫ 2π

0

√
Ẋ2(t)+ Ẏ 2(t) dt

with X(t) = a cos t , Y (t) = b sin t . This yields

L =
∫ 2π

0

√
�2 − c2 cos2 t dt

L# =
∫ 2π

0

��# − cc# cos2 t√
�2 − c2 cos2 t

dt

and

�[L] = α2
(∫ 2π

0

c cos2 t√
�2 − c2 cos2 t

dt

)2

+ β2
(∫ 2π

0

� dt√
�2 − c2 cos2 t

)2

.

These classical elliptical integrals are tabulated. We also derive the correlation between
the error on the area and the error on the length:

�[A,L] = πα2 �c√
�2 − c2

∫ 2π

0

c cos2 t√
�2 − c2 cos2 t

dt

+ πβ2 2�2 − c2

√
�2 − c2

∫ π

0

� dt√
�2 − c2 cos2 t

.
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c) Errors on sectors. Let us consider two angular sectors M1OM
′
1 and M2OM

′
2

swept by the vector radius as t varies respectively from t1 to t ′1 and t2 to t ′2. The areas
are given by

A
(
M1OM

′
1

) = b

a
a
(
t ′1 − t1

) =
√
�2 − c2

(
t ′1 − t1

)
A
(
M2OM

′
2

) =
√
�2 − c2

(
t ′2 − t2

)
.

t ′2

M ′
2

t2

M2
t ′1

M ′
1

t1

M1

O

Let A1 and A2 be these two areas, we can then see that the matrix(
�[A1] �[A1, A2]

�[A1, A2] �[A2]

)

is singular sinceA1 andA2 are both functions of the single random variable
√
�2 − c2.

The law of the pair
(
A1, A2

)
is carried by a straight line of the plane.

For the arc lengths of these sectors we obtain

L1 =
∫ t ′1

t1

√
�2 − c2 cos2 t dt, L2 =

∫ t ′2

t2

√
�2 − c2 cos2 t dt,
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hence for i = 1, 2,

�[Li] = α2

(∫ t ′i

ti

c cos2 t√
�2 − c2 cos2 t

dt

)2

+ β2

(∫ t ′i

ti

� dt√
�2 − c2 cos2 t

)2

and

�[L1, L2] = α2
∫ t ′1

t1

c cos2 t√
�2 − c2 cos2 t

dt

∫ t ′2

t2

c cos2 t√
�2 − c2 cos2 t

dt

+ β2
∫ t ′1

t1

� dt√
�2 − c2 cos2 t

dt

∫ t ′2

t2

� dt√
�2 − c2 cos2 t

.

We see that the matrix (
�[L1] �[L1, L2]

�[L1, L2] �[L2]
)

is in general not singular, except when the following condition is fulfilled:∫ t ′1

t1

� dt√
�2 − c2 cos2 t

∫ t ′2

t2

c cos2 t dt√
�2 − c2 cos2 t

=
∫ t ′2

t2

� dt√
�2 − c2 cos2 t

∫ t ′1

t1

c cos2 t dt√
�2 − c2 cos2 t

.

(1)

Hence (see Chapter III, Section 3) if t1, t ′1, t2, t ′2 are such that condition (1) is not
satisfied or only satisfied for (c, �) in a set of probability zero, the pair

(
L1, L2

)
of arc lengths possesses an absolutely continuous law. For example, if cos t1 �=
cos t2, condition (1) is not satisfied when t ′1 is in the neighborhood of t1 and t ′2 in the
neighborhood of t2.

2 Repeated samples: Discussion

Suppose we were to draw several ellipses using the preceding method. This example
may serve to discuss the errors yielded by measurement devices in physics.

If we draw another ellipse with the same graduated rule and the same string, the
two ellipses must be considered with correlated errors. It should be noted however
that when the two ellipses are drawn with different instruments of the same type, the
same conclusion is applicable. “Another” string may imply the following situations:
the same strand cut at another length, a strand taken in another spool from the same
storage, a strand taken in the same material. This observation shows that independence
of errors tends to be the exceptional situation and will only be obtained by careful
experimental procedures.

When errors are correlated, even should the quantity samples be independent in
the sense of probability theory, they do not vanish by averaging. Henri Poincaré,
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mathematician and physicist, provided a mathematical model of this phenomenon of
error permanency in his course on probability (Poincaré, 1912). The matter is to
explain why:

“with a meter divided into millimeters, as often as measures are repeated,
a length will never be determined to within a millionth of a millimeter.”1

This phenomenon is well-known by physicists, who have of course noted that over the
entire history of experimental sciences, never has a quantity been precisely measured
with rough instruments. Let us look at Poincaré’s reasoning more closely.

First of all, he noted that the classical Gauss argument in favor of the normal
law for the errors uses improper or excessive hypotheses. Let us recall Gauss’ actual
approach. Gauss considered that the quantity to be measured is random and can vary
within the scope of the measurement device according to an a priori law. In modern
language, let X be the random variable representing the quantity to be measured and
µ be its law. The results of the measurement operations are other random variables
X1, . . . , Xn; Gauss assumed that:

a) the conditional law of Xi given X be of the form

P
{
Xi ∈ E | X = x

] =
∫
E

ϕ(xi − x) dxi,

where ϕ is a smooth function;

b) the variablesX1, . . . , Xn be conditionally independent givenX, in other words,

P
[
X ∈ A,X1 ∈ A1, . . . , Xn ∈ An

]
=
∫
x∈A

∫
x1∈A1

· · ·
∫
xn∈An

ϕ(x1 − x) · · ·ϕ(xn − x) dx1 · · · dxn dµ(x).

He was then easily able to compute the conditional law of X given the results of
measure X1, . . . , Xn:

P
[
X ∈ A | X1 = x1, . . . , Xn = xn

] =
∫
x∈A

ϕ(x1 − x) · · ·ϕ(xn − x)∫
ϕ(x1 − z) · · ·ϕ(xn − z) dµ(z)

dµ(x),

which has a density with respect to µ:

ϕ(x1 − x) · · ·ϕ(xn − x)∫
ϕ(x1 − z) · · ·ϕ(xn − z) dµ(z)

.

Should this density be maximum at x = 1
n

∑n
i=1 xi (which Gauss supposed as a

starting point for his argument), one then obtains

∀x1 · · · xn
(
x = 1

n

n∑
i=1

xi ⇒
n∑
i=1

ϕ′(xi − x)

ϕ(xi − x)
= 0

)
.

1“Avec un mètre divisé en millimètres, on ne pourra jamais, si souvent qu’on répète les mesures,
déterminer une longueur à un millionième de millimètre près.” op. cit. p. 216.
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This problem is purely analytical. Suppose x, x1, . . . , xn be scalar quantities for the
sake of simplicity. We must have

∑
i

∂

∂xi

(
ϕ′(xi − x)

ϕ(xi − x)

)
dxi = 0 once

∑
i

dxi = 0,

hence
∂

∂x1

(
ϕ′(x1 − x)

ϕ(x1 − x)

)
= · · · = ∂

∂xn

(
ϕ′(xn − x)

ϕ(xn − x)

)
= constant.

Thus
ϕ′(t − x)

ϕ(t − x)
= a(t − x)+ b.

Since ϕ is a probability density, Gauss obtained

ϕ(t − x) = 1√
2πσ 2

exp

(
− (t − x)2

2σ 2

)
.

In order to explain the ‘paradox’ of non-vanishing errors by averaging, starting
from this classical approach, Poincaré considered that given the true value x, the
conditional law of Xi is not of the form

ϕ(y − x) dy,

but rather of the more general form

ϕ(y, x) dy.

He then wrote

P
[
X ∈ A,X1 ∈ A1, . . . , Xn ∈ An

]
=
∫
x∈A

∫
x1∈A1

· · ·
∫
xn∈An

ϕ(x1, x) · · ·ϕ(xn, x) dx1 · · · dxn dµ(x),

and then by setting ∫
yϕ(y, x) dy = x + θ(x),

he remarked that the function θ was always constant in Gauss’ approach and hence
was zero in the absence of systematic error. However θ may satisfy

∫
θ(z) dµ(z) = 0,

which expresses an absence of systematic error, without vanishing. In this case, under
the conditional law X = x, which we denote Ex ,

lim
n↑∞ Ex

[(
1

n

n∑
i=1

Xi − x − θ(x)

)2]
= 0
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hence

lim
n↑∞ Ex

[(
1

n

n∑
i=1

Xi − x

)2]
= θ2(x)

due to the law of large numbers, with X1, . . . , Xn being independent under Ex .

Averaging thus leaves an asymptotic error and the quantity cannot be known with
this instrument to higher level of accuracy than θ2(x).

It could be contested that Poincaré’s explanation is based simply on the idea of a
nonuniform parallax and that this could be overcome by careful calibration. Indeed,
if we were to present the instrument with a perfectly-known quantity x0, the average
of a large number of measures would yield

∫
yϕ(y, x0) dy = x0 + θ(x0);

repeating this calibration for different values of x0 will give the function x �→ x+θ(x)
pointwise. It would be sufficient to inverse the function I + θ in order to obtain a
measure to a desired level of precision, which contradicts Poincaré’s principle of error
permanency.

His example reveals having anticipated the potential objection: the function I + θ
he obtains is a noninvertible step function. For a measure conducted with a graduated
rule, he supposes that

if n− ε < x ≤ n+ ε then X1 = n

if n+ ε < x ≤ n+ 1 − ε then X1 = n with probability 1
2

and X1 = n+ 1 with probability 1
2

if n+ 1 − ε < x ≤ n+ 1 + ε then X1 = n+ 1
...

and this conditional law gives for function θ and I + θ the following graphs.
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E[X1 | X = x] = x + θ(x)

θ(x)

Let us emphasize one important point: in the Gauss model, the quantities that
physically represent errors, i.e. random variablesX1 − x, . . . , Xn− x, are orthogonal
under Ex since

Ex
[
Xi
] = x and Ex

[
(X1 − x)(X2 − x)

] = 0

by independence of the Xi’s under Ex . On the contrary, in Poincaré’s model

Ex
[
Xi
] = x + θ(x),

hence
Ex
[
(X1 − x)(X2 − x)

] = Ex
[
X1 − x

]
Ex
[
X2 − x

] = θ2(x).

In other words, Poincaré suggested a model in which measures are independent but
not errors. This layout is easily written using the language of error structures.

If the sample of a quantity is modeled by the probability space (R,B(R),m)
and its error by the error structure (R,B(R),m, d, γ ), a sequence of N independent
samples can then be modeled on the probability space

(R,B(R),m)N .

To represent a sequence of repeated samples in which the errors are correlated, it
suffices to consider an error structure

(2)
(
RN,B(RN),m⊗N,DN, �N

)
,
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where�, restricted to one-argument functions coincides with γ , but contains rectangle
terms.

When N varies, the error structures (2) constitute a projective system. Depending
on the properties of this projective system (closability or non-closability) errors vanish
or not by averaging. A detailed study is carried out in Bouleau [2001].

3 Calculation of lengths using the Cauchy–Favard method
(exercise)

The arc length of a curve in the plane may be obtained by measuring the length of its
projection on a straight line with director angle θ and then by averaging over θ . This
result was proved by Cauchy for regular curves in 1832. He showed that for an arc
parametrized by t ∈ [0, 1],

(3)
∫ 1

0

√
ẋ2(t)+ ẏ2(t) dt = π

2

∫ π

0

∫ 1

0
|ẋ(t) cos θ + ẏ(t) sin θ | dt dθ

π
.

A century later J. Favard extended this idea and proposed a measure for subsets of
Rn (called Favard measure or integral-geometric measure) that coincides with the
Hausdorff measure on rectifiable sets (Favard, 1932; Steinhaus, 1954; Federer, 1969).

To obtain the mean along different directions we may of course proceed by random
samples.

Let us suppose we are interested in the length of a string modeled by

Xt = X0 +
∫ t

0
cos
(
ϕ + Bs

)
ds

Yt = Y0 +
∫ t

0
sin
(
ϕ + Bs

)
ds,

where
(
Bs
)
s≥0 is a standard Brownian motion and ϕ is a random variable

uniformly distributed on the circle. As t varies from 0 to L, the length of arc(
Xt, Yt

)
t∈[0,T ] is ∫ L

0

√
Ẋ2(t)+ Ẏ 2(t) dt = L.

By means of very narrowly-drawn lines parallel to Oy, we can measure the total
length of the projection of the string on Ox, say P(ϕ, ω):

P(ϕ, ω) =
∫ L

0

∣∣cos(ϕ + Bs(ω))
∣∣ ds =

∫ L

0
|Ẋ(t)| dt.

If this experiment were to be repeated many times independently, the expectation EP

would be obtained by taking the average according to the law of large numbers. Now,
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from Fubini’s Theorem since ϕ is uniformly distributed on the circle, we have

E[P ] =
∫ 2π

0
Eω

[∫ L

0

∣∣cos(ϕ + Bs(ω))
∣∣ ds] dϕ

2π

=
∫ L

0

∫ 2π

0
| cos(ϕ)| dϕ

2π
ds

= 2

π
L.

The length of the string is therefore yielded by the formula

(4) L = π

2
E[P ]

i.e. in denoting Pn the results of the independent samples,

(5) L = π

2
lim
N↑∞

1

N

N∑
n=1

Pn.

In order to model the errors, we must then choose hypotheses for the errors on both
ϕ and

(
Bs
)
s≥0 as well as hypotheses for the correlation of errors of different samples.

The result for the asymptotic error

lim
N↑∞�

[
1

N

N∑
n=1

Pn

]
depends on the hypotheses for the correlation of errors, see Bouleau [2001]. We limit
the discussion herein to remarks on the modeling of error on the string.

a) In the preceding model,

X(t) = X0 +
∫ t

0
cos
(
ϕ + Bs

)
ds

Y (t) = Y0 +
∫ t

0
sin
(
ϕ + Bs

)
ds, 0 ≤ t ≤ L,

the string is of class C1 and t is its curvilinear abscissa. An Ornstein–Uhlenbeck type
error on the Brownian motion then gives

P # = −
∫ L

0
sign

(
cos(ϕ + Bs)

)
sin
(
ϕ + Bs

)
B̂s ds

�[P ] =
∫ L

0

∫ L

0
sign

(
cos(ϕ + Bs)

)
sin
(
ϕ + Bs

)
× sign

(
cos(ϕ + Bs)

)
sin
(
ϕ + Bs

) · s ∧ t · ds dt.
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In this model the string displays no resistance to bending since the direction of its
tangent changes as rapidly as a Brownian motion.

b) In the following model,

Xt = X0 +
∫ t

0
cos
(
ϕ + Vs

)
ds

Yt = Y0 +
∫ t

0
sin
(
ϕ + Vs

)
ds, 0 ≤ t ≤ L ≤ 1,

with

Vs =
∫ 1

0
u ∧ s dBs

the string resists bending and is of class C2. An Ornstein–Uhlenbeck type error
corresponds to a modification in the curvature by means of adding a small perturbation.

In this model, we can consider more violent errors, e.g. with an error operator of
the type

�

[∫ 1

0
f (s) dBs

]
=
∫ 1

0
f ′2(s) ds

(see Chapter V, Section 2.4) we then obtain

�
[
Vs, Vt

] = s ∧ t
and the conditional law of the error on some characteristic of the string given the
tangent process (process Vs , s ∈ [0, 1]) is the same as in case a).

4 Temperature equilibrium of a homogeneous solid
(exercise)

Let U be a bounded open set in R3 with boundary ∂U representing a homogeneous
body. Let A1 and A2 be two disjoint subsets of ∂U whose temperature is perma-
nently maintained at θ1 [resp. θ2], with the remainder of the boundary remaining at a
temperature θ0.

Suppose θ1, θ2 are erroneous random variables, whose image error structure is(
[a1, b1] × [a2, b2],B, dx1

b1 − a1
× dx2

b2 − a2
,D, �

)
with

�[u](x1, x2) = u′
1

2 + u′
2

2
.

We will now study the error on temperature θ(M) at a point M of the body.
Let f be the function defined on ∂U by

f = θ0 + (θ1 − θ0
)
1A1 + (θ2 − θ0

)
1A2 .
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If we suppose that A1 and A2 are Borel sets, by the Perron–Wiener–Brelot theorem
(see Brelot, 1959 and 1997), the bounded Borel function f is resolutive; thus ifH [f ]
is the generalized solution to the Dirichlet problem associated with f , we have

θ(M) = H [f ](M) = θ0 + (θ1 − θ0
)
H
[
1A1

]
(M)+ (θ2 − θ0

)
H
[
1A2

]
(M).

Let us once again introduce the sharp operator defined on D by

u# = (
u′

1θ̃1, u
′
2θ̃2
)

with

θ̃i = θ̂i − Ê θ̂i

Ê
(
θ̂i − Ê θ̂i

)2 , i = 1, 2.

The linearity of operator H yields(
H [f ](M))# = H

[
f #](M).

If M1 and M2 are two points in U , the matrix

�= =
(

�
[
θ(M1)

]
�
[
θ(M1), θ(M2)

]
�
[
θ(M1), θ(M2)

]
�
[
θ(M2)

] )
is singular if and only if the vectors(

θ(M1)
)# and

(
θ(M2)

)#
are proportional.

Since
(
θ(M)

)# = (
H
[
1A1

]
(M)θ̃1, H

[
1A2

]
(M)θ̃2

)
the matrix �= is singular if and

only if

(6)

∣∣∣∣∣H
[
1A1

]
(M1) H

[
1A1

]
(M2)

H
[
1A2

]
(M1) H

[
1A2

]
(M2)

∣∣∣∣∣ = 0.

Let us fix point M1.

• IfM2 does not belong to the surface defined in (6) the temperatures inM1 andM2
have uncorrelated errors; by the image energy density property (see Chapter III,
Proposition III.16), the law of the pair

(
θ(M1), θ(M2)

)
is absolutely continuous

with respect to the Lebesgue measure on R2.

• If M2 belongs to the surface (6), the random variables

θ(M1) = θ0 + (θ1 − θ0)H
[
1A1

]
(M1)+ (θ2 − θ0)H

[
1A2

]
(M1)

θ(M2) = θ0 + (θ1 − θ0)H
[
1A2

]
(M2)+ (θ2 − θ0)H

[
1A2

]
(M2)

are linked by a deterministic linear relation and the law of the pair
(
θ(M1),

θ(M2)
)

is carried by a straight line.
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More generally, if the temperature at the boundary is of the form

f (M) = a1f1(M)+ · · · + akfk(M), M ∈ ∂U,
where the functions f1, . . . , fk are integrable for the harmonic measure µM0 at a
point M0 ∈ U (hence for the harmonic measure of every point in U ) and linearly
independent in L1

(
µM0

)
and if the error on f is given by the fact that the ai’s are

random and erroneous with uncorrelated errors, then the temperatures at k points
θ(M1), . . . , θ(Mk) have uncorrelated errors and an absolutely continuous joint law on
Rk , except if points M1, . . . ,Mk satisfy the condition that the vectors(

H [f1](Mi), . . . , H [fk](Mi)
)
, i = 1, . . . , k,

are linearly dependent, in which case the law of the k-uple θ(M1), . . . , θ(Mk) is carried
by a hyperplane in Rk .

In order to handle the case where the boundary function f is given by an infinite
dimensional expansion, let us simply consider a body modeled by the unit disc in R2.

A) Suppose f is given by

f (ϕ) = a0 +
∑
n≥1

an
√

2 cos nϕ +
∑
m≥1

bm
√

2 sinmϕ

on the complete orthonormal system (1,
√

2 cos nϕ
√

2 sinmϕ) ofL2(dϕ) and assume
that ai and bj are independent erroneous random variables defined on (�,A,P,D, �)
such that P-a.s. only a finite number of the an’s and bm’s do not vanish (as in ChapterV,
Section 4 and Chapter VII, Section 4.2), with

�
[
aj
] = a2

i , �
[
bj
] = b2

j ∀i, j
�
[
ai, aj

] = �
[
bi, bj

] = 0 ∀i �= j

�
[
ai, bk

] = 0 ∀i, k.
Let a point of the open disc be represented by its complex affix

z = ρ(cosα + i sin α).

Then the solution of the Dirichlet problem is explicit:

H [f ](z) = a0 +
∑
n≥1

an
√

2ρn cos nα +
∑
m≥1

bm
√

2ρm sinmα

hence (
H [f ](z))# = a#

0 +
∑
n≥1

a#
n

√
2ρn cos nα +

∑
m≥1

b#
m

√
2ρm sinmα.
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From this formula the error on any function of the temperature in the disc may be
easily calculated.

For example, let C be an arc in the disc defined in polar coordinates. The integral

I =
∫ β

α

H [f ](ρ(t)eit)√ρ′2(t)+ ρ2(t) dt
/∫ β

α

√
ρ′2(t)+ ρ2(t) dt

represents the average of the temperature on C. We have

�[I ] = 1

L(C)2

{
L(C)2a2

0 +
∑
n≥1

2a2
n

(∫ β

α

ρn(t) cos nt
√
ρ′2 + ρ2 dt

)2

+
∑
m≥1

2b2
m

(∫ β

α

ρm(t) sinmt
√
ρ′2 + ρ2 dt

)2}

where L(C) = ∫ β
α

√
ρ′2 + ρ2 dt denotes the length of the arc.

B) Now suppose the boundary function f is given by

f (ϕ) = g0 +
∑
n≥1

gn

∫ ϕ

0

√
2 cos nψ

dψ

2π
+
∑
m≥1

g̃m

∫ ϕ

0

√
2 sinmψ

dψ

2π
,

where the (g0; gn, n ≥ 1; g̃m,m ≥ 1) are independent, reduced Gaussian variables.
By the classical construction of Brownian motion (see Chapter VI, Section 2.1), we
observe that f (ϕ) is a Brownian bridge, on which like for Brownian motion, several
error structures are available.

The temperature at z = ρ(cosα + i sin α) is

H [f ](z) = g0 +
∑
n≥1

gn

∫ α

0

√
2ρn(cos nβ)

dβ

2π
+
∑
m≥1

g̃m

∫ α

0

√
2ρm(sinmβ)

dβ

2π
.

This expression may be seen as a stochastic integral with respect to the Brownian
bridge f .

If we set

h(ϕ) = 1 +
∑
n≥1

(∫ α

0

√
2ρn(cos nβ)

dβ

2π

)√
2 cos nϕ

+
∑
m≥1

(∫ α

0

√
2ρm(sinmβ)

dβ

2π

)√
2 sinmϕ

we obtain

H [f ](z) =
∫
h df.
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Hence, if we choose an Ornstein–Uhlenbeck type error on f , i.e. such that

�

[∫
h df

]
=
∫
h2(ϕ) dϕ,

we derive

�
[
H [f ](z)] =

∫ 2π

0
h2(ϕ) dϕ

= 1 +
∑
n≥1

(∫ α

0

√
2ρn(cos nβ)

dβ

2π

)2

+
∑
m≥1

(∫ α

0

√
2ρm(sinmβ)

dβ

2π

)2

.

Similar calculations can be performed with other error structures on the Brownian
bridge, e.g. with

�

[∫
h df

]
=
∫
h′2(ϕ) dϕ

since z → H [f ](z) is a C∞-function in the disc, it remains in the domain of � and
we obtain

�
[
H [f ](z)] =

∑
n≥1

(∫ α

0

√
2ρnn(sin nβ)

dβ

2π

)2

+
∑
m≥1

(∫ α

0

√
2ρmm(cosmβ)

dβ

2π

)2

.

In this problem, the quantities studied were linearly dependent on the data. Such
is no longer the case in the next example.

5 Nonlinear oscillator subject to thermal interaction:
The Grüneisen parameter

In this section, we demonstrate that the effect of thermal agitation on a small macro-
scopic body produces inaccuracies, which may be represented thanks to the language
of error structures.

We first consider the case of a harmonic oscillator. The position and velocity are
erroneous and the error structure is obtained from the Boltzmann–Gibbs law using
linearity of the system. This result can also be found by means of a finer modeling
along the lines of the historical work of Ornstein and Uhlenbeck using the Langevin
equation.

The case of a nonlinear oscillator may be approached similarly by assuming that
the oscillator has a slow proper movement in absence of the thermal interaction. The
result can also be obtained herein by finer modeling based on a stochastic differential
equation.

Finally we relate the bias provided by error calculus in the nonlinear case to both
the thermal expansion of crystals and the Grüneisen parameter.
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5.1 Harmonic oscillator. We now consider a one-dimensional oscillator governed
by the equation

(7) mẌt + rXt = F(t),

where m is the inertial coefficient, rXt the return force and F(t) the applied force.
If the applied force is zero and if the oscillator is subject only to the thermal

interaction, the Boltzmann–Gibbs law states that the position and velocity display
according to the following probability law:

ν(dx, dv) = C exp

{
− H

kT

}
dx dv

where H = 1
2mẋ

2 + 1
2 rx

2 is the Hamiltonian of the oscillator, k the Boltzmann
constant and T the absolute temperature. Put otherwise

ν(dx, dv) = N

(
0,
kT

r

)
(dx)×N

(
0,
kT

m

)
(dv).

In the general case where F(t) does not vanish, thanks to system linearity, we may
write

Xt = yt + xt ,

where yt would be the “cold” movement due to the applied force and xt the thermal
movement.

If we consider xt as an error, i.e. using the notation of Chapter I, and if we set

�Xt = xt

�Ẋt = ẋt ,

we obtain the variances of the errors

(8)


var
[
�Xt | Xt = x, Ẋt = v

]
# E

[
x2
t

] = kT

r

var
[
�Ẋt | Xt = x, Ẋt = v

]
# E

[
ẋ2
t

] = kT

m

covar
[
�Xt,�Ẋt | Xt = x, Ẋt = v

]
# covar

[
xt , ẋt

] = 0

and for the biases

(9)

{
E
[
�Xt | Xt = x, Ẋt = v

]
# E

[
xt
] = 0

E
[
�Ẋt | Xt = x, Ẋt = v

]
# E

[
ẋt
] = 0.
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In other words, we are led to setting

(10)



�
[
Xt
] = kT

r

�
[
Ẋt
] = kT

m

�
[
Xt, Ẋt

] = 0

A
[
Xt
] = 0

A
[
Ẋt
] = 0.

As mentioned several times previously, knowledge of the three objects (a priori
probability measure, � and A) is excessive in determining an error structure since
when the probability measure is fixed, operators � and A can be defined by each
other. Actually system (10) is compatible here with the closable pre-structure(

]a, b[,B(]a, b[), dx

b − a
,C∞

K (]a, b[), u → kT

r
u′2
)

×
(
]c, d[,B(]c, d[), dy

d − c
,C∞

K (]c, d[), v → kT

m
v′2
)

with a < b, c < d in R. The bounds a, b and c, d in general have no particular
physical meaning and we may consider the structure(

R2,B(R2), dx dy,H 1
0 (R

2), �
)

with

�[w](x, y) = kT

r

(
∂w

∂x

)2

+ kT

m

(
∂m

∂y

)2

,

which is a Dirichlet structure (see Bouleau–Hirsch [1991]) with a σ -finite measure as
an a priori measure instead of a probability measure, this difference however would
not fundamentally change the reasoning.

5.2 The Ornstein–Uhlenbeck approach with the Langevin equation. In a famous
article, Ornstein and Uhlenbeck [1930] (see also Uhlenbeck–Wang [1945]) rediscover
the Boltzmann–Gibbs law thanks to a complete analysis of the random process de-
scribing how the oscillator moves. The authors start from the so-called Langevin
equation, first proposed by Smoluchowski.

The idea herein is to represent the movement of the free oscillator (without applied
forces) in thermal interaction by the equation

(11) mẍ + f ẋ + rx = U(t).

In this equation, m and r are the coefficients of equation (7), U(t) is a white noise,
i.e. the time derivative, with a suitable sense, of a mathematical Brownian motion
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with variance σ 2t , and the coefficient f adds a friction term to equation (7). This
new term is compulsory if we want the Markov process of the pair (position, velocity)
to possess an invariant measure, which is a probability measure in accordance with
the Boltzmann–Gibbs law. The term f ẋ must be considered as a friction due to
the thermal interaction. This viscosity effect may be understood by the fact that the
oscillator receives more impacts towards the left-hand side when moving to the right
and vice-versa.

The study of equation (11) is classical and can be conducted within the frame-
work of stationary processes theory or Markov processes theory, (see Bouleau [2000],
Chapter 5, ex. 5.11 and Chapter 7, §7.4.3). If the intensity of white noise is σ 2, which
can be written U(t) = σ dBt

dt
, equation (11) has a stationary solution xt , which is a

centered Gaussian process with spectral measure

(12)
σ 2(

r
m

− λ2
)2 + f 2

m2 λ
2

dλ

2π
.

thus, in the weakly-damped case, its covariance is

(13)


KX(t) = E

[
xt+s xs

]
= σ 2

4ξω3
0

e−ξω0|t |
(

cosω1|t | + ξω0

ω1
sinω1|t |

)
with ω2

0 = r
m

, ξ = f
2mω0

and ω1 = ω0
√

1 − ξ2. The overdamped case is obtained by
setting ω1 = iω′ and the aperiodic case is obtained when ω1 → 0. We shall consider
here, for example, the weakly damped case.

From its spectral measure (13), we deduce that the stationary Gaussian process
xt is of class C1 in L2(P) (where P is the probability measure serving to define the
process).

The study within the Markovian framework may be conducted by setting dxt
dt

= vt .
The Langevin equation then becomes

(14)


dxt = vt dt

dvt = σ dBt −
(
f

m
vt + r

m
xt

)
dt

x0 = a0, v0 = b0.

This linear equation defines a Gaussian Markov process with generator

A[w](x, v) = 1

2
σ 2 ∂

2w

∂v2 −
(
f

m
v + r

m
x

)
∂w

∂v
+ v

∂w

∂x
.

Although the diffusion matrix

(
0 0
0 σ

)
is singular, the Kolmogoroff–Hörmander con-

dition is satisfied and the pair (xt , vt ) has a density ∀t > 0. It can be shown (see
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Ornstein–Uhlenbeck [1930] and Wang–Uhlenbeck [1945]) that as t → ∞, the pair
(xt , vt ) converges in distribution to the measure

(15) ν(dx, dv) = N

(
0,

σ 2

4ξω3
0

)
(dx)×N

(
0,

σ 2

4ξω0

)
(dv).

Even though (xt ) and (vt ) are bound together by the deterministic relation

xt1 = xt0 +
∫ t1

t0

vs ds,

asymptotically for large t , xt and vt are independent. This phenomenon is typical in
statistical thermodynamics.

For equation (15) to be compatible with the Boltzmann–Gibbs law

(16) ν(dx, dv) = C exp

{
−1

2

r

kT
x2 − 1

2

m

kT
v2
}
dx dv,

the white noise constant σ must be linked with the viscosity coefficient f by the
relation

(17) σ =
√

2f kT

m
.

Remarks. 1) The proportionality relation (17) between σ 2 and f allows for the
energy brought to the system by thermal impacts to be evacuated by the viscosity such
that an invariant probability measure appears. In the case of the Kappler experiment
of a small mirror hung from a torsion thread in a gas, σ 2 and f linked by (17) depend
on the pressure of this gas.

2) Let us mention that if we had started with a damped oscillator, instead of an
undamped oscillator, governed by the equation

µẌ + ϕẊ + ρX = F(t),

(for instance, in the case of an RLC electric circuit), we would have to face a dissipative
system, which does not obey the Hamiltonian mechanics (except by introducing an
ad hoc dissipative function, see Landau–Lipschitz [1967]). For such a system, the
Boltzmann–Gibbs law, which introduces the Hamiltonian, is not directly applicable.
Knowledge of the evolution of such a system at temperature T in a given environment
must describe the modifications due to thermal energy being returned by the system.
Nevertheless, if we assume that the result may be modeled by an equation of the type

m1Ẍ + f1Ẋ + r1X = U(t),

an asymptotic probability measure of the same form as (15) will appear with different
coefficients, i.e. the Boltzmann–Gibbs measure of an equivalent asymptotic Hamil-
tonian system. The new proportionality relation (17) between f1 and σ 2 expresses a
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general relation between correlation and damping, known as fluctuation-dissipation
theorems (see Kubo et al. [1998]). �

Let us now return to the undamped oscillator subject to thermal agitation and
satisfying, as a consequence, both equation (14) and relation (17). If we take ν(dx, dv)
as the initial measure, the process (xt , vt ) is Markovian, Gaussian and stationary.

When the oscillator moves macroscopically the thermal interaction permanently
modifies the position and velocity. The mathematical description of these reciprocal
influences is precisely the probability law of a stationary Gaussian process like xt .

Representing the thermal interaction by an error structure. From the magnitude
of the Boltzmann constant, we may consider the thermal perturbation as an error. For
this purpose we introduce an error structure on process xt along with the following
notation: let � = C1(R), A = B(C1(R)) and let P be the probability measure that
makes coordinate maps xt a centered Gaussian process with covariance (13). In other
words, P is the law of (xt ). Since xt is the solution of a linear equation with respect
to the Gaussian white noise, the perturbation

x.(ω) −→ √
e−εx.(ω)+

√
1 − e−ε x̂.(ω̂),

where (x̂t (ω)) is a copy of (xt ) defined on (�̂, Â, P̂), defines a semi-group Pε by

(18) Pε[G](ω) = Ê

[
G
(√
e−εx.(ω)+

√
1 − e−εx̂.(ω̂)

)]
.

The reasoning expressed in Chapter II and Chapter VI, Section 2 applies herein and
shows that Pε is a strongly-continuous contraction semigroup on L2(�,A,P), sym-
metric with respect to P. We define in this manner an error structure (�, A, P, D, �),
satisfying

(19)



�[xt ] = E[x2
t ] = kT

r

�[xt , xs] = E[xtxs] = kT

r
e−ξω0|t−s|

(
cosω1|t − s| + ξ√

1 − ξ2
sinω1|t − s|

)
�[ẋt ] = E[ẋ2

t ] = kT

m

�[ẋt , ẋs] = E[ẋt ẋs] = kT

m
e−ξω0|t−s|

(
cosω1|t − s| − ξ√

1 − ξ2
sinω1|t − s|

)
�[xt , ẋs] = E[xt ẋs] = kT

mω1
e−ξω0|t−s| sinω1|t − s|.
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This structure is preserved by time translation. Its properties may be summarized
by assigning it the following sharp: (

xt
)# = x̂t ,

where x̂t is a copy of xt .
Let us now suppose that in addition to the thermal interaction, we act upon the

system by means of the applied force F(t). The movement

mẌt + f Ẋt + rXt = U(t)+ F(t)

may be decomposed intoXt = yt+xt and supposing yt is not erroneous, we therefore
derive

(20)



�[Xt ] = kT

r

�[Xt,Xs] = kT

r
e−ξω0|t−s|

(
cosω1|t − s| + ξ√

1 − ξ2
sinω1|t − s|

)
�[Ẋt ] = kT

m

�[Ẋt , Ẋs] = r

m
�[Xt,Xs]

�[Xt, Ẋs] = kT

mω1
e−ξω0|t−s| sinω1|t − s|.

Remarks. 1) Let us note that the approximation from considering the thermal inter-
action to be an error implies that

�[Z] = var[Z]
if Z is in D and a linear function of the process

(
xt
)
t∈R

, but no longer so when Z is a
more general random variable. For instance, the quadratic function of kinetic energy
1
2mẊ

2
t has an error

�

[
1

2
mẊ2

t

]
= m2

4
Ẋ2
t �[Ẋt ] = 1

2
mẊ2

t

kT

2
,

which is not constant but proportional to the kinetic energy.

2) If we consider diffusion (14) with the invariant measure as initial law, i.e.
xt = x0 +

∫ t

0
vs ds

vt = v0 + σBt −
∫ t

0

(
f

m
vs + r

m
xs

)
ds
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where (x0, v0) is a random variable of law ν(dx, dv) independent of
(
Bt
)
t≥0, we

observe that introducing an Ornstein–Uhlenbeck structure on Bt and an independent
error structure on (x0, v0) such that

�[x0] = kT

r
, �[v0] = kT

m
, �[x0, v0] = 0,

which can be summarized by the sharp(
Bt
)# = B̂t

x#
0 = x̂0

v#
0 = v̂0

where, as usual, B̂t , x̂0, v̂0 are copies of Bt , x0, v0, give for xt exactly the above
structure (�,A,P,D, �).

5.3 The nonlinear oscillator. We now consider a one-dimensional nonlinear oscil-
lator governed by the equation

(21) mẌ + r(X) = F(t).

The device involved may be a small mirror, as in the Kappler experiment, with a
nonlinear return force (Figure 1), an elastic pendulum with two threads (Figure 2) or
circular (Figure 3), or a vibrating molecule in a solid (Figure 4).

                Figure 1                                     Figure 2
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Figure 3                     Figure 4

θ

We can no longer decompose Xt into the form Xt = yt + xt as before due to
nonlinearity.

We shall nevertheless consider that the proper movement under the applied force
F(t)without thermal interaction is slow with respect to the time of transition to thermal
equilibrium. We are seeking the error structure to be applied on X and Ẋ in order to
provide a correct account of the error due to thermal interaction.

This hypothesis allows us to linearize equation (21) for equilibrium density and we
may then write the Boltzmann–Gibbs principle by stating that the thermal movement
follows the law

ν(dx, dv) = C exp

{
−1

2

r ′(Xt )(x −Xt)
2

kT
− 1

2

m(v − Ẋt )
2

kT

}
.

We are thus led to set

(22)


�[Xt ] = kT

r ′(Xt )

�[Ẋt ] = kT

m

�[Xt, Ẋt ] = 0.

The function x → r(x) is assumed to be regular and strictly increasing.
Regarding the biases, it is only natural to consider both that the error on Ẋt is

centered and that the return force
r(Xt )

is well-described macroscopically by the function r itself, i.e. that r(Xt ) has no bias:
A
[
r(Xt )

] = 0.
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We thus add to equation (22) the following equations:

(23)

{
A
[
r(Xt )

] = 0

A
[
Ẋt
] = 0.

The first equation in (23) yields by functional calculus

r ′(Xt )A[Xt ] + 1

2
r ′′(Xt )�[Xt ] = 0,

hence from (22)

(24) A[Xt ] = −kT
2

r ′′(Xt )
r ′2(Xt )

.

Relations (22), (23) and (24) are compatible with an a priori law for
(
Xt, Ẋt

)
uniform

on a rectangle and give rise to the product error structure defined as the closure of the
following pre-structure for Zt = (

Xt, Ẋt
)

(25)


(
]a, b[ × ]c, d[,B(]a, b[ × ]c, d[), dx

b − a

dy

d − c
,C∞

K (]a, b[ × ]c, d[), �
)

�[w](x, y) = kT

r ′(x)

(
∂w

∂x

)2

+ kT

m

(
∂w

∂y

)2

whose bias operator is

(26) A[w](x, y) = 1

2

kT

r ′(x)
∂2w

∂x2 − kT

2

r ′′(x)
r ′2(x)

∂w

∂x
+ 1

2

kT

m

∂2w

∂y2 .

The same comment as that following relation (10) may be forwarded here con-
cerning the bounds a, b and c, d which in general have no precise physical meaning.

As usual, the random variable in equations (25) and (26) is represented by the
identity map from R2 into R2, i.e. the error structure (25) is the image error structure
of Zt .

a) Example from Figure 2:

r(x) = 2λx − 2aλx√
a2 + x2

,

where λ is the elastic constant of the threads and 2a is the distance of the supports,

r ′(x) = 2λ

[
1 − a√

a2 + x2
+ ax2

(a2 + x2)3/2

]
> 0

r ′′(x) = 6λa3x

(a2 + x2)5/2
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such that

A[Xt ] = −kT
2

6λa3Xt

(a2 +X2
t )

5/2
· 1

r ′2(Xt )
.

A[X] andX have opposite signs. If the object is submitted to its weight, the equilibrium
position is slightly above what it would take without thermal interaction.

b) Example of the single pendulum (Figure 3): The governing equation is

m�θ̈ +mg sin θ = F θ ∈
]
−π

2
,
π

2

[
thus

�[θ ] = kT

mg cos θ

A[θ ] = kT

2

sin θ

mg cos2 θ
.

The bias and θ have same signs.

c) Cubic oscillator:

r(x) = ω2x(1 + βx2), β > 0

�[X] = kT

ω2 · 1

(1 + 3βX2)

A[X] = −kT
2

6βX

ω2(1 + 3βX2)2
.

The bias and X have opposite signs.

d) Nonsymmetric quadratic oscillator:

r(x) = αx − βx2 if x <
α

2β

r(x) = α

2β
if x ≥ α

2β
.

In other words,

r(x) =
∫ x

0
(α − 2βy)+ dy.

Supposing for the sake of simplicity that x varies in ]a, b[ ⊂ [−∞, α2β

[
,

�[X] = kT

α − 2βX

A[X] = kT

2

2β

(α − 2βX)2
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the bias is positive.

Potential function Return force

R(X)

α/2β x

r(x)

α/2β x

e) Oscillator with constant bias: If r(x) = α + β log x, α ∈ R, β > 0 we have

�[X] = kT

β
X

A[X] = kT

2β
.

Potential function Return force

R(x)

e
− α
β

xx

r(x)

e
− α
β
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5.4 Ornstein–Uhlenbeck approach in the nonlinear case. The system in (14) is
changed into

(27)


dXt = Ẋt dt

dẊt = σ dBt −
(
f

m
Ẋt + r(Xt )

m

)
dt

X0 = a0, Ẋ0 = b0

which is an Itô equation. Using the generator of this diffusion, it is easy to verify (as
soon as f and σ are linked by relation (17)) that the probability measure

ν(dx, dv) = Ce−
R(x)
kT

− 1
2
m
kT
v2
dx dv,

where R(x) = ∫ x
0 r(y) dy is the potential associated with the return force r(x), is

invariant by the semigroup of the diffusion (27).
If (a0, b0) follows law ν, the process

(
Xt, Ẋt

)
is stationary. Let � = C1(R+),

A = B(R+) and let P be the probability measure on (�,A), such that the coordinate
mappings build a realisation of the above process

(
Xt, Ẋt

)
.

In order to describe the thermal interaction as an error, we introduce an error on
(�,A,P) in such a way that

a) on (a0, b0) which follows law ν, we consider an error governed by the sharp
operator

(
a#

0 , b
#
0

)
independently of that of the Brownian motion,

b) on the Brownian motion, we consider the same error as in the linear case, i.e.(
Bt
)# = B̂t .

Then from equation

(28)


Xt = X0 +

∫ t

0
Ẋs ds

Ẋt = Ẋ0 +
∫ t

0
σ dBs −

∫ t

0

(
f

m
Ẋs + r(Xs)

m

)
ds

the following relations can be derived:

(29)


X#
t = X#

0 +
∫ t

0
Ẋ#
s ds

Ẋ#
t = Ẋ#

0 + σB̂t −
∫ t

0

(
f

m
Ẋ#
s + r ′(Xs)X#

s

m

)
ds.

This system is linear in
(
X#
t , Ẋ

#
t

)
and easily solved matricially:
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Let

Zt =
(
Xt
Ẋt

)
, σ= =

(
0 0
0 σ

)
, D(Xs) =

(
0 1

− r ′(Xs)
m

− f
m

)

and Ws =
(

0
B̂s

)
. System (29) may then be written as follows:

(30) Z#
t = Z#

0 +
∫ t

0
σ= dWs +

∫ t

0
D(Xs)Z

#
s ds.

The matrices Mt = (
m
ij
t

)
and Nt = (

n
ij
t

)
, solutions to

Mt = I +
∫ t

0
D(Xs)Ms ds

Nt = I −
∫ t

0
NsD(Xs) ds,

satisfy MtNt = NtMt = I , hence Nt = M−1
t , and the solution to equation (30) is

(31) Z#
t = Mt

(
Z#

0 +
∫ t

0
M−1
s σ= dWs

)
.

The error matrix on Zt follows

�=[Zt ] =
 �[Xt ] �[Xt, Ẋt ]

�[Xt, Ẋt ] �[Ẋt ]


= Mt�=[Z0]M̃t + σ 2Mt

∫ t

0

(n12
s )

2 n12
s n

22
s

n12
s n

22
s (n22

s )
2

 ds M̃t(32)

where M̃t denotes the transposed matrix of Mt .
The absolute continuity criterion (Proposition III.16) yields the following result

(see Bouleau–Hirsch, Chapter IV, §2.3).

Proposition. For r Lipschitz and α �= 0, the solution
(
Xt, Ẋt

)
of (28) possesses an

absolute continuous law on R2 for t > 0.

Proof . The fact that det
[
�=[Zt ]

]
> 0 P-a.s. is easily derived from the relation (32) by

taking into account both the continuity of s → Ns and the fact that n22
0 = 1, n12

0 = 0

and n12
s = −m12

s n
22
s

m11
s

does not vanish for sufficiently small s �= 0. �
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The method may be extended to the case where the oscillator is subject to an
applied force F(t):

(33) mẌt + r
(
Xt
) = F(t).

The method consists of solving (33) knowing F(t) and initial conditions X0, Ẋ0, and
then determining the matrices Mt and Nt by

Mt = I +
∫ t

0
D(Xs)Ms ds

Nt = I −
∫ t

0
NsD(Xs) ds,

where

D(Xs) =
 0 1

− r ′(Xs)
m

− f
m

 .
The operator � is then given by �[Xt ] �[Xt, Ẋt ]

�[Xt, Ẋt ] �[Ẋt ]

 = Mt

 �[X0] �[X0, Ẋ0]

�[X0, Ẋ0] �[Ẋ0]


+Mt

∫ t

0
Ns

(
0 0
0 σ 2

)
Ñs dsM̃t .

This equation generally requires an approximate numerical resolution. An analytical
solution is available, for instance, whenF(t) produces the following forced oscillation:

X(t) = X0 + Ẋ0

ω
sinωt

i.e. when

F(t) = mẌt + f Ẋt + r(Xt )

= −mẊ0ω sinωt + f Ẋ0 cosωt + r

(
X0 + Ẋ0

ω
sinωt

)
.

The coefficients of matricesMt andNt are then defined in terms of Mathieu functions.
In the quasi-static case where the movement due to F(t) is slow, we may further

simplify and consider that Xt maintains the same value whilst the thermal interac-
tion installs the invariant measure, i.e. to consider D(Xt) constant in equation (30).
The solution to (30) is thus that found in the linear case with new parameters dependent
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on Xt ; hence for fixed ω, the process

Z#
t (ω, ω̂) = (

X#
t (ω, ω̂), Ẋ

#
t (ω, ω̂)

)
follows the law

N

(
0,

σ 2

4ξ̃ ω̃3
0

)
(dx)×N

(
0,

σ 2

4ξ̃ ω̃0

)
(dv),

where ξ̃ = f
2mω̃0

and ω̃2
0 = r ′(Xt )

m
. From these hypotheses, we once again derive (22):

(34)


�[Xt ] = kT

r ′(Xt )
, �[Ẋt ] = kT

m

�[Xt, Ẋt ] = 0.

5.5 Thermal expansion of crystals and the Grüneisen parameter. Let us now
consider a crystal of linear dimension L and volume V . If left unconstrained, the
volume of this body will change with temperature (it generally expands with increasing
T , but not always).

It is clear that if the crystal were considered as a lattice of harmonic oscillators (in
neglecting entropic effects), an increment of temperature does not affect the crystal
volume. In order to produce the common experiment whereby the dilatation coefficient
is generally positive, the model must necessarily involve the nonlinearity of elementary
oscillators (see Tabor [1991]).

Let us now return to our model of the nonlinear oscillator (see Sections 5.3 and
5.4 above)

mẌ + r(X) = F

and let us represent the thermal interaction by an error structure as explained above.
In the quasi-static case, the thermal movement follows a linear dynamics governed by
the equation

mẍ + f ẋ + r ′(X)x = U(t)

such that r ′(X)
m

= ω2 is the square of the thermal movement pulsation. This term
varies with X, and the quantity γ defined by

dω

ω
= γ

dV

V
= 3γ

dX

X

is dimensionless. It links together the proportional variation of pulsation and the
proportional variation of volume (which is three times that of the linear dimension)
and is called the Grüneisen parameter.
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With such a definition, the Grüneisen parameter would be negative for typical
bodies and, in keeping with most authors, we shall change the signs and set

(35) γ = − d lnω

d lnV
= −1

3

d lnω

d lnX
= −1

6

d lnω2

d lnX
.

This parameter is a measurable characteristic of the nonlinearity of the oscillator and
can be related to thermodynamic quantities. Under specific hypotheses it relates to
the volume dilatation coefficient αth by

αth = γ
Cv

3K
,

where K is the bulk modulus and Cv the heat capacity per volume unit.
We thus obtain

γ = −1

6

r ′′(X)
r ′(X)

X.

According to our hypothesis that the return force r(X) is without bias A[r(X)] = 0,
which yields

r ′(X)A[X] + 1

2
r ′′(X)�[X] = 0,

we note that the Grüneisen parameter is related to the error structure of the thermal
interaction by the relation

(36) γ = 1

3

A[X]/X
�[X]/X2 .

Up to a factor of 1
3 , this parameter is therefore the ratio of proportional bias of the

error to proportional variance of the error. Since we know that biasA[X] and variance
�[X] have the same order of magnitude proportional to temperature (see Sections 5.1
and 5.2), we observe that, in an initial approximation, γ does not depend on temper-
ature.

Oscillators with constant γ . For ordinary materials under usual conditions, γ lies
between 1 and 3.

We can select the function r(x) such that γ is constant. By setting

r(x) = α + β

x6γ−1 , α, β > 0; γ > 1

3
,

we immediately obtain that γ = − 1
6
r ′′(x)
r ′(x) x is indeed the Grüneisen parameter.

Such a model corresponds to a potential with the following shape:



218 VIII Applications in the field of physics

R(x) = C + αx − β
6γ−2

r
x6γ−2

a

a =
(
β
α

) 1
6γ−1

x

Oscillators with proportional bias. The condition that A[X]
X

is constant leads to two
types of models:

i) r(x) = α − β

x
, α, β > 0,

�[X] = kT

β
X2 A[X] = kT

X

β
.

R(X) = αx − β log x + c

0

a

a = β
α

r(x)

α

0

a

x x
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ii) r(x) = α Arctan βx + C

α > 0, β > 0, c ∈
]
−π

2
, 0
[

whose potential is

R(x) = αx Arctan βx + α

β
log cosArctan βx + Cx + C1.

R(x)

0

y = (
απ
2 + C

)
x

a

r(x)

απ
2

0

C

a

a = 1
β tan C

α

x x

When the molecular oscillators of a crystal correspond to these models, the propor-
tional biases do not depend onX, hence the thermal dilatation coefficient is preserved
whenever a tensile force is applied to the crystal.

Comments

We stayed in this example concerning oscillators and thermal expansion of crystals,
inside classical mechanics. It seems that similar calculations may be performed in
changing thermal incertitude into quantic incertitude. For example in the case of a
weakly quantic anharmonic oscillator, the shape of the obtained potential might be a
slight change of the potential of the particle looked as classical.

Calculations of fluctuations in classical or quantic statistical mechanics seem to be
also a field of possible application of error calculus based on Dirichlet forms. This is
particularly apparent in the chapter concerning fluctuations (Chapter XII, p. 414–478)
of the famous book of Landau and Lifchitz [1967], in which the square of the mean
fluctuational displacement of a quantity X is denoted (�X)2 and handled according
to the functional calculus of �[X].

6 Natural error structures on dynamic systems

In order to justify or explain that some systems or devices are governed by simple,
generally uniform, probability laws (such that the entire number between 1 and 36
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obtained by the roulette wheel, or the little planets repartition on the Zodiac), Henri
Poincaré proposed an original argument, which has since been renamed “the arbitrary
functions method”. This argument consists of showing that for a large class of prob-
ability laws on the initial conditions and the parameters, the system will always over
the long run move toward the same probability distribution.

The simplest example is that of the harmonic oscillator. Let us consider a simple
pendulum with small oscillations or an oscillating electric circuit without damping,
governed by the equation

x(t) = A cosωt + B sinωt.

If the pulsation is uncertain and follows any probability distribution µ possessing a
density, for large t the random variable x(t) follows the same probability law ρ as the
variable:

A cos 2πU + B sin 2πU,

where U is uniform over [0, 1]. Thus, if we were to sample the law µ by considering
a set of oscillators of different pulsations drawn according to the law µ, for large t
by looking at the instantaneous states of these oscillators we would always find them
distributed according to the law ρ.

The focus of this section is to extend the above argument to error structures, i.e.
to show that for a large class of error structures on the data, some dynamic systems
are asymptotically governed by simple error structures.

We will first introduce a notion of convergence that extends the narrow convergence
(or convergence in distribution) to error structures.

Definition VIII.1. Let E be a finite-dimensional differential manifold and let
Sλ = (E, B(E), Pλ, Dλ, �λ), λ ∈ �, and S = (E, B(E), P, D, �) be error
structures such that C1 ∩ Lip(E) ⊂ Dλ ∀λ and C1 ∩ Lip(E) ⊂ D. Sλ is said to
converge D-narrowly (Dirichlet-narrowly) to the error structure S as λ → λ0, if Pλ
tends to P narrowly,

∀u ∈ Cb(E), Eλ[u] → E[u],
and if the Dirichlet forms converge on C1 ∩ Lip-functions:

∀v ∈ C1 ∩ Lip(E)

Eλ
[
�λ[v]

] → E
[
�[v]].

Example. Let
(
�0,A0,P0,D0, �0

)
be an error structure and let X0 be a centered

random variable in Dd0 . Let X1, X2, . . . , Xn, . . . be a sequence of copies of X0
defined on the product structure:

� = (
�0,A0,P0,D0, �0

)N∗
.
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Let Sn be the image structures of � on Rd by the variables

Vn = 1√
n

(
X1 + · · · +Xn

)
then an extended form of the central limit theorem (Bouleau–Hirsch, Chapter V, Thm.
4.2.3) states that structures Sn converge D-narrowly to the structure S closure of(

Rd ,B(Rd), N(0,M),C1 ∩ Lip, �
)
,

where N(0,M) is the centered normal law of dispersion matrixM = (
E
[
X0i X0j

])
ij

and where � is given by ∀u ∈ C1 ∩ Lip(Rd)

�[u] =
d∑

i,j=1

E
[
�0
[
X0i , X0j

]] ∂u
∂xi

∂u

∂xj
.

The error structure S has a normal law and a � operator with constant coefficients,
meaning it is an Ornstein–Uhlenbeck structure. This finding explains the importance
of such a structure in the applications. �

6.1 Poincaré–Hopf style limit theorems. We begin with theorems in dimension
one. Let S = (�,A,P,D, �) be an error structure and let X be in D.

Let us consider the random variable

Xt = tX (mod 1),

that we consider with values in the torus T1 = R/Z equipped with its circle topology.
Let us denote the image error structure by Xt as

St = (
T1,B(T1),PXt ,DXt , �Xt

)
which we then renormalize into

S̃t =
(

T1,B(T1),PXt ,DXt ,
1

t2
�Xt

)
.

We then have

Proposition VIII.2. If the law of X possesses a density, the structure S̃t converges
D-narrowly as t → ∞ toward the structure(

T1,B(T1), λ1, H
1(T1), u → u′2E�[X]

)
where λ1 is the Haar measure on T1.
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Proof . a) The part of the result concerning narrow convergence of the probability
laws is classical (see Poincaré [1912], Hopf [1934], Engel [1992]) and based on the
following lemma.

Lemma VIII.3 Letµt be a family of probability measures andµ a probability measure
on the torus T1. Then µt → µ narrowly if and only if

µ̂t (k) → µ̂(k) ∀k ∈ Z,

where

µ̂t (k) =
∫

T1

e2iπkx dµt (x), µ̂(k) =
∫

T1

e2iπkn dµ(x).

Proof of the lemma. The necessity of the condition stems immediately from the fact
that functions x → e2iπkx are bounded and continuous. The sufficiency is due to the
fact that any continuous function from T1 in R may be uniformly approximated by
linear combinations of these functions using Weierstrass’ theorem. �

Let us return to the proposition. We have

Ee2iπkXt = Ee2iπktX = ϕX(2πkt)

and by the Riemann–Lebesgue lemma lim|u|↑∞ ϕX(u) = 0, hence

lim
t→∞ Ee2iπkXt = 0 ∀k �= 0.

From the lemma, this implies that Xt converges in distribution to the uniform law on
the torus (i.e. Haar’s measure).

b) Let F ∈ C1 ∩ Lip(T1),

�Xt [F ](y) = E
[
�[F(Xt)] | Yt = y

]
and

EXt

[
1

t2
�Xt [F ]

]
= 1

t2
E
[
�[F(Xt)]

]
.

Considering F to be a periodic function with period 1 from R into R and using
functional calculus yields

1

t2
E
[
�[F(Xt)]

] = E
[
F ′2(Xt )�[X]].

If �[X] = 0 P-a.s., the right-hand side is zero and the proposition is proved.
If E�[X] �= 0, since �[X] ∈ L1(P) and F ′ ∈ Cb, it suffices to apply part a) with the
probability measure 1

E�[X]�[X] · P in order to obtain the result. �
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Since we know that functional calculus remains valid in dimension 1 for Lipschitz
functions, the proof shows that this convergence still holds for Lipschitz functions.

The map X → tX (mod 1) actually also erases the starting point and the correla-
tions with the initial situation, as shown by the following:

Proposition VIII.4. Let (�,A,P,D, �) be an error structure andX, Y ,Z be random
variables in D, with X possessing a density. We set

Xt = tX + Y (mod 1),

considered with values in T1.
Let St be the image error structure by (Xt ,X, Y, Z)

St =
(
T1 × R3,B,PXt ,X,Y,Z,DXt ,X,Y,Z, �Xt ,X,Y,Z

)
and let S̃t be its renormalization

S̃t =
(

T1 × R3,B,PXt ,X,Y,Z,DXt ,X,Y,Z,
1

t2
�Xt ,X,Y,Z

)
.

S̃t then converges D-narrowly to the product structure(
T1,B(T1), λ1, H

1(T1), u → u′2E�[X]
)

×
(
R3,B(R3),PX,Y,Z, L

2, 0
)
.

Proof . a) Regarding the convergence of probability measures, we have:

Lemma VIII.5. Let µt and µ be probability measures on T1 × R3. For k ∈ Z and
(u1, u2, u3) ∈ R3 we set

µ̂t (k, u1, u2, u3) =
∫
e2iπks+iu1x1+iu2x2+iu3x3 dµt (s, x1, x2, x3).

and we similarly define µ̂ fromµ. Thenµt → µ narrowly if and only if ∀k, u1, u2, u3

µ̂t (k, u1, u2, u3) → µ̂(k, u1, u2, u3).

This result is general for the Fourier transform on locally compact groups (see
Berg–Forst [1975], Chapter I, Thm. 3.14). �

As for the proposition, let k, u1, u2, u3 ∈ Z×R3 and let us consider the expression

At = E
[
e2iπk(tX+Y )+iu1X+iu2Y+iu3Z

]
.
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By setting ξ = 2πkY + u1X+ u2Y + u3Z, this expression can be written as follows:

At = E

[
e2iπktX(cos ξ)

(
1{cos ξ>0} + 1{cos ξ=0} + 1{cos ξ<0}

)]
+ iE

[
e2iπktX(sin ξ)

(
1{sin ξ>0} + 1{sin ξ=0} + 1{sin ξ<0}

)]
.

Since X has a density under P, it also has a density under the probability

(cos ξ)1{cos ξ>0}
E
[
(cos ξ)1{cos ξ>0}

] · P.

Hence, according to the Riemann–Lebesgue lemma, At → 0 as t → ∞ if k �=
0. From Lemma VIII.5, the quadruplet (Xt ,X, Y, Z) converges in distribution to
λ1 × PX,Y,Z .

b) Let F ∈ C1 ∩ Lip(T1 × R3). We have

�
[
F(Xt ,X, Y, Z)

] = F ′
1

2
�[Xt ] + F ′

2
2
�[X] + F ′

3
2
�[Y ] + F ′

4
2
�[Z]

+ 2F ′
1F

′
2�[Xt,X] + 2F ′

1F
′
3�[Xt,X] + 2F ′

1F4�[Xt, Z]
+ 2F ′

2F
′
3�[X, Y ] + 2F ′

2F
′
4�[X,Z] + 2F ′

3F
′
4�[Y,Z].

By dominated convergence we observe that E
[ 1
t2
�[F(Xt ,X, Y, Z)]

]
has the same

limit when t → ∞ as E
[
F ′

1
2
(Xt ,X, Y, Z)�[X]]. But if E�[X] �= 0, under the law

�[X]
E�[X] · P, the variable X still possesses a density and by application of a)

E

[
1

t2
�[F(Xt ,X, Y, Z)]

]
→ E

[
�[X]] ∫ F ′

1
2
(α, x, y, z) dλ1(α) dPX,Y,Z(x, y, z)

which proves the proposition. �

6.2 Multidimensional cases, examples. The Riemann–Lebesgue lemma is a general
property of characteristic functions of probability measures on locally compactAbelian
groups possessing a density with respect to the Haar measure, (see Berg–Forst [1975],
Chapter 1). This lemma allows extending the preceding results to more general cases.
For instance, we have the following:

Proposition VIII.6. Let (�,A,P,D, �) be an error structure, X, Y variables in Dd

and Z a variable in Dq , with X possessing a density. We set Xt = tX + Y with
values in the d-dimensional torus Td . The renormalized image error structure by
(Xt ,X, Y, Z),(

S̃t = Td × R2d+q,B,PXt ,X,Y,Z,DXt ,X,Y,Z,
1

t2
�Xt ,X,Y,Z

)
,
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converges D-narrowly to the product structure(
Td ,B(Td), λd,H

1(Td),G
)× (

R2d+q,B(R2d+q),PX,Y,Z, L2, 0
)
,

where G is the operator with constant coefficients

G[u] =
∑
ij

γij u
′
iu

′
j with γij = E

[
�[Xi,Xj ]

]
.

Proof . Let us limit the details to the fact concerning the convergence of Dirichlet
forms.

If F(a, b, c, d) ∈ C1 ∩ Lip
(
Tα × R2d+q), then E

[ 1
t2
�[F(Xt ,X, Y, Z)]

]
has the

same limit as

E

[∑
ij

∂F

∂a1i
(Xt , X, Y, Z)

∂F

∂a1j
(Xt ,X, Y, Z)�[Xi,Xj ]

]
.

However, according to the result on probability measures

E

[
∂F

∂a1i
(Xt , X, Y, Z)

∂F

∂a1j
(Xt ,X, Y, Z)�[Xi,Xj ]

]
converges to

E
[
�[Xi,Xj ]

] ∫ dF

∂a1i
(a, b, c, d)

∂F

∂a1j
(a, b, c, d) dλd(a) dPX,Y,Z(b, c, d). �

Let us remark that the operator with constant coefficients G is obtained using the
same formulae as that in the example following Definition VIII.1.

Example (Undamped coupled oscillators). Let us take the case of two identical os-
cillating (R,L,C) circuits with negligible resistance, coupled by a capacity, excited
in the past by an electromotive force and now let out to free evolution.

L

C1 C1

C2 L
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The intensities of the current are governed by the following equations
L
d2i1

dt2
+ 1

C1
i1 + 1

C2
(i1 + i2) = 0

L
d2i2

dt2
+ 1

C1
i2 + 1

C2
(i1 + i2) = 0.

setting C = C1C2
C1+C2

, k = C1
C1+C2

< 1 and ω = 1√
LC

, we obtain

i1(t) = Cω

2

[
1√

1 + k
cos(ωt

√
1 + k + ϕ1)+ 1√

1 − k
cos(ωt

√
1 − k + ϕ2)

]
i2(t) = Cω

2

[
1√

1 + k
cos(ωt

√
1 + k + ϕ1)− 1√

1 − k
cos(ωt

√
1 − k + ϕ2)

]
with

cosϕ1 =
√

1 + k

Cω

(
i1(0)+ i2(0)

)
cosϕ2 =

√
1 − k

Cω

(
i1(0)− i2(0)

)
.

Let us assume the quantities C1, C2, L, i1(0) and i2(0), to be random and such that
the pair (

ω
√

1 + k, ω
√

1 − k
) =

(√
2C1 + C2

LC1C2
,

1√
LC1

)
possesses a density with respect to the Lebesgue measure on R2.

Then, as t ↑ ∞, the pair
(
i1(t), i2(t)

)
converges in distribution to a pair of the

form

(37)

{
J1 = A cos 2πU1 + B sin 2πU2

J2 = A cos 2πU1 − B sin 2πU2

whereU1 andU2 are uniformly distributed on the interval [0, 1], mutually independent
and independent of (C1, C2, L, i1(0), i2(0)). In other words

(38)

{
J1 = AV1 + BV2

J2 = AV1 − BV2
,

where V1 and V2 display Arcsinus laws
(
1[−1,1](s) ds

π
√

1−s2

)
, are mutually independent

and independent of (C1, C2, L, i1(0), i2(0)).
Regarding the errors, suppose quantities

(
C1, C2, L, i1(0), i2(0)

)
are erroneous

with hypotheses such that A1ω
√

1 + k, ϕ1, B, ω
√

1 − k, ϕ2 lie in D ∩L∞. For large
t , the error on

(
i1(t), i2(t)

)
can then be expressed by (37) with
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(39)



�[U1] = 1

4π2 E

[
�

[√
2C1 + C2

LC1C2

]]

�[U2] = 1

4π2 E

[
�

[
1√
LC1

]]

�[U1, U2] = 1

4π2 E

[
�

[√
2C1 + C2

LC1C2
,

1√
LC1

]]
�[U1, A] = �[U1, B] = 0

�[U2, A] = �[U2, B] = 0

which yields

�[J1] = A2�[cos 2πU1] + cos2 2πU1�[A] + 2 cos 2πU1 cos 2πU2�[A,B]
+ B2[cos 2πU2] + cos2 2πU2�[B]

�[J2] = A2�[cos 2πU1] + cos2 2πU1�[A] − 2 cos 2πU1 cos 2πU2�[A,B]
+ B2[cos 2πU2] + cos2 2πU2�[B]

�[J1, J2] = A2�[cos 2πU1] + cos2 2πU1�[A]
− B2�[cos 2πU2] − cos2 2πU2�[B].

It should be understood that the renormalization property we applied (Proposition
VIII.6) means that when t is large and as time goes by, the standard deviation

√
�[U1]

of the error onU1 increases proportionally with time. The same applies for the standard
deviation

√
�[U2] of the error on U2; the errors on A and B however remain fixed.

Concerning the errors, there is no, strictly speaking, stable asymptotic state: the
asymptotic state is a situation in which the errors on U1 and U2 become dominant,
they increase (in standard deviation) proportionally with time, and, in comparison, the
other errors become negligible.

Example (Screen saver). A screen saver sweeps the screen of a computer in the
following manner:

x(t) = F
(
a + v1t

)
y(t) = F

(
b + v2t

)
,

where F : R → [0, 1] is the Lipschitz periodic function defined by

F(x) = {x} if x ∈ [n, n+ 1[
= 1 − {x} if x ∈ [2n+ 1, 2n+ 2[, n ∈ Z,

{x} being the fractional part of x,

{x} = x − max{n ∈ Z, n ≤ x}.
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Proposition VIII.6 states that if (a, b, v1, v2) are random and such that (v1, v2) have a
density,

(
x(t), y(t)

)
converges in distribution to the uniform law on the square [0, 1]2

and moreover the error on
(
x(t), y(t)

)
is asymptotically uncorrelated with those on

(a, b, v1, v2).
Besides if screen-sweeping involves a rotation in addition to the translation

x(t) = F
(
F(a + v1t)+ F(λ cos(ωt + ϕ))

)
y(t) = F

(
F(b + v2t)+ F(λ sin(ωt + ϕ))

)
the conclusion remains identical, since Proposition VIII.6 states that, once (v1, v2, ω)

have a density,
(
x(t), y(t)

)
converges to a pair of the form

X = F
(
U1 + F(λ cos 2πU3)

)
Y = F

(
U2 + F(λ cos 2πU3)

)
,

where U1, U2, U3 are i.i.d. uniformly distributed on [0, 1] and independent of (a, b,
v1, v2, ω, ϕ, λ). The law of the pair (X, Y ), as easily seen, is the uniform law on the
square [0, 1]2.

Concerning the errors, by setting v3 = ω
2π , we obtain

�[Ui,Uj ] = E�[vi, vj ], i, j = 1, 2, 3,

�[Ui, λ] = 0, i = 1, 2, 3,

and

�[X] = E
[
�[v1]

]+ λ2 sin2 2πU3E[�[ω]]
�[Y ] = E

[
�[v2]

]+ λ2 sin2 2πU3E[�[ω]]
|�[X, Y ]| = λ2 sin2 2πU3E[�[ω]].

Many other examples may be taken from mechanics for Hamiltonian or dissipa-
tive systems, or from electromagnetics, etc. where system dynamics eliminate both
the probability measures and the error structures on the initial data and converge to
typical situations. This argument of “arbitrary functions,” i.e. probability measures
with arbitrary densities always giving rise to the same limit probability law, therefore
extends, up to renormalization, to error structures.

The limit structures obtained feature quadratic error operators with constant co-
efficients. This finding justifies, to some extent, that it is reasonable to take such an
operator as an a priori hypothesis in many typical situations.

Nonetheless, the present section does not constitute the compulsory justification
of the entire theory. It indeed proves interesting to found arguments in favor of one a
priori error structure or another on model data. The study of error propagation through
the model has however its own unique interest. This study gives rise to sensitivities
and/or insensitivities of some of the results with respect to the hypotheses. As outlined
in Bouleau [2001], the true link between error structures and experimental data is based
on Fisher information and this is the subject of ongoing research.
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