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Chapter 1

SUSTAINABLE ENERGY IN AGRICULTURE:
ISSUES AND SCOPE

Alfons Oude Lansink, Ekko C. van Ierland and Gustavo Best

1. INTRODUCTION

In the coming decades the world faces the challenge to make a transition to
sustainable energy use patterns in order to save fossil fuels for future
generations and to reduce the negative impacts of burning fossil fuels on
the environment. The issue of climate change requires substantial
reductions in the emissions of greenhouse gases in the world as emphasised
by the Intergovernmental Panel on Climate Change (IPCC 1996; IPCC
2001).

Figure 1.1 shows the evolution of the world’s total final energy
consumption by fuel type in the period from 1971 to 1999. The
International Energy Agency IEA (IEA 1998) expects the world energy
demand to grow by 65% between 1995 and the year 2020, as a result of
economic growth. Except for nuclear energy, demand for all categories of
energy are expected to increase. Oil, solids (mainly coal and biomass) and
gas are the dominant energy supply categories today (see Figure 1.2), and
are also expected to remain the main sources of energy till the year 2020;
hydropower and other renewables will continue to play a modest role.

At present, the world’s conventional oil reserves are estimated to
be 1 trillion barrels and at current rates of consumption it is estimated that
these reserves will not be sufficient to meet the increasing demand by the
year 2020 (UNDP 2000). All recent international efforts assessing the
environment, including the 1992 Earth Summit in Rio de Janeiro, the IPPC,
the UNFCCC and the Commission for Sustainable Development — CSD,
refer to the massive consumption of fossil fuels in the aggravation of global
environmental problems. The Kyoto Protocol, recently adopted in the
context of the Climate Change Convention, calls for a decrease in CO,
emissions by improving energy efficiency and the use of renewable energy
sources.

1
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Figure 1.1. World total energy consumption by fuel type (Mtoe)
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Source: IEA (2002)
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Figure 1.2. World primary energy use by fuel type, 1997 (Gtoe)
Source: BP (1998)

2. RELATION BETWEEN AGRICULTURE AND
ENERGY

Agriculture plays a key role in the process of transition towards more
sustainable energy use patterns. First, the agricultural sector is itself a user
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of energy, not only in primary production of commodities, but also in food
processing and distribution of agricultural products. Second, the
agricultural sector substantially contributes to energy supply, in particular
through the production of biomass, including fire wood, agricultural by-
products, animal waste, charcoal, other derived fuels and, increasingly
through production of energy crops. The share of biomass in energy
consumption differs widely for various regions in the world, ranging from
1% in Oceania, to 47% in Asia (see Figure 1.3). The share of biomass in
energy consumption depends on economic structure, the level of income,
the availability of land and other energy sources. Most of this consumption
is in the form of low efficiency conversion systems with adverse effects on
human health and the environment.

Although land is a scarce production factor in Western Europe, it is
more widely available in Eastern Europe, the USA and many developing
countries. This offers substantial scope for an increase in the production of
biomass at relatively low costs. Less productive agricultural areas and land
in set aside programmes could contribute to the production of biomass in
the USA and some countries of the EU. In many rural areas in developing
countries, bioenergy production is already an important agricultural
activity.

B North America
£l Europe

[ Asia

B Latin America
A Africa

M Oceania

Figure 1.3. 1993 world biomass energy consumption
Source: FAO Various publications

Traditional use of biomass may lead to deforestation and excessive
use of natural resources. On the other hand, technological progress is
expected to bring more efficient biomass energy production systems and
enables new applications such as the production of energy from waste and
by products of agriculture.
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The Kyoto Protocol and its flexible mechanisms, i.e. the Clean
Development Mechanism and Joint Implementation have renewed the
interest in the role of agriculture in CO; mitigation. Storage of carbon in
forests and the use of biofuel crops may reduce net emissions of
greenhouse gases to the atmosphere and mitigate global warming.
However, the storage capacity is small compared to the tremendous
quantities of CO, emissions from burning fossil fuels. Moreover,
reforestation requires land with alternative uses in e.g. food production,
implying that it may adversely affect world food supply. Costs of carbon
sequestration differ widely across the world, from a few dollars per ton in
developing countries, to several hundreds of dollars per ton in developed
countries.

The experience with energy crops in agriculture is still very limited
and most of what is known owes more to traditional agricultural
techniques. Nevertheless, some studies have indicated that the potential
replacement of fossil fuel by energy crops in the tropics alone can be as
high as 150 to 510 Tg (150-510 Mt) Cl/year. In temperate zones, C offsets
could be as high as 80 to 490 Tg Clyear. Agro-forestry systems, where
trees are grown in combination with food or feed could offset 10 to 50 Tg
Clyear in temperate zones and between 50 to 200 Tg C/year in tropical
regions (Woods and Hall 1994).

3. SCOPE OF THE BOOK

The chapters of this book have been prepared for the conference
‘Sustainable Energy: Challenges for agriculture and implications for land
use’ at Wageningen University, The Netherlands (May, 17-19, 2000). The
purpose of this book is to reflect the current state of the art in research on
the role of agriculture in energy consumption and energy production. The
approaches used in the various chapters in this book are retrospective and
prospective, i.e. both past and future energy use and production are dealt
with. Although the central focus of this book is on economic issues related
to energy use and production by agriculture, the book also includes results
of multidisciplinary research.

The first section of this book focuses on the efficiency and
intensity of energy use in agriculture. In Chapter 2, de Koeijer, Wossink,
Smit and Janssens investigate the relation between management and energy
efficiency for a sample of Dutch cash crop farmers. The results in their
chapter suggest that there is considerable scope for improvement of
technical efficiency at the farm and crop levels. Furthermore, results show
that farmers are more efficiently using indirect energy if they know their
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own farm data better and if they are capable of incorporating this
information into their fertilisation strategy. In Chapter 3, Moerschner and
Liicke provide an analysis of energy use, energy intensity and energy
productivity of farms with different intensive oil seed rape rotations in
Lower Saxony. They find that crop rotations are a critical factor in energy
intensity and productivity. Also, they find that a site-specific reduction in
farming intensity has ecological advantages and opens interesting
potentials for saving (fossil) energy resources. In Chapter 4, Pietola and
Oude Lansink introduce a dynamic aspect of energy use by modelling
investments in energy saving technologies on Dutch glasshouse firms using
simulated maximum likelihood. Their results show that the probability to
invest in energy saving technologies increases with firm size, energy price
and the stock of capital invested in installations; the stock of capital
invested in structures (e.g. glasshouses) decreases the probability to invest
in energy saving technologies. Joaquin Millan concludes part I with
Chapter 5 on an energy intensity decomposition for EU agriculture. The
decomposition of input intensities in this study shows that, in general, prices
have a very limited contribution to changes in energy intensity, and even less
in energy-based input intensity, relative to quasi-fixed inputs and technical
change. Another conclusion from this study is that the evolution of energy
demand and energy-based intensities in EU agriculture is country specific,
thereby limiting the scope for general EU-wide agri-environmental
policies.

The second section of this book focuses on technical issues related
to biomass production. In Chapter 6, Sanderine Nonhebel assesses the
resource use efficiency of different biomass production systems in the
Netherlands and Portugal. The results in her study show that low-input
systems are only efficient with respect to their use of fossil energy and that
their efficiency is very poor regarding the use of other inputs. Furthermore,
this study shows that the net energy yield (harvested energy — fossil energy
required for the production) is much higher in the high-input systems. In
Chapter 7, Leo Vleeshouwers makes predictions of future yield increases
of two biomass energy crops, i.e. Salix viminalis and Miscanthus x
giganteus. In the next 20 years, due to improved breeding and crop
management, stem growth may increase by 1.2 % annually to 12.0 t d.m.
ha' y" in S. viminalis, and by 141 % annually to 13.0 t d.m. ha' y” in M.
x giganteus. The estimates found in this study are lower than earlier
findings in the literature.

The third section of this book discusses various aspects of the
relation between land use and biomass production. Jungk, Reinhardt and
Girtner focus in Chapter 8 on the role of agricultural reference systems in
life cycle assessments. The reference system defines the alternative use of
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cultivated land area, if not used for the investigated product. Their example
of the production of rapeseed methyl ester (RME) for biodiesel
demonstrates that the agricultural reference system may have a significant
effect on the results of a life cycle analysis. In Chapter 9, Brodersen,
Dresher and McNamara demonstrate the usefulness of a Geographical
Information System for analysing the competitiveness of hemp. Their
research shows that the use of hemp as an energy resource is more
favorable in counties in East Germany. Nevertheless, under current prices
hemp cannot compete with other fast growing plantations or with oil and
gas. In Chapter 10, van Kooten, Krcmar and Graham conclude the third
part of this book with an analysis of the role of forestry in climate change
and sustainable energy production. These authors conclude that previous
research efforts have mainly focused on the role of forests in atmospheric
CO,, whereas the information about the role of other potential sinks for C
is still very limited. Furthermore, the authors provide an attempt to fill up
the large gap in information about the potential for bioenergy to replace use
of fossil fuels.

Part four of this book deals with the relation between agriculture
and other sources of sustainable energy. In particular, Chapter 11 of Bielsa
and Duarte provides a model of water resource allocation in Spain with a
focus on the relation between agriculture and hydropower production. The
application of the model to a specific case confirms the potential of flexible
and tradable water rights for improving water allocation compared to a
system based on administrative rules. Chapter 12 of Hjort-Gregersen
shows that biogas has a good potential to contribute to the solution of
environmental problems and the production of energy in Denmark.

The fifth and final part of this book focuses on future scenarios
studies and the scope for economic policies in enhancing sustainable
energy production and use in agriculture. In Chapter 13, Dalgaard, Halberg
and Fenger present the results of three national scenarios implying a full
conversion to organic agriculture. The authors show that emission of
greenhouse gases decreases under each of the scenarios. In Chapter 14
Liming and van Ierland deal with projections for future production and
demand of renewable energy in rural China. Furthermore, this chapter
discusses a number of problems that are expected in meeting the rapidly
increasing demand for energy in China. The authors conclude that
renewable energy will be an important energy source in rural China and
that it is essentail to develop sustainable biomass systems to fulfil this role.
The book concludes in Chapter 15 with a study by Rozakis and
Vanderpooten who use a multi-criteria optimisation model to determine
optimal tax credit policies for greenhouse gas abatement. The authors show
that the current tax credits are well below the optimal tax credits
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determined by their model, suggesting there is considerable scope for
improvement of the current tax policies.

The studies in this book clarify that energy supply will face
substantial changes in the coming decades. Carbon sequestration and
production of biomass will gain momentum as a result of climate change
policies. The tendency for energy efficiency improvement will continue on
the basis of autonomous technological change and most likely on price
induced incentives. Which energy supply and biomass systems will prevail
will depend on local circumstances, technological development and its
impact on the cost structure. Also, agricultural and environmental policy
measures (set aside arrangement, subsidies, tax exemptions, energy taxes)
and the potential for emission offsets through biomass systems may
influence the adoption of biomass production by agriculture.

In the coming decades, agriculture in developed and developing
countries faces new challenges and opportunities as a result of the Kyoto
protocol and its flexible mechanisms. Of key importance will be the
flexibility of agriculture to react on these new opportunities.
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Part 1

Energy use efficiency and intensity in
agriculture



This page intentionally left blank



Chapter 2

BETTER MANAGEMENT CAN IMPROVE THE
EFFICIENCY OF INDIRECT ENERGY

Tanja J. de Koeijer, G.A. Ada Wossink, A. Bert Smit and S. (Bas) R.M.
Janssens

1. INTRODUCTION

This chapter examines whether differences in the efficiency of the use of
indirect energy of Dutch arable farms are attributable to differences in
management. To do so, Data Envelopment Analysis (DEA) was used to
assess farm-specific efficiency scores for fertilisers — the input most
important for energy conservation in crop farming. Next, using the concept
of strategic management, the quality of fertilisation management was
assessed for a sub-sample of the farms used in the DEA analyses. To assess
the farmers’ mission, their major objectives were measured. The quality of
the external analysis was evaluated by questions about the Mineral
Accounting System (MINAS) that will become mandatory for Dutch arable
farms by 2001. The internal analysis was evaluated by comparing farmers’
opinions on shortcomings in their fertilisation management with the
shortcomings indicated by an interactive simulation model. The average
technical efficiency score of indirect energy use at farm level was 61%,
suggesting scope for improvement. Average efficiency scores for
individual crops varied between 33% and 51%. Significant positive
correlations were found with the gross margins realised for winter wheat
and potato, making it interesting for farmers to improve their fertilisation
efficiency. The results indicate that if farmers knew their own farm data
better and were able to incorporate this information into fertilisation
strategy, they could improve their indirect energy efficiency.

One of the prerequisites for reducing energy use is the efficient use
of inputs characterised by relative high energy values. An energy value
covers both direct energy for its production and the additional indirect
energy required for processing and transport of a specific input. In crop

11
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12 Efficiency of indirect energy

production, synthetic pesticides and fertilisers are responsible for most of
the total consumption of indirect energy (Clements et al. 1995). Earlier
research (De Koeijer et al. 2001) showed that the Dutch arable farmers
differ significantly in efficiency of fertiliser and pesticide application.
Moreover, the differences in efficiency among farmers were found to
persist within years (over fields) and also between years. As physical
conditions could be assumed to be fairly similar for all farmers in the data
set analysed it was concluded that differences in efficiency must be mainly
the result of differences in farm management. The central issue examined
in this chapter is whether differences in the efficiency of indirect energy
use could be explained by differences in farm management. With this
insight, keys could be found to improve management in order to reduce the
use of indirect energy.

Management is often mentioned as an important factor in
explaining efficiency but little has been done to actually analyse the
relation between management and the efficiency realised. The efficiency
literature often explains the relation between management and technical
and/or economic performance by personal aspects such as ‘level of
education’ and ‘experience or age’ (for an overview see Rougoor et al
1998: 266). These aspects are relatively easy to measure but cover only a
small part of the total management concept. Recently, methods from
experimental economics have been put forward as offering possibilities for
analysing the behaviour of decision-makers. Experimental economics is a
means to benefit from the strength of field experiments (such as control of
intervening variables) and to overcome some of their practical limitations
(such as high money and labour requirements) (Verstegen et al. 1998). An
off-farm economics experiment seems to be particularly appropriate for
effective analysis of all aspects of management capacity in terms of
technical performance.

The reduction of technical inefficiencies has always attracted
interest because of its financial benefits, given the environmental
arguments to reduce emissions and waste, but it is now an even more
attractive option. Insight into the relation between technical efficiency and
sustainability is needed in order to know whether improving the technical
efficiency is a relevant factor for improving sustainability. Quantification
of the technical and sustainable inefficiencies allows a given firm’s
performance to be studied by comparing it with other firms (Tyteca 1997).
Only recently has the measurement of environmental efficiency received
attention in de literature. Tyteca (1996; 1997) presents an overview of the
studies in this field. Also recently, several studies have been published on
environmental efficiency in agriculture (see e.g. Fernandez-Cornejo 1994;
Piot-Lepetit er al. 1997; Reinhard et al. 1999). These efficiency studies
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generally focus on pesticide and fertiliser use. Research on energy use in
agriculture has been limited to productivity analyses at the crop (Clements
et al. 1995) or sector level (Uhlin 1999).

Against this background, the present chapter contributes to the
literature by (1) assessing differences in the efficiency of indirect energy
use among farmers, and (2) explaining these differences through
differences in management. With this insight, weak aspects in the
management of individual farms can be identified, which is the first step
for farmers and/or their advisers in the process of improving farm
management. In the next section, the theoretical concept of management is
elaborated. Then, the management concept is operationalised, data are
analysed and the methods used are described. Finally, the method and
results are evaluated and conclusions are presented.

2. THEORETICAL BACKGROUND

Strategic management can be defined as the art and science of formulating,
implementing and evaluating decisions that enable a company to achieve
its objectives (David 1999). Key terms in strategic management are:
mission statements, external analysis, internal analysis, synthesis,
strategies, annual objectives and strategies (David 1999). A firm’s mission
can be seen as the abstract representation of the objectives of the
entrepreneur. The internal analysis identifies the strengths and weaknesses
of the firm (which could be a farm) in relation to the objectives of its
manager. The external analysis identifies the opportunities and threats from
the environment of the farm in relation to the farmer’s objectives. The
synthesis of the external and internal analyses with the mission of the firm
results in a firm strategy (Huirne 2000). Implementation of the strategy in
practice will be the result of the implementation of the annual objectives
and strategies, i.e. the tactics and the operations: day-to-day decisions. The
concept of strategic management is appropriate for analysis of the total
complex of variables characterising farmers’ management with respect to
technical performance.

Although not explicitly mentioned in the literature on strategic
management, the cycle consisting of the mission (objectives), external and
internal analysis and the synthesis resulting in a strategy is also repeated at
the levels of tactical and operational management. Decisions at these levels
are also affected by the opportunities and constraints imposed by the
environment and the strengths and weaknesses of the farm — although
these decisions are derived from the objective set at the tactical and
operational management level, respectively. Given this similarity, we
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consider the concept of strategic management to be a useful approach for
analysing the decision-making process at the tactical and operational levels
too. At the tactical management level, the concept of strategic management
can help to elucidate the personal factors that affect the selection of
production techniques in a given farm organisation and external
environment. The concept can provide relevant insights into the relation
between management aspects and the farm’s technical and economic
performance.

3. METHODS AND MATERIAL
3.1 Methods

A workshop with nine arable farmers for whom bookkeeping data were
available from the Dutch Farm Accountancy Network (FADN) was
organised in which the following elements of strategic management were
measured: the firm mission, the external analysis, the internal analysis and
the production technique. These elements were made operational by
relating them to a specific case, the fertilisation legislation in the
Netherlands known as MINAS (Mineral Accounting System). MINAS
assesses and taxes overuse of nitrogen (N) and phosphorus (P) and will
become mandatory for crop farms by 2001. MINAS was chosen as a case
study because in this accounting system efficient use of nitrogen is crucial.
Nitrogen is also the most important factor in the indirect energy use by
arable farmers in The Netherlands (IMET 1994). The amount of energy
required to manufacture the commonly applied nutrients indicates the
relevance ofnitrogen: 1 kg N, 1 kg P,Os and 1 kg K,O require 38.6 MJ, 3.3
MJ and 2.5 MJ, respectively (IMET 1994).

An interesting question with regard to the introduction of MINAS
is whether a farmer synthesises his mission with internal and external
analysis, and comes up with an optimal fertilisation tactic. In order to
measure the quality of the farmer’s synthesis, the participants were asked
twice to indicate their fertilisation tactic with the introduction of MINAS.
However, the second time they were asked to enter their fertilisation plan
into an interactive simulation model which used their farm data and
enabled them to optimise their fertilisation tactic by trial and error. By
comparing the simulated fertilisation tactic, yield levels and nutrient
surpluses with those previously indicated by the farmers, an indication was
obtained about the quality of the synthesis. Next Data Envelopment
Analysis (DEA) was used to quantify the relative energy efficiency for
each farmer. The relationships between the management aspects of the
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farmers measured in the workshop and the efficiency scores measured with
DEA were analysed with Spearman’s rank correlation method.

3.2 Workshop, management indicators and objectives

Data on the elements of the concept of strategic management were
obtained as follows: each farmer’s mission was assessed by measuring his
major objectives and his strategies for achieving these objectives. The
farmers were asked to assign in total 7 points to 3 out of 10 goals. They
were allowed to add any major objectives that had not been listed. To
analyse the relationship between the mission and the energy efficiency the
economic character of the mission was assessed by totalling the number of
points attributed to objectives that were purely economic.

For the measurement of the intensity of the external analysis, the
farmers were asked about their knowledge of and attitude to MINAS.
During 2000, all Dutch arable farmers were able to participate in MINAS
pilot projects on a voluntary basis in order to familiarise themselves with
the system. The workshop attendees were asked if they had done so and if
they had attended information meetings. Furthermore they had to answer
questions on the accounting rules used in MINAS: 1) Is the yield level of a
crop relevant? 2) Are the crop species relevant? and 3) Is it relevant to
register possible positive results (i.e. the amount of nitrogen that could
have been applied additionally without exceeding the norm above which
tax has to be paid) on the nutrient balance sheet? The score for the external
analysis ranged from O (no correct answer) to 3 (all answers correct).

The intensity of the internal analysis was measured by asking
farmers to indicate no more than three major weak aspects of their
fertilisation management with regard to MINAS. Whether the mentioned
aspects were indeed major bottlenecks was assessed by expert judgement
of their current fertilisation practices. The score ranged from O
(inappropriate bottlenecks indicated) to 2 (correct bottlenecks indicated).

A farmer’s synthesis of his mission, internal and external analysis
should result in a fertilisation tactic. Therefore, asking the farmers how
they would adapt their fertilisation tactic to MINAS assessed the synthesis.
The quality score ranged from O (in the case of opposite trends) to 2 (the
trends indicated agreed with the simulation results).

3.3 Interactive simulation model

In the workshop, the farmers were asked to enter their fertilisation tactic
into an interactive simulation model, so that they could analyse the effects
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of their fertilisation management selected for the situation of their own
farm. It is a very complex matter to analyse how the farmers synthesise
their personal motives and drives with the external opportunities and
threats they perceive and the strengths and weaknesses of their farm into
specific management measures. Each farmer has a unique set of personal
and farm-specific characteristics, and the complex production process is an
extra complicating factor. This diversity can be taken into account with an
interactive simulation model (Baarda 1999). Each individual farm can then
be visualised by the computer using data from the FADN, so each farmer
makes decisions for his specific situation.

The model registers nutrient surpluses, costs and returns at both
crop and farm level. Included in the simulation model are the most
important relations between nutrient level and crop yield; it is therefore an
appropriate tool for analysing the yield and nutrient surplus effects of
different fertilisation tactics. The farmers were able to adjust their
fertilisation tactic on the computer by adjusting the level of fertiliser
application, the type, period and manner of manure applied and the use of
catch crops in order to achieve higher yields, higher margins and/or lower
taxes on surpluses.

The data on input-output relations used in the simulation model
were derived from agronomic insights and experiments from agronomic
research institutes. The basic assumption was that optimal yield would be
realised if the amount of nitrogen and phosphorus applied equalled the
fertiliser recommendations (Van Dijk 1999). At higher nutrient doses, yield
levels would not increase and at lower doses, yields would fall.

The farm-specific output levels and the input and output prices are
derived from the FADN. These data were normalised for prices and
influences of weather. The model has been tested on 10 farmers from the
Dutch Central Clay Area in an earlier workshop. The reactions of these
farmers were very positive; they felt very comfortable with the basic
assumptions and the input-output relations included. The content of the
simulation model was not modified, except for some modifications to
improve its user friendliness.

3.4 DEA analysis

DEA was employed to quantify the efficiency of nitrogen applied to Dutch
arable farms in the Southwest of the Netherlands. The basic standpoint of
productive efficiency, as applied in DEA, is to individually compare a set
of decision-making units (farms). DEA constructs a frontier representing
the most efficient farms and the method simultaneously calculates the
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distance to that frontier for the individual observations. The frontier is
piecewise linear and is formed by tightly enveloping the data points of the
observed ‘best practice’ activities in the observations, i.e. the most efficient
farms in the sample. DEA uses the distance to the frontier as a measure of
efficiency. Relative performance to the frontier provides a score for each
farm from O (worst performance), to 1 (best performance). For a review of
the general advantages of the DEA technique over other, parametric,
approaches see, for example, Seiford and Thrall (1990) and Fire et al.
(1994; 1996).

In this chapter, we consider the technical efficiency (TE) of a farm
to be represented by the ratio of the best technical performance in the data
set to the technical performance of that particular farm. Assuming that for
sustainability, the use of indirect energy should be minimised, we used an
input-oriented DEA model aiming at minimising the input level given the
output level. Following the general approach, we assumed that the input is
strongly disposable, i.e. the input level can be reduced at no cost. The DEA
model used is described in the equation set (2.1a)-(2.1e).

Minimise P, (2.1a)
subject to ij > Y (2.1b)
Bv;<b,®; (2.1¢)
v, 20 @.1¢)

where @; is the Farrell-Debreu measure of efficiency of the j-th farm; Y'is a
px n matrix of p outputs produced by the n farms; v; is the intensity vector
of the weights attached to the n farms for the construction of the virtual
comparison unit for farm j;y; isa p * 1 vector of quantities of output
produced by farmj; B is a m x n matrix of m inputs used by the n farms,
and b; is the vector of these inputs for farm .

The efficiency of the n farms is assessed by solving n LP models,
in which the vectors y; and b; are adapted each time another farm j is
considered. From constraint (2.1c) follows that @; can never exceed unity.
A solution for @; that is less than unity indicates that a weighted
combination of other farms in the sample exists that produces at least the
same amount of output but with fewer inputs. Constraint (2.1d) is added
because variable returns to scale are assumed.

In this chapter, technical efficiency (TE) is calculated according to
model (1) using Onfront (Fire and Grosskopf 1998). The input that is taken
into account is measured as the amount of indirect energy use in chemical



18 Efficiency of indirect energy

fertiliser (giga joule, GJ). The output is measured as total revenue in Dutch
guilders(DFL") for the crops produced on the farm concerned. Differences
in energy efficiency at farm level could be caused by (1) differences in the
cropping plan and by (2) differences in output prices. To avoid these
disturbing effects, efficiency scores at crop level were assessed,
additionally. At crop level the efficiency scores for the indirect energy use
of chemical N (nitrogen) fertiliser were assessed given its direct link with
the MINAS case. The efficiency of indirect energy use for N fertiliser was
re-calculated per unit yield measured in physical units (kg) for the most
common crops grown in the Dutch Southwestern Clay Region (sugar beet,
winter wheat and ware potato).

The efficiency scores of the participants in the workshop were
calculated simultaneously with the scores of the other farmers in the Dutch
Farm Accountancy Data Network (FADN) data set. In this way, the
calculated efficiencies of the participants were based on the relative
distance to the same frontier used for the efficiency calculation of the other
farms.

3.5 Data

The analysis was carried out for arable farms located in the Southwestern
Clay Area of the Netherlands. In this study, data describing the production
activities of specialised arable farmers were from the FADN data set. The
analysis was done for the year 1997, the most recent relatively normal
weather year. Summary statistics of the full group of 57 farmers are given
in Table 2.1. Nine farmers from this group participated in the workshop.
Their characteristics are shown separately in Table 2.1. The table indicates
some differences between the workshop participants and the total group.
On average, the workshop participants were 10 years younger than the full
group of arable farmers and their farms were larger. Above all their Gross
Margins (DFL/ha) were significantly higher. An explanation for the latter
can be found in the higher percentage of vegetables in the cropping plan of
the workshop farms, which are characterised by higher gross margins.
Furthermore, the workshop participants applied relatively high doses of
chemical nitrogen and their application of organic nitrogen was, on
average, not lower, when compared with the total group. In line with these
observations, the workshop participants obtain higher yields for winter
wheat and ware potato but lower yields for sugar beet (the sugar
concentration in beets is negatively affected by high N dosages). In
conclusion, the workshop participants can be characterised as relatively
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young farmers with larger farms, a significantly better economic
performance and high levels ofnitrogen application.

Table 2.1. Summary statistics of the total data set of farmers in the Southwestern Clay Area
and the participants in the workshop

Variables Average Standard deviation
Total Workshop  Total Workshop
N=57 N=9 N=57 N=9
Gross Margin (DFL/ha) 4820 6350 2153 4166
Indirect energy use (GJ/farm) 978 1066 678 483
Ind. energy fertiliser (GJ/farm) 544 585 384 289
Age farmer (years) 51 43 12 9
Farm size (ha) 63.6 69.2 42.1 378
Potato
Potato area (ha) 13.3 16.0 10.0 7.9
Yield (ton/ha) 524 51.1 8.0 79
Gross margin (DFL/ha) 5943 6643 2392 1623
Ind. energy N fertiliser (Gl/ha)  15.3 144 43 3.1
Sugar beet
Sugar beet area (ha) 10.4 11.1 7.8 8.0
Yield (ton/ha) 63.9 63.7 73 58
Gross margin (DFL/ha) 6721 6442 1097 1098
Ind. energy N fertiliser (GJ/ha) 7.2 7.9 2.5 3.1
Winter wheat
Winter wheat area (ha) 16.5 17.0 13.0 12.5
Yield (ton/ha) 7.4 78 0.9 0.9
Gross margin (DFL/ha) 2141 2274 360 376
Ind. energy N fertiliser (GJ/ha) 9.6 9.7 1.9 22
4. RESULTS
4.1 Workshop

By far the most important goal of the farmers who attended the workshop
was ‘a reasonable income’. ‘Labour satisfaction’, ‘farm continuation’,
‘being self-employed’ and ’maximum profit’ had reasonable scores.
Concerning the external analysis, it was found that six of the
farmers had attended one or more information meetings on MINAS. The
remaining three already participated in MINAS voluntarily. The answers to
the knowledge questions indicate that the farmers were not very familiar
with the accounting rules. Only three indicated that the yield level is
irrelevant, which is correct. Only 50% knew the correct answer that for
MINAS the crop species is irrelevant. More than two thirds of the farmers
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gave the right answer (yes) to the last question, namely whether it is
important to register possible positive results on the nutrient balance sheet.

With regard to the internal analysis, four of the farmers mentioned
‘shortage of nitrogen’ as the major obstacle of the introduction of MINAS.
Five mentioned ‘the low organic matter content in the soil’ as an obstacle.
In general, the latter group consisted of the farmers who did not mention
‘nitrogen shortage’ as a problem. Analysis of their current fertilisation
tactic showed that three farmers indicated a wrong obstacle; four farmers
indicated a potential obstacle which however was not applicable given their
yield levels, and only two farmers indicated their real obstacles.

When the optimal tactic resulting from the interactive simulation
was compared with the tactic indicated before the simulation session,
significant differences were found. The farmers’ expectations about the use
of nitrogen fertiliser did not agree with the results of the simulation. Most
workshop attendees expected to have to reduce the amount of nitrogen
applied in order to avoid being taxed for nitrogen surpluses, yet simulation
showed that this would not be necessary. Seven farmers expected that they
would have to reduce the amount of manure they spread on the fields, but
the simulation results agreed with only two of them. Almost all participants
expected MINAS to depress yields, but the simulation model showed that
such an effect could easily be avoided. In general, the nutrient surplus per
hectare farmers expected was much higher than the surplus calculated by
the simulation model. In conclusion, the farmers were much too negative
about the effects of MINAS and this was reflected in too stringent
modifications to their fertilisation management. Comparison of the original
fertilisation plans with those of the simulation session resulted in quality
scores for synthesis of 2, 1, 0.5 and O points for 1, 2, 2 and 4 farmers,
respectively.

4.2 Technical efficiency

The TE values of farmers with regard to indirect energy use are presented
in Table 2.2. The results show that the average TE values, measured in
units energy per unit revenue, and measured per unit physical output were
similar for the two groups except for sugar beet where the participants
score lower. Furthermore, the results show that there is considerable scope
for improvement of the efficiency: the average TE values range from 61 %
at farm level to 33% in sugar beet. The scores between the individual crops
differ significantly.

Table 2.3 shows a significant positive rank correlation between TE
for indirect energy of fertiliser use at the farm level with TE for winter
wheat.
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Table 2.2. Technical efficiency (%) of indirect energy use of the full group and of the
participants in the workshop measured in J/DFL and J/kg on farm level and crop level
respectively

Technical efficiency Full group Participants
N=57 N=9
Indirect energy fertiliser 61 63

Indirect energy N-fertiliser

ware potato 44 45
sugar beet 33 27
winter wheat 51 51

Table 2.3. The rank correlation between technical efficiency (%) at farm level and gross
margins (DFL/ha) and the technical efficiency N fertiliser of winter wheat, ware potato and
sugar beet (measured in J/kg)

Rank correlation between ... and TE N fertiliser of
winter wheat ware potato sugar beet
TE f: vel
Chemical fertiliser 0.21* 0.04 -0.16
Gross Margin
winter wheat 0.40°
ware potato 0.23
sugar beet 0.28*

® Correlation is significant at the 0.05 level (2-tailed) .
® Correlation is significant at the 0.01 level (2-tailed).

No correlation was found with ware potato, while a negative rank
correlation was found with TE for sugar beet. Interesting is whether a
technically efficient production practice coincides with a higher income.
Since there are differences in total cropping plan this is analysed on crop
level by looking at the rank correlation between TE and the gross margin
of the specific crop. Table 2.3 shows significant positive rank correlations
except the rank correlation with ware potato which was not significant.
These positive correlations imply that for this sample of farmers a more
technically efficient production practice coincides with a higher income
indeed.

4.3 Strategic management related to technical efficiency

The rank correlations between the elements of strategic management and
TE are presented in Table 2.4. None of these correlations were significant
at the critical 5% level. The results show that for the TE of potato and
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sugar beet negative correlations were found with the elements of the
strategic management concept except for the correlation between the
external analysis and the TE of sugar beet, and the economic mission and
the TE of ware potato. The correlations between TE of winter wheat on the
one hand and the scores for the economic mission, the external analysis
and the synthesis respectively on the other were positive, as were the
correlations between TE at farm level and the economic mission, the
internal analysis and synthesis respectively. A negative rank correlation
was found for TE at farm level and the external analysis.

Table 2.4. The correlation between the technical efficiency N-fertiliser of winterwheat, ware
potato and sugar beet (measured in J/kg) and the technical efficiency chemical fertiliser at
[farm level (measured in J/DFL) and the elements of strategic management

TE wheat TE potato TE beet TE fertiliser
economic mission  0.42 0.08 -0.12 0.49
external analysis 0.18 -0.22 0.05 -0.50
internal analysis 0.01 -0.12 -0.39 0.31
synthesis 0.36 -0.01 -0.24 0.36

S. DISCUSSION

The calculated TE scores for the individual crops are significantly different
(Table 2.2). The calculated TE for sugar beet is particularly low compared
with the TE for potato and wheat. A possible reason is the negative effect
of high nitrogen doses on sugar yield, which does not apply to potato and
winter wheat. The relatively low TE value for ware potato might be due to
the differences in varieties planted. The most common varieties are Agria
and Bintje. Agria needs less nitrogen and gives higher yields. Not all
farmers can grow this variety, however, as the seed potatoes of Agria are
much more expensive and supply is limited.

A negative rank correlation was found between TE of sugar beet
and TE at farm level (Table 2.3). This suggests that when farmers apply
relatively low nitrogen doses in sugar beet, they give relatively higher
doses in other crops. Application of relative low nitrogen doses in sugar
beet suggests good cropping practice, as the yield level of sugar is
negatively correlated with high doses of nitrogen. This reasoning implies
that an analysis of energy efficiency should not be carried out solely per
individual crop but in association with the results at farm level and/or for
the other crops. Due to differences in the cropping plans of the individual
farms, however, this would complicate the analysis.

The economic character of the mission was correlated positively
with the TE of winter wheat and TE at farm level, and had a relatively
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weak negative correlation with TE of sugar beet. This suggests that farmers
with a strong economic orientation give relatively low nitrogen doses only
in winter wheat which has a low gross margin while in potato and sugar
beet they might give relatively high doses in order to prevent yields being
depressed by nitrogen shortage.

The external analysis correlated positively TE of winter wheat,
while there was a negative correlation with TE of potato and TE at farm
level. This means that knowledge of MINAS is negatively correlated with a
more efficient use of indirect energy. As an inefficient use of indirect
energy suggests a relative high fertiliser input, inefficient farms might be
more affected by the introduction of MINAS and therefore they were more
interested in MINAS.

The measurement of the elements of strategic management showed
that the external and internal knowledge of the workshop participants was
poor, as was their capacity to synthesise an optimal fertiliser strategy. The
measurement of the efficiency showed that there was considerable scope
for improvement and that this might be interesting from economic point of
view. Furthermore, the positive correlation between the technical
efficiency at farm level and the internal knowledge and the synthesis
indicates that improvement of these management aspects could improve
the efficiency. Overall, these results imply that a considerable
improvement of indirect energy use efficiency could be realised by
assisting farmers to analyse their own farm data and by the assessing an
appropriate fertilisation strategy. Communication on the positive
correlation between the technical efficiency and realised gross margin
should improve farmers’ interest on this subject.

6. CONCLUSIONS

The main objective of this chapter was to explain differences in the
technical efficiency of indirect energy use of Dutch arable farmers through
differences in management in order to obtain keys for the reduction of
indirect energy use. The results of the analysis of management aspects
showed that: the farmers in the sample had a poor knowledge of relevant
agri-environmental policy for crop farming and of their own farm data and
that it was difficult to synthesise the relevant information into an optimal
fertilisation strategy.

The results of the DEA analysis showed that: there was a large
variation in TE between farms and crops. The average scores varied
between 33% and 61 %, indicating that for some of the farms and/or crops
there is scope for improving TE. Furthermore, a positive correlation was
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found between TE of the individual crops and the gross margins, indicating
that a more technically efficient production practice coincides with a higher
income.

From the comparison of the various TE scores of the nine farmers
in the workshop with their scores for internal/external analysis, synthesis
and for the degree of their economic mission, the following main
conclusions were drawn: the economic mission, the internal analysis and
the economic mission were positively correlated with the efficiency of
indirect energy use at farm level, while the external analysis was negatively
correlated.

Overall it can be concluded that there is scope for a considerable
reduction of indirect energy use by giving farmers management support in
analysing their own farm data and formulating an optimal fertilisation
strategy.
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Chapter 3

ENERGY INVESTIGATIONS OF DIFFERENT
INTENSIVE RAPE SEED ROTATIONS - A
GERMAN CASE STUDY

Johannes Moerschner and Wolfgang Liicke

1. INTRODUCTION

Energy use, energy intensity and energy productivity can be applied as a
kind of standard for energy related comparisons of products, production
processes, farms or farming systems. In this contribution the impacts of
different intensive rape seed rotations on these criteria are compared based
on data out of nine years of investigation at two sites nearby Gottingen in
Lower Saxony, Germany. The advantages of the investigated systems
depend on the used energy criteria and on the functional units chosen.
Potential options for changes in cropping strategies with regard to energy
reduction were identified to be strongly dependend on the specific local
conditions.

Investigations on energy aspects can be applied to illustrate
differences in environmental characteristics of agricultural production
systems. Energy use is generally correlated with greenhouse gas emissions
and with depletion of natural resources. In order to reduce both, emissions
as well as depletion of natural resources, potentials for energy saving in
farming activities have to be identified. This may lead to site specific
optimised energy intensities in production. Furthermore, potentials for a
substitution of fossil fuels used on farm by renewable ones may be derived
in a second step from an energy analysis as presented here, e.g. application
of biofuels instead of diesel fuel.

2. MATERIALS AND METHODS

The energetical investigations are based on cropping data of the years

1989-1998 from the large scale INTEX-project at the University of

Gottingen. In two project periods (1989-94 and 1994-98 resp.), four and
27
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three different cropping systems respectively were grown simultaneously
on two different locations nearby Gottingen. Reinshof with its more
favourable arable conditions and its high yield potential can be considered
as a premium location. In contrast to this, Marienstein is a strongly varying
location with heavy soils. Situated on the slope of the river Leine, this site
is rather typical for the hilly regions of Lower Saxony. Each plot had a size
of 1.3 ha to 4.1 ha. Details on further findings of other researchers dealing
with economical and ecological aspects of the INTEX-project are found in
Gerowitt and Wildenhayn (1997) and Steinmann and Gerowitt (2000).

The presented results below are focussed on the conventional
reference systems called ‘Good farming practice’ with oil seed rape, winter
wheat and winter sown barley as typical regional rotation compared to
three different integrated farming systems (Table 3.1).

Table 3.1. The investigated cropping systems of INTEX

Farming system Abbreviation Years investigated
‘Good farming practice’ Conv I+II 1989-1998
‘Integrated’ Int 1989-1994
‘Integrated flexible’ Int-a 1994-1998
‘Integrated without plough’ Int-b 1994-1998

The integrated rotations were adapted according to their intensity
of soil cultivation, fertilisation and pesticide use. Furthermore they were
extended by one additional crop (field beans, grown after winter wheat
until 1994; since 1994 one year of annual set aside at the end of the crop
rotation instead) and since 1994 winter sown barley was replaced by oats.
Due to the changes, since 1994 oil seed rape in the integrated farming
systems was followed by oats, winter wheat and finally by an annual set
aside as last year in the rotations.

In the calculations primary energy input (PE) for diesel fuel, motor
oil, electricity, seeds, mechanisation, chemical fertilisers (N, P, K, Ca, S)
and pesticides (considered as kg active substances applied per ha) was
taken into account. The so-called ‘cumulated energy requirements’ include
the energy use during the whole life cycle. Energy demand for production,
use and disposal of each product is assumed to consist of the supply of the
end energy used during the life cycle and all transportation processes
involved.

Diesel fuel and motor oil use on farm were not measured, but
calculated with a model, based on Borken et al. (1999). The applied
amount of P and K fertiliser was calculated with mean figures for the
nutrient export by kernel yield [kg t yield"'], the use of CaO was assumed
to be 300 kg (ha a)' according to information of the regional extension



service. Drying of yield with heated air was excluded by system definition.
As a simplification for modelling the supply of end energy is considered to
be the same for all means of production, e.g. electricity is assumed to be
provided always in the same way, regardless whether it was actually used
for farm activities or for other purposes in the preceding process chains.
The energy coefficients used for the energy input calculation are listed in

Table 3.2.

Table 3.2. Energy coefficients used for energy accounting (own calculations, based on

Johannes Moerschner and Wolfgang Liicke

Gaillard et al. 1997, Kaltschmitt and Reinhardt 1997, Patyk and Reinhardt 1997)

Supplies Primary Energy
coefficients

Direct Energy - Diesel fuel, Motor oil (2 % of fuel) 47.82 Mlkg

- Electricity 11.39 MJKkWh
Seeds (energy for - Field beans 3.55 MJkg
providing the seeds - Grass, Clover and other fine seeds 12.21 MJkg
only) - Qats 3.28 MJkg

- Oil seed rape 8.43 MJkg

- Sunflowers 3.55 MJ/kg

- Winter sown barley 3.45 Ml/kg

- Winter wheat 3.02 MJ/kg
Mineral fertilisers*
Nitrogen - Urea 59.07 MJ/kgN

- Urea ammonium nitrate (UAN, liqu.)  52.33 MJkgN

- Calcium ammonium nitrate (CAN) 47.18 MJkgN

- Ammonium sulphate (AS) 17.41 MJkgN
Phosphate - Triple-Superphosphate (TSP) 43.83 MlkgP
Potash - MOP, 40 % K,0 12.99 MJkgK
Limestone - Calcium carbonate 241 MJ/kgCa
Sulfur - Ammonium sulphate (AS) 17.41 MJkg S
Pesticides - Active substance 274.46 MJkg AS
Farm machinery - Tractors 122.45 MJkg

- Self propelled harvesters 112.88 Mlkg

- Cultivation machinery 109.75 MJ/kg

- Other machinery and trailers 101.25 MJkg
* Conversion factors element/nutrient: P/P,Os=0.428; K/K,0 =0.826;

Ca/Ca0 =0.714.

Net energy yield was calculated with the figures in Table 3.3. The
gross energy content (GE) of all seeds was subtracted from total energy
yield before further calculation, because it has to be considered as a
regenerative energy input from a previous time period. The energy
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coefficients for seeds as shown in Table 3.2 reflect only the energy
necessary for their supply; energy content is given by the figures in Table
3.3.

Table 3.3. Gross energy content of arable products (own calculations based on Universitiit
Hohenheim 1997); reference: I kg at standard moisture content °

Arable products Gross Energy (GE)
Seeds and kernel - Field beans 16.42 MJ/kg
Yyield identical - Oats 16.30 MJkg
- Oil seed rape 25.72 MJkg
- Winter sown barley 15.79 Mlkg
- Winter wheat 15.79 Mlkg
Other seeds - Grass, clover and other fine seeds 16.40 MY/kg
- Sunflowers 25.12 Mlkg

? Oil seed rape: 91 % dry matter content (DM), fine seeds: 100 % DM; Others: 85 % DM

3. RESULTS

System comparisons of energy input as well as of energy intensity and
energy productivity for the farming systems were carried out on different
levels. Due to differences in the length of rotations (three and four years
respectively), the comparison of the farming systems refers to average
values for a mean year of each crop rotation. The reliability of the results at
this level is investigated afterwards by comparing mean values of all crops
between years and by comparing different cultivated crops.

3.1 Energy input

Though considerable relative reductions of the energy input are achievable
in some input groups of the integrated systems (Table 3.4), the absolute
energy savings were most important in the group 'N-fertiliser', followed by
fuel and pesticide use. The energy input for machinery was higher in the
integrated systems because of less optimal conditions of depreciation
compared to the conventional systems. The last result depends on the
applied allocation rules (Table 3.4). Other energy inputs depend directly on
the amount of yield (electricity use and basic fertilisation). Therefore, they
were only indirectly influenced by changes in the farming systems.
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Table 3.4. Energy use profiles [MJ (ha a)'] of the ‘Conventional’ farming systems and
differences in energy input of the integrated systems compared to ‘Conventional’, mean
years of rotations, two different locations

Groups of supplies
Fuel, Elec- Machi- Seeds Basic N- Pesti-  Total
motor oil tricity  nery fertiliser fertiliser cides

Location Reinshof
Harvest 1990-94
Conv I 2991 353 2712 408 2399 7684 895 7442
Int -489  -77 188 184 -281  -3320 -716 4511
Harvest 1995-98
ConvIl 2925 326 2734 400 2551 7017 521 16474
Conv II* 66  -27 22 -8 152 -668 -373 968
Int-a° 565 98 221 -118  -599 3641 373 -5174
Int-a° -158 221 774 32 -121 2516 323 -2398
Int-b° -1390  -107 31 -109 -630  -3659 -151  -6015
Int-b° -1082 -34 649 -20 -162 -2540 -27 -3217
Location Marienstein
Harvest 1990-94
Conv I 2711 307 2685 410 2203 9094 789 18201
Int -416 -87 91 178 450  -3350 441 4475
Harvest 1995-98
Conv Il 2713 306 2630 415 2442 8373 628 17506
Conv II? 1 -1 -55 5 238 =721 -162 -695
Int-a® 371 -104 288 -127 679 4142 433 -5567
Int-a° 45 36 816 46 263 2732 368  -2584
Int-b® -1192  -118 184 -121 -728 -3971 -178 -6123
Int-b® -898 -56 779 -38 =329  -2504 =28 -3072

Conv = ‘Conventional’; Int = ‘Integrated’; Int-a = ‘Integrated flexible’; Int-b = ‘Integrated
without plough’

# Energy input difference in comparison to Conv 1.

® Annual set aside included in rotation (n = 4).

¢ Only productive crops, annual set aside not taken in account (n = 3).

The total area related energy savings in the ‘Integrated’ systems of
the first project period [MJ (ha a)'] amounted to 259 % and 24.6 %
(Reinshof and Marienstein resp.) compared to the references (Table 3.4). In
the second project period the saved area related energy in ‘Integrated
flexible’ amounted to 31.4 % and 31.8 % (Reinshof and Marienstein resp.).
‘Integrated without plough’ was even slightly better (36.5 % and 35.0 %
resp.). If annual set aside is excluded, the advantages in energy use for the
integrated systems in the second project period are much smaller (Table
3.4, lower lines Int-a, Int-b). Furthermore the energy input in the reference
systems of the second project period became slightly lower (-5.6 %
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Reinshof, -3.8 % Marienstein resp.; Table 3.4). That was affected mainly
by a lower amount and changes in the applied types of N-fertilisers
(introduction of ammonia sulphate) and by lower mean yields. The ranking
of the systems according to the area related energy use for mean years on
rotation level is found to be very stable over all investigated years (Figure
3.1). ‘Integrated flexible’ and ‘Integrated without plough’ were similar;
though in most years the latter had the lowest energy input on both sites.
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Figure 3.1. Energy use [MJ (ha a)”'] in the conventional and the integrated systems, each
year mean values of all crops in the crop rotations, two different locations, annual set aside
included (Conv = ‘Conventional’; Int = ‘Integrated’; Int-a = ‘Integrated flexible’; Int-b =
‘Integrated without plough’; n = number of crops)

Total area related energy input showed considerable differences
between locations and crops. As a tendency, it was higher at location
Marienstein (Table 3.5). Most crops had a higher demand of energy in the
reference systems than in the integrated systems compared. Table 3.5
shows a lower energy use per ha for ‘Integrated without plough’ than for
‘Integrated flexible’ for the majority of crops. Oil seed rape, winter wheat
and winter barley can be labelled as energy intensive crops, whereas oats
and field beans often need only little more than half of the energy input of
these crops (Table 3.5).

3.2 Energy intensity

Energy intensity of single crops (Table 3.6) was expressed as [MJ t dry
matter']. For investigations of energy intensity of whole crop rotations,
energy had to be aggregated as input per grain unit [MJ GU']. GU is a
German unit defined before the second world war for standardised
evaluation of different agricultural products, based on starch units, crude
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protein contents and on their net energy (cereals: 10 GUt"; oil seed
rape: 20 GU t'; field beans: 12 GU t"). By this way GU also takes into
account differences in nutritional values. To get the same relation in energy
intensity for single crops (MJ GU™), the figures in Table 3.6 have to be
divided by the factors indicated above and by the corresponding standard
dry matter contents (see Table 3.3). All crop yield were corrected
beforehand by the input of seeds for the main crops.

Table 3.5. Mean total energy use [MJ (ha a)'] for all cultivated crops in the ‘Conventional’
and integrated systems, two different locations

Crops

Rape Winter Winter Qats Field beans Ann. set

seed wheat barley aside
Location Reinshof
Harvest 1990-94
Conv | 17147 18651 16528 - - -
Int 15564 14534 12846 - 8780 -
Harvest 1995-98
Conv I 15245 17552 16624 - - -
Int-a 15951 17467 - 8809 - 2973
Int-b 15398 16234 - 8138 - 2063
Location Marienstein
Harvest 1990-94
Conv 1 17313 19487 17802 - - -
Int 16315 16023 15063 - 7501 -
Harvest 1995-98
Conv II 16211 19133 17174 - - -
Int-a 15549 18339 - 10880 - 2989
Int-b 15873 17508 - 9921 - 2230

Conv = ‘Conventional’; Int = ‘Integrated’; Int-a = ‘Integrated flexible’; Int-b = ‘Integrated
without plough’.

In energy intensity, only some tendencies could be identified for
the ranking of systems, because each location had its own profile. Under
good farming conditions (Reinshof) the integrated systems were often in
the same range of specific energy use [MJ GU™] as the reference systems,
or below them. Under less favourable farming conditions (Marienstein) the
ranking changed annually, between the integrated systems as well as
between ‘Conventional’ and ‘Integrated’ in general (Figure 3.2). It is
obvious that at this site the yields of the farming systems were more
sensible to the annual natural conditions than at Reinshof. However, in the
first cropping period at Marienstein (1990-94) the specific energy use in
the system ‘Integrated’ seems to be generally higher than ‘Conventional’
(Figure 3.2).
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Figure 3.2. Energy intensity [MJ GU'] in the conventional and the integrated systems, each
year mean values of all crops in the crop rotations, two different locations, annual set aside
included (Conv = 'Conventional’; Int = 'Integrated’; Int-a = 'Integrated flexible’; Int-b =
‘Integrated without plough’,; n = number of crops)

Table 3.6. Mean energy intensity of all crops [MJ (t dry matter)’] and of crop rotations
[MJ GU'], conventional and integrated systems, two different locations

Crops Rotations
n Rape Winter ~ Winter  Oats Field Mean
seed wheat barley beans values

Location Reinshof
Harvest 1990-94
Conv | 3 4627 1916 1992 - - 206
Int 4 4101 1872 1826 - 2159 190
Harvest 1995-98
Conv II 3 4347 1967 2173 - - 210
Int-a 4 4211 2167 - 1273 - 200*
Int-b 4 4111 2012 - 1313 - 192*
Location Marienstein
Harvest 1990-94
Conv I 3 4426 2356 2657 - - 240
Int 4 5796 2441 2378 - 3176 257
Harvest 1995-98
Conv 11 3 4907 2209 2509 - - 237
Int-a 4 6034 2301 - 1800 - 249*
Int-b 4 5476 2312 - 2021 - 249*

Conv = ‘Conventional’; Int = ‘Integrated’; Int-a = ‘Integrated flexible’; Int-b = ‘Integrated
without plough’; n = number of crops in rotation
# Annual set aside included in rotation (n = 4).
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In contrast to the area related results, energy intensity for winter
wheat in the second period was lower in the conventional systems, due to
the higher yields. However, it remained higher for oil seed rape in this
system at location Reinshof, where the mean yield was sometimes higher in
the integrated systems (Table 3.6). Furthermore, oil seed rape at Reinshof
always needed more than twice the energy input for one tonne of yield than
the most intensive cereals winter wheat and it was even higher in
Marienstein. The extensive crop oats was identified as the most energy
efficient one at both locations, because cultivated after oil seed rape had a
very low demand for N-fertilisation (Table 3.6). However, for all crops, the
specific energy input in Marienstein was generally higher than in Reinshof,
due to the lower yields and to a higher specific intensity of cropping in
most crops at this site.

3.3 Energy productivity

As Figure 3.3 shows, energy productivity (=net energy yield; [GJ (ha a)™])
was higher at location Reinshof than at the less favourable location
Marienstein;, for a mean year of rotation almost 20 GJ (ha a)™.

Location Reinshof

}f

Location Marienstein

8 8B

Energy productivity [GJ (ha aJ']
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|

B
[=]

1991 1992 1993 1994 1995 1996 1997 1998
—8— Conv IF1I* —h—Int** —o—Int-a*™ A Int-b** m=3 *n=4

Figure 3.3. Energy productivity [GJ(ha a)’'] in the conventional and the integrated
systems, each year mean values of all crops in the crop rotations, two different locations,
annual set aside included (Conv = ‘Conventional’; Int = ‘'Integrated’; Int-a = ‘Integrated
Slexible'; Int-b = ‘Integrated without plough’; n = number of crops)

Due to their high yields, the reference systems at Reinshof were
capable of producing up to approximately 120 GJ (ha a)’ of mean net
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energy yield, whereas the integrated systems always had net energy outputs
which were at minimum 20 GJ (ha a)' lower than ‘Conventional’,
provided annual set aside was included (Figure 3.3 and Table 3.7).
Comparable values for the systems Int-a and Int-b taking in account only
the productive crops can be calculated from the givings in Table 3.5 and
Table 3.7. They show much smaller deviations from the reference systems.

Table 3.7. Mean net energy yield [GJ GE (ha a)-1] of all crops and of crop rotations,
conventional and integrated systems, two different locations

Crops Rotations
n Rape  Winter  Winter Oats Field Mean
seed wheat barley beans  values
Location Reinshof
Harvest 1990-94
Conv 1 3 78.15 135.03 114.45 - - 109.21
Int 4 8205 107.94 98.22 - 57.20 86.35
Harvest 1995-98
Conv II 3 7494 123.33 104.16 - - 100.81
Int-a 4 8146 109.81 - 103.98 - 73.06°
Int-b 4 8093 111.15 - 92.95 - 70.73*
Location Marienstein
Harvest 1990-94
Conv I 3 8329 111.11 87.95 - - 94.12
Int 4  56.08 87.51 84.92 - 30.48 64.75
Harvest 1995-98
Conv II 3 6875 117.61 90.89 - - 92.42
Int-a 4 5072 107.46 - 87.64 - 60.69*
Int-b 4  58.67 102.03 - 70.10 - 57.13*

Conv = ‘Conventional’; Int = ‘Integrated’; Int-a = ‘Integrated flexible’; Int-b = ‘Integrated
without plough’; n = number of crops in rotation
# Annual set aside included in rotation (n = 4).

Comparing single crops between the cropping systems, the net
energy yield of the integrated oil seed rape at Reinshof was almost the
same (Int) or higher than in the reference system (Int-a, Int-b resp.). In
Marienstein, the reference system remained the most favourable one in
both project periods (Table 3.7). The cereals in the integrated systems were
not competitive with their conventional counterparts, except oats which —
for comparison - must be seen as the integrated substitute for winter barley
in the reference system of the second project period. Consequentely, the
mean annual net energy yield in most cases remained below the reference
rotation, even if the annual set aside of the second project period was
excluded in the calculation of the integrated systems. Between the systems
‘Integrated flexible’ and ‘Integrated without plough’ only some slight



Johannes Moerschner and Wolfgang Liicke 37

preferences for the first are found (Marienstein), though at both locations
no clear ranking for all years was identified (Figure 3.3).

4. SOME POINTS OF DISCUSSION

4.1 Methodical approach of energy accounting

Energy calculations always include some degree of uncertainty. Absolute

figures can be substancially influenced by

- the energy coefficients used

- the algorithms applied to estimate quantities for substance flows not
measured, e.g. the specific fuel use of each work

- details of the system boundaries, such as substance flows or processes
which were excluded by definition.

Therefore, a framework for comparisons with other results must be
carefully prepared. The ranking of the farming systems in the investigated
energy criteria is in general not influenced by changes in the underlaying
energy coefficients. The used cropping data were calculated with five
alternative energy data sets from other studies without major differences in
the general system ranking (Moerschner 2000).

When the gross energy incorporated in the seeds is subtracted from
the total energy yield, as suggested in this study, the related substance and
energy flows don't have the same physical basis. This causes some
problems in terms of LCA-methodology. This way of calculation was
chosen for better comparison with other energy studies on the input side.
When data for LCA-applications should be provided, it may be a better
solution to include the inherent energy of seeds into the energy coefficients
used and indicate the share of incorporated solar energy and process
energy. However, in the presented energy analysis the relations between
the systems are not sensitive to such a change.

Machinery is often excluded in energy use studies of farming
systems. In economic interpretations, capital goods are counted as fixed
costs that are not included in gross margins. In this case study machinery
was included because changes in cultivation intensity also cause impacts
on the annual intensity in farm machinery use on a given area. As
consequence, a reduced cultivation intensity should result in a reduction of
applied farm machinery as well, because otherwise, their depreciation
becomes an important energetical load within total energy budgets
(Moerschner 2000).
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4.2 Background of results and critical view on the way of
their presentation

The reduction in energy use for N-fertilisation in the rotations of the
integrated systems had the greatest impact on the results of the first project
period. This reduction was first of all due to the low input crop field beans.
Furthermore a site specific flexible reduction in overall cropping intensity
can be stated (Table 3.5). In the second project period the introduction of
oats into the integrated rotations was most successful in reducing the total
energy input in comparison to ‘Conventional’. This crop conserved great
parts of the nitrogen left in the soil by the preceding crop oil seed rape after
harvest with the positive consequence, that the highly energy consuming
N-fertilisation for oats was reduced nearly until zero. Furthermore only
very few pesticides were spread in this crop.

Annual set aside in the fourth year of the crop rotations of the
integrated systems caused further important reductions of the mean area
related energy input [MJ (haa)']. They were accompanied by a
considerable reduction in mean energy intensity [MJGU™'] and - as a
negative aspect — by a reduction in mean energy productivity [GJ (ha a)™]
of the integrated rotations.

The decision to include the annual set aside into the integrated
rotations was a result of a policy choice. Annual set aside was not essential
for running the integrated farming systems. However, it certainly had
positive ecological effects on the other crops, too. Therefore, it appeared to
be one comprehensive way of analysis to generally include the annual set
aside into the comparisons on rotation level.

Grain units (GU) were used for aggregated considerations of
energy intensity. By this means only, whole rotations could be analysed in
their energy intensity. The impacts of the integrated systems on gross
margins have been the subject of other investigations and thus were
excluded from the argumentation in this chapter (see materials and
methods).

S. CONCLUSIONS

Reductions in production intensity can be better established under good
farming conditions as represented by the location Reinshof. The losses in
productivity observed at Marienstein were higher. The observed negative
impact of annual set aside (Int-a, Int-b resp.) in this context might be
reduced by replacing set aside by a productive crop. The design of the new
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rotation seems to be a key issue among all factors determining energy
saving through changes in the farming system.

The energy analysis has shown, that a site specific flexible
reduction in farming intensity, depending on local natural conditions can
open interesting potentials for saving (fossil) energy resources and at same
time provides additional ecological advantages.

The interpretation of diesel fuel energy input finally demonstrates -
besides possible savings when using reduced soil cultivation practices - the
potentials for the introduction of more sustainable energy sources like
biodiesel.
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Chapter 4

MODELLING ENERGY SAVING
TECHNOLOGY CHOICES IN DUTCH
GLASSHOUSE HORTICULTURE

Kyosti Pietola and Alfons Oude Lansink

1. INTRODUCTION

This chapter applies Simulated Maximum Likelihood (SML) for estimation
of a multinomial Probit model of technology choices on Dutch glasshouse
firms. The model allows for time constant firm specific effects and serial
correlation of errors and is estimated on panel data over the period 1991-
1995.

The Dutch glasshouse industry is traditionally an important user of
energy, accounting for 4% of total CO, emissions in the Netherlands. In
order to reduce the use of energy and related CO, emissions, the Dutch
government and the glasshouse industry made a covenant aiming at
improving the energy efficiency by 65% in 2010 compared to the level in
1980 (Stuurgroep Landbouw en Milieu 2000). Firm operators also have an
incentive for reducing energy use, since energy is a major determinant of
profitability on glasshouse firms, accounting for approximately 33% of
variable costs on glasshouse firms.

Firm operators in the glasshouse industry have several options for
saving energy in the production process. One set of options is related to the
structure of glasshouses and includes double glazing and thermal screens.
Another set of options is related to heat producing installations such as
traditional installations, co-generators', heat deliveries by electricity plants
and heat storage (van der Velden 1996). This chapter aims at explaining
the relative importance of different factors underlying the choice of heat
producing installations on Dutch glasshouse firms.

Technology choices often represent long term commitments in
which timing and future returns play important roles. These choices are,
therefore, solutions to dynamic optimisation problems, which can be
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modelled either in structural or reduced form using the optimal stopping
framework and dynamic programming (e.g. Rust 1987). In this study the
model is first derived in structural form and then approximated by a
reduced form specification. Next, discrete choices in energy saving
technologies are estimated by explicitly allowing for a flexible error
structure. Individual, time constant (random) effects and first order serial
correlation in the choices are special cases of the general error structure in
the model. Controlling for random effects in estimating the firm operators’
technology choices is important because the choices may be affected by
unobservable factors related to the firm operator (e.g. education and
managerial ability) and firm (e.g. climate). It is also important to control
for serial correlation since the technology choices are persistent over time
due to the presence of adjustment costs.

The model is estimated using a Monte Carlo simulation technique,
known as the GHK simulator, developed in the early 90’s by Geweke,
Hajivassiliou and McFadden, and Keane (Keane 1993; Hajivassiliou 1993).
Hajivassiliou et al. (1996) compares a number of probability simulators
and finds that the GHK simulator outperforms all other methods by
keeping a good balance between accuracy and computational costs. This
simulation approach is particularly tractable in simulating probabilities for
multiple choices that would otherwise require multidimensional integration
and intensive computation. Further, the GHK-method can easily be
extended to modelling choice alternatives recursively as sequences of
choices such that the choice sequences exhibit both time constant
individual effects and flexible time series characteristics. The method is
used for analysing factors determining the choice of energy saving
technologies by Dutch glass house firms using panel data over the period
1991-1995. The results obtained by the SML method are compared with
the results from a standard multinomial logit model.

The chapter proceeds with the presentation of the theoretical and
empirical models underlying the choice of an energy saving technology,
followed by a description of the data and a discussion of the results.

2. THEORETICAL MODEL

This section elaborates on a framework in which operators of glasshouse
firms decide among K possible technologies in each of N (finite) discrete
periods of time. Alternative technologies are indicated by a dummy
variable di(?), with di(2)=1 if technology k is chosen at time ¢ and dy(2)=0

otherwise. The condition Zf_l d,(t)=1 indicates that alternatives are
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mutually exclusive. Also, each technology option is associated with a
reward function Ry(?) that is known to the firm operator at time ¢, but that is
random from the perspective of periods prior to ¢, i.e. the firm operator
does not know the outcome with certainty prior to *.

The objective of the firm operator at any time ¢=0,..,N is to
maximise the discounted present value of the rewards, Ri(?). The optimal
value function V(') for the problem then solves:

V(S(2),t)= max E[Z ﬁ’“‘ZRk(r)dk(r)lS(t)] (4.1)

{dk(’)]kEK =t keK

where >0 is the discount factor, E(3) is the mathematical expectations
operator, and S(#) is the predetermined state space at time £. The state space
consists of all factors, known to the firm operator that affect the current
period reward (e.g. input and output prices). Maximisation of (4.1)
involves choosing the optimal sequence of control variables (di(?)) over the
finite horizon of t=0,..,N.

The optimal value function can be rewritten as (Keane and Wolpin
1994):

V(S@),1)=max{¥, (5(),))} (4.2)

where Vi(S(2),t) isthe technology k specific value function that satisfies the
Bellman equation of the form (Bellman 1957):

V(S0 =R (S®),0)+ FEV (S + 1)t +)SO,d, ) =1], s N-1  (43)

subject to a certain set of transition equations for the current state S(?).
Augmenting Vj by an error term vy ,technology k is chosen and

dy)=1if
Vit vy, >Vj, + V0, Vji+k 4.4)

which implies

Ve =V >V =V 2k @.5)

Thus the boundaries for the choices are determined by the
differences between the technology specific value functions and by the
differences of the corresponding errors.
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3. EMPIRICAL MODEL

The structural form estimation of (4.2), (4.3) and (4.5) would require a
solution for the technology specific value functions by, for example,
numerically iterating on the Bellman equations (4.3) conditional on some
functional specification for the one period returns Ry(8) and trial values for
the parameters §. The parameter values could then be updated estimating
the behavioural equations given by (4.5). The structural form estimation is
computationally very demanding since it requires numerical simulation of
the expected values for the next period’s optimal value functions, i.e. for
expected maximums for the future revenue steams that are stochastic and
dependent on the technology choices”.

A computationally less demanding approach is to normalise the
boundaries of the distribution of the errors of the choice equations by the
value of one technology and approximate only the differences of the
technology specific value functions by a reduced form representation (e.g.
Dorfman 1996).

In this study the farmer’s choices are estimated in reduced form for
two reasons. First, given the small number of years in the panel data it
would be problematic to accurately simulate the dynamic structure of the
technology specific and stochastic returns processes. Large simulation
errors would bias the estimates for the expected next period optimal value
functions because the optimal value function is highly non-linear function
of the simulation errors (Keane and Wolpin 1994).

Second, because the choices are based on the differences of the
technology specific returns streams (not on the level of each returns
stream) the reduced form is empirically tractable. Approximation errors
between the structural optimal stopping model and the reduced form
models are found negligible (Provencher 1997)°. The results of Pietola and
Oude Lansink (2001) also indicate that the structural form simulation does
not significantly add information in estimating the conditional choice
probabilities. A reduced form specification has also been the standard in
the earlier studies on discrete technology choices (e.g. Green et al. 1996).

The method that is used to estimate the reduced form model is
referred to as Simulated Maximum Likelihood (see Arias and Cox (1999)

for an introduction). In our application, at time t, firm i chooses d; (f) =1
if
£y, > X, B,V =k (4.6)

iy oy
Where, &, =V, -V

T X &S is a vector of instruments, and F is a

vector of parameters®. Similarly, d,(f)=0 is chosen if &, <X, 4, at
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least for one j#k. For given k and j, the two boundaries (inequalities) can
be stacked in (Keane 1993)

Qdy, ~Dey, > (1-2d, )X, B, 47

Dropping the kj subscripts, the sequence of errors
&= {é‘l' ,Ehyn &b} can be further stacked over the sample period
1=12..T, as & = A, where 77 = {7}, 77,-s 775} with 77, ~ N(0,1).
Matrix A is a lower-triangular matrix of the Cholesky decomposition of the

covariance matrix 2 such that ¥ = AA'= E[£'&"']. Using these
definitions, (4.7) can be written as (Keane 1993):

(Zd: - 1)77:‘ >[(1 - 2d: )Xrlﬂ - (Zd: - 1)(A1177: Tt Ar,r—l']ti—l )]/ Ar,t (48)

The GHK simulation technique is to first sequentially draw the
errors 7J;,775...7], from a truncated univariate normal distribution such that

they are consistent with the observed choices, i.e., the inequality (4.8)
given above holds for each draw. The simulation is started at time ¢ =/ by

drawing 7, (with other 77’'s being zero) for each farm i such that the

draw is consistent wit the observed choice, i.e. the draw satisfies the
inequality (2d; -z, >(1-2d)X,4 .

If we observe d| =1 the truncation point consistent with the
observed choice is: 7l >~ X|f . Alternatively, if d =0 the
corresponding truncation point is: — 7 > X,/ .

Next, the truncation point is updated by substituting the first draw,
say 771i , for 77{ in (4.8). The second error 77,is drawn using the updated

truncation point

(2d; ~ D, >[(1-2d) X, —Qd; = 1)(4, 7))/ 4,

and substituting this new drawﬁ;, for 77; in (4.8). This procedure is

continued until r=7. The sequence of these 7 draws is repeated S times for
each firm i.

The second step is to form the corresponding unbiased simulators
for the transition probabilities. Because the computation of these transition
probabilities follows a well-established procedure and derivation of these
transition probabilities is lengthy, the derivation is omitted here. A detailed
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description and discussion on computing the transition probabilities is
found in Keane (1993: pp. 550-554).

Our application has three choice alternatives (technologies).
Because the choices are mutually exclusive, two binary indicators are
sufficient in identifying them. These two binary indicators are defined as
follows.

di(t) = 1, if traditional heating with storage is chosen
0, otherwise

dy(t) = 1, if co-generator with storage is chosen
0, otherwise.

The third choice of traditional heating without storage is observed

if d,(1)+d,(1)=0.
The log likelihood function, l,i , for a single observation has the
form

L(p)=d;, (P}, =1|J.,,X},p)+InP(d], =0|J.,, X/, 7))
+d:i,z(lnP(dri,1 =O|Jf‘l,X,'-,ﬁ)+lnP(d:_2 =1|Ji X:i’ﬁ)) (4.9)

-1

+(1-d;, -d ) )(InP(d, =0|J ., X/,B/)+InP(d],=0|J.,X],5)

where P(9) are the simulated probabilities, conditional on all choices made
before time ¢ (J.; ), a set of exogenous instruments (X;), and trial

parameters ( ,B ). The set of instruments X includes the price of energy,

capital stock in structures, capital stock in energy installations, labour, and
the size of the operation. These instruments were used in logarithmic
forms. Also, dummy variables identifying the vegetable firms and cut
flower firms were included in the set of instruments. The GHK simulator
was based on 20 draws for the error sequence of each firm (i.e., $=20).
This number of draws has been found to result only in a negligible
simulation bias even when the simulated choice probabilities are small
(Borsch-Supan and Hajivassiliou 1993).

The lower-triangular matrices, consisting of the elements that are
used in multiplying the simulated error sequences (77’s) in the choice
equations (for d;(¢) and dy(t)), are denoted by 4, and 4;. In order to
decrease the parameter space and identify the parameters in the model, a
set of restrictions was imposed on the elements of 4, and A4;. All off-
diagonal elements were imposed to zero, except for the elements in the first
column. Furthermore, the upper most diagonal element in both A’s was set
equal to one implying that 2f1,1]= 2, [1,1]=1 (as in standard Probit
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model the variance of the error term is set to one). Since we have data on
five time periods, 4; and A4, are lower-triangular matrices with size 5*5 and
have the following general shape:

1 0 0 0
A, 4, 0 0
A, 0 4, 0
4, 0 0 4,

|_A51 0 0 0 A |

[T e B e N e

Therefore, 16 unrestricted parameters are left in the model, i.e.
eight parameters for both A; and 4,. The structure of these matrices is
general enough to control for firm specific individual effects and serial
correlation between the errors.

4. DATA

Data on specialised vegetables firms covering the period 1991-1995 are
obtained from a stratified sample of Dutch glasshouse firms keeping
accounts on behalf of the LEI accounting system. The panel is balanced
such that each firm is in the sample over the full five-year sampling period.
The data contain 450 observations on 90 firms.

Three heating technology choices’ are distinguished, i.e. traditional
heating, traditional heating with energy storage, and co-generator with
energy storage. 345 observations (76%) use the traditional energy heating
technology, 39 observations (9%) use traditional heating combined with
energy storage in tanks and 66 observations (15%) use a co-generator with
energy storage.

Basic firm characteristics are capital invested in structures
(buildings, glasshouses, land and paving), capital invested in machinery
and installations, labour firm size and firm type. Labour is measured in
quality-corrected man years, and includes family as well as hired labour.
The quality correction on labour is performed by the Agricultural
Economics Research Institute, in order to aggregate labour from able
bodied adults with labour from young family members and labour from
partly disabled workers. Labour is assumed to be a fixed input in the short
term, because family labour represents a large share of total labour. Capital
in structures and machinery and installations is measured at constant 1985
prices and is valued in replacement costs. Firm size is measured in
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standardised farming units, which is a measure of the income generating
capacity of the firm. Firm type is represented by two dummy variables
indicating firms specialised in vegetables and cut flowers, respectively (pot
plant firms are reference type).

The price ratio of energy and output is calculated from Tornqvist
price indices of output and energy with prices obtained from the LEI-
DLO/CBS. The price indexes vary over the years but not over the firms,
implying prices are exogenous from the perspective of the firm. The price
of output consists of prices of vegetables, fruits, pot-plants and flowers.
The price of energy consists of prices of gas, oil and electricity, as well as
delivery of thermal energy by electricity plants. A description of the data is
in Table 4.1.

Table 4.1. Description of data

Variable Dimension Mean Standard

Deviation
Dummy standard/storage 1 for standard/storage 0.15 0.35
Dummy co-generator/storage 1 for co-generator/storage 0.08 0.28
Price ratio energy and output Base year 1985 1.10 0.08
Structures Guilders*100.000 10.46 8.79
Machinery and Installations Guilders*10.000 39.71 42.30
Labour Man years 6.67 3.76
Firm size Standard Farming Units 746 540
Dummy vegetables 1 if firm is vegetables firm 0.28 0.45
Dummy cut flowers 1 if firm is cut flower firm 0.42 0.49

5. RESULTS

Results of the Simulated Maximum Likelihood (SML) estimation of the
multinomial Probit model of energy saving options are found in Table 4.2.
The parameter estimates and t-values indicate that five out of eight
parameters in both choice equations are significant at the critical 5% level.
The parameter estimates are robust to both individual random effects and
serial correlation. Table 4.2 also indicates that the intercept of the equation
of standard with storage was fixed by the computer program due to poor
identification caused by including the dummy variables associated with
firm type. Parameter estimates of the matrices A, and A; are found in
Appendix A, showing that ten of the 16 parameters in A; and A; could be
identified during estimation. Keane (1993) also pointed out that it is
difficult to identify a large number of parameters numerically in these
matrices. Nevertheless, the error structure found in the A; and A; is
sufficiently general to control for individual effects and serial correlation of
the errors. The parameters in A, and A; are jointly significant at the critical
5% level.
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The SML-estimates in Table 4.2 support, but not on very strong
statistical grounds, that increasing energy prices increase the probability of
adoption of co-generator with storage but decrease the probability of
adoption of energy storage. A priori it was expected that increasing energy
prices encourage investments in both energy saving technologies. The
result that storage investments are decreasing in energy prices is, in fact, an
indication that investments in co-generators become more appealing when
energy prices increase. More than half (55%) of the vegetable farms that
switched to co-generator during the study period already had energy
storage. Therefore, increasing energy prices may decrease the probability
of adopting storage combined with traditional heating because firms are
then more eager to switch into (more energy saving) co-generators. Thus,
the results implies that increasing energy prices, e.g. through a tax on
energy encourage firm operators to invest in technologies that are relatively
more energy saving (i.e. co-generators).

Table 4.2. Parameter estimates in the choice equations. Simulated Maximum Likelihood
(SML) model

Estimate  Standard Error t-ratio
Standard with Energy Storage .
Intercept -4.971 - =
Price ratio energy and output -0.475 4,191 -0.113
Structures -0.394 0.146 -2.701
Machinery and Installations 0.207 0.081 2.542
Labour 0.427 0.621 0.688
Firm size 0.527 0.255 2.068
Dummy vegetables 2.439 0.682 3.574

AL 1111 1L L R 5 . 058 _____._...L734_

Co-generator with Energy
Storage
Intercept 1.417 2.147 0.685
Price ratio energy and output 0.903 2.349 0.384
Structures -0.781 0.402 -1.944
Machinery and Installations 1.245 0.348 3.578
Labour 1.900 0.257 3.606
Firm size -0.842 0.405 -2.079
Dummy vegetables -0.484 0.271 -1.790
Dummy cut flowers -0.034 0.239 -0.143

* Parameter was fixed when inverting the Hessian matrix.

The estimates in Table 4.2 also suggest that the firm’s capital stock
and its allocation has significant effects on investments in energy saving
technologies. The probability of adopting energy saving heating
technologies decreases significantly with capital in structures, such as glass
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houses. The result indicates that incentives to invest in energy saving
heating technologies are higher for firms with small stocks of capital in
invested in structures. The results may also imply that it is optimal first to
depreciate the capital invested in structures before investing in new heating
systems.

Capital invested in machinery and installations has a positive and
significant effect on adoption of energy storage and a co-generator with
energy storage. Therefore, firms with a larger stock of capital invested in
machinery and installations are also more likely to make an additional
investment by adopting a co-generator with storage.

Vegetable firms and cut flower firms more likely adopt standard
heating with storage than pot plant firms do. However, vegetables firms
have smaller probability of adopting co-generators (significant at 8%) than
all other firm types. Firm size is increasing the probability of investing in
heating storage but is decreasing the probability of investing in co-
generators. Therefore, scale economies are important in getting benefits
from the heat storage but co-generators are technologies that are
sufficiently flexible to generate benefits in small firms.

Parameters estimated by the SML-method differ from the
corresponding parameters estimated by the multinomial Logit model (see
Tables 4.2 and 4.3). Firm size has a negative impact on investments in co-
generators in the multinomial logit model and a positive impact in the SML
model. Another difference is that vegetables firms have a lower probability
of adopting co-generators in the SML model, whereas the impact is
insignificant in the multinomial model. The joint significance of the
parameters in A; and A; and the differences found here suggest that firm
specific individual effects and serial correlation in the error terms play an
important role in investments and choices of heating technologies.

The mean log likelihood function had value —0.411 in the SML-
model and —0.430 in the Multinomial Logit model. In the restricted model,
including only the intercepts, the corresponding values were -0.713 and
-0.697. The goodness of fit of the SML and Multinomial Logit model is

assessed using McFadden’s R? for the system of two choice equations’.
Values of 0.42 and 0.38 are found for the SML and Multinomial Logit
models, respectively. These values indicate that the goodness of fit of the
SML is rather good, in particular when taking into account the common
problem of modelling low frequency decisions (e.g. Dorfman 1996).
Elasticities of the choice probabilities to changes in the model
variables are found in Table 4.4. The elasticities indicate the relative
impact of changes in model variables on the choice probabilities of
different technologies; i.e. the impact is corrected for the measurement
scale of the variables. The parameter estimates in Table 4.2 are not
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corrected for the measurement scale of the variables. At the sample means
of the model variables, the choice probabilities of traditional, traditional
with storage and co-generator are 90%, 3% and 7%, respectively. The
elasticity estimates indicate that the price of energy has a large positive
impact on the probability of adopting a co-generator; the probability of
adopting traditional heating and storage decreases, although the effect is
substantially smaller in absolute terms. The probability of investments in
traditional with storage and co-generator decrease elastically with respect
to the amount of capital in the structures. Capital invested in machinery
and installations has a large positive impact on the adoption of a co-
generator, whereas the impact on traditional and traditional with storage is
more inelastic. The probability of investing in co-generators increases
elastically with labour but decreases with firm size.

Table 4.3. Parameter estimates in the choice equations. Multinomial Logit model

Estimate  Standard Error t-ratio
Standard with Energy Storage
Intercept 0 ¥ -*
Price ratio energy and output -0.698 2.838 -0.246
Structures -0.487 0.537 -0.907
Machinery and Installations 0.980 0.479 2.047
Labour 2.853 0.727 3.922
Firm size -1.855 0.217 -8.549
Dummy vegetables 3.872 0.392 9.887

_Dummy cutflowers ______ __________________ 1140 . 0446 ... 2.556

Co-generator with Energy
Storage
Intercept -5.209 2.373 -2.195
Price ratio energy and output 1.996 2.525 0.791
Structures -2.092 0.497 -4.208
Machinery and Installations 2.743 0.525 5.223
Labour 3.797 0.575 6.598
Firm size -1.444 0.592 -2.438
Dummy vegetables 0.312 0.493 0.634
Dummy cut flowers -0.049 0.383 -0.128

* Parameter was fixed.

6. CONCLUSION AND DISCUSSION

This chapter has applied a Monte Carlo simulation technique to estimate
energy saving technology choices by Dutch glass house firms. The
estimation technique allows for serially correlated errors and firm specific
effects in modelling choices and is applied to panel data over the period
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1991-1995. Also, a standard multinomial Logit model was estimated. The
parameter estimates differ between these two specifications suggesting
serially correlated errors and firm specific effects have important
implications in modelling switches towards energy saving heating
technologies.

Table 4.4. Elasticity estimates evaluated at the sample means”

Technology choice

Elasticity with respect to

Traditional, Traditional with Co-generator

No storage storage

Price ratio energy and -0.09 -1.07 1.76
output
Structures 0.14 -0.89 -1.50
Machinery and -0.19 0.47 243
Installations
Labour -0.30 0.97 3.73
Firm size 0.08 1.19 -1.62

% See Table 4.1 for sample means of model variables. Elasticities computed using the SML-
estimates given in Table 4.2.

The results show that an increase of the price of energy encourages
the adoption of a highly energy efficient energy saving technology (i.e. co-
generators combined with heat storage), but discourages the adoption of
heat storage. This result implies that an ad valorem tax on energy’ would
enhance the adoption of co-generators in combination with heat storage.
The results also show that adoption of new heating technologies depends
on firm capital and capital allocation. Incentives to invest in new heating
technologies increase with low levels of capital in structures. Capital in
heating technologies and structures are substitutes such that incentives to
invest in energy saving heating technologies are higher at firms with a
small stock of investments in structures. Firms that have already invested
much in machinery and installations have a larger probability of adopting a
co-generator than firms with low initial investments in machinery and
installations. Firm size has a positive impact on investments in storage and
a negative impact on investments in co-generators implying that scale
economies are more important in investments in storage than in co-
generators. The probability of investing in different energy saving
technologies differs across firm types.

The method of Simulated Maximum Likelihood that was adopted
in this chapter allows for an error structure, with random effects and serial
correlation. The random effects specification accounts for unobservable
variables related to the firm operator and firm thereby exploiting the panel
data that were available in this study. Firm operator specific factors are e.g.
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the management level and personal preferences. Firm specific effects are
related to the location of the firm (affecting climate and access and
availability of hired labour) and the firm financial structure. Serial
correlation accounts for adjustment costs that cause a persistence of
technology choices over time. A problem with the Simulated Maximum
Likelihood method in this study was that not all parameters reflecting the
proposed error structure could be identified.

Future research should extend the scope of the research by
modelling the choice of the technology and the size of the required
investment simultaneously. Different results may be expected, if required
investments substantially differ between technologies. Furthermore, future
research should pay attention to the role of other factors in analysing
technology choice decisions and in particular to the role of information. In
a situation where investments are (partly) irreversible and where the firm
operator has the possibility to postpone the investment, information that
reduces uncertainty may give rise to an option value (Dixit and Pindyck,
1994). Such an option value implicitly increases the costs of investments
and may hamper the adoption of new (energy saving) technologies.

NOTES

'Co-generators produce electricity and heat simultaneously.

’In the literature, computational problems of solving the structural model are reduced by
using convenient functional forms for the reward functions and error distributions (e.g. Rust
1987), or by using simulation and interpolation techniques (Keane and Wolpin 1994) and
methods that do not require a full solution of the dynamic programming model (Hotz and
Miller 1993).

The accuracy of the reduced form approximation is a standard functional specification
problem. Approximation error can be decreased by using flexible functional forms.
However, in the empirical application of this chapter, augmenting the model by quadratic
terms resulted in numerical identification problems.

“The specification in (4.5) is consistent with irreversible and reversible investments, since
the estimation method maximizes the likelihood of the observed technology choices.
Therefore, the reversibility or irreversibility of investments will show up in the parameter
estimates.

>Other energy saving options available in horticulture at present are heat pump and heat
deliveries by electricity plants. However, these options were used by none and only few
firms in the sample period, respectively.

®McFadden’s R? is calculated as: 1- M where log Ly is the value of log-
log Lo

likelihood function subject to the constraint that all regression coefficients except the
constant term are zero, and log L(B) is the maximum value of the log-likelihood function
without constraints (Veall and Zimmerman 1996). McFadden R? in the range of 0.2 to 0.4
are typical for logit models (Sonka et al. 1989).

"An ad valorem tax on energy increases the price that energy users pay by a given
percentage.
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APPENDIX A: ERROR STRUCTURE PARAMETER
ESTIMATES

Table A.1. Elements® of matrices A; and A,

Matrix A, Matrix A,

Element® Aj;, Estimate Element” Ay, Estimate
A 0.000 Az 0.238
A 1.004 Agzz 1.257
A 1.133 A 1.504
s 1.196 o 1.417
Ay -0.535 oo -0.211

®The other entries in the first column (A 3,.;5; and A,3;.25; ) remained at their starting values
0.1.

° i,j,h refer to matrix number i and element j,h, respectively.
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Chapter 5

ENERGY INTENSITY DECOMPOSITION IN EU
AGRICULTURE, USING A DEMAND ANALYSIS

Joaquin A. Millan

1. INTRODUCTION

There are two seemingly separate strings of studies concerning sector
energy use: the intensity approach and the demand approach. Both kinds of
studies indicate substantial differences in the growth of energy inputs
between countries and within countries for different time periods. In this
chapter, a suggestion is made about how to link the intensity and the
demand approaches, estimating globally well-behaved technology in
intensity form (input to output ratio). The empirical part of the chapter is
the comparison of the results from the estimation of intensities for the
agricultural sectors of the EU countries in the 1974-96 period, according to
the demand approach.

The use of energy lies behind much of the increase in agricultural
output in recent times, and there is a growing literature on energy usage in
agriculture. Although the importance of energy and energy based
consumption in developed agricultures is recognised, little systematic
evidence on the use of energy inputs in EU agriculture and or international
comparisons with respect to input demands and intensities have been
presented so far. Previous studies show substantial differences in the growth
of energy use among countries, or even in a given country. In this context, an
interesting issue arises about the comparative study of the evolution of inputs
demand and intensity for the different agricultural sectors of the EU countries
using a common methodology. If there are common patterns in the use of
energy and energy-based inputs in EU agriculture, then general proposals for
agricultural and environmental policies are advisable. If it is the case that
environmental and agricultural developments concerning energy are

57

E.C. van lerland and A. Oude Lansink (eds.), Economics of Sustainable Energy in Agriculture, 57-72.
© 2002 Kluwer Academic Publishers. Printed in the Netherlands.



58 Energy intensity decomposition in EU agriculture

country-specific, apart from the dependence on exogenous energy prices,
there is less scope for general recommendations.

There are many diverse approaches to the analysis of energy
intensity. An important body of literature is inter-sectoral as in input-output
analysis or computable general equilibrium modelling, which are not
reviewed here. Concerning partial sector analysis, there are two main,
seemingly separate, strings of studies. These are namely the intensity
approach and the demand approach. Papers on the intensity approach consist
of decomposing energy-output ratios in a variety of effects. An extension of
this kind of approach is based on index numbers or growth accounting
methodologies, combining simple measurement techniques with a formal
theoretical justification of the decompositions. Studies in the demand
approach are based on the estimation of econometric demand systems and
focus on substitution between input pairs, and output and technical change
effects. Both kinds of study indicate substantial differences in the growth of
energy inputs between, and within, countries for different periods.

The purpose of this chapter is to investigate the characteristics of
energy usage in the EU agricultural industry by estimating the effects of fixed
inputs and technical change on the composition of inputs used, and analysing
the evolution of input-output ratios, or intensities. The empirical part of the
chapter is the estimation of separate demand systems in intensity form for the
agricultural industries of the European Union countries in the 1974-96 period.
The scope of this chapter is largely determined by the availability of data.
Since there are no reliable statistics with which to characterise and aggregate
fixed inputs, such as land or agricultural labour, on a common basis over the
period analysed, the estimation of restricted cost functions is chosen for the
representation of the structure of the technology.

The generalised McFadden is used because it can be estimated on
input to output ratios or intensity form, and global concavity can be imposed
without restricting flexibility. The estimation of a correct economic structure
in the regression of intensities allows for a theoretically sound decomposition
of input intensity. This is the way of linking the two separate literatures of
energy intensity and energy demand. Intensities are studied directly in the
regression equations. This approach literally takes ‘ease of interpretation of
parameters’ for selecting among functional forms in Fuss ez al. (1978).

In Section 2, the different approaches to energy intensity
measurement are presented, and the combined methodology used in this
chapter is explained. Data and results from the estimated demand systems are
presented in Section 3. The decomposition analysis of energy and energy
based inputs intensities, with comments on the main results, follows in
Section 4. The conclusions and some suggestions for further research finish
the chapter.
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2. THE ANALYSIS OF ENERGY INTENSITY AT A
SECTORAL LEVEL

2.1 Decomposition of intensity indexes

The first approach is the formulation of ad-hoc decompositions, which at
best have the desirable properties of being mutually exclusive components
(without interaction terms) and completely exhaustive. A next step is the
aggregation of sector intensities using several index number formulae.
These formulations separate changes in energy use into intensity (input of
energy per unit of output of a given sector) and mix (differential change, in
the gross output of groups or subgroups of industries). Recent advances in
this approach are in Greening ef al. (1997). These techniques are generally
criticised for their lack of theoretical foundation.

A foundation for intensity indexes decompositions is based on
growth accounting. Applications of growth accounting involve the use of
an aggregate production function in which the effects of changing energy,
material, capital and labour inputs and productivity are translated into
changes in output growth. A simple reformulating to measure changes in
energy productivity, as in Chan and Mountain (1990), is related to the
economic theory of index numbers. Using the translog index number
formula, and simple arithmetic, changes in energy intensity are explained
by weighted changes in other inputs to energy ratios (substitution) and
technical change. The main operational advantage in this approach and its
main interpretation problem is that it assumes long-run equilibrium for all
inputs and Hicks-neutral technical progress. Given that full equilibrium in
agriculture is not expected, that quasi-fixed input valuation is difficult, and
that technical change is not usually neutral in agriculture, the growth
accounting approach is not followed in this chapter.

2.2 Derived demand approaches

Under appropriate assumptions, the econometric analysis of input demand
can measure input substitution and several other effects, including
technological change. The properties of these constructs, such as non-
negativity, linear homogeneity and concavity, should be examined in the
case of cost functions, and other structural properties, such as
homotheticity and separability can also be explored. However, it is usual
for production or cost functions to be used for empirical study without fully
exploiting the capabilities of the econometric structure for this empirical
analysis.
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In fact, each input demand equation explains and forecasts the expected
value of a particular variable in terms of several explanatory variables. As
an example, the translog form is usually estimated in share form, and is
suitable for decomposition and explanation of changes of energy shares in
cost. Thus, the decomposition in Kako (1978), that uses a translog cost
function, is possible without using the estimates of the elasticities. Fousekis
and Pantzios (1999) have decomposed the rates of growth for the different
inputs in Greek agriculture, after estimating the demand system derived
from the differential approach. Some functional forms, such as the
generalised McFadden, are usually estimated in input to output ratios, thus
allowing for theoretically sound decompositions of input intensity effects.
Again, an elasticity-based decomposition, like that in the recent work of
Peeters and Surry (2000), is not needed. Additional reasons for preferring a
particular functional form are in the global theoretical properties of flexible
cost functions. This point is of particular interest for robustness of
extrapolation. It seems very important for forecasting and policy analysis
that projections hold correct theoretical properties. These are the reasons
why the generalised McFadden of Diewert and Wales (1987) is an
interesting prior choice of functional form for energy intensity analysis. It
is estimated with dependent variables in intensity form and curvature is
imposed without restricting elasticities of substitution.

2.3 The model

To capture all the above aspects in estimating changes in input demands, it
is assumed that the agricultural industry in each EU country has a twice
differentiable aggregate production function with constant returns to scale
relating the flow of gross output (Q) to the services of four variable inputs
[x=energy (E), energy-based (N), biological inputs (B), and all other
intermediate inputs (M)] with prices p; (i=E,N,B,M) and three fixed inputs
[Fi=labor (L), capital (K), land (R)]. The characterisation of intermediate
consumption follows Lopez and Tung (1982).

There is a dual variable cost function which corresponds to such a
production function, and which reflects the production technology. The
general form for the restricted cost function with constant returns to scale
is: G = G(p, F/Q, 1), where G is variable cost, p is the vector of variable
input prices, F is the vector of fixed inputs, Q is the level of output, and ¢
stands for time reflecting the state of production technology.

For reasons explained above, there is a preferred specification for
the variable cost function. The symmetric generalised McFadden with the
structure for fixed inputs introduced in Rask (1995) and constant returns to
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scale is used in the analysis. Details about derivation of the input demand
equation using Shephard’s lemma are omitted. The derived demand
equation for variable input x; (x; = ENBM) with fixed inputs Fj
(Fi=K,L,R) is, in intensity form:

Z Hi 0'5ijm jmPj P

I= ;

X _
=5 A 0 (500 DI ,kQ NCLERY

with exogenous coefficients 8; defined X; ;= I, being 2fjp; a price index,
with symmetry constraints b;,=b,,, and linear homogeneity in prices Z; b;»
Pm = 0. In this chapter ; is the mean share of input i in variable cost.

Curvature is imposed on the matrix B of coefficients, by the
procedure in Wiley et al. (1973), forming a matrix B = -AA’, with a lower
triangular matrix A and transpose A’. With this reparameterisation the
estimated Hessian is negative semi-definite globally without further
restricting substitution possibilities.

Variations in energy intensity are studied. The estimated energy
intensity is decomposed in price (substitution) effect:

_ Zjbijpf 052 Zmbl'"pjp'"

g Zjﬂjpj O (Z ) (5:2)

separate fixed inputs [capital (Ix), labor (1), and land (Zg)] effects:

L R
Iy =cpe — I, =cEL_Q_ I, =cER'§ (5.3)
and trend effect:
I.=d;t (5.4)

The actual energy intensity is the sum of the above effects plus the
constant term, which is irrelevant in the analysis of intensity variations, and
a statistical error.

The next step is the aggregation of intensities in order to capture
the general evolution in EU agriculture. This exercise is interesting because
there is an increasing trend towards considering the EU as a whole. Even in
the case of different production structures for the different countries, a
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comparison between each country and the aggregate results is useful for
characterising each country’s deviations from the general evolution.

Total intensity for input i in EU agriculture (IFY) can be defined as
a weighted sum of intensities for the individual countries j, where the
weights are the shares of each country in EU total agricultural output:

IiEU = stjl,.j (5.5)

The approach used to construct the aggregated intensity suggests
that there are two sources of changes in total intensity. Time variation of
total intensity ) depends, on both the time variations of intensity for each
individual country and of the time variation of each country’s participation
in agricultural output. The within-country variation measures the changes
in agricultural technology for each particular country. Alternatively, the
between-country variation is interpreted as being caused by factors in the
evolution of the agricultural sectors of the different countries.

The following decomposition is used to examine the change in
energy intensity:

wef8)- g f5) 3 8
J J t (56)
Z Stj-l ar + z Ir-l ASH
J J

The first summation captures the intensity changes (within), and
the second summation captures the structural changes in agricultural
production (between). In addition, the intensity elements can be
decomposed into their elements of substitution, capital, labour, land and
technical change

ar="Y sl, (41 + a1 + a1’ + 41 + a1 )+
U | (5.7)
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The same procedure can be applied to any input, such as energy-
based inputs (N). A further remark concerning units is interesting. Zarnikau
(1999) has investigated the aggregation of fuels in technical units or in
economic terms. Although results are generally similar, the economic
terms are preferred because substitution effects due to changing relative
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prices within the energy aggregate are taken into account. In addition,
measuring inputs and output at constant prices, the intensities can be
interpreted as technical coefficients, and the results compared with those
obtained using input output approaches.

To summarise, the analysis of energy demand by econometric
methods of production and cost can be extended to the analysis of time
series of interest, such as intensities, based on an adequate specification of
functional form. The estimation in ratio form of a well-behaved functional
form according to economic structure gives a series of estimated or
predicted intensities as a more direct result than the estimates of elasticities
or technical change biases. Each input demand equation in intensity form
(input-output ratio) is decomposed into a set of addends measuring the
different economic effects responsible for the variations in intensity. This
information is further embodied in more complex aggregations of energy
intensity.

3. DATA AND ESTIMATION

The first goal was to quantify the changes in energy intensity in the
agricultural sectors of the EU countries by measuring the changes in the
composition of input to output ratio based on cost minimisation and input
demand approaches. Secondly, controlling for a given basis, that is, a base
year, the particular country decompositions were aggregated according to
sectoral participation in the aggregate EU agricultural output.

The data series were constructed in terms of data obtained from the
Economic Accounts for Agriculture in the SPEL database, except labour
and land, which were obtained from other agricultural statistics by
EUROSTAT. In order to calculate EU output aggregates, nominal
exchange rates for all countries in the data set were also obtained from
SPEL. Annual data over the 1974-96 period was compiled for each of
Belgium-Luxembourg (BE), Denmark (DE), France (FR), Greece (GR),
Ireland (IR), Italy (IT), the Netherlands (NE), Portugal (PO), Spain (SP),
and the United Kingdom (UK). Due to lack of reliable data Germany (GE,
former Federal Republic) was analysed for the 74-93 period, and in the
cases of Austria (AU), Finland (FI) and Sweden (SW), the analysis was
carried out for the 1979-96 period.

The output variable is agricultural production expressed in 1990
prices. Quantities of the four input variables, considered at 1990 prices,
were used as the dependent variables. It is assumed that all energy, energy-
based, and other intermediate inputs purchased were used within the year.
Accordingly, the quantity of energy input was the aggregated expenditure
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for energy, and the quantity of energy-based input was the sum of fertiliser
and agricultural chemicals, expressed in 1990 constant national currencies.
Inputs of biological origin (seed and feed) are aggregated in biological
inputs, and other intermediate consumption is grouped in others, all in
1990 prices. The labour quantity is annual work units by hired and family
labour. Capital is measured as depreciation deflated by the repair price
index. Land is agricultural area in hectares.

Before the econometric analysis, a description of input usage is
presented. Table 5.1 shows the mean input-output ratios for variable inputs
and capital for each country. Ratios for labour and land are not presented
because they are not in comparable units (awu/national currency at 1990
prices, and hectares/national currency at 1990 prices, respectively). The
joint share of land and labour can be calculated as 1 minus the sum of the
included input-output ratios. There are important differences in input
intensities between countries, suggesting different agricultural
technologies. Although there is a positive correlation between mean energy
ratios and mean ratios for the other inputs, this is not statistically
significant.

Table 5.1. Ratios input-output, 1990 prices

Energy Biological Other

Country Energy based inputs intermediate  Capital

AU 0.056 0.058 0.099 0.145 0.260
BE 0.041 0.064 0.289 0.130 0.077
DE 0.032 0.073 0.279 0.127 0.127
FI 0.050 0.076 0.323 0.156 0.206
FR 0.043 0.101 0.187 0.112 0.100
GE 0.082 0.078 0.213 0.149 0.205
GR 0.040 0.034 0.087 0.059 0.042
IR 0.053 0.091 0.194 0.092 0.115
IT 0.030 0.046 0.166 0.024 0.183
NE 0.048 0.042 0.275 0.107 0.092
PO 0.045 0.069 0.254 0.049 0.028
SP 0.011 0.051 0.209 0.140 0.086
sSwW 0.065 0.084 0.276 0.210 0.190
UK 0.047 0.086 0.234 0.172 0.142

The growth rates for output and the different inputs are presented
in Table 5.2. The decline in energy for Sweden and the United Kingdom
and the strong increase for Greece, Spain and Italy, are remarkable. For
energy based inputs, it is worth noting the increase for Spain, and the
decline for Sweden and Netherlands. In general, Spain, Greece, and Italy
increased their consumption of intermediate inputs, and Austria, Sweden
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and Finland exhibited a decline in global intermediate input. There are
increases in capital for all countries, except Sweden, the United Kingdom,
Finland and Portugal. Labour decreased for all countries, but mainly in
Spain and Finland. The decline in land use is generally small.

Table 5.2. Mean rates of growth %

Energy Biological Other
Country Output Energy based inputs inter- Capital Labour Land

mediate
AU 0.4 0.0 -1.4 -1.2 0.7 0.3 -3.8 -0.4
BE 13 1.6 1.2 1.5 23 0.9 -2.8 -0.4
DE 1.5 0.9 0.0 24 0.6 0.4 -3.6 -0.4
FI 0.2 0.0 -0.5 -1.1 1.