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Preface 

Economics is concerned with resource allocation. It confronts explic­
itly the problems we all have to face: as householders choosing be­
tween commodities on the basis of the income and time we have at 
our disposal; and as owners or employees of firms or public sector 
organisations deciding which goods and services should be produced. 
Nowadays many students encounter economics as a subsidiary subject 
within their programme of study, not only within social sciences courses 
but also within humanities and applied science degree courses. This 
book is intended for students whose field of study lies within the ac­
tivities associated with the construction industry, such as surveying, 
estate management and civil engineering. 

For many, this will be their first experience of having to learn econ­
omics. The aim of this book therefore is to provide a self-contained 
framework that describes the basic principles of economic analysis in 
a relative context. The discussion is arranged into eight chapters, which 
build upon each other in a manner consistent with most economics 
textbooks. It will be shown that economics provides a clear framework 
within which construction activity can be analysed. As a result it is 
important for the student not only to understand the terminology used 
in economics, but also how to apply it in a relevant way. Consequently 
the economics is introduced in an order that facilititates an under­
standing of the subject rather than being contrived to fit in with con­
struction-related issues. 

The assumption underpinning Chapter 1 is that most readers will be 
picking up an economics book for the first time. It therefore provides 
a brief outline of some of the more general assumptions and defini­
tions that underpin economic analysis. Essential to the successful ap­
plication of economics to the construction industry, or indeed to any 
other industry, is an ability to be able to locate and utilise relevant 
data in essays, presentations, reports and other pieces of written work. 
To facilitate this process, Chapter 1 not only includes a section that 
identifies some of the publications that provide useful data, but also a 
discussion of some the problems that can arise when interpreting such 
data. This section should not be taken to imply that the rest of the 
book contains a seemingly endless supply of statistical tables. Rather, 
the commentary simply uses relevant data where appropriate to em­
phasise or illustrate particular points. Figures are more easily remem­
bered and utilised if they are presented in a memorable way. Tables 
are usually forgotten when it comes to writing essays or exam answers. 

xi 
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The remaining seven chapters encompass four broad topic areas, each 
related specifically to the construction industry: the economics of mar­
kets; the economic appraisal of projects; the economics of production; 
and the analysis of government policy. Chapters 2 and 3 focus on the 
factors that determine the way buyers and sellers behave towards each 
other and the characteristics of the markets that emerge as a result. It 
will be seen that, in some cases, governments choose to intervene in 
markets if it is felt that without such intervention 'undesirable' out­
comes may result. Governments are likely to adopt a paternalistic ap­
proach if they perceive buyers and sellers to be ill-informed and/or 
opportunistic in their behaviour. Either can result in an undesirable 
mix of commodities being produced in tandem with an undesirable set 
of prices, for example cheap heroin and expensive health care. Further­
more, unregulated markets may impose costs on others without them 
receiving compensation in return. For example a factory that does not 
have to account for its actions may take no account of the pollution it 
produces if legislation does not require it to. To illustrate the principles 
that underpin the analysis of markets and the ways in which they may 
be perceived to 'fail', specific reference will be made to the housing 
market. 

Chapter 4 addresses some of the problems that confront economists 
when they are asked to carry out appraisals of construction projects. It 
will be seen that the economist's approach goes beyond a simple cost­
accounting process to identify both the costs and the benefits that are 
expected to arise from the development in question. With specific ref­
erence to the construction of roads, the discussion highlights a number 
of problems that economists frequently have to address: how to take 
account of the differential timing of the costs and benefits associated 
with projects; the problem of valuing commodities that are not traded 
explicitly on markets (and hence do not have a market price, for example 
the environment); how to take account of the possibility of uncertain 
outcomes; and whether it is possible to present results in a clear and 
unambiguous way. 

The analysis contained in Chapters 5 and 6 focuses explicitly on 
firms and the industries to which they belong. Chapter 5 is concerned 
with the relationship between the inputs firms use and the outputs that 
can be derived from them, while Chapter 6 analyses the way in which 
the behaviour of firms is often determined by the degree of competi­
tion that exists between them. Given the emphasis the economics lit­
erature frequently places on the advantages of large-scale production, 
it is noted that the construction industry is characterised by a number 
of unique features that allow it to persist as an activity carried out by 
a large number of relatively small-scale firms. 

The final two chapters are concerned with government policy, both 
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in terms of the variables governments seek to control (for example 
inflation and unemployment) and how the policies that result impinge 
on the construction sector. Chapter 7 is overtly theoretical, but this is 
necessary if the reader is to understand the rationale underpinning the 
policies that successive governments have adopted since the Second 
World War. It will be seen that until the mid-1970s, government policy 
(whether Conservative or Labour) reflected a belief that the govern­
ment could 'fine-tune' the level of activity taking place within the 
economy. Subsequent governments, particularly since 1979, have adopted 
an alternative view: that such policies are not sustainable in the long 
term if the underlying state of the economy is not itself satisfactory. 
Hence the emphasis has been on policies intended to provide a stable 
economic environment, within which economic agents can operate 
effectively. As the output of the construction industry is used by many 
commentators as a crude barometer to measure the 'health' of the 
economy at any given time, the discussion identifies the ways in which 
changes in government policy have affected the performance of the 
industry. 

In common with all other disciplines, economics has its own termi­
nology. The same principles apply to learning economics as to learn­
ing a foreign language in anticipation of a holiday abroad: it is not 
only important to be able to memorise the vocabulary but also to un­
derstand the grammar and rules associated with it. Thus, although a 
glossary of the basic terms introduced in each chapter is provided at 
the end of the text, it is important to realise at the outset that time 
needs to be set aside to become familiar with the principles covered at 
each stage of the text. Although some people may initially deny that 
economics is a logical subject, it will soon be found that it can pro­
vide a consistent framework within which the construction industry 
can be studied and evaluated. 

ANDREW j. COOKE 
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1 What is Economics~ Some 
Initial Concepts 

INTRODUCTION 

The aim of this chapter is to provide an overview of the principles and 
techniques that underpin this book. Initially the discussion focuses on 
economics as a distinct discipline. It stresses the fact that economics, 
contrary to popular opinion, is not just a subject intended to explain 
how businesses or individuals can make a profit or accumulate money. 
Rather it is concerned with the broader issue of finding the best use 
for the scarce resources at society's disposal. Like all disciplines, econ­
omics is guided by a set of principles. Thus the initial aim is to pro­
vide an insight into what makes economists 'tick' and the issues that 
economists consider important. This overview will provide a backdrop 
for the remainder of the chapter, which focuses specifically on the 
role economics can play in providing an effective framework within 
which the construction industry can be analysed. Thus we shall con­
sider what makes 'construction economics' different from 'environmental 
economics', or indeed 'economics' in general. With a view to encour­
aging readers to find their own evidence to illustrate the economics 
they use, this chapter also identifies some of the more important sources 
of statistical information. 

WHAT IS ECONOMICS~ 

As a general discipline, economics is concerned with the analysis of 
two interrelated problems that confront everyone on a daily basis: scarcity 
and choice. Put simply, because human desires are infinite yet the 
resources we have at our disposal are limited, choices have to be made. 
As a result economists consider resource allocation in terms of its op­
portunity cost. This is a measure of what is forgone when scarce re­
sources are committed to a particular choice. For example the opportunity 
cost of a road widening scheme may be seen in terms of the bridge 
that cannot now be built across a nearby river. Confronted with the 
opportunity cost problem, economists are often asked to carry out ap­
praisals of particular spending programmes. As we shall see in Chapter 
4, the aim of such analyses is to identify and compare the costs and 
benefits that would arise from alternative spending programmes. 
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Resource allocation decisions are made at every level of society, 
from supranational organisations all the way down to individual house­
holders. The most obvious example of the scarcity and choice problem 
involves the allocation of incomes, revenues and budgets. Such exam­
ples are given in Table 1.1. 

We often forget that another important resource everyone has finite 
amounts of is time. Biological requirements dictate that all individuals, 
whether rich or poor, have to set aside a certain amount of time for 
sleeping and eating. Thus organisations have to organise their produc­
tion so as to enable their workforce to take rests and meet basic bio­
logical requirements. Similarly individuals have to organise their day 
in order to work, travel to work, carry out household tasks (for exam­
ple cleaning and washing), relax, eat and sleep. Of course some of 
these activities are complementary: some commuters are able to work 
while they travel, while a visit to a restaurant is a leisure pursuit as 
well as the fulfilment of the basic need to eat and drink. Even children 
face time constraints, despite having few responsibilities. For example 
they are required to go to school five days per week, and in addition 
they often have to fit into the schedules of their carers. Thus, unwit­
tingly, we are all economists facing the twin problems of scarcity and 
choice. 

UNBRIDLED MARKETS OR PLANNING? 

An ongoing area of debate within the economics literature is the role 
governments should play in the resource allocation process. At one 
extreme, the government has an extremely limited role, its responsi­
bilities confined to coordinating armed defence against external attack 
and establishing a legal framework to protect individuals and property. 
land and capital is owned by individuals and general resource alloca­
tion is guided by prices that emerge naturally in markets inside and 
outside the economy. The process by which this occurs will be ex­
plored in detail in Chapters 2 and 3 of this book. When all resource 
allocation takes place through the market mechanism, we have a sys­
tem of pure capitalism. 

At the other end of the spectrum, economies can operate using a 
command system, which at its most extreme operates without the in­
tervention of any market forces. This is known as pure socialism. Under 
this scenario, land and capital is owned by the state. Resource alloca­
tion decisions affecting, the production of goods and services (concern­
ing what type of outputs should be produced and the types of input 
used to create them) are determined administratively, initially at the 
national level and then coordinated at regional and local levels. AI-
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Table 1.1 Confronting scarcity and choice 

Level of decision making Nature of decision 

European Union Allocation of the EU budget between 
different spending headings, for example the 
Common Agricultural Policy or its social 
policy programmes. 

National government Allocation of revenues between different 
public spending priorities, for example the 
National Health Service, the armed services 
and road construction. 

Individual firm Distribution of revenues between 
shareholders and the firm. Allocation of 
resources between different product lines, 
choices of technology and between different 
functional departments (for example research 
and development, marketing). 

Individual household Spending of income to meet basic needs 
(food, shelter and clothing), transport 
requirements, leisure pursuits and 
precautionary savings. 

though this system is often associated with Karl Marx, its establishment 
as a realistic mechanism of resource allocation is better attributed to 
Walter Rathenau, who organised Germany's production during the First 
World War (1914-18). Let us consider each of these resource alloca­
tion systems in more detail and the degree to which it has been pos­
sible to implement them in practice. 

A market is formed when buyers and sellers are able to communi­
cate with each other. Markets can emerge for the buying and selling of 
just about anything, ranging from the most basic building materials to 
the most sophisticated scientific instruments. Indeed advances in tele­
communications and computer technology have made it possible for 
buyers and sellers to be in contact with each other without ever meet­
ing formally. Under a pure market system, no differentiation is made 
between the desirability or morality of the goods and services traded 
and the distribution of income between individuals within the economy 
that emerges subsequently. Prices are determined by relative scarcity 
and individuals choose between products according to their tastes/pref­
erences and the amount of income they have at their disposal. Markets 
do not operate independently from each other. For example a decision 
by a person to produce a commodity is likely to require him or her to 
use the labour market to hire workers, the capital market to raise fi­
nance for any equipment needed, a market for each piece of machin­
ery used in production, a market for each raw material input and so 
on. It is the interaction between individual markets that determines 
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how resources are ultimately allocated in a market-based economy. 
Important to the long-term survival of the market system is the exist­

ence of entrepreneurship. Entrepreneurs find new ways of making and 
marketing established products or create entirely new goods and ser­
vices, and back their belief in the commodity by taking risks with their 
own money and that of others. As a result the entrepreneur is the 
agent of change. According to economic theory, the reward for suc­
cessful entrepreneurship (which may be attributable to good fortune as 
well as entrepreneurial skill) is profit, the revenue that remains after all 
the inputs used in the productive process have been paid for. Con­
versely a financial loss or even bankruptcy results if the entrepreneur 
is unsuccessful. It is the risky nature of entrepreneurial activity that 
distinguishes the entrepreneur from other types of worker. 

Under a pure command system, resources are allocated by adminis­
trative decision. Plans made centrally dictate not only what goods and 
services should be produced but also how they should be produced. 
The prices of any inputs used in the production process and the out­
puts that result are also determined centrally. Thus, unlike the market 
system, the distribution of income between different groups within the 
economy is ultimately at the discretion of the planning committees. In 
theory, decisions· made centrally reflect planners' views about which 
sectors of the economy should grow and which should contract. As a 
result the average individual has little if any opportunity to express a 
preference about what is to be made available in the shops. 

The success of a planned economy is measured in terms of targets, 
which, if exceeded, attract bonuses to those responsible for achieving 
them. However this system can promote inertia, which can lead to a 
deterioration of product quality and a desire not to exceed an output 
target by too much. If ambitious politicians set too high a target, then 
the chase for quantity may well result in a reduction in quality. Con­
versely, should a target be achieved easily, then a higher target may 
be set in the future, making bonuses more difficult to obtain. In the 
pure market system, inefficiency that results in too high a price or too 
low a level of product quality may ultimately force a producer to leave 
an industry. In contrast the enterprise in the planned system is afforded 
state protection, which provides no direct incentive to innovate and 
rectify any problem that emerges. Another feature of the market econ­
omy is that all firms must trade with each other in order to obtain 
supplies of the inputs they need. Should any such inputs be unsatisfac­
tory with respect to price, quality, delivery time or specification, the 
purchaser has the option of finding an alternative supplier. In contrast 
enterprises in a planned system receive their inputs through a distribu­
tion network. Should the distribution network break down for any rea­
son, then the problem will have a knock-on effect throughout the system. 
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As a result the degree to which one manager can meet a particular 
target will in part determine the ability of other managers to meet theirs. 
This can result in a high degree of uncertainty. Furthermore managers 
cannot resort to an alternative supplier if the inputs they receive are 
substandard or not delivered on time. By definition, this system can be 
extremely bureaucratic and as a result it can be extremely inflexible 
when it comes to correcting any mistakes that arise. 

No country can be said to have adopted either of these extreme 
systems of resource allocation, though it is possible to identify Japan 
and Singapore as countries that have exhibited many of the character­
istics of a pure capitalist economy, while in China and the former 
Soviet Union, revolution enabled a relatively comprehensive system of 
planning to be established. Resource allocation in the majority of countries 
has embraced a mixture of market and central control mechanisms. 
For example, although Sweden has what is essentially a market-based 
system, the state plays an active role by providing a highly developed 
welfare system, thereby avoiding many of the potential failures of an 
unbridled market system (such as environmental pollution, inequality 
of access to welfare services and a potentially inequitable distribution 
of income). Similarly, since the Second World War countries such as 
France, South Korea and Kenya have at times employed a more di­
luted form of planning known as indicative p/ann.ing. Under this sys­
tem the government not only plans its future levels of expenditure but 
also how it expects the economy to perform in the future in the light 
of this expenditure. If the private sector can be convinced of the valid­
ity of these predictions, then it will invest accordingly. In other words, 
private sector investment and general behaviour is influenced by the 
official plan rather than commanded by it. The general term that econ­
omists use to refer to a country in which resource allocation occurs 
through the combined action of the state and the market mechanism is 
a mixed economy. 

Britain is another example of a mixed economy. For three decades 
after the Second World War the amount of government intervention in 
the British economy was allowed to grow beyond that which had ex­
isted prior to 1939. This reflected two factors. First, the fundamental 
weakness that characterised the British economy after six years of glo­
bal warfare suggested to many politicians that the market mechanism 
needed a high degree of assistance if recovery was to be sustained. 
Second, the writings of John Maynard Keynes during the 1920s and 
1930s provided many governments with an explicit rationale for inter­
vening in their respective economies in order to correct any shortfalls 
in economic activity. Over the last two decades, however, there has 
been considerable debate concerning the degree to which governments 
should participate in the resource allocation process, both as regulators 



6 Economics and Construction 

of markets and as direct providers of goods and services. In particular 
it was seen that the state now had too large a role and was in part 
responsible for the economic difficulties that Britain found itself in. In 
1979 a Conservative government was elected with a mandate to 'roll 
back the frontiers of the state'. However it is easy to overstate the 
degree of economic change that has taken place since then. More funda­
mental has been the transformation that has taken place in the econ­
omies of Eastern Europe. Whereas Britain has retained its credentials as 
a mixed economy, albeit more market oriented than before, political 
change has seen highly developed systems of central planning replaced 
by more market-oriented structures. This not only includes the states 
that used to be part of the former Soviet Union but also its former 
satellite countries, such as Poland. 

A country's progression from a command economy to one in which 
the market plays a much more dominant role involves a significant 
amount of change. Most significant is the creation of what economists 
term property rights. These are legally enforceable rights conferred on 
individuals or groups of individuals to own and use resources and com­
modities. By definition, the establishment of property rights also re­
quires the creation of a legal system capable of protecting each individual's 
interests, whether it be the right to own a house, to engage in some 
sort of manufacturing activity or not to be subjected to the adverse 
effects arising from the activities of others. Even when a person has 
the right to construct a building on a piece of land, she or he must 
still adhere to health, safety and environmental regulations. In addition 
to the establishment of property rights, the introduction of a market­
based system requires the creation of a financial system that is not 
only capable of facilitating transactions but also of maintaining the 
confidence of economic agents inside and outside the country. Indeed 
much of this development has been modelled in such a way that it is 
consistent with practices elsewhere in Europe. 

ECONOMICS AS A DISCIPLINE 

In many respects the discipline of economics is no different from that 
of any other science. However, although economists endeavour to uti­
lise scientific methods in their work, the main problem they face stems 
from the fact they are unable to take advantage of controlled labora­
tory conditions. A simple example may serve as an illustration. If a 
person was asked to prove that water boils at 100° centigrade, he or 
she would need to carry out a series of experiments. The necessary 
apparatus would include a thermometer, some sort of heating device, 
a flask of water and of course somewhere to carry out the experiment. 
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After a series of repeated observations it would be possible to deter­
mine that water boils at around 100° centigrade. However we may 
wish to obtain a figure that is more exact than just 'around 100° cen­
tigrade'. In such circumstances we would need to ensure that our ther­
mometer is calibrated correctly, the water used in the experiment is 
pure and attention is paid to the height above sea level at which the 
experiment is being conducted. In other words, the conditions of the 
experiment may need to be controlled very precisely. 

just like scientists, economists seek to observe and identify the prin­
ciples that determine the relationship between the variables operating 
within an economic system. With such knowledge it is possible to 
predict how an economy might react to a change in the environment 
within which it operates. Unlike many scientists however, economists 
cannot test their hypotheses under controlled laboratory conditions. Al­
though the governments of developed countries generate data sets that 
provide insights into almost every facet of the economy, each is influ­
enced by factors that are outside the control of the observer. In the 
case of the simple experiment outlined above, it was seen that a re­
searcher can take direct account of variables that affect the boiling 
point of water. However the conditions that affect the 'laboratory' where 
the economist conducts experiments are changing all the time in re­
sponse to events that cannot always be predicted, such as a hasty re­
versal of government policy or, more seriously, a war. Problems may 
also arise from the quality of the data used as an input into the re­
search, even from official sources. For example estimates of a coun­
try's trading performance with other nations (known as a country's balance 
of payments) are calculated using information supplied by all the country's 
importers and exporters. However firms may have an incentive to con­
ceal or distort the information they give (for ex(lmple, for tax reasons). 
If the researcher has to obtain a specialised or highly localised data 
set, it may not be possible to use official statistics. Care must then be 
taken to ensure that the sample used, whether it be of households or 
firms, is a representative one and that the format of the survey does 
not generate biased results. 

Thus economists must be extremely aware of the difficulties they are 
likely to confront. Despite the potential inconsistencies that may be 
imported into a study, economists use a scientific approach to their 
work. This often involves the building of a model, which usually takes 
the form of one or more mathematical equations that describe the re­
lationship between the variables believed to be influencing a particu­
lar event. Because there are so many of these variables in the real 
world, economists only include the ones deemed to be the most im­
portant. However this does not prevent some models from being ex­
tremely complex equations, particularly if they are expected to describe 
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the workings of part or all of a national economy. Once the economist 
has established the basic format for his or her model, the next stage of 
the analysis involves comparing its predicted outcome against observa­
tions taken from the real world. 

CROSS-SECTION AND TIME SERIES DATA 

Data used by and produced by economists falls into two distinct cat­
egories. Cross-section data provide a 'snapshot' of one or more vari­
ables at a specific point in time. An example of a statement using 
cross-section data set is: 'of the 155,000 private sector house comple­
tions in England and Wales during 1993, 15 per cent had one bed­
room, 34 per cent had 2 bedrooms, 33 per cent had three bedrooms 
and 18 per cent had four bedrooms or more' (Social Trends, 1995, 
p. 175). 

In contrast, other data sets contain a time dimension, so that the 
past values of a particular variable can also be considered by the reader. 
Using time series data it is possible to identify trends affecting a par­
ticular variable, for example whether it has been rising, falling or has 
remained constant. Returning to our example of private sector house 
completions, an example of a statement based upon time series data 
would be: 'in 1971, the percentage of completions with one bedroom 
was 15 per cent, whereas in 1981, 1986 and 1993 the figures were 
(respectively), 22 per cent, 14 per cent and 15 per cent' (Social Trends, 
1995, p. 175). On a broader level, the British national accounts, pro­
duced by the Central Statistical Office, are also in a time series format 
to allow commentators to make judgements about how well the economy 
is performing relative to previous years. 

Although the remainder of this chapter is devoted to locating and 
understanding appropriate data sets, future chapters neither reproduce 
nor refer to tables containing endless statistical trends. Very few read­
ers will ever remember them. Instead, when data is used to provide an 
insight into a particular trend, comparative figures will be referred to 
in the main commentary. The aim is to familiarise the reader with 
'bite-sized' facts that can easily be reproduced in essays, reports and 
exam answers. If anyone wishes to see an entire trend from which a 
particular statistic has been drawn, he or she should locate it in the 
original publication. 



What is Economics? 9 

Interpreting time series data 

Index numbers 

Sometimes, sets of time series data are presented as index numbers 
rather than absolute figures. This involves selecting an appropriate base 
year within the time period under consideration (usually a mid-point) 
and assigning each variable a score of 100. Values arising in other 
years are then redefined proportionately. Thus, if the actual figure for 
the base year (t) is 800 and the corresponding figures for the previous 
two years (t - 1 and t - 2) are 600 and 400 respectively, then year t 
would assume a figure of 100 whereas the respective figures for t - 1 
and t - 2 would be 75 and 50. Currently (1995), official statistical 
sources use 1990 as the base year for calculating index numbers. Ex­
amples of (time series) data sets presented in this way include national 
output figures, industrial output figures, earnings data and expenditure 
data. To illustrate this approach, consider the following figures, which 
refer specifically to the construction industry (Table 1.2). 

In Table 1.2, 1990 is used as the base year. Since all three vari­
ables,· namely output, employment and output per person are expressed 
as index numbers, it is possible to analyse these time series data quickly 
since all three columns use the same units. For example the figures 
show that although in 1988 output and employment were both below 
their 1990 levels, output per person was marginally higher. Indeed this 
is a more significant feature of the two other years identified after 1990, 
namely 1992 and 1994. Had column three of Table 1.2 been omitted, 
it could also be seen quickly that employment in the construction in­
dustry has fallen more quickly than output since 1990, a comparison 
that would have required the reader to use a calculator had raw em­
ployment and output figures been used instead. A more detailed analysis 
of this trend will be undertaken in Chapter 5. 

Real and money values 

Data used by economists falls into one of two categories: that which 
identifies physical changes over time, for example our previous exam­
ple of the number of one-bedroom house completions over time in 
selected years or the number of people employed in the construction 
industry; and that which involves a monetary or price dimension, for 
example changes in the value of output over time or changes in the 
level of earnings over time (earnings are simply the 'price' employers 
pay for labour). In the latter case the economist or statistician has to 
address the question of how inflation has affected the 'meaning' of the 
data. 
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Table 1.2 Employment and output in the construction industry, 1986-94 

Year Output Employment Output/person 

1986 76.0 82.6 92.1 
1988 92.3 92.1 100.2 
1990 100.0 100.0 100.0 
1992 88.3 84.1 105.0 
1994 90.8 82.8 109.0 

Source: Employment Gazette, February and May 1995, Table 1 .8. 

Put simply, inflation is the term economists use when price levels 
are rising. As a result, a particular sum of money will buy progres­
sively fewer goods and services over time. The rate of inflation quoted 
on the television or in newspapers is calculated according to the im­
pact of price increases on a weighted 'basket of goods' bought by an 
average family. For reasons that will become clear later on in this 
book, different commodities are associated with different levels of in­
flation. For example, in December 1994 the general rate of inflation 
was 2.9 per cent whereas for housing, food, clothing and footwear 
and leisure goods the respective figures were 4.8 per cent, 2.6 per 
cent, 0.2 per cent and -1 .4 per cent (Employment Gazette, February 
1995, Table 6.5). As politicians remind us frequently, awareness of the 
presence of inflation always prompts the same basic response from the 
economic agents affected by it: workers demand wage increases from 
their employers, firms increase the price of their goods or services and 
governments are forced to pay higher welfare benefits. As we shall see 
in later chapters, inflation can be a destabilising influence on an economy 
and it frequently prompts governments to adopt policies that are in­
tended to slow down the rate of inflation. For the time being, our 
concern with inflation relates to its potential implications for our inter­
pretation of time series data. 

The specific problem to confront us is that if, for example, we are 
attempting to place a value on a particular type of output using prices 
that prevail in each year, then the value of that output will also reflect 
the rate at which prices are increasing. Thus we may be confronted 
with a misleading situation in which identical quantities of output (in 
physical terms) appear to grow in value over time. Similarly, if our 
data set measures household incomes between two dates, then it may 
appear that incomes are rising when in reality householders are be­
coming worse off in terms of what goods and services they can actu­
ally buy. 

In order to identify the real changes that are taking place over time, 
economists identify a base year from which all prices are taken, re-
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gardless of the year actually being analysed. For example, let us as­
sume that we wish to compare the value of Britain's national output in 
1990 and 1993. If we use current prices, in other words the prices that 
prevailed during those years, the respective figures are £478 886 mil­
lion and £546 733 million (Monthly Digest of Statistics, July 1995). 
However, if we use the prices that prevailed in a base year for our 
calculation, currently 1990, the respective figures are £478 886 mil­
lion and £476 162 million. In other words, by using constant prices it 
is possible to show that in the context of 1990, the value of Britain's 
national output fell in 1993 rather than rose. When economists use a 
base year in order to remove the potential ambiguities arising from the 
existence of inflation they refer to real figures, whereas when constant 
prices are used they refer to nominal figures. Thus, in the case of the 
previous example, the nominal value of Britain's output rose between 
1990 and 1993 whereas in real terms it fell. In the same context, econ­
omists also refer to real incomes and nominal incomes, the former 
reflecting the degree to which householders' overall spending power 
has increased (or decreased) over time when the effects of inflation are 
taken into account. 

POSITIVE AND NORMATIVE ECONOMICS 

Although economists attempt to test their ideas using scientific proce­
dures and sets of data (time series or cross sectional), it should be 
clear from what is discussed in the media that economics also involves 
opinion. Political parties are frequently debating which economic poli­
cies should be used in order to bring about a change in some part of 
the economy. This requires us to make a distinction between positive 
economics and normative economics. Positive economics is concerned 
with developing hypotheses that can be tested empirically. Thus the 
statement 'an increase in the average level of household income will 
bring about an increase in the level of expenditure on do-it-yourself 
products' is a positive one that can be tested using income and ex­
penditure data. In contrast, normative statements are concerned with 
what 'ought to be done' or 'ought to happen' and are therefore open 
to debate (which may be prompted by alcohol!). Examples of norma­
tive statements include 'the government ought to spend more money 
on road building and road improvement', and 'people should encour­
aged to become home owners'. Both these issues are frequently in­
cluded on the manifestos of political parties but cannot be tested 
empirically as statements. 
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MICROECONOMICS AND MACROECONOMICS 

It is usual to classify economics under two broad headings: microeconomics 
and macroeconomics. The difference between the two relates to the 
level of aggregation that characterises the analysis in hand. 

Microeconomics is concerned with economic issues affecting indi­
vidual decision-making units. Thus the scarcity and choice problems 
that confront individual householders in Table 1.1 are microeconomic 
issues. Similarly, microeconomics also embraces the economic analy­
sis of individual firms and industries. just as with individual house­
holders, firms do not have infinite budgets and therefore, in the light 
of market conditions, decisions have to be made with respect to how 
best to use the resources at their disposal. 

Macroeconomics involves the analysis of much broader aggregates. 
Thus, whereas an attempt to explain changes in the consumption pat­
tern of a group of households is essentially a microeconomics issue, 
an investigation into the changes in the value of total consumption 
within an economy falls into the sphere of macroeconomics. Similarly 
macroeconomics embraces a whole variety of aggregated variables re­
ported on the television or in newspapers: unemployment, inflation, 
interest rates, international trading performances, changes in the money 
supply, international currency exchange rates and so on. 

This book addresses both microeconomic and macroeconomic 
issues as they apply to the construction industry. Initially the analysis 
will be microeconomic in nature, for example it will look at the 
factors that influence consumers when they are deciding whether 
or not to buy a house or have an extension built. Throughout the ana­
lysis it will be emphasised that all economic units, whether households 
or firms, are forced to respond to some degree to macroeconomic changes 
taking place around them. If interest rates are historically high, both 
consumers and firms will be reluctant to engage in activities that involve 
large amounts of borrowing. Later chapters will analyse the rationale 
underpinning past and present government policies and identify explicitly 
how the government's macroeconomic strategy can impinge on different 
sectors of the economy, particularly the construction industry. 

WHAT IS CONSTRUCTION ECONOMICS? 

So far the discussion has referred to economics within a general disci­
plinary context. However for a number of years now the titles of text­
books and degree courses offered at universities and other institutions 
of higher education throughout the world have tended to identify special-
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ised courses of study that imply the emergence of a range of sub­
disciplines. Examples include business economics, environmental eco­
nomics, financial economics, international economics and urban 
economics. Given this trend it is perhaps no surprise that reference to 
the specific disciplines of 'building economics' and 'construction econ­
omics' has become an increasing feature of the literature, particularly 
since the mid-1970s. In this respect some readers may ask why the 
construction or building industry merits such special attention whereas 
other industries, for example the car industry, do not. 

To answer this question one must look at the distinctiveness of the 
industry relative to other industries: it is a major source of jobs (offi­
cially the construction industry employs over 1.5 million people); its 
output accounts for around 7 per cent of Britain's national output (ex­
cluding the work undertaken in the 'hidden economy'); the final out­
put of much of the industry is 'lumpy', not only in terms of its seasonal 
nature but also in terms of the physical size of much of the output 
(houses, bridges and roads cannot be transported easily); unlike the 
manufacturing industry in general, the construction industry continues 
to be dominated by a large number of relatively small firms operating 
in a series of geographically determined submarkets rather than one 
national market; the 'health' of the construction sector is often used as 
a crude indicator of the well-being of the economy as a whole- when 
prospects appear good, householders are more willing to move house 
or improve their existing property while local authorities and the govern­
ment are more willing to initiate major building projects, whereas if 
prospects appear poor, housing markets stagnate and major public works 
programmes are postponed. 

An extremely useful overview of the evolution of building economics 
and construction economics as distinct disciplines is provided by Ofori 
(1994) in an article that all students of economics in a construction­
related field should read at least twice - once before they embark on 
their studies and once when they are about to complete them. It is not 
surprising that one of the key features of Ofori's paper is that there is 
no real consensus about the exact definition of building economics or 
construction economics. The perspective that will underpin the approach 
taken in this text will reflect that adopted by Hillebrandt (1985, p. 1), 
who sees construction economics within a broad context, with its foun­
dations rooted firmly in the general economics literature. For example 
she argues that construction economics is 'the application of the tech­
niques and expertise of economics to the study of the construction 
firm, the construction process and the construction industry'. 

This approach can be distinguished from that adopted by other com­
mentators who employ economics within a quasi-accounting framework, 
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which emphasises the measurement of relative costs of different design 
processes or building projects and the comparison of investment deci­
sion criteria. A recent example of this approach can be seen in the 
work of Mann (1992). In more advanced courses, readers are likely to 
refer to Seeley (1983, 1995), whose approach to building economics is 
centred around the securing of building projects that satisfy the client's 
requirements with regard to cost, time, function and quality and where 
cost encompasses occupancy cost throughout the life of a building. At 
this introductory level, however, the basic organisation of this text re­
sembles that of many other economics textbooks, though its focus will 
be determined by issues that characterise and affect the construction 
industry and its activities. 

THE STANDARD INDUSTRIAL CLASSIFICATION 

It should already be clear that 'construction industry' is an umbrella 
term that embraces a wide variety of economic activities. A helpful 
guide to the components of this or any other industry is provided by 
the standard industrial classification (SIC). A number of statistical pub­
lications, for example the Employment Gazette (see below), use the 
SIC as a basis for organising information. 

The SIC was introduced in 1948 to provide a template for the docu­
mentation of official industrial statistics. Productive economic units are 
classified under a specific heading according to the type of activity in 
which they are involved. Periodic revisions have been made to these 
headings in response to changes in the nature and emphasis of pro­
duction. Since 1948 there have been four revisions of the SIC head­
ings: in 1958, 1968, 1980 and 1992. Readers are informed of the SIC 
system being used in a given table, such that figures based on the 
1980 classification include SIC(80) or SIC(1980) in the heading. The 
main advantage of the new system is that it has almost 600 activity 
headings, as opposed to the 344 of its predecessor. However, because 
of the lead time that exists between the collection and publication of 
statistics, the new system is not be included in publications prior to 
1995. Readers gathering time series data covering the 1980s and 1990s 
are thus likely to encounter two different classification systems and 
therefore should be careful when making comparisons between years. 

At this point it is possible to outline briefly the main SIC headings 
that relate to the construction industry, both for the 1980 and the 
new 1992 system. Under SIC(1980), the main construction activities 
have the prefix 50 and these are furhter subdivided into the following 
headings: 
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• 5000 - general construction and demolition work 
• 501 0 - construction and repair of buildings 
• 5020 - civil engineering 
• 5030 - installation of fixtures and fittings 
• 5040 - building and completion· work 

There are two other major prefixes: 24 and 46, which cover many of 
the inputs used in construction activity. The former includes the pro­
duction of structural clay products under heading 2410 (for example 
brick and tile manufacture), the production of cement lime and plaster 
(2420) and the production of 'other building materials of concrete' (2430), 
for example kerb edging and precast concrete products. Wooden in­
puts for construction activity have the prefix 46. For example, the manu­
facture of wood for floors falls under the heading 4610/2 while 
prefabricated roof timber resides under the heading 4630. Outside these 
general headings, but clearly within the remit of the construction in­
dustry, are activity headings 8420 (the hiring out of construction ma­
chinery and equipment) and 8500 (owning and dealing in real estate). 

The definition of activities under SIC(1992) is similar to that identi­
fied for SIC(1980), though the numbering is slightly different. In this 
case 'construction' falls under Section F and each category begins with 
the prefix 45: 

• 45.1 - site preparation 
• 45.2 - the construction of complete building or parts thereof and 

civil engineering 
• 45.3 - building installation 
• 45.4 - building completion 
• 45.5 - renting of construction or demolition equipment with op­

erator 

As before, each of these headings is subdivided further. This time, how­
ever, each subcategory is ascribed a specific number, so that, for exam­
ple, 45.21 refers to the 'general construction of buildings and civil 
engineering works'; 45.22 the 'erection of roof covering and frames'; 
45.23 the 'construction of highways, roads, airfields and sport facili­
ties'; 45.24 the 'construction of water projects'; and 45.25 'other con­
struction work involving special trades'. 

Bricks, ceramics and cement-based products fall under the general 
heading of 'manufacture of other non-metallic mineral products' and 
have the prefix 26, specifically 26.40, 26.20 and 26.60 respectively. 
The manufacture of builders' carpentery and joinery products has the 
SIC classification 20.30 and falls under the general heading (20) 'manu­
facture of wood and wood products'. Other relevant categories include 
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14.11 (quarrying of stone for construction), 70.11 (development and 
selling of real estate) and 70.12 (buying and selling of own real estate). 

SOURCES OF DATA FOR ESSAYS AND REPORTS 

One of the reasons why economics is included as a non-specialist subject 
in a wide variety of courses is that it provides an analytical framework 
within which issues can be addressed. Although lecturers or tutors stress 
the need to get to grips with some introductory economic theory, par­
ticular emphasis is usually placed on how the economics can be ap­
plied, for example how an increase in Britain's money supply affects 
the economy in general, and in particular the construction industry. 
The information needed for successful essay and report writing falls 
into two distinct categories: (1) that which is general in context but 
nevertheless can be used to provide direct or indirect insights into the 
factors affecting construction activity; and (2) sources that are derived 
specifically for the analysis of the construction industry and the en­
vironment within which it operates. At the outset it should be recog­
nised that incorporating statistical evidence into an essay or report is 
not an end in itself. A good economics essay or report in the context 
of this book is one that synthesises relevant statistical evidence with 
relevant economic theory to provide a particular insight into the ac­
tivities of the construction sector. This said, let us consider some po­
tential sources of information, first the more general publications and 
then the more specialised ones. 

General sources of information 

Under this heading, five basic information sources will be highlighted: 
Social Trends and its sister publication Regional Trends, the Employ­
ment Gazette, the National Accounts, Economic Trends and the govern­
ment's own Expenditure Plans. 

Perhaps the most user-friendly source of data is Social Trends. This 
is produced annually and on a chapter-by-chapter basis provides infor­
mation on a wide range of economic and social indicators. This pub­
lication is particularly useful since it draws together information from 
a variety of official sources and is held together by a commentary that 
analyses the key changes taking place. Although a specific chapter is 
directed towards the analysis of housing issues (Chapter 10 in the 1995 
edition), it should be emphasised that this is not the only source of 
information for readers interested in the construction industry. For exam­
ple, chapters headed 'Income and Wealth' and 'Expenditure and Re­
sources' also include tables and commentaries on issues that have direct 



What is Economics? 17 

links to the construction industry and construction activity in general. 
Although Social Trends contains a limited amount of regional data, 

readers interested in the difference between different regions of the 
country with respect to construction or any other aspect of economic 
activity should consult Regional Trends. Like Social Trends, Regional 
Trends is divided into chapters. Initially the information is extremely 
generalised: Chapter 1 provides a series of general profiles of regions 
in Britain, 1 while Chapter 2 focuses on general European Union statis­
tics. Beyond Chapter 2, the format is more like that of Social Trends, 
with chapters focusing specifically on such issues as housing (Chapter 
6), education and expenditure. The housing chapter provides a wide 
variety of statistics, which include stocks of dwellings, new comple­
tions, mortgage advances and sales of local authority dwellings. 

While the format of Social Trends has increasingly reflected the govern­
ment's attempts to make statistics more accessible to the general pub­
lic (Regional Trends to a lesser extent), other general publications that 
provide useful information from a construction industry point of view 
have a more explicit research bias. Highly accessible however is the 
Employment Gazette. Each monthly issue contains two basic sections: 
(1) a series of articles written by industrial and labour market special­
ists (though there has yet to be a survey based on the construction 
industry), and (2) a seventy-page set of official labour market and gen­
eral economic statistics. Unfortunately some of the statistics are highly 
aggregated. For example construction industry statistics are organised 
according to the general SIC (1980) classification 50, rather than the 
more specific subgroups (such as 50.10 - 'general construction and 
demolition work'). Nevertheless within this single publication it is poss­
ible to gain a great deal of insight into the construction industry in 
general. For example, from the February 1995 edition it is possible to 
obtain information on the following trends, usually between 1981 and 
September 1994 (provisional) (the relevant tables in the Employment 
Gazette are shown in parentheses): 

• Overall employment figures within the construction industry (Ta­
ble 1.2). 

• A breakdown of employment figures into the numbers of male and 
female workers in the construction industry (Table 1.4). 

• General construction employment figures by region (Table 1.5). 
• Changes in the level of construction output and the level of out­

put per person employed in construction activities using index 
numbers (Table 1.8). 

• Numbers of working days lost in the construction industry due to 
industrial disputes (Table 4.2). 

• Average earnings in the industry broken down according to manual 
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and non-manual workers,. male and female workers and overall 
{Tables 5.3, 5.4, 5.5 and 5.6). 

• Annual changes in the price of construction products {Table 6.5). 

When presenting information of the type listed above, it is often useful 
to set construction industry figures within a more general context by 
also considering the corresponding figures for other industries {for example 
manufacturing). 

Additional, but less 'user-friendly' sources of information are the 
National Accounts {also referred to as the 'Blue Book' and produced 
annually) and Economic Trends {produced monthly). In some respects 
these publications provide similar insights and both are broadly 
macroeconomic in perspective. Of the two, Economic Trends is per­
haps the most useful, though this is not to say that readers should not 
browse through both in order to gain an idea about the information 
provided in each. Being a monthly publication, Economic Trends pro­
vides up-to-date statistics on a wide variety of macroeconomic indica­
tors. Although some explicit information on construction activity is 
provided - for example fixed investment in new buildings, the level of 
output and orders in home and export markets, and the proportion of 
national income arising from the construction industry - most informa­
tion has a general orientation. Nevertheless it is important information 
given the complex interrelationships that exist between economic ac­
tivity and macroeconomic performance. Examples include rates of in­
flation, levels of personal disposable income and levels of unemployment 
{though some of this material is duplicated in other publications, for 
example the Employment Gazette). 

The government's expenditure plans are produced every November. 
They are released on a departmental basis and provide a breakdown 
of intended expenditure for the coming financial year, set in context 
with prevailing government policy and past spending. From the point 
of view of the construction industry, the volume that documents the 
plans of the Department of the Environment is perhaps the most use­
ful. Commentaries and tables focus explicitly on such spending pro­
grammes as house building, land reclamation and infrastructure 
investment. 

Construction-related statistical sources 

The publications that fall under this heading may be divided into two: 
{1) statistical publications produced by the government and {2) non­
government reports. Falling into the former category are a number of 
publications produced by the Department of the Environment. Three 
will be noted here: Housing and Construction Statistics 1983-1993, a 
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quarterly edition of Housing and Construction Statistics and the Digest 
of Data for the Construction Industry. 

Housing and Construction Statistics 1983-1993 is one of a series of 
annual reports providing a ten-year overview of key construction stat­
istics. Examples include the value of orders and output in housing and 
infrastructure, the number of people employed in different construc­
tion-related crafts and their earnings (such as carpenters, plasterers and 
electricians), the rate of house building per one thousand population 
and per region, levels of repair and maintenance work, slum clear­
ance, the socioeconomic composition of people receiving building society 
mortgages and the value of investment in public construction in Brit­
ain and abroad. Housing and Construction Statistics is the most cur­
rent version of this statistical series, providing quarterly updates of many 
of the indicators identified in the ten-year digests together with the 
price and usage of a variety of construction inputs, for example sand 
and gravel, bricks and concrete. 

The Digest of Data for the Construction Industry is only in its sec­
ond edition (January 1995). Chapters provide a variety of insights into 
the construction industry. Although this publication presents informa­
tion in a much clearer format than the two other publications, there is 
little explanation of its numerous tables and graphs. In addition to data 
provided in other Department of the Environment reports, this digest 
provides additional insights, such as an international comparison of 
building costs for residential, office, retail and industrial construction 
activity. 

Many academic libraries house reports by private sector market re­
search companies, often in the statistical section. Particularly invalu­
able insights into the construction industry can be derived from Key 
Note's market review of the construction industry, currently in its fourth 
edition. Headings used in this document reflect insights into industrial 
structure, demand profiles for construction work, the contractors en­
gaged in building and civil engineering work, construction materials, 
fixtures and fittings, and plant hire. For readers interested in even more 
specific aspects of the industry, Key Note also provides specialised 
reports, for example on windows and doors, heating and ventilation, 
and DIY and home improvement. 

A number of publications are produced by firms and organisations 
within the construction industry. Three in particular come to mind. 
The first is the Quarterly State of Trade Survey, produced by the Fed­
eration of Master Builders. This provides information under a number 
of headings, including workload and capacity of firms, available la­
bour and employment levels. This is complemented by the House Building 
Federation's Housing Market Report, the National House Building Coun­
cil's Quarterly Statistics, the joint Forecasting Committee of the 
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Construction Industry's Construction Forecasts 1994-1995-1996 and 
Barclays Bank's UK Construction Survey. The first two of these publi­
cations are, by definition, limited to house building rather than con­
struction activity in its wider sense. The Housing Market Report includes 
a commentary on changes in the macroeconomic performance of the 
country, such as changes in inflation, unemployment and the money 
supply. Although the Barclays Bank survey does not provide 
macroeconomic information, it does embrace non-residential construc­
tion, such as shops, offices, industrial premises and factories. However 
the best overall source is Construction Forecasts 1994-1995-1996. This 
not only provides detail about housing and infrastructure building but 
a highly integrated and detailed macroeconomic survey of the per­
formance of the world, European and British economics. Readers inter­
ested in gaining an insight into how the construction industry can be 
affected by changes in macroeconomic policy and performance at the 
national and the international level are recommended to read this 
publication. 



2 Demand and Supply 

INTRODUCTION 

This chapter introduces its readers to two terms that are fundamental 
to microeconomic analysis: demand and supply. They refer to the will­
ingness and ability of householders, firms, local authorities, the govern­
ment or any other economic agent to buy (in the case of demand) 
or sell (in the case of supply) goods and services over a predefined 
period of time. In stressing willingness and ability, we are emphasising 
two points. First, a decision to demand or supply a particular com­
modity is made in the absence of coercion. Second, when economists 
refer to demand or supply, they are interested in real quantities rather 
than aspirations that may or may not be fulfilled. This is not an un­
reasonable stance to take. For example, firms cannot afford to be 
interested in what consumers would like to buy if they had the means 
(for example a six-bedroom house with a swimming pool and adjoin­
ing squash and tennis courts), but what they are able to buy with the 
resources at their disposal. Similarly, in the case of supply, analysis 
should focus on what goods and services firms are capable of produc­
ing rather than what they would prefer to supply to a market in an 
ideal world. 

Central to much of the introductory economics you will encounter is 
the assumption that economic agents make decisions in a rational way. 
This means that individuals are in possession of all the information 
they need to enable them to make an informed choice. Furthermore, 
when making decisions individuals are also assumed to aim to maxi­
mise utility in the case of consumers, and profit in the case of pro­
ducers. Although most readers will be familiar with the concept of 
profit as the difference between what a producer receives in payment 
for a commodity and the cost he or she incurs in making it, the term 
utility is used less widely. Put simply, economists use the term utility 
when referring to the pleasure or satisfaction individuals receive from 
consuming a good or service. When spending their money and/or de­
voting time to a particular pursuit, individuals are assumed to be aiming 
to obtain as much satisfaction or utility as they possibly can from the 
choices available to them. In the case of governments or local auth­
orities, it is assumed that public spending reflects some notion of col­
lective utility, though, as we hear frequently, the way in which scarce 
resources are used by government at all levels cannot be guaranteed 
to please everyone. 

21 
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The focus of the forthcoming analysis of demand and supply will be 
one particular sector of the housing market, namely the owner-occu­
pied sector. In considering the factors that can influence the demand 
for and supply of owner-occupied dwellings, it will be stressed that 
account must also be taken of changes affecting other sectors of the 
housing market, namely private rented, local authority and housing 
association properties. To provide a backdrop for the discussion to follow, 
let us first briefly consider some of the trends that have affected the 
residential housing market in Britain over recent years. 

BACKGROUND DETAIL: THE BRITISH RESIDENTIAL HOUSING 
MARKET 

Official figures show that there are over 24 million dwellings in Britain 
(Social Trends, 1995). For most of the post Second World War period, 
owner occupation has been the dominant form of home ownership, 
increasing rapidly from under 30 per cent to 67 per cent of dwellings 
(4.1 million in 1950 to 16 million in 1993; Social Trends, 1995). For 
much of the same period, local authority provision also experienced 
growth, measured both in absolute and percentage terms. From 1979, 
however, it started to decline. In 1951 around 18 per cent of dwell­
ings fell into the local authority category (2.5 million dwellings), rising 
to 32 per cent (6.8 million dwellings) by the end of the 1970s and 
then falling to below a quarter of the total stock by 1993. The private 
rented sector has experienced a significant reduction in its relative 
importance in the housing market, both in terms of the total number of 
dwellings available and its share of the total market. Indeed, at the 
beginning of the period under consideration it was the dominant form 
of housing tenure, with 52 per cent of the total (7.5 million dwellings). 
From the mid 1960s it increasingly became the least popular form of 
tenureship, a trend that continues today, settling at around 10 per cent 
share of the total market. The factors that contributed to this decline 
will be considered in more detail in Chapter 3. 

Straddling the dichotomy of private sector provision and public sec­
tor provision identified so far are properties provided by housing as­
sociations. Housing associations are non-profit-making voluntary 
organisations that aim to provide housing services for people on low 
incomes or in need. Although housing association properties only con­
tribute around 2.5 per cent of Britain's total housing stock, their im­
portance as a source of housing to low income groups can be seen in 
terms of the fact that housing associations have initiated new building 
which is equivalent to one half of the properties built since 1980 within 
the public sector. Readers wishing to gain more insight into the grow-
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ing contribution of the housing association movement should consult 
Cope (1990). 

Although the total number of houses has continued to increase, these 
figures hide an another important trend: a rise in the level of home­
lessness, particularly over the last decade and a half. Indeed, even 
between 1986 and 1992 the number of households in local authority 
temporary accommodation (bed and breakfast establishments, hostels, 
short-term tenancies and other accommodation) trebled from 23 000 
to 67 600 before falling to 58 400 in 1993 (Social Trends, 1995). 

DEMAND AND SUPPLY 

The demand function 

When economists use the term quantity demanded they are referring 
to the amount of a commodity that economic agents are willing and 
able to buy over a given period of time. It is conventional for econ­
omists to identify the different variables that are likely to influence the 
demand for a particular good or service within a demand function. 
This demand function may be specified as an exact mathematical rela­
tionship between the amount demanded and a set of variables deemed 
to be significant, or alternatively as a simple list of relevant variables 
that leaves the relationship undefined. 

The simplest relationship is one in which only one variable is as­
sumed to influence the amount of a commodity demanded. For exam­
ple, let us consider the most frequently cited relationship, namely that 
between the quantity demanded and the price of a particular product. 
If the exact relationship is left unspecified, we may simply write: 

Qd = f(P) (2.1) 

where: Qd denotes quantity demanded; f means 'is a function of' (or 
depends upon) and P denotes the product price. The relationship is 
assumed to work from right to left. In other words the quantity de­
manded is determined by the price, rather than the other way round. 
For this reason, quantity demanded (Qd) is known as the dependent 
variable while price is known as the independent variable. 

Intuitively we would expect that the higher the price of a commodity, 
the lower the demand for it will be. Thus, if we were to impose a 
definite relationship between the dependent variable and the independent 
variable, we would expect the price variable to have a negative coef­
ficient in the resulting equation: 
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Qd = 1250 - 2.5P (2.2) 

Thus in the case of Equation 2.2, we know that if the price is £50, the 
quantity demanded will be 1125 units. 

However price is not the only independent variable that can exert 
an influence on the amount of a good or service we demand. As a 
result, Equations 2.1 and 2.2 only provide a very limited insight into 
the demand process. For example a price tag of £50 may not seem 
significant to some people. However to individuals on significantly lower 
incomes £50 may seem a relatively high price to pay and may there­
fore discourage them from demanding the good. In other words, the 
way a price is perceived by a person varies according to the level of 
money he or she has at a particular point in time. If a person's income 
falls, he or she may choose to reduce his or her demand, even though 
the price of the good or service has not actually changed. Thus 
another variable we may wish to include in a demand function is in­
come. Hence our demand function now contains two independent 
variables, specifically price (P) and income, which is usually denoted 
by Y: 

Qd = f(P, Y) (2.3) 

For simplicity, no precise relationship has been establised between either 
of the independent variables and the dependent variable. 

In a similar way, it is possible to think of other independent vari­
ables that might be expected to exert an influence on the amount of a 
good or service demanded. For example weather (W) is often an im­
portant factor in deciding whether or not we eat ice cream; current 
fashion (f) frequently determines the composition of our wardrobe at a 
given point in time (or at least the parts we will own up to!); and 
changes in the price of other goods and services, P0, may also cause 
us to reconsider how much of a given commodity we buy. Through 
the application of common sense and research, it is possible to ident­
ify the types of variable that are likely to influence the demand for a 
given product. Thus Equation 2.4 identifies five independent variables 
the demand function. 

Qd = f(P, Y, W, F, P0) (2.4) 

In reality the precise relationship between the independent variables 
in the demand function and quantity demanded is changing all the 
time. It was noted in Chapter 1 that the economic environment is dy­
namic and hence the economist cannot rely on the demand function 
in one year to be the same as that in previous years. Nevertheless, 
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when economists want to consider the relationship between one par­
ticular independent variable and the demand for a commodity, they 
assume that the values of all the other independent variables remain 
unchanged. This assumption is known as the ceteris paribus assump­
tion. Ceteris paribus translates roughly from the Latin as meaning 'every­
thing else held constant'. By employing it, it is possible to prevent the 
relationship between the dependent variable and any one of the in­
dependent variables from being obscured by changes in any of the 
other independent variables. 

Factors affecting the demand for housing in general 

Having established what economists mean by the term 'demand func­
tion', and identified the relationship between the dependent variable 
and the independent variables that can affect it, we are now in a posi­
tion to apply the concept to the specific example of housing demand 
and in particular the demand for owner-occupied housing. 

Our demand for a dwelling, regardless of whether it is owned or 
rented, stems from a basic need to be protected from the extremes of 
the weather and to secure our possessions. Once these objectives have 
been achieved, individuals are in a position to consider the other at­
tributes of a house: its structural attributes, such as it size and age; 
whether it has a garden and central heating; and any locational advan­
tages it may have with respect to its proximity to workplaces, schools, 
leisure amenities and bus services. Since we are all motivated by dif­
ferent factors and therefore ascribe different amounts of utility to each 
of these characteristics, the following discussion can only proceed with 
the acknowledgement that without precise data we can only identify 
relevant independent variables rather than infer any sort of precise 
relationship between them. 

A demand function for owner-occupied housing 

In putting together a demand function for owner-occupied housing, 
seven variables wi II be identified: price of owner-occupied housing, 
income, the price of other types of housing, advertising, government 
policy, spatial factors and demographic factors. 

The price of owner-occupied housing 

A glance in any estate agent's window soon reveals that houses are 
extremely expensive commodities: in 1993 the average cost of a house 
in Britain was over £64 000 (Social Trends, 1995). Not surprisingly, 
few people can afford to buy a house outright from accrued savings, 
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particularly their first house. Thus most house buyers purchase their 
property with the help of a mortgage loan, usually borrowed from a 
bank or building society. Mortgages take two basic forms. The first is 
known as a repayment mortgage. Under this scheme the borrower pays 
back the loan (known as the principa~ and the interest accruing on 
that loan over a fixed number of years. In the early stages of the mort­
gage the borrower may find that he or she is paying off the interest 
component and making little incursion into the principal. Over time 
however, repayments gradually account for greater amounts of the prin­
cipal until the sum is repaid fully. 

The second type of mortgage is known as an endowment mortgage. 
Under this scheme the borrower pays back the interest to the lender 
but in addition takes out an endowment assurance policy into which 
money is also paid. When the assurance policy matures, a lump sum 
is then available to pay off the principal of the loan. The size of mort­
gage that a lending institution is prepared to make available to an 
individual depends on a number of factors, including the size of his or 
her income, the amount of money he or she is prepared to deposit, 
the stability of the job he or she has and the type of property the 
individual wishes to buy. 

For reasons that will be explored in more detail later in this book, 
the interest rate a borrower pays can fluctuate widely over the dura­
tion of the mortgage, depending on the macroeconomic policy being 
pursued by the government of the time. If the interest rate varies, so 
does the implicit 'price' of the house. Thus, although houses are ad­
vertised in terms cf their full market price, it is more realistic to as­
sume that consumers will see the price of their house in terms of the 
monthly repayment they have to make to a lending agency, set against 
their future job prospects and family responsibilities. 

Income 

In addition to the deposit a person commits to a house purchase, the 
size of the mortgage a lending institution is prepared to offer a house 
purchaser depends on the buyer's permanent income. This is the in­
come upon which a prospective borrower can depend over the life of 
the mortgage. Thus, excluding the possibility of a person enjoying a 
large windfall gain (for example through an inheritance or a lottery 
win), lending organisations are most prepared to advance loans to people 
who are employed within highly defined career and salary structures. 
In contrast to permanent income, there is also the possibility of earn­
ing a transitory income. Transitory income refers to earnings that can­
not be guaranteed over time. This may involve wages from temporary 
employment or even winnings from gambling. Therefore the character-
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istic that distinguishes transitory income from permanent income is its 
uncertainty. As one would expect, lending institutions are less inter­
ested in the amount of transitory income received by individuals. However, 
if transitory income in a particular time period is very large, it invested 
this may generate a stream of permanent income in future years against 
which a lending institution may be prepared to make an advance. 

The price of other types of housing 

For a consumer deciding between different types of accommodation, 
there are two broad categories to choose between: owner-occupied 
properties and rented properties. To the economist, these are a classic 
example of substitute goods. Substitute goods or substitute services are 
products that can be used as alternatives for each other: bus travel and 
train travel, tea and coffee, and timber construction and brick con­
struction also fall under this heading. In each of these cases the con­
sumer has to choose between two (or more) ways of obtaining the 
same basic outcome, namely a journey, a hot drink or a mode of 
construction. 

By definition, owner-occupied accommodation and rented accom­
modation can be viewed as alternatives to each other, since for any 
given type of property they offer the householder the same basic at­
tributes: warmth, shelter, a garden and so on. Economic theory sug­
gests that if the price of one substitute good changes (ceteris paribus), 
consumers may be expected to change their product allegiance and 
buy a relatively cheaper alternative. Thus a rise in the price of rented 
accommodation relative to that of owner-occupied accommodation with 
similar characteristics would lead to an increase in the demand for the 
latter. Similarly, if the relative price of rented properties were to fall, 
the demand for owner-occupied accommodation may also be expected 
to fall. However, whereas short-run price fluctuations may have a rapid 
effect on the relative demands for breakfast cereals or fruit and veg­
etables, it is unlikely that short-run fluctuations in relative house prices 
will have the same effect. 

Three points may be cited. First, a fall in the relative price of one 
type of accommodation may only be perceived as a temporary phenom­
enon. Second, and following on from this point, the average cost 
of moving house can be extremely high, both in financial terms (for 
example solicitors' fees and general removal expenses) and in non­
financial terms (for example the need to find new schools for children 
and an increase in the general level of stress). Hence a change in 
relative prices may need to be large if it is to prompt consumers to 
change their mode of house tenure. Third, many people view owner 
occupation as part of a long-term investment strategy. Thus although it 
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may be possible to rent an equivalent house at a lower price than the 
current rate of mortgage repayment, consumers may still opt for owner 
occupation. This strategy may be encouraged further by government 
policy aimed at promoting home ownership. However the rapid fall in 
house prices since the late 1980s has given rise to the concept of 
'negative equity', a situation where home owners find themselves paying 
off mortgages that exceed the current market value of their property. 

Advertising 

Advertising can play an important role in determining what goods and 
services consumers buy, even if they do not intend this to be the case. 
In the case of owner-occupied housing, we may divide advertising into 
two basic categories: that for existing properties and that for brand­
new properties. In the case of existing properties, it is an individual 
vendor who is informing others of an intention to sell. Details of the 
size and style of rooms, locational advantages and of course the price 
are usually re-enforced by a well-chosen photograph. Such informa­
tion is normally disseminated through estate agents, newspapers or even 
word of mouth. In the case of new properties, the construction com­
pany may choose to invest part of its budget in a series of adverts on 
local television and radio, an option that is likely to be outside the 
means of the average private vendor. It would be reasonable to as­
sume that the more people who are made aware of the property in 
question, the more likely it is that the vendor will be able to make 
contact with a person who is willing and able to meet his or her ask­
ing price. 

Government policy and 'feel-good' factors 

The purchase of a house is often the most significant outlay a person 
will make over his or her lifetime. The very size of the expenditure 
and the long-term commitment that is required outweighs that associ­
ated with most other purchases. The government bears some of this 
cost by offering home owners tax advantages through mortgage interest 
relief at source (MIRAS). However, the size of this concession has 
been cut in recent years. All other things being equal, however, con­
sumers need to be confident about a prospective house purchase. If 
there is a high level of uncertainty about the government's commit­
ment to home owners, for example the future of MIRAS, then marginal 
purchasers may choose to continue to rent a property. Similarly buyers 
also need to be confident about the government's ability to manage 
the economy successfully. For example, if it appears that an imminent 
economic recession is unavoidable, and that this may call into ques-
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tion a housebuyer's future job prospects, then he or she may not wish 
to be committed to such a purchase. Conversely if the prospects for 
the economy are good and real incomes are rising, a 'feel-good' factor 
may draw marginal purchasers into a purchase they might not other­
wise have made. 

Spatial factors 

If we visit a chain of supermarkets we expect to pay a similar price for 
a basket of groceries, regardless of each individual supermarket's loca­
tion. A local corner shop may charge more than a supermarket, but in 
general the price charged by outlets in different parts of the country 
does not vary significantly. However this need not necessarily be the 
case with the housing market, and seemingly identical houses may 
trade at widely differing prices. This phenomenon is not only observ­
able at the national level, where on average houses in the south-east 
of England are more expensive than in the north of England (for exam­
ple figures in the 1994 edition of Regional Trends indicate that the 
average price of a dwelling in the north of England was £75 700 in 
1989, whereas in the south east it was £94 300), but also within highly 
localised areas in the same town or city. 

Such disparities reflect the desirability of the location of the house 
rather than the attributes of the house per se. Locational characteristics 
that can add a 'premium' to the price of a given type of property 
include its proximity to schools with a good reputation, the quality of 
nearby facilities (for example shops, libraries, leisure centres), the reli­
ability and frequency of the bus service, relative crime rates, the level 
of pollution and the general 'image' of the area. If we extend this 
argument to encompass a regional or national dimension, it would be 
reasonable to argue that houses located in areas of relative prosperity 
and steady employment opportunities are more likely to trade at a higher 
price than identical dwellings situated in areas of economic disadvan­
tage with high rates of unemployment and limited prospects for growth 
in the future. These differences are reflected in the land prices con­
struction firms have to pay before they start to build. Again using the 
north of England and the south-east of England as examples, the cost 
of buying house land per hectare in 1989 was £284 800 and £895 000 
respectively (Regional Trends, 1994). 

Demographic factors 

The age and composition of households within an economy often play 
an important role in determining the relative price of different types of 
property, and indeed the types of property built. For example young 
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people are more likely to demand low-cost 'starter homes' than five­
bedroomed houses with a large garden. If construction companies are 
not aware of the socioeconomic composition of demand, then house 
prices will become distorted and there will be knock-on effects on 
other sectors of the housing market. Of course changes in the demo­
graphic structure of a population can be observed easily. There is an 
obviously a large gap between a child being born and his or her deci­
sion to enter the housing market. The main problem faced by building 
firms and vendors, therefore, is determining how each socioeconomic 
cohort will react to the numerous economic and social pressures they 
are exposed to. 

THE EFFECT OF INCOME AND OWN PRICE UPON QUANTITY 
DEMANDED 

Using the example of owner-occupied housing, the analysis has fo­
cused on some of the variables that are likely to exert an influence on 
the goods and services consumers are willing and able to buy. The 
aim of the next section of this chapter is to focus specifically on two 
of these variables - own price and income - and to introduce a simple 
framework with which economists can analyse their effects. The first 
variable we shall consider is income. 

The relationship between quantity demanded and income 

When economists wish to summarise the relationship between income 
and consumption of different commodities over a given time period, 
they often make a distinction between normal goods, whose demand 
rises as income rises, and inferior goods, whose demand is negatively 
correlated with income. However, it is not appropriate to pigeonhole 
commodities as being either normal or inferior. Our perceptions of 
what we would like to buy more of and what we would buy Jess of as 
our income rises depends on personal taste. Indeed most products are 
likely to exhibit the properties of a normal good at low levels of in­
come but become inferior at higher-levels of income as higher-quality 
alternatives become increasingly affordable. 

Thus a change in income may simply prompt a switch in product 
quality rather than a change in the number of units consumed per se. 
The classic example is that of housing - as a person's real income 
rises she or he is much more likely to move to a larger house with 
extra rooms and garden space rather than buy more houses. (Though 
we may ultimately aspire to a second property in a sunny clime!) 

In practice economists and policymakers refer more frequently to 
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the relationship between income and broader categories of goods, rather 
than that between income and single commodity items. For example, 
general categories in the Family Expenditure Survey include housing; 
fuel, light and power; clothing and footwear; food and so on. The 
relationship between such commodity categories and income can be 
identified with reference to an Engel expenditure curve. 1 

The Engel expenditure curve 

As its name suggests, the Engel expenditure curve is used to identify 
changes in the level of expenditure on a commodity, or group of com­
modities, as income changes. In Figure 2.1, the horizontal axis is cali­
brated in terms of income, while the vertical axis measures changes in 
consumer expenditure. Although a commodity group is likely to in­
clude one or more inferior goods, we would expect that, on balance, 
normal goods will dominate, thus a positively sloped Engel expendi­
ture curve should result. Thus, assuming that an inferior group of com­
modities is a trivial outcome, a number of distinctive outcomes can 
arise from a positively sloped Engel expenditure curve. These can be 
made clearer by inserting an additional line on the graph, known as a 
45° line. Assuming that the vertical and horizontal axes are calibrated 
to the same scale (for example pound for pound, dollar for dollar), any 
point on a 45° line emanating from the origin will depict points on the 
graph where income equals expenditure. Thus, if an Engel expenditure 
curve coincides with this 45° line, then it means that all of a consumer's 
income is being absorbed by one product or commodity group. In re­
ality this is extremely unlikely. We would expect consumers to allo­
cate their income across a variety of commodity groups: food, shelter, 
clothing, travel, relaxation and so on. It would therefore be more reason­
able to expect Engel expenditure curves to lie below the 45° line. Two 
possible outcomes are outlined in Figure 2.1. 

It can be seen that Engel expenditure curve EEC1 deviates away from 
the 45° line. This means that the commodity group in question is ab­
sorbing an increasingly smaller proportion of the consumer's income. 
In contrast, EEC2 is bending towards the 45° line. This means that ex­
penditure on the commodity group is not only growing but also be­
coming a relatively more important component of that individual's 
expenditure. Thus, whereas expenditure on fuel, light and power is 
likely to fall into the first category, expenditure on leisure goods and 
services is more likely to fall into the latter. 

In practice people do not like to reveal how much they earn. Thus 
'total expenditure' is often used as a proxy variable for income. An 
insight into the proportion of total expenditure that is allocated to dif­
ferent categories of commodity can be drawn directly from such 
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Figure 2.1 The Engel expenditure curve 

publications as the Family Expenditure Survey and Social Trends. For 
example in 1993 household expenditure on housing was 15.7 per cent, 
whereas for 'food', 'transport and communication', and 'recreation, en­
tertainment and education' the figures were 11.6 per cent, 17.5 per 
cent and 1 0.2 per cent respectively (Socia/ Trends, 1995). These fig­
ures vary over time and according to the socioeconomic profile of the 
household. For example in 1971 the corresponding proportions of to­
tal expenditure directed towards housing and food were 12.4 per cent 
and 20.1 per cent respectively. 

When making comparisons between different households, it must be 
remembered that differences exist not only between the absolute amounts 
spent each week but also between the relative percentages of expendi­
ture directed towards defined categories of commodity. For example, 
for households headed by a 'professional', a 'skilled manual' or some­
one 'retired and unoccupied', average total weekly expenditure in 1993 
was £457.78, £297.94 and £175.64 respectively. Of these totals, ex­
penditure on housing by professional households was 17.6 per cent, 
by skilled manual households 16.1 per cent and by retired and unoc­
cupied households 13.4 per cent (all figures are from Social Trends, 
1995). 



Demand and Supply 33 

The relationship between quantity demanded and price 

The demand curve 

A demand curve is a line that measures the number of units of a good 
or service demanded within a defined period of time as price changes. 
It is assumed that all the independent variables in the demand func­
tion are held constant, with the exception of that in which we are 
interested, in this case price. Demand curves can be drawn to depict 
the behaviour of single individuals or larger groups of people within a 
specified region or country. 

When drawing a demand curve it is conventional to measure changes 
in price along the vertical axis of the graph and changes in quantity 
along the horizontal axis. The calibration of the graph should reflect 
the characteristics of the commodity being analysed. Thus in the case 
of units measured along the horizontal axis we may be referring to 
weight (for example kilogram of cement), numbers (for example bricks 
or houses) or volume (for example litres of creosote). The range of 
prices measured along the vertical axis will also be commodity-specific. 
For example, in the case of houses we may be concerned with unit 
price changes of £1000, whereas for bags of cement much smaller 
unit price changes are more appropriate. 

For the overwhelming majority of goods and services a basic law of 
demand applies: as the price of a product decreases, the demand for it 
will increase.2 Hence the relationship between price and quantity is 
negative, and therefore the demand curve will be a negatively sloped 
line. This is demonstrated in Figure 2.2, where a fall in the price of 
paint from P1 to P0 increases the number of tins bought from Q1 to Q0 • 

Individual and market demand 

When economists speak of market demand they are referring to the 
total demand of all those who are willing and able to buy a good or 
service. Thus the market demand for a particular product can be de­
rived by adding together all the individual demands that exist for it. 
Put simply, if the market is only made up of two people, A and B, 
who are willing and able to buy a product, then the market demand 
curve will simply be the sum of their two individual demand sched­
ules (dA and d8 ). Thus in Figure 2.3 it can be seen that at a price of 
£50, person A demands 20 units and person B 60 units, and hence the 
market demand is 80 units. It can also be seen that at some prices 
only one consumer is willing and able to buy the product in question, 
and hence only his or her demand is included on the market demand 
curve (D). 
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In real situations the slope of the market demand curve appears flat­
ter than any given individual demand curve. This reflects the fact that, 
for a given price change, hundreds of thousands or millions of indi­
viduals alter their demand by a relatively small amount, whereas over­
all the change in demand equals the sum of all these individual changes. 
Economists often refer to the market demand curve as being the hori­
zontal sum of all the individual demands. This is because we are add­
ing up the quantities individuals are demanding at each price. 

Shifts in the demand curve 

As we have already seen, demand curves are drawn under the as­
sumption that all the other independent variables in the demand func­
tion are held constant. Thus the demand curve depicts a two-dimensional 
relationship between quantity demanded and price. However a wide 
range of other factors can exert an influence on what consumers buy, 
for example income, fashion, the weather and so on. A change in any 
one independent variable (other than price) ceteris paribus will cause 
the demand curve to shift, to the left or the right. For example, let us 
assume that a firm chooses to advertise its range of varnishes on tele­
vision, emphasising such things as its price, relative to that of its com­
petitors, and its durability in extremes of weather. If people respond 
positively to this advertising then they buy more units of the product 
at any given price. This is reflected in a rightward shift of the demand 
curve, depicted in Figure 2.4 as a shift from D1 to D2 • If in contrast 
there is a bad summer, there may be a reduction in the demand for 
varnish even though its price has not changed. This is depicted by a 
shift in the demand curve from D1 to D0 • 

The direction and magnitude of a given demand curve shift will depend 
on the characteristics of the commodity in question. For example an 
increase in income will bring about a rightward shift in the demand 
curve of a normal good yet produce a leftward shift for that of an 
inferior good. Furthermore it should be recognised that the demand for 
products can be interrelated. For example a successful advertising cam­
paign pursued by one firm (which will produce an outward shift in the 
demand curve for its product) will have the reverse effect on the de­
mand curve of each of its competitors if the total demand for the prod­
uct is static. Similarly, the same advertising campaign by a firm may 
also generate a rightward shift in the demand curve of its competitors 
if more people are encouraged to buy the type of product in question. 
For example the advertising campaign by the firm producing varnish 
may encourage consumers to treat their doors and window frames, but 
with a different brand of varnish. 

Thus, to sum up this section it should be noted that a change in the 
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Figure 2.4 Shifts in the demand curve 

price an individual can afford to pay for a commodity will lead to a 
movement along the demand curve whereas a change in any other 
variable in the demand function will cause the overall demand curve 
to shift to the right or left. 

SUPPLY 

Supply refers to the amount of a good or service that one or more 
producers plan to sell during a given time period. As we have seen in 
the case of demand, it is also possible to identify a set of independent 
variables that in combination influence a producer's decision of whether 
or not to supply a good or service. These can be set out within the 
producer's supply function. 

The supply function and the supply curve 

Apart from a slight change in notation and differences in some of the 
independent variables, we may write down a supply function in exactly 
the same way as a demand function, specifically: 

Os = f (independent variables) 
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where Q. denotes 'quantity supplied' and, as before, f means 'is a function 
of'. As before, Q. is referred to as the dependent variable. The inde­
pendent variables are those factors identified by the economist as be­
ing likely to influence any production decision. The following discussion 
identifies a number of important independent variables: the price of 
the product in question; the price of other goods produced by the 
firm; the price of the factors of production used in the production process; 
the state of technology, the number of producers within the industry in 
question; the objectives of the firm's owners; the degree to which an 
entrepreneur speculates about the future with respect to production; 
and the impact of weather on a firm's ability to produce. Let us begin 
by considering the price of the product in question. 

The price of the product 

The basic law of supply postulates that the higher the price of a com­
modity, the greater the incentive for a producer (or group of produc­
ers) to supply it, ceteris paribus. This is a rational response: assuming 
that the unit cost of producing a good or service remains the same, an 
increase in a product's market price will increase the revenue that the 
supplier receives for each unit sold. The relationship between the amount 
of a commodity that is supplied within a given period of time and its 
price can be depicted graphically by a supply curve. This is denoted 
by S in Figure 2.5. 

The position of the supply curve in the diagram should be noted 
carefully. The fact that it intersects the vertical axis at a point above the 
origin implies that the firm in question is unwilling to supply the com­
modity in question at or below a price of P1 • Had the supply curve cut 
through the origin of the graph, it is implied that as soon as the price 
exceeds zero, one or more firms will begin to supply the good or service. 

For some goods and services it is possible to change the level of 
supply rapidly in response to a price change, as in the case of highly 
standardised items manufactured on a production line. For other prod­
ucts, supply may be significantly less responsive to a price change. 
Such cases abound within the construction industry since building projects 
take a long time to reach fruition. In the case of products whose out­
put cannot be changed rapidly, it is helpful to distinguish between 
supply in the short term and supply in the long term. For example, let 
us consider the case of a particular type of house. If we were to use 
the same set of axis variables we would expect the short-run supply 
curve to be steep or than the long-run supply curve. This can be seen 
in Figure 2.6. 

In the case of the price increase from P0 to P1, it can be seen that it 
is not possible for builders to respond quickly to a price rise in the 
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short term, though it may be possible for a small number of houses to 
be released onto the housing market, namely Qo to q1 (see the section 
below on speculative building). In the longer term, however, it is pos­
sible to build additional properties in response to the price change, 
hence the overall increase from Qo to q2 • 

At this stage of the discussion it is appropriate to stress a very im­
portant point about making comparisons of supply curves (or demand 
curves, or indeed any other sort of curve) according to their relative 
gradient. Specifically, the supply curves in question should not only 
measure the same quantity and price changes but should also be de­
picted on graphs whose axes are calibrated to the same scale. 

Thus, to conclude this section, it can be stated that the effect of a 
change in the price of a product can be measured with reference to a 
movement along the supply curve. As we have also seen, the degree 
to which supply responds to a given price change may vary according 
to the time period of the analysis. However, as we have seen in the 
case of the demand curve, there is also a set of independent variables 
within the supply function that can affect the position of the supply 
curve and hence cause it to shift. It is these variables to which the 
analysis now turns. 

The prices of other goods 

When a firm can produce more than one product, then the supply of 
one output may be influenced by price changes affecting another product 
it manufactures. There are two possibilities. The first arises when two 
or more products are substitutes in production, while the second emerges 
when the products in question are complements in production. Using 
the example of a firm that makes prefabricated wooden inputs for the 
building process (for example window frames, door frames, joists and 
so on), let us begin by considering an example where products are 
substitutes in production. Given that the basic equipment and labour 
skills needed for this type of work are broadly similar, the output mix 
of the firm will vary according to the relative price of and demand for 
each product. For example, if there is a surplus of window frames in 
the industry such that they command a low price relative to the other 
types of wooden building input, then their manufacture may be re­
duced in order to increase output of more profitable items. However, 
there is also a scenario whereby the production of one commodity 
simultaneously provides the opportunity to produce another commodity. 
This relates to the second of our two scenarios - when products are 
complements in production. For example, an increase in the price of 
prefabricated wooden building inputs may lead to the production of 
more woodshavings, which can be sold to pet shops. 
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The prices of factors of production 

As we shall consider in more detail in Chapter 5, businesses require 
factors of production in order to produce goods and services. These 
are usually subdivided into three basic categories: land, labour and 
capital. Land refers to natural resources that are used in the produc­
tion process, including coal and oil as well as the land upon which a 
factory is located. By definition, labour is concerned with the human 
dimension of the production process, ranging from the workers needed 
to carry out managerial tasks to the people needed to undertake less 
skilled activities. Capital on the other hand refers to the buildings, 
equipment and vehicles used during the production of a good or ser­
vice. Output that uses a large amount of labour relative to capital, for 
example building a wall or designing a new housing development, is 
said to be labour intensive, whereas activities that use relatively large 
amounts of capital are referred to as being capital intensive, for exam­
ple space exploration. The degree to which production is labour/capi­
tal intensive depends on two things: the technological opportunities 
that exist at a given point in time, and the relative price of capital and 
labour. Thus if wage rates are relatively high and technology permits, 
it is more likely that producers will adopt capital-intensive processes. 
Furthermore, if the price of one or more factors of production becomes 
too high, producers may be deterred from supplying goods and ser­
vices altogether, though this will depend on the price a particular good 
or service can command in the marketplace. 

Technological factors 

Changes in the state of technology can play an important role in the 
degree to which an industry can supply a particular market. In indus­
tries driven by computer-aided equipment, adopting new technology 
can be vital to obtaining an advantage over rival producers. In the 
building industry, the level of technological development has not been 
particularly rapid, an issue we shall discuss in more detail in Chapter 
6. Generally, the rise in scientific and public concern about the inter­
face between industry and the environment, and the response of govern­
ments to this pressure in the form of legal and regulatory constraints 
governing the behaviour of firms with respect to the environment, has 
proved to be an important driving force behind innovatory change. 

The number of producers within an industry 

The amount of a good or service that is supplied at a given price can 
also depend upon the number of individual suppliers operating in the 
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market. As we shall see in Chapter 6, the structure of an industry plays 
an important role in determining the way in which firms behave with 
respect to their pricing and output behaviour. Intuitively, we might 
expect that industries characterised by a few large firms with estab­
lished brand names (which provide a potentially costly entry barrier 
for new firms) will be less competitive than industries containing a 
large number of small firms with a limited opportunity to differentiate 
their product from that of their competitors. Although the construction 
industry includes some very well-known household names, for exam­
ple the Bryant Group, Blue Circle Industries and Tarmac. it continues 
to be dominated by a large number of relatively small firms. However, 
the nature of building work means that, despite being small, many 
construction firms can enjoy some degree of spatial monopoly. This 
arises from differences in regional demand characteristics, the non-trans­
portability of the product and the fact that much construction activity 
is provided by specialist companies who undertake subcontract work, 
for example plumbers, painters, scaffolding specialists, demolition contrac­
tors, glaziers, roofers and plant hirers. 

The objectives of producers 

The standard assumption economists make with respect to a firm's 
objectives is that it seeks to maximise profit. This assumption is analagous 
to the assumption employed in consumer theory that individuals seek 
to maximise utility. However, in a business environment that is char­
acterised by indecision, lack of knowledge and random events rather 
than certain outcomes, luck is probably the most important factor in 
maximising profits a given time period. In reality, firms are more likely 
to judge their performance against a target rate of profit that takes into 
account the uncertainties that exist in any given time period. 

The weather 

The weather can play an important role in determining the supply of 
certain products. Obvious examples include agricultural products and 
the level of building activity that can take place. 

Business confidence 

Business confidence can be an important factor in determining how 
much of a good or service is supplied. This is reflected by an entrepre­
neur's perception of the future prospects of the economy and his or 
her belief in the ability of the government to manage the economy 
effectively. For example, producers of intermediate goods for the building 
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process will not be confident about the future if they expect that an 
impending economic downturn will prompt the government and local 
authorities to cut back their public works programmes and house-builders 
to reduce their output of dwellings. An indicator of improved business 
confidence in the construction sector is building firms embarking on 
speculative building or accumulating 'land banks' in anticipation of an 
increase in demand. The initial stage is to buy up plots of land, per­
haps in competition with other builders, and then, if conditions appear 
favourable, build properties in the hope of exploiting a buoyant mar­
ket in the future. Success therefore depends on the degree to which 
the builder has anticipated future prices, the price he has to pay for 
the land and the selling price of the buildings erected on it. 

Shifts in the supply curve 

Changes affecting one of the independent variables in the supply func­
tion, other than own price, can lead to a shift in the supply curve. The 
rationale underpinning this statement is identical to that employed when 
considering the factors that prompt a shift in the demand curve. The 
direction and magnitude of a supply curve shift depend on the inde­
pendent variable. For example, if there is a general reduction in the 
price of capital, firms are able to supply more units of a good or ser­
vice at any given price since one of their inputs is now cheaper. This 
is reflected by a rightward shift in the supply curve from 51 to 52 in 
Figure 2.7. However, as we shall see, the degree to which this reduc­
tion in costs prompts a shift in the supply curce depends on the de­
gree of competition within the industry. A rightward shift of a supply 
curve may also result from an increase in business confidence, a cost­
saving improvement in the technology available to firms or a decision 
to engage in specualtive building activity. In contrast, a deterioration 
in the weather, an increase in input costs or a reduction in business 
confidence may prompt the opposite effect, namely a shift of the sup­
ply curve to the left. In the case of Figure 2.7, this would mean a 
move from 51 to 50• 

ELASTICITY 

Economists are often interested in the degree to which demand or sup­
ply responds to changes in one of the independent variables contained 
in the demand or supply function. The term they use is elasticity. Al­
though elasticity calculations can be undertaken for any variable, three 
dominate in the case of demand: own price, income and cross-price 
(the responsiveness of good A to a change in the price of good B). In 
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Figure 2.7 Shifts in the supply curve 

the case of supply, calculations are usually based on own price. Since 
elasticity calculations can be undertaken with respect to a number of 
independent variables, it is important that the term elasticity is pre­
fixed accurately. For example many students produce ambiguous essay 
answers when they refer to 'elasticity of demand' rather than, say, 'price 
elasticity of demand'. 

The next stage of the analysis is to consider the first of these elasticity 
measures in detail. Since the principles underpinning elasticity cal­
culations are broadly similar, only brief insights will be provided for 
the remainder. 

Price elasticity of demand hlp) 

The term price elasticity of demand refers to the responsiveness of 
demand to price changes and hence refers to movements along the 
demand curve. The simplest formulation of the price elasticity of de­
mand is: 

_ percentage or proportionate change in quantity demanded (2_5) 
llp - percentage or proportionate change in price 

Three basic points should be noted before we proceed further. 
First, since Equation 2.5 is defined in terms of a percentage or a 

proportionate change in both the denominator and the numerator, rather 
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than actual quantities, there are no units. This means that economists 
can compare the price elasticities of different commodities directly, 
regardless of whether they are consumed by weight, volume or time. 

Second, because elasticities reflect proportionate changes, outcomes 
are commodity specific. For example a £1 change in the price of beer 
will be more significant than a £1 change in the price of a house. 

Third, in most cases, the relationship between quantity demanded 
and price is a negative one. Thus the outcome of the vast majority of 
price elasticity calculations is, by definition, negative. Although text­
books acknowledge this, some professional economists omit the nega­
tive sign. 

In terms of equation 2.5, the majority of studies that refer to price 
elasticity identify one or more of the following three outcomes. 

First demand is price elastic when the percentage or proportionate 
change in quantity demanded exceeds the proportionate (but opposite) 
change in price. In this case the number generated exceeds (minus) 
one. 

Second, demand is price inelastic when the percentage change in 
quantity demanded is less than the proportionate (but opposite) change 
in price. By definition, price inelasticity produces outcomes of less 
than (minus) one. 

Third demand has unitary price elasticity when the percentage change 
in quantity demanded is equal to the proportionate change in price. 
As its name suggests, a figure of (minus) one (or unity) results. 

To illustrate the basic mechanics of undertaking a price elasticity 
calculation, let us consider a simple example. Two pieces of informa­
tion are needed: the quantity demanded at the original price and the 
quantity demanded after the change in price. This information can then 
be substituted into the basic price elasticity of demand equation (2.5), 
which can be redefined as Equation 2.6. 

~Q/Q (X 100%) 
Tlp = ~PIP (X 1 00%) (2.6) 

In this formulation, ~Q and ~p denote the change in quantity and 
price respectively, while Q and P signify the original quantity and price 
(and hence define the proportionality of the identified quantity and 
price changes). The percentage signs simply cancel out. As an example, 
let us assume that the price of a litre of paint increases from £10 to 
£13. It will be assumed that prior to the price change 500 litres are 
demanded per week, and after it the figure falls to 400. The propor­
tionate change in demand is (minus) 100/500 whereas the proportion­
ate change in price is 3/10. Substituting these figures into Equation 2.6 
we get: 
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= 1001500 = 0 2/0 3 = (-)0 66 T\p 3/10 . . . 

In this case the demand for paint is price inelastic. In other words, the 
rise in price prompted a less than proportionate change in quantity 
demanded. 

Factors affecting the price elasticity of demand for a product 

Four factors are likely to exert an influence on a product's price elas­
ticity, though it should be emphasised that these have not been scien­
tifically defined. 

The number of substitutes 

It would be reasonable to expect that the greater the number of substi­
tutes for a product, the greater its price elasticity of demand. Thus a 
product's price elasticity depends on how it is defined - the broader 
the definition, the less likely it is that substitutes will exist for it. For 
example, if we talk in terms of the product 'house' then the alterna­
tives are extremely limited: caves, houseboats, tents and caravans spring 
to mind. In these circumstances the price elasticity of demand for houses 
is likely to be extremely low. In contrast, if we refer specifically to 
semidetached houses, then the alternatives become more numerous, 
ranging from flats and maisonettes all the way through to detached 
properties. Thus the price elasticity of demand for one type of house is 
likely to be sensitive to the existence of other types of property. Hence 
the broader the definition of a commodity, the more price inelastic its 
demand is likely to be. 

The 'luxury' status of the commodity 

Price elasticity of demand can depend on whether a commodity is 
perceived to be a necessity or a luxury. Necessities are products that 
individuals need for basic survival, whereas luxuries are products that 
are not strictly essential but nonetheless, improve the general quality 
of life. Thus it would be reasonable to expect that demand for neces­
sities would be more price inelastic than demand for luxuries. How­
ever it should be recognised that which goods and services are viewed 
as 'necessities' and which are deemed to be 'luxuries' is a matter of 
personal preference. 
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The price of a commodity 

It is often argued that low-priced goods are associated with lower price 
elasticities than high-priced goods. For example a doubling of the price 
of a box of matches would make a very small incursion into our budget 
whereas a doubling of the price of cars would be extremely significant 
for many people. Thus, whereas few people would change their de­
mand for matches, many would be forced to readjust their demand for 
a car. 

The time horizon 

Under this heading it is postulated that demand over relatively short 
periods of time is more likely to be price inelastic than demand in the 
longer term. The classic example is the oil price increases engineered 
by the oil producers' cartel OPEC (Organisation for Petroleum Export­
ing Countries) after the Arab-Israeli War of 1973. Although the price 
of oil quadrupled, the immediate demand for oil fell by only 5 per 
cent because oil users were already tied to using oil-intensive technol­
ogies. However, in the longer term the effect of the oil-price shock 
was to encourage people to look towards technologies that are less 
oil-intensive, thereby increasing oil's price elasticity. 

The relationship between price elasticity and the demand curve 

The final stage of our analysis of price elasticity of demand aims to 
identify the relationship between price elasticity of demand and the 
demand curve. To facilitate this, we shall consider a reformulation of 
the basic price elasticity of demand equation. Equation 2.6 took the 
form: 

AQ/Q 
llp = AP/P 

This may be restated as:3 

AQ p 
'TJp = AP X Q (2.7) 

Equation 2.7 is a useful restatement of the price elasticity equation. It 
is made up of two basic components. The ratio AQ/AP can be inter­
preted as the gradient (slope) of a given demand curve whereas P/Q 
can be used to define specific points on the demand curve at which a 
price elasticity can be calculated. Thus, if we have the equation for a 
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demand curve, it is possible to estimate the price elasticity of demand 
at any point on that curve. 

To illustrate, let us consider a simple straight-line demand curve with 
the equation: 

Qd = 25 - 2P (2.8) 

In this case, the gradient of the demand curve is -2. If we want to 
calculate the elasticity of demand when the price equals 5, we know 
from the equation that the quantity demanded is 15 units. Substituting 
these figures into Equation 2.7 we get: 

Tlp = -2 X (5/15) = -10/15 = -0.66 

Thus, at that specific point on the demand curve, demand is price 
inelastic. By repeating the calculation for each price and quantity com­
bination along the demand curve, it is possible to show that price 
elasticity varies along a straight-line demand curve in a very predict­
able way. This is illustrated in Table 2.1. The first two columns of the 
table identify the price - quantity combinations along the entire length 
of the demand curve (2.8). The third column measures total consumer 
expenditure (and hence total revenue to the producer) by multiplying 
together each price-quantity combination. Column four identifies the 
price elasticity of demand at each point along the demand curve. 

The figures in Table 2.1 show that this demand curve, in common 
with any other straight-line demand curve, is associated with a com­
plete range of price elasticities along its length, ranging from zero (com­
pletely inelastic) to infinity (totally elastic). Referring specifically to columns 
three and four of Table 2.1 it is possible to show that: 

• along the price inelastic section of the demand curve, an increase 
(decrease) in price will produce an increase (decrease) in con­
sumer expenditure (or revenue to the producer), whereas a reduc­
tion (rise) in price leads to a fall (rise) in consumer expenditure; 

• along the price elastic section of the demand curve, the reverse is 
true: an increase (decrease) in price leads to a fall (rise) in con­
sumer expenditure whereas a fall (rise) in price leads to an in­
crease (decrease) in consumer expenditure; 

• consumer expenditure is maximised at the point where price elas­
ticity of demand equals unity. 

These points are illustrated graphically in Figure 2.8, which identifies 
the price elastic and price inelastic sections of the demand curve, to­
gether with the change in consumer expenditure associated with a given 
price rise. 
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Table 2.1 Changes in price elasticity and consumer expenditure along a 
straight line demand curve with the equation Qd = 25 - 2P 

Price 

12.50 
12.00 
11.00 
10.00 
9.00 
8.00 
7.00 
6.25 
6.00 
5.00 
4.00 
3.00 
2.00 
1.00 
0.00 

Quantity 

(a) 

0.0 
1.0 
3.0 
5.0 
7.0 
9.0 

11.0 
12.5 
13.0 
15.0 
17.0 
19.0 
21.0 
23.0 
25.0 

Quantity 

Consumer 
exp. 

(P X Q) 

0.00 
12.00 
33.00 
50.00 
63.00 
72.00 
77.00 
78.12 
78.00 
75.00 
68.00 
57.00 
42.00 
23.00 

0.00 

P, 

+ 
Po 

Price 
Elasticity 

(-2 X P/Q) 

infinity 
-24.00 

-7.33 
-4.00 
-2.57 
-1.77 
-1.27 
-1.00 
-0.92 
-0.66 
-0.47 
-0.31 
-0.19 
-0.08 

0.00 

(b) 

Quantity 

Figure 2.8 Changes in consumer expenditure (or producer's revenue) 
according to the price elasticity of demand 

In Figure 2.8a the extra expenditure by those who continue to use 
the product after the price increase fails to compensate for the re­
duced expenditure of those who have stopped buying the product. In 
Figure 2.8b, the extra money paid by existing users outweighs the ex­
penditure of people who have been deterred from consuming the product 
by the higher price. 
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At this stage it is important to highlight an ambiguity that often emerges 
in students' essays. Frequently, a single demand curve with a shallow 
slope is drawn and is labelled an 'elastic demand curve'. Alternatively 
a single, steeply sloped demand curve is drawn and is labelled 'an 
inelastic demand curve'. Two interrelated issues should be understood. 
First, as we have already seen, both demand curves will be associated 
with a range of price elasticities ranging from zero to infinity. Hence 
the degree of price elasticity depends on the exact point on the de­
mand curve to which we are referring. Second, the flatter demand curve 
is only more price elastic relative to a steeper demand curve, not as a 
demand curve in its own right. In this respect we can see that the 
former is relatively more price elastic than the latter at each given 
price. 

Income elasticity of demand (nr) 

The theory that underpins income elasticity calculations is broadly similar 
to that considered already. In this case the most basic income elas­
ticity of demand equation is: 

Tly = 

percentage or proportionate change in 
quantity demanded 

percentage or proportionate change in 
income 

2.9 

In contrast to price elasticity calculations, it is important to make clear 
whether the outcome is positive or negative. Recall that commodities 
fall into two general categories: those consumers buy more of as their 
incomes rise and those consumers buy less of as their incomes rise. 
These were referred to as normal goods and inferior goods, respectively, 
and as a result it is important not to omit the sign when reporting 
income elasticity figures. There are three basic outcomes of an income 
elasticity of demand calculation: 

• Income elastic demand: this results when the percentage change 
in quantity demanded exceeds the percentage change in income. 
This produces a figure in excess of unity (normal goods) or in 
excess of minus unity (inferior goods). 

• Income inelastic demand: the opposite outcome arises when the 
percentage change in quantity demanded is less than the percent­
age change in income. In the case of a normal good, a figure 
greater than zero but less than unity emerges, whereas in the case 
of inferior goods the result will be a non-positive figure between 
zero and minus one. 
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• Unitary income elasticity: this arises when the percentage change 
in quantity demanded exactly equals the percentage change in 
income. By definition, such a situation produces an income elas­
ticity figure equal to 1 or -1, depending upon whether the good 
in question is normal or inferior, respectively. 

As with the price elasticity of demand equation, economists usually 
redefine the income elasticity equation (2.9) so that calculations can 
be made with direct reference to the equation of the Engel expenditure 
curve. Following on from previous analysis, we can therefore derive 
the following equation: 

(2.10) 

where ll.Q/ll. Y refers to the slope coefficient of the Engel expenditure 
curve and Y/Q is the point at which a given calculation is made. 

Cross-elasticity of demand (nx) 

This measure can be used to show the degree to which the demand 
for one product is affected by a price change for another product. It 
can therefore be used to determine whether commodities are consumed 
as complements (cars and petrol, bricks and mortar), substitutes (tea or 
coffee, wood or PVC window frames) or unrelated (goldfish food, beer). 
The relevant equation takes the following form: 

percentage or proportionate change in 
the quantity demanded of product 1 

~X = ----~~~-L~--~----~-----------
percentage or proportionate change in 
the quantity demanded of product 2 

(12.11) 

If a calculation produces a positive figure, then goods 1 and 2 are 
substitutes since, for example, an increase in the price of product 2 is 
associated with an increase in the demand for product 1. Conversely, 
if a figure is negative then the two products are complements. It is 
therefore extremely important that the sign (positive or negative) is in­
cluded when results are being reported. The degree to which products 
are complements or substitutes is reflected in the magnitude of the 
figure produced. 
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Price elasticity of supply (eP) 

Just as it is possible to estimate the responsiveness of demand to a 
change in a variable within the demand function, so it is possible to 
estimate elasticities that apply to the supply function. As with demand, 
the main variable upon which discussion tends to focus is 'own price', 
whereby the term price elasticity of supply refers to the responsiveness 
of quantity supplied to changes in the price of a good or service. The 
equation therefore takes the following form: 

E = p 

percentage (or proportionate) change in 
quantity supplied 

Percentage (or proportionate) change in 
price 

(2.12) 

As before, this basic elasticity equation can be rearranged to generate 
an expression that refers directly to the equation of the supply curve 
and the point at which the analysis is taking place, specifically: 

(2.13) 

where Q5 denotes quantity supplied. The first component relates to the 
(positive) slope of the supply curve, while the second relates to the 
point at which the calculation is being made. Since most supply curves 
slope upwards (from left to right), we should expect a positive answer 
to emerge from price elasticity calculations. 

Price elastic supply occurs when the proportionate (or percentage) 
change in quantity demanded exceeds the proportionate (or percent­
age) change in price. In these circumstances the outcome exceeds 
unity. Furthermore we can employ a specific rule: if a straight-line 
supply curve passes through the vertical (price) axis, it will exhibit 
price elasticities of supply in excess of unity throughout, regardless of 
its slope. Readers should prove this for themselves by estimating sup­
ply elasticities along two hypothetical supply curves: Q5 = 6 + P and 
Qs = 10 + 2.5P. 

When a change in price exceeds a less than proportionate change in 
quantity supplied, supply is said to be price inelastic. Numerically this 
results in a figure greater than zero but less than unity. As with supply 
elasticity we can apply a specific (but different) rule of thumb: if a 
straight-line supply curve passes through the horizontal (quantity) axis, 
it will have a price elasticity of supply below unity throughout its en­
tire length. Some readers may wish to draw two such supply curves 
and calculate a series of price elasticities along them to prove this. 
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If the proportionate response of suppliers is identical to the propor­
tionate change in price, then the price elasticity of supply is said to be 
unitary. By definition, this generates an elasticity of supply figure of 1. 
This outcome is true for any point along a straight-line supply curve 
that passes through the origin, regardless of its slope. As in the other 
two cases, unconvinced readers should draw two supply curves, both 
of which pass through the origin, and apply the supply elasticity equa­
tion to different points along each curve. 

Factors affecting elasticity of supply 

Two main variables influence whether the supply of a product is price 
elastic or price inelastic. First is the ease with each a producer can 
substitute the supply of one good for the supply of another. For exam­
ple a carpenter would have little difficulty switching between the pro­
duction of internal house doors to external house doors if market 
conditions so dictated. The second factor is time. As we have seen 
already, the nature of any major construction project means that it is 
difficult for suppliers to respond quickly to changes in their economic 
environment. Thus, although house prices may rise rapidly, the gesta­
tion period between acquiring land and completing the construction of 
a house can be quite significant, thereby generating a relatively steep 
supply curve in the short run, but a relatively flatter one in the longer 
run (assuming we retain the same axes on the graph). We shall look in 
more detail at the implications of this in the next chapter, where de­
mand and supply are considered together in the context of market 
formation. 



3 Markets and Market 
Failure 

INTRODUCTION 

The previous chapter analysed the concepts of demand and supply as 
separate entities. The discussion that follows links the two explicitly. 
After all, a householder's demand will not be realised if no one is 
willing and able to supply the desired commodity, and similarly a firm 
will not wish to produce a commodity unless there is some indication 
that there is a demand for it. When buyers and sellers are able to 
communicate their willingness and ability to demand or supply a good 
or service to each other, a market is formed. 

The discussion in this chapter is divided into two main sections. 
First, using the example of housing, it analyses the way in which econ­
omic theory predicts how simple markets should operate. Second, it 
puts forward the contention that markets can fail in that they do not 
necessarily behave in the way that individuals, pressure groups and 
governments would like them to. Invariably this results in market inter­
vention by a government, perhaps in terms of regulating the quantities 
sold in the market, the quality of the products sold or the prices charged. 

Construction activity provides an almost endless stream of examples 
where market failure can occur. Acknowledgement of market failure 
arising from construction activity is not a new phenomenon. For exam­
ple Bowyer (1993) refers to the role of Henry Fitz-Aiwyn (the first mayor 
of London) in establishing a series of bylaws in 1189 that were in­
tended to reduce the risk of fire by imposing a minimum distance be­
tween the upper storeys of buildings and a minimum thickness of party 
walls. Indeed, the Great Fire of London in 1666 prompted the intro­
duction of a comprehensive set of building regulations in London govern­
ing minimum standards for external walls, room height, the size of 
supporting timbers and the proximity of timber to chimneys and flues. 
Over a century later, legal provisions were introduced that required 
district surveyors to ensure that building regulations were adhered to. 
Thus the regulations and standards that now influence the way in which 
construction markets are allowed to operate have been part of an on­
going process of change, just as tomorrow's controls and constraints 
on building activity will reflect those of today. 

53 
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MARKETS 

For many people the term 'market' conjures up a picture of people 
selling fruit, vegetables, clothes and household goods from wooden 
stalls sited in the open air. When economists refer to 'markets' they 
are referring to a wider concept. To them markets are created when 
buyers and sellers are able to make contact with each other. Hence 
the term does not necessarily refer to an observable geographical loca­
tion where buyers and sellers meet face to face. Markets can also emerge 
when consumers respond to newspaper adverts, buy from a mail-order 
catalogue, communicate over the telephone or even get in contact through 
the rapidly evolving 'information superhighway'. 

Price determination in a market 

The theory contained in Chapter 2 provides us with much of the 
insight we need to understand the workings of a basic market. It 
has been shown that both the demand curve and the supply curve 
are defined initially in terms of a bivariate relationship between quan­
tity and price. Thus it is quite reasonable to draw them both on the 
same graph, with price measured on the vertical axis and quantity 
(demanded and supplied) on the horizontal axis. This can be seen in 
Figure 3.1. 

Assuming that neither the demand curve nor the supply curve pos­
sess an unusual shape, there is only one point at which they intersect. 
This is known as the equilibrium. At the equilibrium point, the amount 
consumers are willing and able to buy and the amount producers are 
willing and able to sell are identical. By definition, the name given to 
the price associated with this point is known as the equilibrium price, 
while the quantity (demanded and supplied) associated with this point 
is known as the equilibrium quantity. At all other prices and quantities 
there is a mismatch between what consumers are willing and able to 
buy and what producers are willing and able to sell. 

The first stage of the following analysis will show that, providing no 
artificial constraints are imposed on a market (for example government 
intervention), there is a natural tendency for it to clear, resulting in the 
emergence of an equilibrium price and an equilibrium quantity. For 
the purpose of the following explanation, let us assume that we are 
analysing the market for bricks over a given period of time. For sim­
plicity, let us assume that brick producers set their price at £1 per 
brick. In Figure 3.2 it can be seen that at this price producers are 
willing and able to supply the market with 81 bricks. However the 
demand for bricks at this price is 82 • In other words, there is excess 
supply. 



~ 
• • 2 
~ 

Markets and Market Failure 55 

Equilibrium 
price 

p* ~----------------

£, 

75p 

50p 

Equilibrium 
quantity 

D* 

Quantity 101 

Figure 3. 1 Equilibrium in the market 

' ' ' ' ' ' ' ' ' 

Excess supply 

---------~---------

' ' ' ' --------- ---------~---------
Excess demand 

~ e* 
Quantity demanded and supplied 101 

s 

s 

D 

D 

Figure 3.2 The market determination of equilibrium 



56 Economics and Construction 

Since builders and householders (the consumers) cannot be forced 
to buy bricks, the only way in which a producer can get rid of all 8 1 

bricks is to reduce their price to SOp each. If the producer chooses to 
reduce the price of bricks, the demand curve indicates that an increas­
ing number of individuals will be willing and able to buy bricks. Con­
versely, however, if bricks command a lower market price, then the 
supply curve also tells us that the producer has less incentive to sup­
ply the market with bricks. Eventually the wishes of the producers and 
the consumers will be nudged towards equilibrium, namely a price of 
75p and a quantity of 8*. As long as there are no changes in the 
variables that characterise the demand and supply functions of con­
sumers and producers respectively, there is no reason why this equilib­
rium situation should not persist over time. 

The same result emerges if the market begins in a situation of excess 
demand. Let us assume that bricks were originally priced at SOp. At 
this price producers were not willing to supply all the bricks that house­
holds and firms demanded. Excess demand equals the distance 81 to 
82• In a market economy, firms cannot be told how many bricks they 
should or should not supply. However, in the face of the shortage that 
subsequently emerges, consumers are likely to bid against each other 
for the bricks that are produced. This increase in price will then en­
courage producers to increase their supply of bricks, which at the same 
time will discourage some consumers from demanding bricks. Eventu­
ally the market will be pushed naturally towards the equilibrium points 
of 75p and 8*. Again, providing that there is no change in the inde­
pendent variables that characterise the demand and supply functions, 
there is no reason why this equilibrium should not persist over time. 

Changes in the equilibrium price and quantity 

So far we have seen the natural processes that prompt an unfettered 
market to reach an equilibrium price and quantity. However, as we 
saw in the previous chapter, a change in any one of the independent 
variables the demand or the supply function can result in a shift in the 
demand schedule, the supply schedule or both. In terms of the analy­
sis contained in the previous sub-section, we should therefore expect 
the equilibrium price and quantity to change. 

The demand for bricks is an example of a derived demand. In other 
words, bricks are not demanded because they provide pleasure in their 
own right but because they are inputs for construction activity. Thus 
the demand for bricks is derived from the demand for houses, walls, 
pavements and so on, and it is these structures that provide individuals 
with utility. With this in mind, let us assume that an increase in the 
demand for bricks is brought about by an increase in the demand for 
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Figure 3.3 Changes in equilibrium quantity and equilibrium price 

houses. If the variables that determine the slope of the supply curve 
for bricks remain unchanged, it can be seen in Figure 3.3 that this 
prompts an increase in the equilibrium price (from P* to P**) and an 
increase in the equilibrium quantity (from Q* to Q**). If, on the other 
hand, the supply curve was also to shift, say outwards (for example 
prompted by a fall in the price of the clay used to make the bricks), 
then a further change in the equilibrium price and quantity would be 
witnessed, this time from P** to P' and Q** to Q' respectively. 

In the first case, the change in the market clearing price and quan­
tity (from P* to P** and from Q* to Q**) was prompted by the excess 
demand that resulted from the outward shift in the demand curve. In 
the second case (P** to P' and 8** to 8'), the shift in the supply curve 
subsequently generated a situation of excess supply, resulting in the new 
equilibrium position. To demonstrate their understanding of the theory 
considered so far, readers may wish to consider graphically the impli­
cations of an economic recession that reduces the demand for houses, 
and hence bricks. 

The shifts in the demand and supply schedules highlighted so far 
have assumed a single, 'one-off' change. In a dynamic world we should 
expect simultaneous fluctuations in most of the parameters that con­
tribute to the shape and position of market demand and supply curves. 
If researchers are unaware of this problem and assume that the de­
mand curve is static over time, then they may be confronted with what 
economists refer to as an identification problem, a situation that emerges 
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Figure 3.4 The identification problem 

when the equilibrium moves over time. This is best understood with 
reference to Figure 3.4. 

Assume that a study has been undertaken using observations over a 
five-year period. This period was characterised by five demand curves, 
0 1 to 0 5, and five equilibrium points. If a researcher is not aware of 
this she or he may simply fit a line to these points and assume that 
this 'demand curve' (drawn as a dotted line and labelled 'd' identifies 
the price-quantity-demanded relationship during those five years. On 
the basis of this incorrect 'demand curve' a firm may pursue an inap­
propriate pricing strategy, given that it should really be concerned with 
the most recent demand curve, namely 0 5• It is possible to take ac­
count of the identification problem during the estimation process, however 
such techniques are beyond the scope of this book. 

Consumer surplus and producer surplus 

During the discussion of price elasticity of demand in the previous 
chapter, it was noted that the total revenue (price multiplied by quan­
tity sold) that accrues to a producer changes as we move up and down 
a straight-line demand curve. It was seen that the area of the total 
revenue rectangle is maximised at a point where the price elasticity of 
demand equals unity. Having established in this chapter the basic pro­
cesses that underpin a market, it is possible to identify two other areas 
of interest to economists. The first is known as consumer surplus, the 
other as producer surplus. 

To explain the theory that underpins each concept, let us refer back 
to the simple market situation used earlier, in which there exists an 
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Figure 3.5 Consumer surplus and producer surplus 

equilibrium price and an equilibrium quantity. This is depicted in Figure 
3.5. 

It can be seen that equilibrium occurs at price P* and quantity Q*. 
The amount the brick producer will receive as revenue will therefore 
equal P* multiplied by Q*, or in other words, the area OP*AQ*. How­
ever it can be seen that some consumers are willing and able to pay 
more than P* for bricks. Each of these consumers will therefore feel 
'better off' because the market price is lower than the price they would 
be prepared to pay. As a result, a consumer surplus is said to arise. 
For one hypothetical individual this is the distance between points 
Y and Z. The value of this gain, in terms of all the consumers in 
the market, can therefore be measured by the triangle P*BA. Each in­
dividual can realise this benefit through having higher savings (added 
financial security) or purchasing additional goods and services in other 
markets. 

A similar exercise can be undertaken from the point of view of the 
brick producer. It can be seen from the supply curve in Figure 3.5 that 
the producer is prepared to supply quantities between 0 and Q* minus 
1 at a price below the equilibrium price of P*. In other words, for 
each of these units she or he is receiving P* for each brick, even 
though she or he would be willing and able to supply them at a lower 
price than P*. This difference is known as producer surplus and can 
be calculated by estimating the area of the triangle P0 P*A (where P0 is 
the price at which the producer is encouraged initially to start produc­
ing bricks). 
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Two things should be noted at this point. First, the value of pro­
ducer surplus is included in the total revenue received. Second, the 
fact that a firm is accumulating producer surplus does not necessarily 
mean that profits are being earned. This can only be determined when 
information is available about the costs incurred by the producer as 
output changes, an issue that will be addressed in Chapter 5. 

Taking account of time: the 'cobweb' model 

It should already be clear that a characteristic that distinguishes the 
construction of residential or commercial property from the production 
of such items as chocolate bars, televisions or sweaters is the signifi­
cant time Jag between the start and completion of a house or factory. 
For example, for Britain as a whole the average lead time for dwell­
ings for owner occupation in 1994 was 16.5 months. The correspond­
ing figure for public sector housing (for example local authority or 
new town) was longer, averaging 23.8 months (Housing and Construc­
tion Statistics, December 1994). Thus the supply of houses at any given 
time depends on decisions made in the past. An attempt has already 
been made to 'capture' this feature of construction activity when refer­
ence was made to short-run and long-run supply curves. In Chapter 2 
it was shown that, in the short run, the supply of houses is broadly 
unresponsive to price changes due to this time lag, and therefore the 
resulting supply schedule will have a relatively 'steep' slope. If we 
take a longer time horizon when defining a supply curve, it is more 
likely that construction firms can respond more readily to fluctuations 
in price, thereby generating a supply curve that is 'flatter' than its short­
run counterpart. 

There is an alternative and more illuminating way of introducing a 
time dimension into a market model. For reasons that will become 
clear shortly, the resulting framework has become known as the cob­
web model. Economists classify cobweb models within a more general 
category of economic models known as dynamic models. These ex­
plicitly include some notion of time within their specification, and in 
this respect they contrast with the static models we have considered so 
far. Dynamic models are used by economists in order to gain insights 
into microeconomic and macroeconomic issues. Although dynamic models 
are discussed in detail in more advanced economics textbooks, it is 
possible to consider a relatively simple framework here in order to 
provide an explanation of why prices in property markets can fluctuate 
over time, 1 rather than achieving the single, clear-cut equilibrium usually 
assumed in elementary demand and supply models. 

If our intention is to capture the existence of a time lag between the 
decision to supply and the decision to demand, we need to recognise 



Markets and Market Failure 61 

the fact that the current supply curve of a construction firm reflects 
what has been planned in previous periods. Thus it is not unreason­
able to refer to the supply curve as a planned supply curve, whose 
position and slope are determined by the relationship between the inde­
pendent variables in the supply function in past periods. In contrast 
the position and slope of the demand curve are determined by factors 
influencing the current relationship between the independent variables 
in the demand function. As was noted in the previous paragraph, the 
implication of incorporating these assumptions into a market model is 
that the market need not clear over time. Indeed prices and quantities 
may oscillate over long periods of time without equilibrium ever being 
reached. It can be shown that the precise form of this oscillation and 
whether prices and quantities do adjust towards equilibrium depends 
the relative slope of the (planned) supply and demand curves. 

To illustrate the implications of the cobweb model we shall use the 
example of the housing market. The first scenario to be considered is 
one in which there is a tendency over time for equilibrium price and 
quantity to emerge. This is depicted in Figure 3.6, where the demand 
curve is labelled 0 1 to indicate that it is demand that is revealed in the 
current time period (t) whereas the supply curve is labelled 51_n to 
reflect the fact that the decision to supply houses was actually made 
in n time periods prior to t. 

Let us assume that the initial (disequilibrium) price is P,. It can be 
seen from Figure 3.6 that, at that price, firms planned to supply Q, 
housing units. However, when these houses finally reached the market 
they could only be sold if the price was reduced to P2 • Confronted 
with this lower price, construction firms planned to supply just Q2 

units in the future. However, when these Q2 properties were finally 
supplied to the market, the demand for them was such that they could 
command a price of P3 • Construction firms then based their future sup­
ply on the new prevailing price of P3, leading to Q3 being built. It can 
be seen from Figure 3.6 that the path of price and quantity adjustment 
tends towards the equilibrium price and equilibrium quantity of P* 
and Q* respectively. Thus it can be seen that it is the shape of this 
path that gives the cobweb model its name. 

However the adjustment path need not necessarily move towards 
equilibrium price and equilibrium quantity. In the case of Figure 3.7, 
the path is shifting further away from equilibrium. The mechanics of 
the process are the same as before, where the initial starting price of 
P1 leads to Q1 units being supplied. However Q, housing units can 
only be shifted at a price of P2 • This new (lower) price leads construc­
tion firms to plan to supply a smaller number of houses, namely Q2 • 

When Q 2 houses actually reach the market there are prospective pur­
chasers who are willing and able to pay at least P3 for them. It can 
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Figure 3.7 A diverging cobweb 

now be seen that, instead of generating an adjustment path towards 
equilibrium, prices and quantities are shifting more and more wildly, 
such that equilibrium is never reached. 

The situation depicted in Figure 3.6 is known as a convergent cob­
web whereas that shown in Figure 3.7 is referred to as an explosive or 
divergent cobweb. Some readers may already have noticed that the 
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direction of the adjustment path depends on the relative slopes of the 
demand and the (planned) supply curves. If the (upward) slope of 
the supply curve is relatively steeper than the (downward) slope of the 
demand curve, then a convergent cobweb will emerge. Conversely, if 
the (downward) slope of the demand curve is relatively steeper than 
the (upward) slope of the supply curve, then the adjustment path will 
move away from equilibrium and a divergent cobweb will emerge. By 
analogy, if the demand and supply curves have the same slope (albeit 
in the opposite direction), the adjustment path will oscillate around a 
continuous loop. This is illustrated in Figure 3.8. 

The explanations underpinning each of the three cobweb diagrams 
have made a number of implicit assumptions that should now be made 
explicit. First, it has been assumed that demand and supply curves 
remain static. In the real world we may expect the position and slope 
of each to change over time, so the cobweb may not have such a 
'neat' shape as that depicted here or in other textbooks. For example 
consumers may change the weighting they give to the different inde­
pendent variables as government policy changes, whereas changes in 
weather conditions and the availability of raw materials and labour 
may mean that builders cannot meet their planned output. Second, 
simplistic assumptions have been made about how producers behave. 
In reality construction firms may have access to detailed information 
that may allow them to predict the likely price of properties in future 
time periods. For example, if a general downswing in economic activity 
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is expected for a particular region or even the whole economy, build­
ers may be aware that consumers will be less willing and able to move 
house, and as a result they slow down the rate of house completion 
until economic prospects appear more buoyant. Firms may also re­
spond to downturns in economic activity by adding to their stocks of 
land while land prices are relatively low. 

MARKET FAILURE 

Government intervention in the housing market 

For over a century the government has actively intervened in the hous­
ing market. This intervention has not only benefited people on very 
low incomes, who may otherwise have been precluded from purchas­
ing houses of an acceptable standard, but also relatively well-off individ­
uals, who have been offered further incentives to enter the owner-occupied 
sector. 

Government intervention through a price ceiling: the case of rent 
control 

Rent control is a means of protecting tenants from the high rents that 
can emerge during periods of housing shortage. For such control to be 
meaningful, the rent must be held below its market price so that the 
tenant receives a subsidy equal to the difference between the two. In 
order to protect tenants from unscrupulous landlords, governments must 
also be prepared to guarantee them security of tenure. Although rent 
control has been part of the British government's housing policy since 
the middle of the First World War, the nature of the measures used 
has changed over the years in response to the implications the policy 
has had for the housing market. In this section we shall consider briefly 
the history of rent control in Britain and then use a simple market 
model to explain why rent control, although laudable as a redistributive 
policy, has brought its own problems for the private rented sector. 

Before the First World War nine out of ten people in Britain lived in 
private rented accommodation. However the onset of war destabilised 
this sector of the housing market. Upward pressure began to be placed 
on rents as interest rates and taxes were increased to help finance the 
war effort, war production led to shortages of building materials for 
domestic purposes, thereby increasing their cost, and changes in the 
distribution of the population arose as workers moved to towns and 
cities where essential war production was taking place. Rent increases 
in areas of high housing demand led to a growing number of evictions 
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as tenants were unable to meet the higher costs, and this in turn led to 
a rise in civil unrest. Such discontent was likely to undermine the war 
effort and therefore the government decided to peg rents at their prewar 
levels. 2 Although this was seen at the time as a temporary measure 
that would be revoked some time after the end of hostilities, it was 
seen to be politically expedient to persist with rent control, albeit in a 
modified form. For example during the 1920s controlled rents ceased 
to apply when tenancies became vacant. However, fearing civil unrest, 
rent control was reintroduced before the onset of the Second World 
War, the maximum rent being set at the 1914 level plus 40 per cent. 

Despite the Housing (Repairs and Rent) Act of 1954, which allowed 
landlords to undertake limited rent increases if repairs on properties 
had been undertaken, widespread rent control continued until 1957, 
when the Rent Act removed the rent ceilings from higher-value prop­
erties. Furthermore, the maximum rent set for lower-value properties 
was raised significantly, affecting around five million properties, and 
security of tenure was reduced. However, complaints that landlords 
were taking advantage of their strengthened position led to a new Rent 
Act in 1965. This resulted in furnished and unfurnished accommodation 
being treated differently. Furnished properties were left more or less 
uncontrolled. It was unfurnished properties within the rented sector 
that were the target for the legislation. Specifically, properties with a 
rateable value of £400 or less in Greater London or £200 or less else­
where in the country (which were not already controlled under the 
1957 Act) were accorded full security of tenure and rents were set 
according to 'fair rent' criteria. These rents, which were assumed to be 
what would emerge anyway in a completely competitive free market, 
were fixed by rent officers for a period of three years. Service provisions 
were also assessed and had to be maintained over the three-year period. 

This situation continued until the 1974 Rent Act, which attempted to 
redress the problems faced by many private tenants in poor-quality 
furnished accommodation who, without the protection offered to people 
in unfurnished accommodation, faced artificially high rents. The 1974 
Act made furnished accommodation subject to full security of tenure 
and the fair rent criteria. 

The 1980s saw the emergence of three Acts that reflected the policy 
of the Conservative government to deregulate and create incentives 
within markets, which were perceived to have been made inflexible 
by public intervention (the processes that fuelled this belief will be 
explored in Chapter 8). The Housing Act (1980) is perhaps most asso­
ciated with 'kick-starting' a programme that allowed sitting tenants to 
become owner-occupiers and buy their council houses at a substantial 
discount.3 However, from the point of view of the private rented sector, 
it also removed rent controls on newly built properties let out by approved 
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landlords in the first significant attempt to draw a halt to the ongoing 
decline in the size of the private rented sector. 

This policy of decontrol was extended by the Housing and Planning 
Act (1986) to include refurbished properties, and finally in the Hous­
ing Act (1988) to all new lettings. In order to avoid the problems asso­
ciated with unscrupulous landlords, which had prompted the introduction 
of rent control in the first place, rents become subject to 'fair rent' 
criteria, operated by the rent officer service, and tenants were given 
the right to security of tenure. Another feature of the 1988 Housing 
Act was the introduction of 'assured shortholds', which allow land­
lords to repossess rented accommodation at the end of an agreed term. 
The aim here was to provide landlords with a greater feeling of flexi­
bility with respect to the properties they own. However, with house 
prices being depressed generally, it is not possible to determine whether 
all these measures are having an impact or whether owners of rented 
accommodation are simply unable to dispose of their property at a 
competitive price. Any response by existing and prospective landlords 
is a long-term issue, rather than something that can be evaluated over 
a short period of time. 

The implications of rent control are best seen in terms of the simple 
model depicted in Figure 3.9. It is assumed that all properties in the 
private rented sector are homogeneous in every respect. Two supply 
curves are identified for rented accommodation. The first, 55R, repre­
sents supply in the short run. It is assumed to be vertical in slope 
since over short time periods the quantity of rented accommodation is 
unlikely to alter significantly. The relatively flatter (positive) slope of 
the long-run supply curve, Sw reflects the possibility that, over time, 
profit-seeking landlords will change the supply of rented accommoda­
tion in response to the price signals they receive. The demand for 
rented accommodation is represented by line D. 

Without government intervention the equilibrium quantity of rented 
accommodation is Q* and the equilibrium rent is R*. If it is now as­
sumed that the government deems this rent to be too high, it may 
choose, as part of its welfare policy, to impose a rent ceiling of R1 • 

Since this is below the equilibrium price, there is a short-term shortage 
of properties, equal to the distance between Q* and Q1• In this case 
the people who are already renting accommodation are receiving a 
subsidy equal to R* minus R1 • However those who are willing and 
able to rent accommodation at this new lower price do not receive the 
subsidy and need to look for accommodation elsewhere. The repercus­
sions over the long term are more serious since landlords have more 
time to respond to the smaller profit margins that arise from the imple­
mentation of the rent ceiling. Specifically, there are two potential out­
comes: 
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Figure 3.9 Economic analysis of rent control 

• The quality of the private rented stock of accommodation will de­
teriorate as landlords are forced to economise on maintenance costs. 
Indeed some properties become uninhabitable due to a lack of 
general repair. 

• Lower profit margins may encourage landlords to sell their proper­
ties to the owner-occupied sector. This outcome can be seen in 
Figure 3.9, where the long-run reduction in the private rented stock 
is represented by the distance Q* minus Q2• The overall deficit of 
private rented houses is Q1 minus Q2 • 

These outcomes have been be magnified by a general trend of indi­
viduals seeking to buy their own property, an aspiration encouraged 
by the preferential measures offered by governments of all persuasions 
to home owners (for example tax relief on mortgages), and the avail­
ability of subsidised rents for tenants of local authority rented accom­
modation. 

As stated above, at the beginning of the First World War almost nine 
out of ten properties in Britain were rented. By the mid 1960s this 
figure had fallen to one in four and by the early 1980s, one in ten. 
Currently 1.93 million households rent from the private sector (Carey, 
1995). This reflects the fact that the dice are loaded against the private 
landlord. Although rent control was initially introduced to counter war 
profiteering, limited financial returns and the general feeling of uncer­
tainty about what the government may or may not do in the future, for 
example with respect to statutes affecting security of tenure, it has done 
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nothing to promote stability in the private rented sector of the housing 
market, nor to encourage new lettings. Furthermore, the fact that the 
stock of private rented accommodation, albeit subsidised, has dimin­
ished rapidly implies that rent controls cannot be viewed as a univer­
sal antipoverty measure. 

Externalities 

So far, our perception of the market is one in which self-interested 
individuals interact with each other in a way that leads to resources 
being put to their most profitable use. By definition, this outcome is 
assumed to be the most desirable for society as a whole. However, 
there are many circumstances in which the actions of consumers and 
producers operating in a market situation impinge on what we might 
term 'innocent bystanders', in other words people who played no part 
in arriving at the original decision. In some cases this knock-on effect 
may be desirable for an affected third party, whereas in others it may 
be detrimental. Both situations, whether desirable or undesirable, are 
referred to by economists as externalities and these usually necessitate 
some form of government action. The aim of this section is to look 
more precisely at what economists mean when they refer to externali­
ties and to assess the role of government in externality situations. 

When discussing externalities, economists refer to two types of cost 
and benefit. The cost of an action undertaken by a particular decision 
maker is known as a private cost. When a person buys a good or 
service the private cost is the price of the commodity in question, 
together with any associated expenses incurred while the product is 
being used. By definition, an individual will only contemplate buying 
a good or service if its cost is less than or equal to the value of the 
utility he or she ascribes to it. In contrast the cost incurred by every­
one else in society from that person's decision to consume the good or 
service is referred to as the social cost. Since, by definition, the deci­
sion maker is also part of society, his or her private costs are also 
included in any calculation of social costs. 

It should be recognised that the magnitude of any social costs that 
may arise from an individual's action are not simply a function of the 
number of people affected. For example, if someone in a hurry drives 
recklessly and knocks over a pedestrian, then the (social) cost could 
be very high for the injured person and his or her immediate family 
and friends. In contrast a noisy personal stereo being played on a bus 
may affect many more people but the cost, in terms of their discom­
fort, is significantly lower than that of the accident victim. 

The activities in which we engage can also generate utility or ben­
efits. Benefits that accrue directly to the individual are known as pri-
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vate benefits whereas those that are also enjoyed by society as a whole 
(including the individual decision maker) are known as social benefits. 

When externalities arise from the activities of individuals or house­
holds they are usually referred to as external economies of consump­
tion or external diseconomies of consumption, depending on whether 
the outcomes are desirable or undesirable, respectively, for the rest of 
society. Similarly, when externality situations arise from the activities 
of firms, the terms used by economists are external economies of pro­
duction (when society also benefits from a firm's actions) and external 
diseconomies of production (when society incurs a cost from a firm's 
actions). Let us consider some examples of each type of externality, 
commencing with those that arise from individual consumption. 

Housing markets provide a number of examples by which we can 
illustrate the externality principal. Many people, particularly those who 
are owner-occupiers, choose to keep their houses in good repair. After 
all, if they are allowed to deteriorate they will command a lower mar­
ket price when the time comes to sell. Thus the benefit from such 
action accrues directly to the householders in question. However, every­
one else on the street will also benefit indirectly from such behaviour 
since the neighbourhood as a whole will have a general look of being 
in a good state of repair and visually pleasing. Thus each person's 
individual actions help to maintain property values collectively as well. 
This is an example of an external economy of consumption. The same 
argument can be put forward in the case of people who choose to 
keep their gardens weed-free. Although the most immediate benefit of 
a well-kept garden is experienced by the householder, others benefit 
too, perhaps in terms of the effort needed to keep down the weeds in 
their own gardens or, where fences permit, the opportunity to see a 
visually pleasing garden when walking buy. 

However individual actions can have a detrimental effect on others. 
Take the example of a vandal. The monetary cost of his or her de­
structive behaviour may be quite small - the price of a can of spray­
paint, a hammer or a screwdriver - while the personal benefits he or 
she derives may be significant, whether in terms of enjoying the act of 
destruction or defying the authorities, and therefore it is a rational activity 
from the point of view of that person. However a potentially large 
social cost may be borne by others, for example an increase in local 
taxation, a decline in property values, a reduction in the quality of 
civic amenities and even an increase in fear if the vandal also gains a 
reputation for violence. 

As we have already noted, externalities also arise from the everyday 
activities of firms or industries. External economies of production can 
arise if firms provide a general training programme for their employees. 
Although the company providing the training receives the immediate 
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(private) benefit of its employees having the necessary skills to carry 
out their jobs properly, others stand to gain as well. First, the newly 
trained worker is now more occupationally mobile and therefore feels 
more secure. Second, other companies benefit if these trained workers 
move on to take up jobs with them. Although some of the skills may 
be specific to the firm in question, for example those relating to estab­
lished work practices, others may be more transferable. Where general 
skills are required for a job - for example bricklaying, plastering or 
being licenced to drive a heavy goods vehicle - firms may not be 
willing to provide training unless the worker makes a financial contri­
bution. This may be in terms of some sort of apprenticeship scheme, 
where the apprentice receives very little remuneration during a pre­
scribed period of training in a particular firm, or in terms of the worker 
incurring the full costs of acquiring a particular set of skills through an 
outside institution before he or she can apply for a particular job. In­
deed some firms may find that they do not need to have a comprehen­
sive training programme and can operate quite successfully by advertising 
for the skills they need or even 'head-hunting' particular workers. 

On the other hand firms are often guilty of generating significant 
social costs in excess of the private costs they generate. The most ob­
vious example is pollution. Very few weeks go by without the media 
informing us of instances of firms discharging toxic substances into 
lakes, rivers and streams and hence reducing their recreational value. 
Similarly the emission into the atmosphere of sulphur dioxide (S02) 

and nitrogen dioxide (N02) following some industrial processes can 
eventually resulting acid rain falling on forests and into lakes, leading 
to the death of trees, fish and other aquatic organisms, as well as the 
chemical erosion of buildings, statues and other monuments. 

In the absence of a mechanism to encourage economic agents to 
take full account of the social costs or benefits that emerge from their 
activities, any decisions they make are likely to reflect only their pri­
vate costs and benefits. We would therefore expect that consumption 
or production behaviour that generates desirable externalties will be in 
short supply from a social point of view while activities that lead to 
undesirable externalties will abound. This proposition, together with 
an alternative perspective of the externality concept, is set out in Fig­
ures 3.10 and 3.11. The discussion here is set in the context of a 
firm's activities, though the analysis can be applied equally to the case 
of an individual or household. 

Figure 3.10 defines a desirable externality situation. In each diagram, 
the horizontal (x) axis measures units of the firm's output whereas the 
vertical (y) axis is calibrated in pounds sterling. It can be seen that 
three lines have been drawn. The first, denoted MPB, represents the 
marginal private benefits the firm accrues as its output increases, that 
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Figure 3.10 A desirable externality 

is, the revenue it can obtain from selling successive units to the market. 
The second line, labelled MPC, measures the marginal private cost the 
firm incurs as successive units of production take place. For simplicity 
it is assumed that this cost is constant. The final line, denoted MSB, 
measures the social benefits that accrue from the firm's activities. Since 
we are analysing a situation of a desirable externality, the MSB curve 
lies outside and to the right of the MPB curve. In other words, for 
each unit of output the social benefits exceed the private benefits. 

If the firm only takes its own (private) costs and benefits into ac­
count and its objective is to maximise profits, then the rational level of 
output is where the MPB and MPC curves intersect, namely at Q*. For 
units of output between 0 and Q*, benefits (revenue) are in excess of 
cost and therefore their production is desirable. For output beyond Q* 
the marginal cost of output exceeds the private benefit received. In 
other words, the firm incurs a loss on each unit of output beyond Q*. 
The value of the profit (revenue minus costs) the firm receives from 
producing Q* units is equal to the triangle ABC. However the MSB 
curve tells us that the firm's activities also have a social desirable im­
plication. Ignoring the possibility of social costs for the time being, it 
can be seen that the socially desirable stopping point for the firm in 
question would be Q**. This is where the marginal social benefit curve 
intersects the marginal private cost curve. However, as we have al­
ready seen, there is no incentive for the firm to produce output be­
yond Q*, even though a net social benefit will emerge for outputs up 
to the point Q**. 
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Figure 3.11 An undesirable externality 

A similar but opposite argument can be put forward in the case of 
the undesirable externality. This is depicted in Figure 3.11. The MPC 
and MPB lines play the same role as they did in Figure 3.1 0, measur­
ing the private costs and benefits for a firm as its output changes. 
However in Figure 3.11 a social cost curve (MSC) replaces the MSB 
curve. This has been drawn to represent an assumption that for each 
unit of output a social cost is imposed in excess of the private cost 
incurred by the firm. In this example it has been assumed that this 
social cost increases with output. As before, the profit maximising firm, 
taking its own benefits and costs into account, will produce output up 
to the point Q*. However at this point the costs to society exceed the 
private cost. From society's point of view it would be desirable for the 
firm to curtail its output from Q* to Q', the point at which marginal 
private benefits are equal to marginal social costs. As before, however, 
there is no reason why this should happen. 

This analysis suggests that if the market is unable to generate so­
cially desirable outcomes, then some form of government intervention 
is needed. Three basic options exist: regulation, subsidy or taxation 
and education. The viability of each of these measures depends on 
whether we are dealing with a desirable or an undesirable externality 
situation. Regulation is normally associated with the latter, in other 
words firms or individuals are forced to reduce the social cost of their 
activities. There are numerous examples of this type of approach. The 
need to obtain planning permission before building work can start is 
an obvious example. This applies equally to householders wishing to 
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extend their properties, and firms, wishing to build new housing es­
tates, factories or office blocks. Indeed without such regulations the 
skylines of villages, towns and cities would be determined by the profit­
seeking activities of firms. 

Regulations are also employed to protect existing buildings. When 
buildings are of historical interest, either because of their age or some 
unique feature of their construction, they are 'listed' according to their 
significance and are given a 'preservation order'. This means that fea­
tures of the property can only be changed after consultation with the 
Department of National Heritage. In economics terms, this regulation 
maintains a desirable externality, where the building generates social 
benefits in excess of private benefits. 

Regulations may also force firms to change their manner of produc­
tion. For example, if regulations are set to limit the amount of toxic 
discharge into the atmosphere or waterways then firms may be forced 
to adopt 'cleaner technology'. This would not only alter the position 
of the marginal social cost curve, assuming that production now has a 
smaller impact on the environment, but also the position of the mar­
ginal private cost curve since the new technology is likely to impose a 
different cost structure upon the firm. The important feature of any 
regulations that the government or local authorities choose to intro­
duce is that they must be enforceable. Usually this means that such 
regulations have the backing of the law, whereby economic agents 
who contravene them can be taken to court and, if found guilty, be 
fined or even imprisoned. 

The second approach that the government may choose to adopt in 
the face of externalities is the use of taxes or subsidies. Where the 
externality generates a social benefit in excess of the private one, a 
subsidy is required such that the unit cost of consumption is reduced. 
Through the reduction in price, the firm or individual is encouraged to 
expand its activities or consumption to the socially optimal level. In 
the case of the situation depicted in Figure 3.10 the subsidy needs to 
be equal to the difference between P* and P'. When the externality 
generates a social cost in excess of the private costs then the policy 
option is to levy a tax in order to raise the price of consumption or the 
price of the activity in question. If we use Figure 3.11 as our example, 
the level of the tax would need to be equal to the difference between 
P" and P*. The main problem with the subsidy/tax solution is that it 
assumes that the authorities in question are aware of the precise posi­
tion of the marginal private benefit or marginal private cost curves. If 
their understanding is incorrect, then a socially optimal level of activity 
or consumption will not result. 

Historically, governments have preferred to use regulation as a means 
of correcting externality situations as opposed to the taxation/subsidy 
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option. An example of the latter approach is the tax levied on petrol 
and cigarettes. In the former case, different rates are levied in order to 
encourage motorists to use unleaded petrol rather than the less envi­
ronmentally friendly leaded alternative. However, in the smoking case 
sceptics would argue that the full cost of the externality is not taken 
account of, due to the contribution cigarette sales make to government 
revenue. It might also be argued that the preferential tax treatment and 
subsidies afforded to firms that are prepared to set up in areas of high 
unemployment is also an example of the government responding to an 
externality situation. In this case the externality arises from the fact 
that the firm's decision to locate itself in a 'depressed area' will help 
to reduce unemployment, increase incomes within the locality and 
ultimately encourage further investment in the area. 

The third and final option the authorities can adopt is to 'educate' 
economic agents about the desirability of taking greater account of the 
social implications of their activities. If totally successful this would 
result in the marginal private cost or benefit curves coinciding with 
their social counterparts. An example of such an approach is that taken 
by the Health Education Authority, which tries to encourage us to take 
more exercise and put more thought into the type of food we eat. Of 
course the main problem with this is that many people are set in their 
ways and do not respond to such information. As a consequence the 
authorities have had to supplement this approach with a subsidy sys­
tem that allows people to exercise at their local sports centre at a 
subsidised price. 

The analysis to date has identified externality situations in terms of 
clear-cut outcomes: either good or bad. In reality economic activity 
can simultaneously generate both social costs and social benefits. In 
other words, the technology that is used to produce a particular output 
of a firm may be costly from an environmental point of view (a social 
cost) yet the product may be highly desirable to its consumers (a so­
cial benefit). In such circumstances we may define the socially optimal 
point in terms of the intersection point between the marginal social 
cost curve and the marginal social benefit curve. This is illustrated in 
Figure 3.12. The notation used is identical to that adopted in the pre­
vious two figures. 

If the decision to produce had been defined purely in terms of a 
firm's private costs and benefits, output would be at Q*. However it 
can be seen that there is both a social cost and a social benefit, that 
the MSC and MSB curves intersect at an output greater than Q*, namely 
Q'. In such a case the role of government is to encourage production, 
perhaps through some form of subsidy. However, had the production 
process generated relatively higher social costs due to its impact on 
the environment, then the government would need to intervene in or-
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Figure 3.12 Socially optimal output 

der to curtail output or force the firm to adopt an alternative technology 
with lower social costs. 

Land use: the case for market intervention 

Traditionally, building and construction activity has been subject to a 
high degree of market intervention, reflecting the belief that an unbri­
dled market may result in undesirable outcomes. The supply of land is 
not infinite and this scarce resource is subject to a variety of compet­
ing demands: housing, business, schools, agriculture, roads/rail, leisure 
and so on. In order to coordinate these competing demands, land use 
is subject to a comprehensive system of tiered controls. National and 
regional guidance is provided by the Department of the Environment 
(England), The Scottish Office, The Welsh Office and the Department 
of the Environment for Northern Ireland. Below this, responsibility is 
devolved to county councils (or regional councils in Scotland), which 
produce 'structure plans' that define broad policies for land use within 
their area, and district councils, which produce more detailed devel­
opment plans within the context of the relevant structure plan. In metro­
politan areas, 'unitary development plans' are established for each 
administrative area by the borough and district councils. A proposed 
development that is consistent with existing plans is given 'planning 
permission'. 
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The advantages of imposing such regulations relate to one or both of 
two basic arguments. The first relates to the need to protect society 
from the activities of opportunistic firms and individuals. The second 
reason is paternalistic in nature and reflects the belief that people are 
not necessarily the best judges of their own welfare. In contrast, the 
main economic arguments against planning controls revolves around 
the degree to which they inhibit progress and curb enterprise. Specifi­
cally, if it is accepted that some sort of planning system is necessary, 
then a trade-off situation emerges. If plans and standards are enforced 
rigidly, there is a danger that they may not be appropriate in indi­
vidual cases and therefore the system becomes perceived as inflexible. 
In contrast, if it is accepted that developments are individual in nature 
and merit case-by-case evaluation with respect to their wider implica­
tions, then the planning process becomes cumbersome and developers 
become frustrated by delays. This may be further exacerbated if a pub­
lic inquiry is called to debate the implications of draft plans and re­
solve any objections that have arisen. In Britain the latter approach is 
favoured. Despite the inevitable delays a planning system causes, the 
following points can be made. 

First, the need for developers to submit plans in advance ensures 
that the activities of individual operators can be coordinated and evaluated 
in the context of each other so that development is balanced accord­
ing to the needs of the population. 

Second, the existence of planning regulations and building standards 
ensures that the welfare of society is not put at risk for the sake of a 
quick profit. For example, such standards ensure that buildings are properly 
ventilated and safe to use. Furthermore, they ensure that the character 
of historic properties/sites is not destroyed through 'unsympathetic' de­
velopment. Historic buildings are 'listed' according to their perceived 
significance. 

Third, unbridled market activity may lead to a contraction in the 
amount of 'green space' and other amenities that are available to the 
general public, or to the decline of a particular location for both present 
and future generations. Planning permission may only be given if it is 
agreed that certain amenities will be provided, for example parkland, 
access roads, community centres and so on. Indeed proposals that are 
likely to have spillover effects on the environment must be accompa­
nied by an environmental impact assessment (see Chapter 4). This 
document not only has to identify the likely environmental effects of 
the proposal but also the measures that will be taken to counteract 
them. Copies are sent to the Countryside Commission and English Nature 
for comment. 

Fourth, incomplete information may prevent consumers from making 
rational choices. As we have already seen, the amount of knowledge 
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consumers bring to a marketplace depends in part on the experiences 
they have. In the case of buying everyday household items, many of 
us may be considered 'experts', particularly in terms of what is a 'good 
buy' and what is not. However, when buying a house our knowledge 
is very limited due the infrequency with which we enter the market. 
Thus a company may be prevented from building cheap residential 
properties near a wasteland site because its potential clientele are likely 
to underestimate the future cost of the nuisance associated with the 
adjoining land. 

Finally, there is a need to define the extent to which people have 
rights over land and property, otherwise it will be possible for indi­
viduals or groups of individuals to benefit greatly at the expense of the 
rest of society. For example, a person may decide to erect an unsightly 
extension to his or her property. Although this will generate private 
benefits and add to the value of the property, its existence will detract 
from the value of everyone else's property. In such cases consumers 
are bound by a whole range of standards, ranging from the size of the 
extension, to its position and the materials used to construct it. Another 
scenario is that ownership of a particular piece of land or property 
may enable individuals to exploit monopolistic power and hold society 
to ransom. For example a particular council may decided that it is 
socially desirable for a particular facility to be built. If an individual 
owns the land that would provide access to it, then she or he could 
extract a large sum of money from the local authority or even prevent 
the work from taking place. In this case the local authority can place 
a compulsory purchase order on the affected land, whereby the owner 
is paid a 'fair' market price rather than a price that reflects a large 
'monopoly profit'. 

A related issue - the existence of merit goods and merit bads 

Nowadays a complex set of rules and regulations exist to ensure that 
the products we buy are of merchantable quality and that the cus­
tomer is not misled about a product's qualities. Indeed a good reputa­
tion is essential if a firm is to survive in a highly competitive market. 
Nevertheless, when entering the market the rule of the game is caveat 
emptor. In other words, despite the existence of safeguards it is up to 
the individual to weigh up the pros and cons associated with buying 
or selling a particular commodity. Indeed, as we have already seen, 
elementary demand theory assumes that individuals are sufficiently rational 
to be able to make highly informed purchasing decisions. However it 
is all too apparent that, in real life, individuals accumulate a limited 
amount of knowledge about the consequences of certain actions. Fur­
thermore they are likely to place an inappropriate degree of emphasis 
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on the relative importance of the information at their disposal. The 
market system will not be perceived as 'failing' in the economic sense 
even if we consistently make injudicious purchases, for example spend 
too much on fatty foods and consume insufficient amounts of dietary 
fibre. However the government, in its paternalistic role, does take an 
interest in the consumption of some goods and services. Indeed it may 
even modify our behaviour by force. The need for intervention can 
arise for two reasons. Firstly, many people take no heed of any warn­
ings issued. For example many children would not engage in active 
exercise unless they were forced to at school, preferring to watch TV 
or play video games. Secondly, individuals may under-consume cer­
tain commodities because they have insufficient income to purchase 
what is deemed to be the appropriate amount of a good or service. 
Examples of this type of commodity abound in the social policy litera­
ture and include health care, education and pension provision. Collec­
tively these items are known as merit goods. Which goods and services 
fall explicitly into this category depends ultimately on the paternalistic 
opinion of others. It should be noted that there also exist a set of 
products known as merit bads, whose consumption is discouraged or 
even prohibited by the authorities. An example of the former is ciga­
rettes and of the latter, illegal drugs. 

It should already be clear that merit goods and merit bads are also 
commodities that form the basis of the general externality literature. 
For example education is cited frequently by commentators as an ex­
ample of a commodity that generates both private and social benefits 
since it not only enhances the individual but also contributes directly 
to the performance of the economy. Thus parents are required by law 
to send their children to school between the ages of five and sixteen 
and students are subsequently encouraged to obtain further qualifica­
tions, either academic or practical. Hence the need for market inter­
vention in the case of merit goods (or merit bads) can be analysed 
formally in terms of the externality diagrams identified earlier. 

Private goods and public goods 

Our discussion of externalities argued a case for the authorities to play 
a role in deciding individual and overall consumption of goods and 
services that can result in uncompensated spillover effects. On one 
hand, the consumption of goods and services that are deemed to be 
socially desirable should be promoted through rule of law, price sub­
sidy or public education. When the effects of consumption are seen to 
be predominantly adverse, the authorities will feel justified in discour­
aging or even prohibiting consumption. The aim of this section is to 
consider a special type of product that generates desirable effects. This 



Markets and Market Failure 79 

is known as the public good. Strictly speaking, public goods are com­
modities whose consumption by one person does not detract from the 
quality of consumption by anyone else. Public goods can be contrasted 
with private goods, whose consumption is person specific and can be 
denied to others. However, for reasons that will be discussed below, 
while the characteristics of private goods enables them to be bought 
and sold within the market (though private goods may lead to exter­
nality situations), the production of public goods does not. As a result, 
public goods are usually supplied by government and financed out of 
taxation. The aim of this sub-section is to look more closely at the 
concept of the public good as a generator of a special type of exter­
nality effect. To begin, the analysis will draw a more specific distinc­
tion between private goods and public goods. 

Private goods 

Private goods are assumed to possess two main characteristics, rivalry 
and excludability. Rivalry means that for any given unit of a commod­
ity, one person's consumption is at the expense of another person. For 
example two people cannot consume the exactly the same pint of beer 
or use the same shovel at exactly the same time. Excludability means 
that if a person owns a particular commodity, he or she has the right 
to prevent any other person from using it. As we have already seen, all 
goods and services are scarce to varying degrees and hence rationed 
by price. For commodities that command a relatively low price, rivalry 
and excludability is not a problem since there is usually enough to go 
round. However when products are highly desirable and carry a high 
price, rivalry and excludability become more noticeable. In some cases 
this may simply generate envy and may even result in theft. More 
seriously, in the case of a major famine, one person's consumption 
may well condemn another to death. 

Examples of private goods produced by the construction industry include 
the building, repair and maintenance of houses, both private and pub­
lic sector, together with construction work associated with industrial 
and commercial activity. 

Public goods 

Basically the characteristics of public goods are opposite to those of 
private goods, namely non-rivalry and non-excludability. Non-rivalry 
means that one person's consumption of a good or service does not 
prevent someone else from consuming it. Non-excludability means that 
one person cannot prevent another from consuming the product in 
question. For example we may define a nice piece of scenery as a 
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non-excludable public good. One person's appreciation of it does not 
prevent another person's enjoyment. If a commodity is able to meet all 
the criteria of non-rivalry and non-excludability, it may be defined as 
a pure public good. However, as readers may have already realised, it 
is difficult to think of examples of pure public goods. Strictly speaking, 
many examples of public goods are in fact quasi public goods. Return­
ing to the example of a person appreciating the scenery, as long as 
there are few onlookers the problem of rivalry is unlikely to be signifi­
cant. However, if too many people view the scene simultaneously, 
then crowding may lead to one person's enjoyment of the view de­
tracting from that of others around him or her. 

A similar issue arises in the case of access to the emergency ser­
vices. Although these have clear public good attributes, for example 
the peace of mind they provide to a great many people and the fact 
that no one is denied the opportunity to receive these services, geo­
graphical location means that individuals are bound to receive a slightly 
different service. Furthermore, during periods of high demand there is 
the possibility of rivalry if the resources of one or more of the emer­
gency services are already being used by other people. 

The demand for public goods 

That public goods and quasi public goods are able to provide simulta­
neous benefits to a large number of individuals brings about a prob­
lem. Specifically, if people who pay to consume the good or service 
are unable to exclude others from consuming it, there is an incentive 
to free ride. At the extreme, if everyone who values the public good in 
question decides to wait for someone else to buy it, it will never be 
bought despite the fact that the public good is valued by the abstain­
ers. This free rider problem is the reason why there needs to be col­
lective provision, financed through taxation. This will prevent the 
undersupply of a good that is socially desirable. To illustrate these 
points, let us use the example of streetlighting, a service that is charac­
terised by collective provision. 

Streetlighting generates a number of benefits. The most obvious are 
the added visibility it provides to pedestrians and motorists, and the 
security that well-lit areas provide to local residents. For any given 
road the people who place the highest value on the lighting are those 
who use that road the most, for example the local residents. People 
who use a road or network of roads infrequently will place a lower 
value on the existence of lights in that locality. For example a person 
living and working in a city may only place a value on streetlighting 
in a nearby village if he or she is going to pass through it. This scen­
ario is depicted in Figure 3.13. 
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Units of a public good 

Figure 3. 7 3 Demand for a public good 

In Figure 3.13, demand curves d1 and d2 denote the demand for 
streetlighting by two different householders in the village (of course 
there may be tens, hundreds or thousands of these demand curves, but 
we shall just consider two for simplicity). It can be seen that house­
holders characterised by d1 have different preferences with respect to 
streetlighting than householders depicted by d2 • Demand curve d3 on 
the other hand depicts the demand for streetlighting by someone who 
lives nearby but passes infrequently through the village. If streetlighting 
was a private good, we could calculate the market demand curve by 
summing horizontally the three individual demand curves such that 
the quantity demanded at· any given price would increase as more 
people decided to consume the product. However streetlighting is a 
public good whose attributes, with respect to visibility, are not dimin­
ished as more people use the road. Thus we are interested in the total 
amount of money consumers are willing to pay for each unit of the 
service. This can be determined by summing the demand curves verti­
cally rather than horizontally. This overall demand curve intersects with 
the supply curve at P* Q*. In other words, total willingness to pay for 
Q* units of street lighting is P* (the sum of p1 and p2). It should be 
noted that the individual characterised by demand curve d3 is not will­
ing to pay for this level of service. Nevertheless, through collective 
responsibility, everyone who benefits directly from the commodity in 
question makes some contribution towards its provision. Equity 
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considerations may result in low-income households making a smaller 
contribution to the service than higher-income households. 

At this point it should be noted that not all infrastructure spending is 
concerned with the provision of (quasi) public goods, according to the 
economist's strict definition of the term. For example construction ac­
tivity relating to such infrastructure items as railways, harbours, the 
national grid, airports, communications and water supply relates di­
rectly to the provision of private goods since it is possible for individ­
uals to be denied the opportunity to consume the product in question. 
Infrastructure spending directed towards the development and upkeep 
of the road network does however fall into the public good category 
(though, should tolls ever be introduced, for revenue reasons or in 
order to compensate for the negative environmental externalities that 
arise from car travel, many major roads will also assume the charac­
teristics of a private good). Nevertheless rivalry can still emerge when 
cars are competing for space at peak periods of the day/week/year, 
hence even roads are quasi public goods rather than pure public goods. 

In 1993 expenditure on roads amounted to £1951 million, having 
peaked in 1991 at £2102 million. Since 1983 expenditure on roads as 
a percentage of all new work has risen, from 6.9 per cent to 8.3 per 
cent. However, as a percentage of all new infrastructure expenditure 
the figure has fallen from 44 per cent to 35.9 per cent (Housing and 
Construction Statistics, 1983-93, p. 27). 

With the economy as well as the building industry experiencing re­
cession during the 1990s, the government has attempted to use road 
building as a means of providing a stimulus to the construction indus­
try, as well as its more publicised aim of removing heavy traffic from 
minor roads. However the construction industry should not see such 
expenditure as a panacea for the problems it now faces. Not only are 
these monies sensitive to government attempts to contain public ex­
penditure, but they will also be a pawn in the run-up to the next 
general election. Major road widening schemes, such as those pro­
posed for the M25, may be incompatible with the government's desire 
to compete on a the 'green ticket' and may even be overturned should 
a change of government occur. 



4 The Economic Evaluation 
of Construction Projects 

INTRODUCTION 

A central theme explored in Chapter 3 was the possibility that without 
government intervention, some markets may not function properly with 
respect to certain qualitative and quantitative criteria. Many of these 
market failures were seen to emerge for two basic reasons: (1) because 
many individuals do not always have all the information they need to 
make a rational decision, and (2) economic agents are more likely to 
calculate private costs and benefits when considering a particular ac­
tion, rather than the wider social costs and benefits that may arise. It 
is usually expected that public bodies such as government departments 
or local authorities will take a broader perspective when committing 
themselves to a spending programme so as to ensure that public re­
sources are directed towards investments that generate the largest net 
gain in social benefit. One appraisal method that provides a broad 
insight into the social gains and losses that could arise from particular 
projects is what economists refer to as cost-benefit analysis. 

Cost-benefit analysis (CBA) is one of a number of techniques that 
provide a framework within which decision makers can evaluate the 
implications of a particular project. The aim of the approach is, where 
possible, to put a monetary value on the benefits expected to arise 
over the lifetime of a given programme of spending and to compare 
this with the costs that are expected to be incurred. If expected ben­
efits exceed expected costs, then there is economic justification for the 
programme to go ahead, assuming there are sufficient funds to finance 
it and there are no competing projects with which it compares less 
favourably. An important feature of any cost-benefit study should be 
an explicit appraisal of 'doing nothing', that is, an estimation of the 
costs and benefits that will continue to arise if the status quo is main­
tained and the project in question is not carried out. As we shall see 
shortly, one of the main criticisms of CBA is that it often calls upon 
the economist or other professional to 'quantify the unquantifiable', in 
other words to put into monetary terms the value of all the inputs and 
outputs of a given project, even if they are not traded explicitly in a 
market. 

The aim of this chapter is to identify and analyse some of the main 
problems that can arise when a CBA is undertaken, focusing in particular 
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on the economic implications of road building. Indeed an appraisal of 
the proposed M1 link between London and Birmingham was the first 
major example of a CBA being used to evaluate a public investment 
programme in the UK,1 though in fact the study was too late to influ­
ence the decision to build the motorway. The government continues to 
see road building and road maintenance as an important means of 
promoting economic growth and prosperity. Indeed the country's trunk 
road and motorway network is currently being expanded in order to 
keep pace with the rapid growth in journeys taken in motorised trans­
port. However, although this activity has provided a welcome boost to 
a recession-hit construction industry, it has also made the industry vul­
nerable to policy U-turns, for example when the government made 
expenditure cuts in 1994-5. 

The discussion is to be organised as follows. First, following a brief 
overview of the history of CBA, we shall identify a subset of other 
evaluation techniques that fall under the general umbrella of CBA. Second, 
the analysis will consider how economists and surveyors, amongst others, 
use a process known as discounting to take account of the fact that 
the costs and benefits of a given project usually accrue over a period 
of time, rather than at a single, distinct point in time. The third stage 
of the discussion will consider how the results of a CBA can be pre­
sented. Finally, having considered these general issues, the discussion 
will focus explicitly on how the government evaluates the costs and 
benefits that accrue from road building. This is not only relevant to 
many readers of this book, but also provides an opportunity to discuss 
more fully some of the problems the economist has to confront in 
transport-based appraisals as well as in many other CBAs, the most 
contentious of which is the valuation of life itself. 

COST -BENEFIT ANALYSIS 

Much of the theory that underpins CBA dates back to the nineteenth 
century (for example Dupuit, 1844). However its practical implications 
only became obvious when governments began to play an active role 
in the resource allocation process during the latter half of the twenti­
eth century. Whereas attempts to use cost-benefit criteria can be ident­
ified in US water legislation during the 1930s, it took until the 1960s 
for the technique to become widely accepted in Britain.2 As CBA be­
came more popular and was applied to an ever-increasing variety of 
situations, the controversy surrounding it increased, particularly when 
it required researchers to place values on unpriced commodities. 

CBA has tended to be used when conducting major appraisals, such 
as for a new motorway, rather than for individual building projects. 
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Exceptions are those undertaken by the Department of the Environ­
ment: first in 1971 within an evaluation of the costs and benefits asso­
ciated with air-conditioned open-plan offices and with traditional cellular 
offices without air conditioning (see Seeley, 1983, pp. 285-6), and 
second in 1978 when it put forward a CBA framework to assist local 
authorities in their evaluation of alternative housing renewal schemes. 
Perhaps the most contentious area of cost-benefit study has been the 
evaluation of surgical procedures and health-care policies. As cost­
benefit techniques have been applied to an ever-widening set of cir­
cumstances, so too have the categories of economic evaluation that 
can be identified. Three of the most common are discussed briefly 
below. 

Cost-effectiveness analysis (CEA) 

This is a technique that can be used when decision makers have al­
ready accepted the need for a particular objective but remain uncer­
tain as to the best way of achieving it. For example it may agreed that 
a bridge needs to be built, but the question remains of the economic 
implications of the most appropriate bridge design. It is therefore a 
less stringent form of appraisal since, unlike a full CBA, it does not 
require all costs and benefits to be put into monetary terms. Further­
more, since the policy objective has already been accepted, there is 
less need to evaluate the 'do nothing' option. Classic CEAs are found 
in the controversial field of medical appraisal, where doubt often rests 
on the most cost-effective way of treating a particular illness rather 
than on whether it should be treated at all. For example, in the case of 
renal failure, CEA can be used to identify how scarce resources should 
be allocated between dialysis facilities (home and hospital) and trans­
plants. These are substitute as well as complementary treatments since 
people waiting for a transplant will, by definition, need dialysis while 
waiting for a donor organ. 

Risk-benefit analysis (RBA) 

As its name suggests, RBA is used when a project is associated with a 
'risky' outcome. The framework differs from that of a CEA since the 
approach explicitly considers the costs and benefits of 'doing nothing'. 
For example an RBA could be undertaken to consider the implications 
of not building a road to bypass a village that is increasingly being 
used as a through-route by heavy goods vehicles. The benefits of 'do­
ing nothing' are the costs that are not incurred if the road building is 
not undertaken. In contrast the risks, and hence potential costs, are the 
accidents that are likely to result from an increasing number of heavy 
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vehicles using a narrow stretch of road. This may be in terms of costs 
to property, together with any injuries or loss of life that may occur 
(how economists have confronted questions appertaining to injury and 
the loss of life is treated as a separate topic in this chapter). Some 
outcomes can be ascribed feasible probabilities when sufficient evi­
dence is available. However, if we were to undertake an RBA of Brit­
ish nuclear power stations, this approach would be less easy to justify 
due to the vast cost that could arise from an accident and the math­
ematically small probability of an accident taking place. 

Environmental impact assessment (EIA) 

The aim of an EIA is to identify the environmental implications of a 
particular policy action or spending programme, both desirable and 
undesirable. The environmental implications of 'doing nothing' and the 
different ways of achieving a particular policy objective may then be 
compared, either directly or through some sort of ranking system. How­
ever, since it may not be possible to put a monetary value on certain 
environmental impacts, it becomes difficult to compare them with variables 
that can. be quantified explicitly in monetary terms. As a result, its policy­
making value may be limited. 

UNDERTAKING A COST-BENEFIT ANALYSIS 

For the remainder of this chapter the discussion will focus on the broader 
issues that arise when undertaking a CBA. However, questions that 
arise when considering more specific forms of economic appraisal, such 
as the CEA, will also be addressed. 

Discounting 

One of the problems economists face when carrying out an economic 
appraisal, either within the private sector or within the public domain, 
is the fact that the costs and benefits associated with a project rarely 
occur within a short, discrete time period. More realistically, we would 
expect that not only will a stream of costs and benefits emerge over a 
number of years, but also that they will be unevenly distributed over 
this period. The problem exists because most economic agents, whether 
householders or captains of industry, exhibit a time preference for the 
costs they incur and the benefits they receive. In particular it is reason­
able to expect that a typical individual will prefer to receive a sum of 
money today rather than tomorrow, whereas he or she would rather 
delay making a payment for as long as possible. This behaviour arises 



Economic Evaluation of Construction Projects 87 

because of the possibility of investing money in interest-bearing bank 
or building society accounts. For example, the longer a payment can 
be delayed, the more the interest that will accrue from that sum of 
money. Thus it may be argued that a CBA should incorporate this 
possibility when costs and benefits are being compared. The best way 
of demonstrating how economists can circumvent this problem is to 
consider the scenario of an individual being paid interest on a bank 
deposit. 

For simplicity, let us assume that a person has £100 and that all 
financial institutions offer investors a basic interest rate of 10 per cent. 
This means that if the £100 is invested for one year, £10 interest will 
paid and the individual will have £110 at the end of the year. If the 
£110 were to be invested for a further year at the same rate of interest, 
then a further £11 would accrue {1 0 per cent of £11 0) and the indi­
vidual would have £121 at his or her disposal at the end of the two­
year period. Thus if the person in question was offered £100 now or 
£100 in two years' time, he or she would be expected to prefer the 
former to the latter since the money could be invested and a further 
£21 earned in interest. In contrast, were the offer to be £1 00 now or 
£150 in two years' time, then the latter would be the more attractive 
option. The formula used to calculate the future value {f) of a present 
sum of money {P) is as follows: 

F = P (1 + r)" {4.1) 

where r denotes the prevailing rate of interest and n measures the 
number of periods under consideration {years in this case). 

Taking our previous example of £100 invested for one year at an 
interest rate of 10 per cent {thus r = 0.1 and n = 1 ), we may substi­
tute into Equation 4.1 the following values: 

F = £100 {1 + 0.1)1 = £100 {1.1) = £110 

Similarly, £100 invested over a two-year period would be: 

F = £100 {1 + 0.1)2 = £100 {1.1)2 = £100 {1.21) = £121 

Indeed using this formula, we can calculate the future value of any 
sum of money at any rate of interest we choose. To illustrate, let us 
assume that we have been asked to estimate the value of £250 in 
eight years' time at a fixed interest rate of 7 per cent. Substituting this 
information into Equation 4.1 we have: 

F = £250 {1 + 0.07)8 = £250 {1.718) = £429.50 



88 Economics and Construction 

Readers may wish to attempt the following calculations to demonstrate 
to themselves that the principle has been understood fully: 

• the value of £150 in three years' time at an interest rate of 3 per 
cent; 

• the value of £900 in 50 years' time at an interest rate of 6 per 
cent (the answers are £163.80 and £16 578 respectively). 

Having established the basic premise that individuals cannot be ex­
pected to be indifferent between the same sum of money offered in 
two different time periods, we are now in a position to restate the time 
problem in a slightly different way so that it applies directly to the 
question of carrying out an economic appraisal. 

It has already been noted that we should expect the costs of and 
benefits from a given investment to occur over a number of time periods. 
Let us assume we are comparing two projects, A and B, whose costs 
(and timing) are identical in every respect. Let us also assume that the 
nominal value of the benefits that arise are also identical, other than 
the fact that they arise in different time periods: under project A they 
occur within one year whereas for project B they emerge in ten years. 
Intuitively we could argue that project A is the more desirable of the 
two given that it exhibits a return much more quickly. However, we 
need a way of demonstrating this so that a more explicit comparison 
can be made. The process economists use for this is known as dis­
counting. It is an analogous but opposite approach to that used when 
calculating compound interest. In essence the question the discounting 
process answers is 'what is the present value of a future sum of money?' 
In this case the equation we use is: 

P = F I (1 + d)n (4.2) 

where d is the rate of discount. If the calculation is being undertaken 
from the point of view of a private sector firm, d will reflect the alter­
native investment opportunities open to the company in question, re­
flected in the market rate of interest. However, if the appraisal is of a 
public sector investment, then an alternative rate of discount may be 
chosen that reflects a broader set of considerations. This issue will be 
considered shortly. 

In order to illustrate the basic principle of discounting we shall as­
sume that d is equal to the market rate of interest, and for simplicity, 
that this is 10 per cent. Let us also assume that the monetary value of 
the benefits arising from a given investment equal £20 000 and they 
will all emerge in one year's time. If we wish to calculate their present 
value, this figure simply needs to be substituted into Equation 4.2: 
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p = £20 000/(1 + 0.1) = £20,000/1.1 = £18 181 

In other words, the present value of £20 000 made available in one 
year is £18 181. If in contrast the project were to yield the £20 000 
worth of benefits in year two, then we get: 

p = £20 000/(1.1 )2 = £20 000/1.21 = £16 528 

Thus, for the second project, the present value of the benefits is lower, 
even though in nominal terms the two projects are the same. Readers 
wishing to test whether they have fully understood the discounting 
principle may wish to estimate the present value of a £35 000 cost 
occurring in seven years' time (assume d = 10 per cent). (The answer 
obtained should be £17 967.) 

It should be clear by now that the relationship between a sum of 
money in a future time period and its present-day value is totally de­
pendent on the rate of discount used. In financial appraisals, private 
sector attitudes to time preference are indicated by the market rate of 
interest. If an investment must be committed for a large period of time, 
investors will demand a higher rate of interest than if the investment 
was over a short period. Thus investors will choose between long-term 
and short-term investments according to the relative rates of interest 
they will receive. 

However, in the case of public sector investments there is a strong 
possibility that the costs and benefits are likely to emerge over very 
much longer periods of time, and indeed may even have an 
intergenerational dimension. In other words, public policy makers may 
not only be making choices between the present and future consump­
tion of the present population but also between that of present and 
future (unborn) generations. This raises the question of whether the 
discount rate used in public sector appraisals should be the same as 
that used for private sector decision making. If it is felt that the current 
generation should be prepared to make provision for future genera­
tions, then the discount rate used in public sector appraisals should be 
lower than that used in private sector investments. 

It can also be argued that because a portfolio of public sector in­
vestments carries less risk than individual private sector investments, 
the former should be associated with a lower rate of discount. This has 
two interrelated implications. First, if the public sector discount rate is 
'too low', then it may result in too high a rate of public sector in­
vestment, an outcome that may be politically undesirable. Second, 
assuming that there is a limit to the amount of funds available 
for investment generally, then this increase in public sector investment 
would have to be at the expense of private sector investment. This 
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may well result in a sectoral misallocation of resources and a reduc­
tion in societal welfare. 

Thus, based on this opportunity cost argument, public sector projects 
should be evaluated in terms of a test discount rate, which, at the 
margin, ensures equivalence with private sector investment decisions. 
Such a test discount rate (or tdr) would also measure the marginal 
opportunity cost of capital within different sectors of the public sector, 
for example between health and transport programmes. 

The idea that the opportunity cost of public sector investment should 
be seen in terms of the private sector investment precluded by it forms 
the basis of the Treasury's calculations of test discount rates. During the 
1960s these ranged between 8 per cent and 1 0 per cent. However the 
decline in the profit rates of private sector firms has reduced the rate 
of return sought by the private sector and, by definition, reduced the 
opportunity cost of capital. At the time of writing the test discount rate 
stands at 5 per cent. 

Presenting results 

There are a number of different ways in which the results of a CBA 
can be presented. The two simplest approaches will be highlighted 
here. The most frequently cited method is known as the benefit-cost 
ratio (BCR). As its name suggests, it requires the sum of discounted 
benefits and discounted costs to be expressed as a ratio of present 
values, specifically: 

BCR = L present value of total future benefits 
l: present value of total future costs 

(4.3) 

where l: means 'the sum of'. By this criterion, it would not be rational 
to proceed with a project if the BCR assumes a value below unity 
since the discounted benefits will be less than the discounted costs 
incurred. If we are only interested in the outcome of a single project 
as an 'all or nothing' choice, then the cost-benefit ratio is a quick way 
of presenting the outcome of a CBA. However, if a choice is being 
made between several projects, then a simple ranking exercise accord­
ing to the relative size of the associated benefit-cost ratio may lead to 
the wrong selection being made. The reason for this will be consid­
ered shortly. For the time being we shall turn our attention to an alter­
native selection procedure that is more suited to making unambiguous 
comparisons between different projects. We shall then turn to the question 
of why it is superior to the benefit-cost ratio. 

An alternative to the benefit-cost ratio is the net present value (N PV) 
approach. In this case we subtract the sum of discounted costs from 
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Table 4. 7 The hypothetical values of costs and benefits arising from five 
different projects 

PV benefits PV costs 8/C ratio PV net benefits 
(£m) (£m) (£m) 

Project V 100 50 2.0 50 
Project W 200 80 2.5 120 
Project X 300 100 3.0 200 
Project Y 400 120 3.3 280 
Project Z 480 150 3.2 330 

the sum of discounted benefits and select the project that generates 
the largest net benefit. However, as was hinted in the previous para­
graph, the BCR and the NPV methods need not imply the same rank­
ing of choice outcomes. To illustrate this point, let us consider an 
example based on the costs and benefits associated with five projects, 
labelled V to Z. The implications of each, with respect to the two 
decision rules identified, namely the benefit-cost ratio and the net present 
value method, are set out in Table 4.1. 

It can be seen that in all five cases the present value of benefits is in 
excess of discounted costs and hence all the projects are potentially 
viable. If they are compared in terms of the BCR (column three), then 
project Y appears to be the most desirable. However, when the projects 
are compared in terms of their net benefits (column four), project Z 
generates the highest figure. In other words, for an additional £30 million 
a further £50 million worth of benefits can be generated. Thus, if our 
aim was to generate the highest net benefits then project Z would be 
the most desirable option. However the preceding statement assumes 
that the extra £30 million can be afforded by the public body in ques­
tion. This raises the general question of the best strategy to adopt when 
the decision maker is constrained to a particular budget, which can 
also be considered using the example outlined in Table 4.1. 

Let us assume that a public body is restricted to a budget of £200 
million. This means that six affordable combinations exist: V plus W, 
V plus X, V plus Y, V plus Z, W plus X and W plus Y. From Table 4.1 
it can be seen that the net benefits from each of these combinations are 
£170, £250, £330, £380, £320 and £400 millions respectively. This sug­
gests that a package incorporating projects Wand Y is the most desirable 
since it will generate the greatest net benefits, subject to the constraint 
imposed. Some readers may be wondering whether the same outcome 
could have been obtained by adding the cost-benefit ratios associated 
with each element of the packages and then comparing them with the 
sum of cost-benefit ratios associated with other packages of projects. 
In this case, the answer is yes. However this is simply a mathematical 
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quirk. A decision rule that involves selecting the package of projects 
that together generate the largest cost-benefit ratio should be avoided 
since it can lead to the wrong choice being made. 

To illustrate, let us assume that a further £200 million has been made 
available such that a choice also needs to be made between the pack­
ages V plus Y and V plus Z. Using column three of Table 4.1 it can be 
seen that the sum of the cost-benefit ratios associated with the two 
packages is 5.3 (2 + 3.3) and 5.2 (2 + 3.2) respectively. By this (in­
correct) criterion one would select the former since the sum of cost­
benefit ratios is higher. However, as we have already seen, V plus Z 
generates the larger net benefits (£380 as opposed to £330) at the 
same cost and hence is the superior of the two remaining options. 

The application of cost-benefit techniques to the construction of 
roads 

The demand for roads (or indeed any transport system), whether it arises 
from householders or firms, is derived. That is, roads are not demanded 
for their own intrinsic value but to facilitate the achievement of other 
objectives, for example our need/desire to go on holiday, go to work, 
or deliver goods and services to other firms, retail outlets or households. 
In theory the benefits of a new network of roads will be reflected in 
the prices and quantities of goods and services produced in an economy. 
For example if a new road increases the speed at which commodities 
can be delivered to markets, then any reduction in transport costs can 
be passed on to consumers in the form of lower prices. However the 
process of estimating these changes is extremely complicated. Thus 
cost-benefit studies typically adopt a less ambitious agenda that focuses 
specifically on the journeys that would be undertaken on the road, for 
example the value of time savings that would enjoyed by road users, 
rather than the knock-on effects on prices throughout the economy. 

The computer programme that has been used for over twenty years 
to evaluate the costs and benefits of new road schemes is known as 
COBA. Using traffic forecasts supplied by the Department of Trans­
port, the COBA procedure identifies the main benefits of a new road 
development in terms of users' time savings and the value of reduced 
accidents. These are compared with the construction and maintenance 
(for example, resurfacing) costs associated with the road, based on the 
assumption of an 8 per cent discount rate and an estimated road life 
of 30 years. Consideration is also given to the 'do-nothing' option. If a 
scheme passes the COBA test by producing a cost-benefit ratio in ex­
cess of unity and there is sufficient money to go ahead with the pro­
gramme, consideration is then given to the precise route it should take, 
a process that is usually accompanied by a public enquiry. 
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One of the main criticisms of the COBA procedure, and indeed an 
issue to which the analysis will turn shortly, is that it does not explicitly 
take into account the environmental effects of the proposed road building 
programme. If a new road is likely to impinge on land deemed to have 
an environmental value, this will enter the discussion when choices 
are being made between alternative routes for the proposed develop­
ment. However other environmental questions do not seem to be an­
swered at any stage. For instance the eighteenth report of the Royal 
Commission on Environmental Pollution (1994) notes that maintaining 
and developing the transport system requires substantial resources. For 
example 120 000 tonnes of aggregates are needed to build a kilometre 
of motorway, and in total the construction/repair of roads uses 90 mil­
lion tonnes of primary and secondary aggregates per year, one third of 
the total used in Britain. Although the price of these aggregates enters 
the cost-benefit equation through the standard market mechanism as a 
building input cost, the overall implications with respect to the 
sustainability of road construction is not considered explicitly. Issues 
that relate to the ways in which the Earth's resources are used for 
construction activity will be discussed in Chapter 8. 

In making road construction the focus of this discussion, the analysis 
needs to consider two issues that epitomise the problem of trying to 
'quantify the unquantifiable': putting a value the value on the time 
saved by commuters, and estimating the reduction in costs following a 
decline in the number and mix of fatal and non-fatal road accidents. 
These come under the more general heading of shadow pricing. 

Shadow pricing 

The most accessible source of information about the cost of produc­
tion of a good or service as well as the marginal valuation of it by 
consumers is its market price. Specifically, where markets are frictionless, 
the equilibrium price is a measure of opportunity cost. However mar­
kets can be subject to a variety of distortions. As we have already 
seen, governments recognise the need to intervene in markets, for ex­
ample in the case of housing, education and health care, but govern­
ment intervention in markets is not restricted to the goods and services 
that form part of its social policy. For example a government may impose 
tariffs on certain imported goods and services as part of a general policy 
to contain a growing balance of payments deficit. 

However not all market distortions are the result of government in­
tervention. Some goods and services are produced by firms with the 
power of monopoly, and hence they are able to drive up the prices of 
their products beyond those which would emerge under competitive 
conditions. There are also many occasions when externalities remain 
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uncorrected such that market prices reflect private costs or benefits 
rather than social costs or benefits. Indeed explicit market prices may 
not emerge even though consumers would be gaining a desirable com­
modity. For example the sheer size of national parks has tended to 
preclude charges from being levied on visitors enjoying the landscape. 

When markets are characterised by distortions, there is a danger that 
the use of market prices (if they exist) will import values into an econ­
omic evaluation that will render it of little value. For example, where 
government subsidies depress prices or markets have not formed (such 
that commodities are effectively zero priced), there is a danger of under­
estimating the benefits accruing from the goods and services in ques­
tion. Thus economists attempt to compute values that reflect marginal 
social costs or marginal social benefits. Put another way, in the ab­
sence of a 'true' market price the aim is to identify what individuals 
must give up in order to gain an extra unit of the commodity in ques­
tion. The result is what is referred to as a shadow price. 

Given the multitude of commodities for which market prices do not 
reflect a social opportunity cost, it is difficult to give a general rule to 
explain how shadow prices are calculated. Thus, by using the exam­
ples of valuing travel time and the costs of injury/death from car acci­
dents, the following discussion aims to give the reader a flavour of the 
problems that can confront the economist. At a later stage of the chap­
ter the discussion will turn to the question of valuing unpriced en­
vironmental assets, another example of shadow pricing. 

The valuation of time 

Faster roads offer road-users the opportunity to save time. Time sav­
ings can occur during work time or non-work (leisure) time. Econ­
omists assume that it is possible to estimate the value of time savings 
made during work time by direct reference to wages determined in 
labour markets. To this figure must be added the 'on-costs' incurred by 
the firm, for example National Insurance premiums, pension contribu­
tions and so on. The rationale underpinning this approach, therefore, 
is that at the margin the value of an additional hour's work is equal to 
its cost to the employer. Thus if a person costs a firm £10 per hour, 
made up of £7.50 in gross wages and £2.50 in on-costs, and the con­
struction of a new road enables a person to save one hour of working 
time per week, then the value of the time saved is £10 per week. 

Although this may seem a reasonable assumption to make, it does 
have shortcomings. On the one hand it assumes that this extra time 
can be used productively. If output can only take place when large, 
discrete time periods are made available, then the saving of time may 
not facilitate any extra production. For example, if a long-distance lorry 
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driver saves an extra ten minutes per day, he or she will not be able 
to fit in another long-distance trip in the spare time that has been 
created. On the other hand, in non-competitive labour markets gross 
wages may understate the profit accruing to the firm from the increase 
in output that would be created. Furthermore, if a firm's employees 
are already working during their travelling time, as may occur on train 
or plane journeys, then including the value of time saved is tanta­
mount to double counting. 

In the case of leisure time savings, it is conventional to assume that 
units of time have a lower valuation than market wage rates. Two 
basic reasons for this may be put forward. First, assuming that any 
time saving is sufficiently large, any alternative use will be more desir­
able than working and hence does not need to carry the 'disutility 
premium' that paid employment has to include. Second, taxation and 
the need to pay other contributions drives a wedge between what a 
person earns as a gross wage and what he or she receives as 'take 
home pay'. In the absence of an explicit 'price' for non-work time, the 
Department of Transport uses figures derived from two types of study. 
The first is known as revealed preference. This requires the observa­
tion of people's travel choices and comparing actual travel times and 
travel costs with those associated with alternative ways of reaching the 
same destination. The rate at which travellers trade off time for money 
determines an implicit price for leisure travel. The second approach, 
known as stated preference, solicits information directly by asking people 
questions about their preferences with regard to different journey times 
and journey costs relative to those they actually make. Evidence shows 
that no single value can be ascribed to leisure time. For example lei­
sure time values tend to be correlated positively with household in­
come and correlated negatively with the number of children in the 
household. For adults there is no obvious 'age effect' or difference 
between males and females, though retired people tend to value their 
time at a lower rate than people of working age. The 'standard' ap­
praisal figure for non-working time is 43 per cent of average hourly 
earnings (Department of Transport, 1987), a figure that lies at the up­
per end of estimates derived elsewhere in the transport economics litera­
ture, which tend to fall between 25 per cent and 50 per cent. 

The value of life and the cost of injury 

Simply to say that every life has an 'infinite value' is not a construc­
tive approach to take when we are confronted with the fact that scarce 
resources frequently force pub I ic decision makers to make choices 
between policies that can affect the likelihood of injury or death. The 
most obvious example occurs in the field of medicine, where a choice 
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to allocate resources to treat one particular type of illness can mean 
that someone else will be denied the chance of full recovery. When 
confronting the economics of valuing life it is best to view the discus­
sion in the following terms: we are not trying to place a value on the 
life of a particular individual, rather how we might put a value on a 
change in the degree to which the population as a whole is at risk of 
death or injury. Thus the affected people are unknown to us, though it 
may be possible to identify sections of the population whose risk of 
death or injury has changed as a result of a particular policy action. 
New roads have explicit life and death implications. For example the 
building of a motorway will not only have an effect on the number of 
fatalities that occur from driving but also on the severity of injuries 
received on these roads. To begin with we will address the question of 
valuing life. This discussion will then be supplemented by a brief con­
sideration of the question of valuing injury, such as the loss of a limb. 

Economists have identified a variety of approaches by which a shadow 
price can be ascribed to life. The first is known as the human capital 
approach. This assumes that the value of a person's premature death 
or temporary incapacitation can be measured in terms of the value of 
foregone output. If, in the case of valuing life, we are trying to esti­
mate the value of a person's contribution to society then the calcula­
tion must also include the value of that person's expected consumption 
had he or she lived. To many this approach is distasteful since certain 
sections of the population are implied to contribute negatively to so­
ciety, the most obvious examples being the elderly and the disabled. 

A second approach is to use life insurance valuations. Although this 
approach has intuitive appeal, it should be rejected since it is not a 
direct measure of the value a person gives to his or her own life or 
wellbeing. Even assuming that insurance markets operate perfectly, it 
is a measure of the concern a person has for the future wellbeing of 
his or her dependants. Thus a person without a close family who chooses 
not to buy life insurance would, by this method, be implying that he 
or she does not value his or her life, a highly implausible assumption 
to make. 

Researchers have also attempted to base life valuations on the hedonic 
approach. The aim of this technique is to identify how wages respond 
to the level of 'life risk' particular jobs carry. The main problem with 
this is that it may be difficult to disentangle the degree to which wage 
payments respond to the 'safety' aspects of a job and the degree to 
which they respond to the job's other attributes. Furthermore, it is as­
sumed implicitly that workers are aware of the risks they face and that 
labour markets function freely, the latter being unlikely in the pres­
ence of strong trade unions.3 Although it is beyond the remit of this 
text to outline explicitly the mechanics of undertaking such an analy-
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sis, a useful discussion can be found in the work of Marin and 
Psacharopoulos (1982). 

Rather than focus on the amount of money workers are willing to 
accept to confront additional risk in the workplace, an alternative but 
linked approach is to use a hypothetical approach by trying to identify 
the amount of money individuals would be willing to pay to reduce 
the amount of risk they face. Economists sometimes refer to this ap­
proach as contingent valuation. The classic choice identified by jones­
Lee (1976) was whether to make a trip on a low-priced airline or a 
higher-priced airline with a better safety record. As with the hedonic 
method, the main problem is that people may not be able to judge, 
with any degree of accuracy, the value they should ascribe to seem­
ingly minute differences in the risk they face, for example a change 
from one in 275 000 to one in 200 000. Given that willingness-to-pay 
studies are normally carried out as experimental questionnaires, there 
is the obvious danger that people could react completely differently if 
they were given the same choices in a real situation. 

The final approach to note, albeit fleetingly, is one that uses implicit 
values derived from past decisions, made either politically or legally. 
However this approach has no explicit scientific foundation, and as a 
result it reflects the vagaries of political decision making or the whims 
of a particular judge or jury. 

Not surprisingly, given the diversity of the approaches considered 
above, researchers have produced a wide range of life valuations and 
costs incurred by individuals from injury, ranging from a few hundred 
pounds to many millions. The life values incorporated into the COBA 
programme to value reductions in the level of accidents from proposed 
road programmes are derived from a combination of contingent valua­
tion and hedonic studies. Using 1989 prices, the value of a fatality is 
£608 580, serious injury £18 450 and slight injury £380. 

Road building and the environment 

It was noted in the general introduction to this section that the COBA 
approach does not explicitly take into account the environmental im­
plications of a proposed carriageway development, though such con­
siderations do enter the planning process at a later stage when the 
decision to go ahead has already been agreed. This weakness in the 
basic COBA approach is recognised by the government and is dis­
cussed fully in a major report by the Department of Transport (1992) 
entitled Assessing the Environmental Impact of Road Schemes, often 
referred to as the SACTRA Report.4 

The amount of land that needs to be acquired in order to build a 
kilometre of three-lane motorway is 6.2 hectares, which is significantly 
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more than the area taken up by the road itself (Hanley and Spash, 
1993, p. 220). Although this land may have a low market value, it will 
have a much higher social value if it is designated as being of special 
scientific interest. If, in the future, attempts are made to place a shadow 
price on this land, there is the question of whether just the strips of 
land that are actually taken for development are included or whether 
consideration should also be given to the land adjoining that which 
has been acquired. The SACRA report makes passing reference to three 
basic techniques that can be used to place a value on a tract of land 
whose market value may fall short of its social value. Two of these 
techniques - contingent valuation and hedonic modelling - have al­
ready been referred to in the context of valuing life and valuing time. 
The third approach, which derives values based on the amount that 
visitors expend in travel costs - not surprisingly known as the travel 
cost approach - will be discussed briefly below. 

Contingent valuation techniques 

In the absence of an explicit market price, the most obvious way of 
finding out how individuals value changes in their consumption of 
particular commodities is to ask them directly. This approach is known 
as contingent valuation and can be undertaken in two ways. The first 
involves asking a sample of people how much they would be willing 
to pay to have additional increments of a desirable non-marketed good 
or to avoid consuming more of an undesirable non-marketed com­
modity. The second approach is to try to determine how much consumers 
would be willing to accept in compensation to consume more of an 
undesirable non-marketed product or less of a desirable non-marketed 
product. For each basic category of contingent valuation, it is possible 
to solicit the appropriate information using one or more of the follow­
ing approaches: 

• Bidding games: here, a representative sample of respondents are 
asked to indicate whether or not they would be willing to pay or 
accept a certain sum of money in anticipation of a change in their 
consumption of a particular non-marketed commodity. For exam­
ple, from a predefined starting point each consumer may be asked 
to reveal whether the hypothetical offer is worthwhile. If it is not, 
then the offer is raised or raised or lowered in successive units 
until the respondent declares a willingness to accept or pay the 
last sum of money. 

• Take it or leave it experiments: as the term suggests, the approach 
involves giving each member of the sample a simple 'one-off' choice 
of giving/receiving a fixed sum of money and a predefined change 
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in his or her consumption of a non-marketed good/service or re­
jecting the offer and maintaining present consumption levels. 

• Trade-off games: rather than getting people to reveal their prefer­
ences in terms of money, a third alternative is to ask people to 
rank different combinations of goods and services. The choices 
may include increments and/or decrements of both marketed and 
non-marketed goods and services. 

The main problem with all these techniques is that it they do not rely 
on the direct observation of individual action. Thus there may be sig­
nificant differences between what a person may say he or she is will­
ing to pay (or accept) for a given change, and what he or she would 
actually pay or accept. This may reflect the basic fact that the indi­
viduals are being asked to play a 'game' with an unfamiliar set of 
rules. For example, few people know how to price a change in the 
quality of the air they breathe, a deterioration of a view due to the 
building of an office block, or a reduction in traffic noise. This is par­
ticularly noticeable in studies that incorporate willingness to pay and 
willingness to accept exercises. Typically it is found that people value 
the los's of something they already have more highly than the opportu­
nity to gain something they do not already have. 

A second problem with this type of study is that estimates revealed 
by individuals may reflect bias. This may arise because respondents 
feel that they may be able to influence public policy through the an­
swers they give. This is known as strategic bias and may arise, for 
example, if it is believed that the authorities are intending to make 
people pay for something they are currently receiving free of charge. 
Bias may also arise from the way in which an interviewer explains the 
exercise to each respondent (interviewer bias) or in the case of bid­
ding exercises, the point at which people are asked to show their pref­
erences (starting point bias). In the latter case, if the starting point is 
too far away from a person's actual valuation, he or she may be led to 
feel that his or her valuation is too far off the mark and is therefore 
unwilling to reveal his or her 'true' valuation. Alternatively, it may 
take too long to reach the actual end point and the respondent may 
simply get bored. If it is felt that the study is in great danger of incor­
porating one or more of these biases, it may be decided to employ an 
alternative approach known as the Delphi technique. This involves can­
vassing the opinion of a panel of 'experts'. However this raises the 
further question of whether the experts' opinion is in line with that of 
society as a whole. 
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Hedonic models 

The principle underlying hedonic models is that the utility an indi­
vidual derives from consuming a good or service reflects the attributes 
inherent in the characteristics of the product. The aim is to find a 
surrogate good or service whose price can be used to measure the 
implicit price of the non-marketed commodity. One of the most exten­
sive literatures on hedonic pricing uses changes in residential property 
values to measure the (explicitly non-priced) environmental attributes 
of a particular location. 

House prices vary for a number of reasons: physical characteristics 
(for example the age and condition of the property, the number of 
bedrooms it has, the size of garden and so on); alternative use charac­
teristics (whether for example it is possible to obtain planning permis­
sion to extend the property or carry out other economic activities on 
the land); service characteristics (such as the property's proximity to 
good schools, major employers, shops, leisure centres and other im­
portant facilities); and its general neighbourhood characteristics (level 
of traffic, degree of peace and quiet and so on). The rationale under­
pinning the hedonic approach is that if all the major explanatory vari­
ables that determine house prices can be controlled statistically, then 
any residual differences can be attributed to the environmental charac­
teristics that exist. Clearly, this approach is information-intensive, though 
it has become easier since the availability of digitised maps. 

In a recent paper Willis and Garrod (1991) used the hedonic ap­
proach to place a value on countryside characteristics based on a sample 
of over 2000 properties in central England and the Welsh borders. It 
was found, for example, that on average a house price is 4.9 per cent 
higher if the property is located near a river or canal and 7.1 per cent 
higher if it is located near an area with 20 per cent or more of wood­
land. The Garrod and Willis study also revealed how physical attributes 
can affect the value of a property: having more than one bathroom 
can raise the price of the property by 14.8 per cent compared with 
single-bathroom properties; central heating adds 6.5 per cent to a house's 
value; while a single garage produces a 6.9 per cent differential over 
houses without that facility. 

As with all attempts to derive shadow values, a number of caveats 
must be recognised beforehand if a hedonic study is to be undertaken. 
First, the method assumes that markets function properly. In the case 
of housing markets, few buyers are fully informed about the attributes 
of properties, even if professional surveyors and solicitors are employed 
to ascertain their structural quality and legal rights. Second, the price 
of a property will in part reflect expectations for the future. However 
the hedonic method is concerned explicitly with the pricing of current 
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environmental conditions. Third, house buyers and sellers are unlikely 
to understand fully the environmental attributes of individual proper­
ties. Thus although it may be possible to measure non-marketed charac­
teristics such as noise (in decibels), individuals are likely to be unaware 
of their precise values, and even if they were informed they would be 
uncertain about how to respond to them. Finally, the impact of some 
non-marketed variables cannot be measured precisely, for example smell 
or taste. This will therefore import further uncertainty into any values 
that are estimated. 

The travel cost method 

This approach is used mainly in studies attempting to place a value on 
rural sites, such as a national park, a reservoir or even a nice view. As 
its name suggests, the approach rests on the assumption that the value 
a person places on a location can be inferred from the travel and time 
costs he or she is prepared to incur in order to experience it. The 
technique is most effective when the site entrance fee is low, relative 
to the travel costs incurred, or preferably zero. In its simplest form, 
site visitors are allocated to one of a number of origin zones. The 
travel costs associated with each origin zone and the rate of visitation 
(based on the overall population of each origin zone)· are then calcu­
lated. From upon this information a (travel cost) demand curve can be 
extrapolated. 

The basic logic is as follows. Assume that it costs £10 for a person 
from origin zone A to visit a zero-priced site, whereas for people from 
origin zones B and C the costs are £15 and £20 respectively. Also 
assume that the population of each zone is 12 000, 16 000 and 7000 
respectively and that the visitation rate per 1000 is 19, 16 and 10 
respectively. Thus in a given period the total number of visits from 
each zone (A, B and C) will be 228 (19 x 12), 256 (16 x 16) and 70 
(1 0 x 7), a total of 554. From this information we may infer that when 
the entrance fee of the site is zero there are 554 visitors, a figure that 
can be observed. 

Although this is only one point on the demand curve for the site in 
question, namely the point at which it intersects the quantity axis, from 
the information we have it is possible to calculate other points for a 
(hypothetical) travel cost demand curve. For example, what if the owners 
of the site were to choose to levy an entrance fee of £5? The rationale 
underpinning the travel cost approach assumes that people in zone A, 
whose total costs would now be £15 (£1 0 travel costs and £5 entrance 
fee), would react to the new charge as zone B people had done when 
confronted with a travel cost of £15 and a zero entrance fee (again an 
overall total of £15). Specifically, zone A people would assume zone 
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B's visitation rate of 16 per thousand. Applying this new rate to zone 
A's population, we get a figure of 192. Similarly, if the entrance fee 
was raised to £5, visitors from zone B, now facing a total cost of £20, 
would exhibit the same visitation rate as zone C people had done with 
£20 travel costs and a zero entrance fee, namely 10 per thousand. 
Thus we would expect a total of 160 visits (1 0 x 16). This process can 
be replicated for successive increments in a hypothetical entrance fee 
in order to derive further points and hence the whole 'demand curve' 
for the site. The final point would be that at which the demand for the 
site equals zero. 

The main advantage of this technique is that it is based on observed 
demand, namely that of visitors to the site when the entrance fee is 
zero, and hence avoids the biases that are likely to be incorporated 
into a contingent valuation study. Predictably however, it does have 
its limitations, the most important of which are as follows. 

First, it is assumed that consumers in each origin zone have the 
same socioeconomic characteristics. Otherwise visitation rates could 
not be transferred between origin zones. 

Second, some trips involve multiple objectives such that the visit to 
the site in question need not be the primary objective of the journey. 
Thus although it is possible to use questionnaires to ascertain the pro­
portion of visitors that fall into this category, researchers have yet to 
come up with a satisfactory means of accommodating such informa­
tion into a single model. 

Third, the approach does not address the question of existence values 
and option values (see below) since it focuses only on site users. 

Fourth, the technique is not particularly useful for evaluations that 
involve urban sites. The main problem arises because the travel costs 
are typically low relative to the entrance fees. An attempt to overcome 
this problem can be seen in Cooke (1993). 

Finally, results will be sensitive to the assumed price of the time 
visitors expend during their journey. As we shall see below, leisure 
time is a classic variable for which a shadow price has to be ascribed. 

Despite these problems, the travel cost approach has been central to 
the environmental economics literature since its popularisation by Clawson 
(1959) and Clawson and Knetsch (1966). Since then the technique has 
been refined significantly in order to circumvent the statistical and 
economic biases that can arise. On concluding this subsection it should 
be recognised that indirect approaches such as hedonic modelling and 
contingent valuation, and direct approaches such as the travel cost 
approach should, where possible, be seen as complementary techniques 
by which the economist can estimate the value consumers place on 
commodities for which there is limited or no market information, and 
hence maximise the information used as a basis for decision making. 
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Option value, existence value and total economic value 

The utility that contributes to the social benefits derived from a piece 
of countryside can in fact be divided into three. The first is the most 
tangible as a concept, namely that derived by people who actually use 
a particular resource. For example a person who travels regularly between 
two cities may well be able to decide whether or not he or she would 
rather spend less time travelling by using a proposed motorway exten­
sion, or continue to use the slower route, which allows him or her to 
enjoy a view of some ancient woodland. However, problems can emerge 
when people place a value on resources they may never use. The other 
two facets of utility relate to the demand of individuals for resources 
they will never use. Each of these terms will be explained in turn. 

As we have already seen, option demand for a good or service arises 
from people who do not use it at present but would like the option of 
using it sometime in the future. Although we have only considered 
option values as a positive addition to overall benefits, it should be 
recognised that they may also be negative. This can occur when a 
person expects not to use a particular facility in the future. 

Existence value is a term economists use when referring to the pos­
sibility that individuals also value things which they may never use or 
even see. For example the number of people who are willing openly 
to express their opinion about the need to preserve woodlands that are 
'standing in the way of progress', ancient monuments, works of art, 
historic buildings or endangered species of animals is far in excess of 
those who are ever likely to see them. In effect their concern is for the 
potential lost consumption opportunity for future generations. In many 
cases there is the question of irreversibility, such that once a particular 
action has been undertaken it would be prohibitively expensive or even 
impossible to retrieve the situation. 

If we add up total user benefits, option values and existence values 
we have what is known as total economic value. The main problem is 
that although it may be possible to estimate the benefits that would 
accrue to the direct users of a particular facility, it is more difficult to 
ascertain the benefits derived by people who do not use the site. One 
approach is to use contingent valuation, a technique described earlier 
in this chapter. However this requires people to place a value on con­
sumption behaviour they may never exhibit and upon items they may 
never have experienced directly, other than perhaps through television 
documentaries. Nevertheless any economic evaluation should demon­
strate an awareness of the implications of a particular project if it is 
likely to lead to costs (lost benefits) being imposed on present and 
future generations, for example if a valley is flooded to create a reservoir 
or a major trunk road is built across ecologically valuable countryside. 
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Other cost-benefit issues 

The above analysis has focused explicitly on roads building in order to 
demonstrate the problems economists can face when undertaking an 
economic evaluation. The remainder of this chapter will identify two 
final issues of which readers should be aware. 

Distributional questions 

Some projects lead to a redistribution of resources from one part of 
society to another. In pure accounting terms, these should be ignored 
in a CBA. Let us continue to use the example of a new motorway. If 
petrol stations are built along the route of the new road we should not 
include the profits they subsequently make from selling petrol and other 
goods. In part this is a redistribution of profits from non-motorway to 
motorway petrol stations. Society as a whole does not gain, though 
some people will be made better off and others worse off. In societal 
terms, the two cancel out. 5 However it is important to identify how 
resources are being redistributed. For example it may not be deemed 
desirable for the interests of higher socioeconomic groups to be met at 
the expense of poorer sections of society, unless adequate compensa­
tion can be paid. 

The implications of risk and uncertainty 

So far the analysis has assumed that the costs and benefits that are 
expected to emerge from a particular investment are assured. How­
ever, it is unlikely that everything will go to plan, and indeed no one 
can guarantee that their predictions will be accurate, particularly if a 
project has a long time horizon. Economists use two terms to encapsu­
late this problem: risk and uncertainty. Frequently these terms are used 
interchangeably, though to the economist the terms have very distinct 
meanings. 

A risky situation arises when, although we are unsure of the future 
outcome, there is sufficient statistical evidence to make it possible to 
attach probabilities to that outcome. For example, if we were to gam­
ble on the probability of a tossed coin falling tail upwards, then we 
know that the probability is 0.5 (if the range of probabilities is be­
tween zero and one), 50 per cent or one in two (the possibility of a 
coin landing on its edge is so remote that it can be ignored as a prob­
ability). Similarly, the probability of correctly guessing the face value 
of a playing card pulled from a full deck would be 0.019, 1.92 per 
cent or one in fifty two. Economic agents are not just interested in the 
probability of different outcomes so that they can play games of chance. 
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Insurance firms use information based on previous claims in order to 
determine their premium prices. Thus although two people may own 
an identical car, one may pay a significantly higher premium if he or 
she parks the car on the road rather than in a garage and lives in an 
area where car crime is high. 

In contrast, uncertainty arises when there is no reliable information 
upon which an individual can base his or her decision. For example 
the effect that global warming is likely to have on future crop yields 
and sea levels can only be expressed as an informed guess since sci­
entists have only limited information about the implications of rises in 
global temperatures. 

Having briefly considered what economists mean by the terms risk 
and uncertainty, we may formally define a risky project as one in which 
the costs and benefits vary according to the current state of the world. 
There are a number of ways in which an economic appraisal can re­
spond to the problem. 

In situations of risk it is possible to ascribe probabilities to different 
events occurring, and from this information calculate an expected value 
for a cost or benefit. For example, if the profits from an amusement 
park are particularly sensitive to changes in the weather, then from past 
records it may be possible to estimate that there is a 25 per cent chance 
of a poor summer and an expected profit of £20 000, a 60 per cent 
chance of an average summer and £45 000 profit or a 15 per cent 
chance of a hot summer and an average profit of £60 000. From this 
information it is possible to calculate the expected profit as follows: 

expected profit (£20 000 X 0.25) + (£45 000 X 0.6) + 
(£60 000 X 0.15) 
£5000 + £27 000 + £9000 
£41 000 

Of course these probabilities are bound to contain some element of 
guesswork, and hence such a calculation implies a scientifically de­
fined single outcome, which is not really justified. 

If a project is characterised by complete uncertainty, then it is not 
possible to ascribe precise probabilities to each outcome in the man­
ner described above. Nevertheless a similar exercise can be under­
taken that generates a set of expected pay-offs. For simplicity, assume 
that we have to compare two projects, X and Y, both of which are 
associated with four uncertain outcomes (Table 4.2). 

This process, known as Bayes criterion, assigns equal probabilities 
to each uncertain outcome. Thus in this example it is assumed that 
each of the four outcomes in Table 4.2 has a one in four or 25 per 
cent chance of happening. From this assumption, it is now possible to 
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Table 4.2 Four uncertain outcomes from two projects, x and y 

Project X 
Project Y 

Out 1 

180 
200 

Out 2 

200 
160 

Out 3 

420 
460 

Out 4 

380 
200 

estimate a set of expected outcomes. In the case of project x, we get: 

outcome = (180 X 0.25) + (200 X 0.25) + (420 X 0.25) + 
(380 X 0.25) 
45 + 50 + 105 + 95 
295 

whereas for project y we get: 

outcome (200 X 0.25) + (160 X 0.25) + (460 X 0.25) + 
(200 X 0.25) 
50+ 40 + 115 +50 
255 

Thus, using Bayes criterion, we would select project x since it offers 
the potentially higher outcome. However it should be made clear that 
decision rules such as this are dependent on the number of possible 
outcomes associated with each project. 

Two other decision criteria can be adopted in the face of uncer­
tainty. The first, known as maximin, assumes that the decision taker is 
extremely pessimistic and behaves in a risk-averse manner. Specifically, 
he or she is assumed to compare the worst possible outcomes and to 
adopt the project that compares most favourably. In the case of projects 
x and y the 'worst' outcomes are 180 and 160 respectively. Thus, using 
the maximin criterion, project x would be selected. 

An alternative approach is to take what is known as the minimax 
regret criterion. This approach takes a general overview of the impli­
cations of making a mistake and selecting the wrong project. To illus­
trate how the approach operates, let us refer back to the outcomes of 
the example set out in Table 4.2 and compare these with the out­
comes in Table 4.3. In each cell of Table 4.3 the projects are com­
pared in terms of the best outcome. Thus in the case of outcome 1, 
project y would provide the highest returns and the 'cost' of selecting 
project x instead is 20 since a gain of 180 is obtained rather than 200. 
Similarly, in the case of outcome 2, project x generates the highest 
outcome and the cost of selecting project y is 40. The remaining cells 
of Table 4.3 have been completed in the same way. 
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Table 4.3 Outcomes using the minimax regret criterion 

Out 1 

20 
0 

Out 2 

0 
40 

Out 3 

40 
0 

Out 4 

0 
180 

Regret sum 

60 
220 

This time the pay-offs are measured in terms of selecting the wrong 
project. Hence we are seeking to select the project that minimises 're­
gret'. Summing horizontally, it can be seen that the regret associated 
with project x adds up to 60, whereas that associated with project y is 
220. Thus, if we are to minimise regret we have to select Project x. 

All the selection criteria outlined in this section imply a degree of 
scientific insight, but this this really is not the case. These are simply 
decision rules that an economist may or may not wish to follow. In­
deed the outcomes of projects may be such that one project may be 
desirable under one decision rule yet be rejected under another, a 
problem we have already encountered when discussing the cost-ben­
efit ratio. In the light of this situation, the economist may prefer to 
show that there is an element of doubt surrounding any estimates and 
therefore include a range of estimates within the study. For example 
the economist may choose to complement his or her estimates of the 
value of a particular outcome with some upper and lower bounds, 
what we might term 'optimistic' and 'pessimistic' outcomes or 'high' 
and 'low' outcomes. This approach is known as sensitivity analysis. 
Although the presentation of the final results from a CBA may appear 
less scientific in nature, since several potential outcomes are listed, 
the sensitivity analysis does ensure that a particular project is charac­
terised by a certain degree of risk and uncertainty. As more informa­
tion becomes available over time, the range of estimates to be included 
in similar analyses could be reevaluated. 

Less informed commentators sometimes suggest a third way in which 
risk and uncertainty can be acknowledged within a CBA. This involves 
adding a 'risk premium' to the discount rates employed in the econ­
omic appraisal such that a range of discount rates are used within a 
study. Thus, where estimates of costs and benefits are highly subjec­
tive, a higher discount rate will cause them to decay more quickly 
over time, thereby generating lower estimates of present values than if 
the risk premium was not employed. This approach is inappropriate 
for two reasons. First, the costs and benefits associated with a project 
will be characterised by levels of risk and uncertainty. Hence one or 
more arbitrary risk premiums would continue to cloud the figures and 
therefore not assist the decision maker's choice between a risky and a 
less risky project. Second, and more serious, varying the discount rate 
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confuses two different problems: time preference and uncertainty. Both 
these issues need to be acknowledged separately within an appraisal 
so that rational choices can be made between projects carrying differ­
ent degrees of risk. 

This section has identified risk and uncertainty as problems that can 
cast serious doubt on the reliability of a cost-benefit study. Where 
high levels of risk or uncertainty do exist, this may well be the case. 
However it should be recognised that many economic evaluations have 
the advantage of being able to use data based on past experience. 
Thus although the economist may still prefer to include some form of 
sensitivity analysis within his or her appraisal, relatively simple deci­
sion making rules, such as the net present value method, may still be 
the most appropriate. 



5 The Theory of Costs 

INTRODUCTION 

The aim of this and the following chapter is to look specifically at the 
behaviour of firms. The analysis outlined in this chapter is concerned 
mainly with identifying the relationship between a firm's inputs and 
outputs, together with the approach used by economists to analyse the 
costs a firm incurs and the revenue it receives from engaging in a 
productive activity. Drawing on this material, Chapter 6 focuses on the 
importance of market structure as a determinant of producer behav­
iour, with direct reference to the construction industry. 

FACTORS OF PRODUCTION 

Economists group the inputs used in the productive process into three 
main categories: labour, which encompasses all working people, rang­
ing from the most unskilled worker to the most highly trained surgeon; 
capital, which includes all the manufactured inputs into the produc­
tion process, such as machinery, partly finished goods and factories; 
and land, which encompasses all the natural resources used in pro­
duction, including non-renewable resources such as coal or oil, renewable 
resources such as trees or fish stocks, and of course land itself. Collec­
tively, these elements are known as factors of production. Some econ­
omists add a fourth element to this list, namely entrepreneurship, which, 
as an input, adds an organisational dimension to the production 
process. As noted in Chapter 1, entrepreneurs are individuals who are 
prepared to take risks, and as a result they are treated as a separate 
category of labour input. The role of entrepreneurs as promoters of 
economic change is exemplified by their contribution to the industrial­
isation of Europe in the eighteenth and nineteenth centuries. 

The value of land and the concept of economic rent 

When deriving models that identify the relationship between a firm's 
costs, introductory economics textbooks tend to focus their attention 
on the analysis of two factors of production, namely labour and capi­
tal. Although capital and labour are clearly important inputs for con­
struction firms, and indeed will form the centrepiece of much of the 
analysis to follow, it is important, within the context of this book, to 
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set aside some time to consider some of the attributes of land, given 
that it plays a significant role in determining the ultimate price of 
construction output. In the previous section it was noted that the 
economist's definition of 'land' is extremely broad, extending beyond 
the more familiar meaning used in everyday language. Although this 
is an economics text, the following discussion refers explicitly to the 
latter. 

In common with the demand for all factors of production, the de­
mand for land is a derived demand. Unlike other factors of production, 
however, land is not transportable. Thus its value is determined by the 
competing demand for that location and the supply of other plots with 
similar attributes, for example in terms of their geological character­
istics. In a global sense, land is fixed in supply. However it is not fixed 
in terms of the uses to which it can be put. First, technology enables 
a given plot of land to be used more intensively. For example, in agri­
culture, scientific advance has allowed farmers not only to increase 
their crop yields but also to produce a wider range of output. Simi­
larly, advances in materials technology and building technique have 
provided the opportunity for construction firms to build taller struc­
tures and hence increase population densities. Second, where there is 
no government intervention, we would expect the market mechanism 
to allow land that is used for one activity to be diverted to another use 
if a higher commercial rent or price is offered. 

Thus we should expect the price of land to be a function of the 
price that can be obtained for the final product for which it is an 
input. Therefore the price of land will change when the prices of the 
commodities for which it is a significant input change. For example, 
assume that there is an economic boom, similar to that which oc­
curred in the latter half of the 1980s. These expansionary conditions 
will encourage more people to enter the housing market, either as first­
time buyers or as purchasers of more expensive properties. Given that 
the supply of houses is highly price inelastic in the short run, house 
prices will rise and this will provide builders with an incentive to build 
more houses. This will in turn increase the demand for land. If builders 
are to entice land owners to sell their land, they will need to offer a 
price in excess of that needed to keep it in its present use, thereby 
increasing land values. The degree to which land prices vary can be 
seen in the following statistics, which refer to housing land. During 
1989, the year in which land prices in most areas of Britain peaked 
during an almost unprecedented economic boom, the price per hectare 
in Greater london was £3 095 772 whereas in Yorkshire and Humberside 
the corresponding figure was £252 798 (Housing and Construction Statistics, 
1983-93). By 1992, when the economy was in the midst of recession 
and the demand for construction output had fallen rapidly, the corre-
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sponding prices had dropped to £1 562 743 and £280 222 respectively. 
Writers such as Harvey (1981) refer explicitly to the real property 

market. This term simply refers to the market that brings together buyers 
and sellers of resources embodied in land, such as land itself, farms, 
and industrial and commercial properties. The real property market 
differs from other markets in that the commodities traded are not physically 
moveable before or after their sale, unlike labour, cornflakes or paint. 
When land or buildings are traded within the real property market, 
trade is also taking place in property rights. It may be recalled from 
Chapter 1 that property rights are legally enforceable privileges or re­
strictions that determine how individuals may use the resources or 
commodities they have bought. For example, ownership of a piece of 
land does not mean that a person can do as he or she pleases with it. 
New buildings must conform with existing planning regulations and be 
within the guidelines set out in health, safety and environmental regu­
lations, even if the builder owns the land in question. Similarly the 
owner of a piece of land may also have to respect the property rights 
of adjoining land owners, for example the right of others to peace and 
quiet or the right of individuals to have their drains and water supply 
run under someone else's land without having to pay compensation. If 
the property rights associated with a piece of land (or a building) change, 
so too will the market price of that land. 

This discussion of land prices provides the background to a term 
used frequently economists when discussing factors of production: econ­
omic rent. In this case, it will be applied to the specific case of case 
of land. So far, we have seen that the price of land as an input is 
determined by the price of the output produced from it, the output 
being determined in part by property rights enforced by the legal sys­
tem. let us assume that there exists an area of good farming land in 
close proximity to a major town. It will be assumed that currently the 
land cannot be built upon. The demand for it as farming land is mir­
rored by the demand curve D, in Figure 5.1. 

It can be seen that in equilibrium, the price of the land is f}. let us 
now assume that the authorities have provided planning permission for 
houses to built upon that land. If the profits that will accrue from that 
land after the houses have been built are expected to be in excess of 
those that would emerge if the land continued to be used in agricul­
ture, it is reasonable to assume that the demand curve for the land as 
building land will lie wholly outside o,, say at Dh. In this example the 
opportunity cost associated with using this land for housing develop­
ment are the profits forgone had the land been used for agricultural 
production. Because the developer is willing and able to pay a price 
for the land in excess of P,, there is said to exist an economic rent, an 
amount equal to the shaded area in Figure 5.1. Care should be taken 
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Figure 5.1 The concept of economic rent 

not to misinterpret the meaning of economic rent. The strict definition 
of economic rent is the payment made to a factor (which in this case 
is land) in excess of that needed to keep it in its present use. Thus in 
Figure 5.1 the economic rent is the difference between Ph and P, mul­
tiplied by the number of hectares, Q. Applying the concept hypotheti­
cally to labour, we would therefore argue that the economic rent 
associated with a person employed as a bricklayer would be the differ­
ence between his or her current salary and that which he or she would 
earn in the next highest paying occupation he or she is qualified to 
undertake. Commercial rent, on the other hand, is simply an amount 
of money paid by an economic agent to a landowner for the hire of 
land. Thus, in terms of Figure 5.1, commercial rent is the equilibrium 
price for the land, determined by the interaction of supply and de­
mand, for example OP, multiplied by Q or OPh multiplied by Q. 

THE PRODUCTION FUNCTION 

Production is a multifaceted transformation process. It is usually as­
sociated with the creation of a brand new entity that can be used by one 
or more consumers, for example a bridge, road or house. However a 
significant amount of production is associated with the manufacture of 
products that are themselves inputs into other productive processes, 
for example quarrying, brickmaking and the prefabrication of window 
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frames. Economists refer to such outputs as intermediate goods. Fur­
thermore, production is not limited to tangible objects such as houses. 
It is also associated with services such as surveying, estate agency and 
property conveyancing. 

Before any type of production can take place, firms need access to 
factors of production, specifically land, labour and capital, together 
with appropriate raw materials and/or intermediate goods. Economists 
identify the relationship that determines the maximum output that can 
be obtained from a given combination of inputs over a given period of 
time within a production function. In elementary economics, produc­
tion function analysis may be discussed as a simple two-dimensional 
relationship, for example how output changes as a firm employs more 
and more workers. Of course such a basic framework can be expanded 
to incorporate multidimensional relationships involving more complex 
mathematical equations. However, for the purpose of this text the dis­
cussion will avoid the more esoteric digressions! 

Production functions are constructed according to two basic assump­
tions. First, technology is constant. This means that the relationship 
between an array of inputs and the output that can be generated from 
them is fixed at any given point in time. Thus the production function 
identifies the constraints that confront firms on a day-to-day basis. When 
new technologies emerge, the relationship between the inputs and the 
output will also change, and by definition so too will the precise form 
of the production function. Second, it is assumed that inputs are used 
at their maximum levels of efficiency. It should be understood at this 
point that these assumptions do not mean that all firms are using the 
most up-to-date technology - they merely imply that any inputs used 
by a firm are put to their best use, thereby maximising output given 
the constraints of the technology the firm currently has at its disposal. 
Of course even this is a strong assumption to make. In reality many 
firms may not be aware that a reorganisation of the inputs at their 
disposal could lead to an increase in output. 

Typically, production functions are expressed as follows: 

Q = ((land, labour, capital, xl, .... xn, R) (5.1) 

where Q denotes maximum output during a given period of time; f 
means 'is a function of'; land, labour and capital are the factors of 
production used during that period; xl, ... xn denotes any other in­
puts used per period; and R is a returns to scale parameter (this term 
will be explained shortly). For simplicity however, we shall express 
subsequent production functions in terms of either one or two inputs, 
namely capital and/or labour. Where both capital and labour are 
acknowledged, the expression compresses to: 
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Q = f(K,L) (5.2) 

where K and L denote the respective quantities of capital and labour 
used in a given time period. 

Production functions in the short run and the long run 

Because inputs can be varied at different rates, economists frequently 
make a distinction between production functions in the short run and 
in the long run. Specifically it is assumed that a// inputs can be varied 
in the long run, whereas in the short run only certain inputs can be 
varied. Due to the potentially long 'gestation period' associated with 
the buying of land, the building of factories and the purchase of ma­
chinery, economists tend to assume that only labour is variable in the 
short run. All other factors are therefore fixed. Whereas this is an ex­
tremely valid assumption to make in the case of casual labour, many 
skilled workers may best be viewed as quasi-fixed in the short run. 
Thus some industries may be characterised by what we might term 
'disguised unemployment'. This is due to the existence of contracts, 
the need to engage in multistage job-selection processes, sunk training 
costs, potential training costs and so on. In the case of the construc­
tion industry, the casual nature of much of the work undertaken means 
that employment levels are extremely sensitive to the level of demand 
for construction work, and hence labour readily fulfils the economist's 
definition of a variable factor of production. For the purposes of the 
analysis to follow it will be assumed that all labour is variable in the 
short run. By definition, it is unnecessary to make a distinction be­
tween fixed and variable factors in the long run. 

The next stage of the analysis is to depict production functions graphi­
cally. This will provide a frame of reference from which we will derive 
the cost curves that can be used to estimate a firm's price and output. 
We shall first consider the simplest of cases, namely a short-run pro­
duction function. 

Graphical representations of production. functions 

Short-run analysis 

As we have already seen, economists frequently assume that only la­
bour can be varied in the short run. The amount of land, factory space 
and machinery is assumed to be fixed. Thus, if output is to be in­
creased, it can only take place by varying the size of the workforce. 
This scenario may be written in two basic ways - as a variant of equa­
tion 5.2: 
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Figure 5.2 The relationship between labour and output (capital fixed) 

Q = f(K',L) (5.3) 

where K' denotes the fact that capital is fixed, or as: 

Q = f(L) (5.4) 

where K is omitted for convenience. 
Let us predict the likely impact on output of adding extra units of 

labour to a fixed amount of capital. This relationship is expressed in 
Figure 5.2. It can be seen that the relationship emerges graphically as 
an elongated 'S' shape. Let us consider why. Assume that a building 
firm has been asked to build a house. If only one worker was em­
ployed, she or he would be responsible for all the jobs involved dur­
ing construction, ranging from basic manual work through to more 
skilled tasks. Initially, as more people are hired the rate of output is 
likely to increase at an increasing rate as the new workers are able to 
collaborate in the work required. In other words, the marginal product 
is increasing. Eventually, however, a point will be reached (known as 
the point of inflection) where additional workers are unable to sustain 
this increase, so although they make a positive addition to output, their 
marginal contribution begins to fall. Indeed past a certain point, limi­
tations of space and tasks may prevent additional workers from mak­
ing any contribution at all and may even lead to a decline in output as 
everyone starts to get in each other's way. In terms of Figure 5.2, la­
bour input from 0 to L1 is said to be associated with increasing returns 
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whereas beyond L1, production is beset with diminishing returns. This 
outcome gives rise to the law of diminishing returns, which states that 
if increasing quantities of a variable factor of production are added to 
a given quantity of a fixed factor, the marginal product (and average 
product) of the variable factor will eventually decrease. Diminishing 
returns are therefore said to exist when marginal product begins to 
fall, and hence output increases at a decreasing rate. 

Long-run analysis 

Having considered the implications of having only one variable factor 
of production, namely labour, let us now move on to consider the 
implications for the entrepreneur with two variable factors at his or 
her disposal. The production function we shall use takes the following 
form: 

Q = f(K,L) 

When both factors are variable we can construct a simple analytical 
tool known as the isoquant. lsoquants depict different combinations of 
capital and labour that can be used to produce a fixed level of output, 
assuming that both inputs are combined optimally. Usually, on a graph 
the quantity of labour inputs is measured horizontally and the quantity 
of capital inputs is measured vertically. Let us assume that a firm has 
a variety of possible ways of producing output. At one extreme there is 
the possibility of using labour-intensive techniques, where workers perform 
all the major production tasks with minimal amounts of capital. At the 
other extreme, capital-intensive techniques use a relatively large amount 
of technology and only require a small number of workers to oversee 
production. Alternatively it is possible to use a combination of labour 
and capital that falls somewhere in between these two extremes. The 
exact shape of the isoquant depends on the various technologies avail­
able to the firm at a given point in time. For reasons that will be 
explained shortly, it will be assumed that the isoquant associated with 
each level of output is not only negatively sloped but also convex to 
the origin. Consider the hypothetical isoquants depicted in Figure 5.3, 
where Q1, Q2 and Q3 map out the capital and labour combinations 
needed to produce increasingly higher levels of output. 

Five alternative processes are depicted along the isoquant Q1, label­
led A to E, where A denotes a highly labour-intensive process while 
shifts to B, C, D and E show factor combinations of increasing capital 
intensity. Each combination produces Q1 units of output. The negative 
slope shows that to maintain a given level of production, any reduc­
tion in labour must be met by an increase in the amount of capital 
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used. Had the isoquant been drawn as a straight line, this would have 
implied a fixed rate of substitution between capital and labour. 

However it is more likely that the relationship between capital and 
labour will not be fixed but will instead reflect the impact of diminish­
ing returns. Thus it is predicted that the greater the amount of labour 
(capital) used in the production process, the smaller the amount of 
labour (capital) that needs to be released to maintain output at the 
level designated by the isoquant. Any isoquant that is convex to the 
origin is said to display a diminishing marginal rate of technical substi­
tution. lsoquants possess a number of properties, as follows. 

First an isoquant can pass through every possible combination of 
capital and labour on the graph. In other words, each combination of 
capital and labour will be associated with some level of output. Thus 
we may draw a whole family of isoquants, which reflect increasing 
levels of output as they move in a north-easterly direction. Of course 
this property is unlikely to hold good in practice as much depends on 
the nature of the output under consideration. 

Second, since isoquants depict the minimum input combinations that 
produce each level of output, it is inappropriate for isoquants to cross. 
If they did, this would imply that a single combination of capital and 
labour is able to produce two levels of output, which, by definition, is 
an illogical statement. 

Third, isoquants are likely to be convex to the origin, reflecting a 
diminishing marginal rate of technical substitution. 

It has already been noted that Figure 5.3 implies isoquants have a 
smooth curve, which in turn implies that an infinite number of capital 
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and labour combinations are available to the producer for each given 
level of output. In reality most building processes can only be under­
taken in a very limited number of ways. This results in the isoquant 
assuming a more jagged shape. At the extreme, if there is only one 
viable capital-labour combination at each level of output, the isoquant 
assumes an 'L' shape. Both possibilities are set out in Figure 5.4. In 
the case of the L-shaped isoquants, any addition to the optimal combi­
nation of capital and labour has no effect on the level of output, de­
spite the additional factors of production being used. Only when labour 
and capital are added in the proportions dictated by existing tech­
nology can output be increased, for example from Q2 to Q3• 

Returns to scale 

At this point, we are in a position to be able to clarify what is meant 
by the term returns to scale, a term introduced earlier in the chapter 
when the variables that should be included in a production function 
were listed. Specifically, it refers to the changes in output that take 
place when all inputs are varied in the same proportion. Three possi­
bilities are described below and depicted in Figure 5.5: 

• Increasing returns to scale: this means that if inputs are increased 
by a given proportion, there is an even larger proportionate change 
in output, for example if the amounts of both inputs are doubled 
and output trebles in size. 

• Decreasing returns to scale: this is the opposite scenario, for example 
when all a firm's inputs are trebled but output only doubles as a 
result. 

• Constant returns to scale: following on, constant returns to scale 
emerge if a doubling of inputs leads to a doubiing of a firm's 
output. 

The proportionality of the changes in factor inputs is highlighted by 
the fact that we are focusing on the implications of combinations that 
lie on any straight line extending from the origin of the graph. It can 
be seen that the output associated with the input combination of L1 

and K1 is 20 units (measured with reference to the isoquant passing 
through point A). If we then move to the input combination L2 , K2 , 

then increasing returns to scale would exist if the isoquant passing 
through point B (labelled Q) was associated with an output of greater 
than 40 units, for example 50 units. When returns are decreasing, isoquant 
Q will be associated with an output of less than 40 units whereas if 
returns are constant, isoquant Q will be associated with an output of 
exactly 40 units. 
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Figure 5.5 Returns to scale 

Productivity in the construction industry 

Improvements in productivity can arise in a variety of ways: improve­
ments in training and working practices, and technological advance­
ment with respect to the materials and equipment used. A useful source 
of basic productivity data is the Employment Gazette (Table 1.8), though 
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not all of the monthly editions during a given year provide a full-scale 
breakdown of figures at the industry level. 

Like all industries, the construction industry has benefited from the 
standardisation of inputs, for example factory-made roof trusses and 
window frames, which reduce the need for highly specialised carpen­
ters or on-site tools. Since the manufacturers have been able to take 
advantage of the lower unit costs that arise from large-scale produc­
tion (discussed later in this chapter), cost savings have been passed 
down to building firms. This raises the possibility for architects to use 
cheaper, standardised inputs as the basis for a plan that is acceptable 
to the client, rather than highly individual designs that require a greater 
degree of on-site input and hence are more costly. 

Nevertheless the construction industry has tended to lag behind other 
industries with respect to productivity, despite the fact that a signifi­
cantly smaller proportion of its labour is quasi fixed. Evidence from 
the Employment Gazette illustrates this. For example, in 1994 output 
per person in construction expressed as an index number (1990 = 

1 00) was 109, whereas in the case of manufacturing as a whole the 
corresponding figure was 115.1. Indeed productivity in construction 
only exceeded that of two of the eight identified manufacturing sec­
tors: 'textiles, footwear, clothing, and leather' (97 .8) and 'base metals 
and metal products' (1 05.9). The highest figures in the manufacturing 
category were for 'solid fuels, and nuclear fuels; oil refining' (131.0) 
and 'chemicals and manmade fibres' (128.8). Since construction-re­
lated output has fallen dramatically since 1990, the productivity gains 
that have occurred have emerged from reductions in the size of the 
labour force. Again, using 1990 as the base year, employment in con­
struction measured as an index number amounted to 82.8 (total em­
ployment in construction in 1994 was around 870 000 people), compared 
with 86.1 for manufacturing as a whole. These figures contrast signifi­
cantly with those associated with the latter part of the 1980s, when 
the construction industry was enjoying relative prosperity. For example 
in 1988 productivity in construction exceeded that for manufacturing, 
with figures of 100.2 and 94.2 respectively. There are a number fac­
tors that may explain why the construction industry has fallen behind 
manufacturing with respect to its productivity. 

First, the nature of the work does not always lend itself to productiv­
ity-enhancing mechanisation - around one-third of construction activ­
ity consists of repair and maintenance work, which is largely labour 
intensive and does not lend itself to mechanisation. 

Second, the theory used by economists tends to assume that capital 
and labour can be easily substituted for each other. In reality, capital 
in the building trade is not necessarily a good substitute for labour, for 
example in the case of specialist electricians and bricklayers or more 
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general labourers who may be expected to perform several distinctive 
tasks on site (isoquants are not smooth). In many cases, therefore, capital 
equipment (either hired or bought) may only be seen to be relevant for 
specific operations, for example digging foundations, site levelling, mixing 
cement and soil/material moving. 

Third, the uncertainty that characterises the building industry increases 
the likelihood of capital equipment laying idle for long periods of time 
during a recession. Thus, unless a firm is large and has a number of 
projects running simultaneously, or projects that can be run sequentially 
after each other, the substitution of capital may not be a viable propo­
sition. Problems associated with dovetailing particular activities may 
emerge if a firm is undertaking work on geographically dispersed sites. 

Fourth, capital equipment is likely to have a high rate of deprecia­
tion if it is being used on extremely rough terrain or is exposed regu­
larly to adverse weather conditions. 

Finally, as we shall see in Chapter 6, many construction firms only 
take on work within a distinct geographical locality. The absence of 
competition may therefore not force firms to look as closely at their 
costs as they would if they faced extreme competition from other firms. 

The cost implications of production functions 

Having commented briefly on the basic tools economists use to ana­
lyse the relationship that exists between inputs and output, the next 
stage of the analysis is to look at how the price of factors of produc­
tion constrains the number of choices available to the entrepreneur. 

Ignoring the costs associated with hiring and maintaining a workforce, 
for example an employer's contribution to his or her workforce's Na­
tional Insurance contributions (sometimes referred to as on-costs), the 
price of a unit of labour over a given period is the wage that he or she 
paid. For simplicity it will be assumed that all workers are paid the 
same wage. Thus the total wage bill is simply the weekly wage 
of each person, multiplied by the number of employees, multiplied 
by 52. 

The cost of capital is a little more tricky to consider. It is assumed 
by economists that capital goods carry an imputed rent over their life­
time, even if a firm buys its capital goods outright. Thus, if an exca­
vator costs £100 000 to buy and it has a productive life of ten years, 
then the imputed rent is £10 000 per annum (assuming that it has no 
scrap value). 

Having established the basic conventions economists use to value 
labour and capital, we shall now turn to a consideration of the aver­
age costs firms incur in the short run and the long run. 
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Average costs in the short run 

For reasons considered earlier in this chapter, the total costs incurred 
by a firm are the sum of total fixed costs and total variable costs. If we 
divide each of these figures by the number of units produced, then we 
may define the average cost incurred per unit of output. 

Since by definition fixed costs are constant, whatever the output, the 
average fixed cost of production will fall as output rises. Thus the av­
erage fixed cost curve slopes downwards (labelled SRAFC in Figure 
5.6). The average variable cost curve (labelled SRAVC), which in this 
example reflects labour costs, can be calculated by multiplying the 
wage rate by the number of units of labour used to produce each level 
of output and dividing this figure by the level of output. In this case 
the curve takes a flattened 'U' shape. Indeed by comparing the aver­
age variable cost curve (labelled SRAVC) with the total output curve in 
Figure 5.2, it can be shown that where increasing returns exist, the 
average variable costs decrease whereas when diminishing returns set 
in, average variable costs increase again. If the average fixed cost curve 
and the average variable cost curve are added together we get the 
average total cost curve. This is labelled SRATC in Figure 5.6. 

For reasons that will become clear shortly, an extremely important 
cost curve still to be derived is the short-run marginal cost curve. This 
curve identifies how costs change as output is increased or decreased 
by one unit. It is important to establish its exact relationship with the 
other three curves we have derived so far. If average costs are falling 
(total or variable), then marginal costs must be below the average and 
indeed pulling the average down. Thus the short-run marginal cost curve 
(labelled SRMC) will lie below curves SRAVC and SRATC. Conversely, 
if average costs are rising (total or variable), then marginal costs must 
be greater than the average and therefore the short-run marginal cost 
curve will lie above the average variable and total cost curves. It therefore 
follows that the marginal cost curve will intersect the average variable 
cost curve and average total cost curve at their minimum points. This 
relationship is also depicted in Figure 5.6. 

Having derived the four main cost curves as they apply to the firm 
in the short run, let us now consider average costs as they apply to a 
firm in the long run when both factors of production are variable. 

Average costs in the long run 

With an extended time horizon there is no need to make a distinction 
between average variable costs and average fixed costs since both fac­
tors are variable. Hence we need simply to refer to the long-run average 
cost curve. This may be derived by extending our analysis of isoquants. 



The Theory of Costs 123 

£ SRMC 

Output 

Figure 5.6 Costs in the short run 

Recall that an isoquant identifies the combinations of capital and 
labour that can be used to produce a fixed level of output. To date, 
however, no mention has been made of the constraints that confront 
an entrepreneur in practice. The most obvious constraint is a financial 
one. This can be identified with reference to an isocost line, which is 
determined by the budget an entrepreneur has at his or her disposal 
and the relative cost of labour and capital. 

Specifically, the isocost line depicts all the combinations of labour 
and capital that can be afforded with a fixed sum of money. For exam­
ple, let us assume that in each time period an entrepreneur has £10 000 
to spend on factor inputs and that the cost of each unit of labour is 
£100 while the rent of each unit of capital is £500. If production is 
completely labour intensive (that is, with no capital at all), then the 
largest number of workers that can be afforded is 100. In contrast if no 
labour is used and production is completely capital intensive, 20 units 
of capital could be afforded (of course both scenarios are trivial in 
reality). If these points are plotted on the basic isoquant graph and a 
line is drawn between them, then we have the set of labour/capital 
combinations that can be afforded by the entrepreneur. These are identified 
in Figure 5.7. 

Algebraically the constraint facing the producer may be defined as: 

B = wL + rK (5.7) 

where w and r denote the cost of hiring labour (L) and renting capital 
(K), respectively. 
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Figure 5.7 The isocost line and the least-cost production of 100 units of 
output 

Let us now assume that a producer wishes to maximise output from 
a given budget. The combination of capital and labour associated with 
this output is the point that is just tangential to the highest possible 
isoquant. This is also shown in Figure 5.7. It can be seen that the 
largest output the firm can afford to produce is 1 00 units, an output 
that consumes L * labour and K* capital. This is the equilibrium point. 
On the one hand, any other affordable combination of labour and capital 
(either on or inside the isocost line) is associated with a lower output, 
whereas on the other hand the 101 st unit of output cannot be afforded 
with the available budget. Of course, should there be a change in the 
relative price of labour and capital or a rise/fall in the general budget 
available to the producer, it is likely that there will be a new point of 
equilibrium. Let us briefly consider each of these scenarios in turn, 
initially focusing on a rise in wage rates. 

A change in relative factor prices from an increase in the price of 
labour 

In this analysis it is assumed that there will be no change in the price 
of capital or a change in the budget available to the entrepreneur to 
buy factors of production. Under these conditions, a rise in the price 
of labour will cause the isocost line in Figure 5.8 to pivot from AB 
inwards to AC. The new isocost line shows that the money released 
from forgoing a unit of capital buys less labour than it did before. 
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Figure 5.8 Factor price change (labour) 

Thus not only has the number of affordable factor combinations of 
labour and capital diminished, but also the maximum output that can 
be produced from a given budget. 

An increase in the producer's budget 

The second stage of this analysis is to consider what happens when 
the producer has an increase in budget. Invoking the ceteris paribus 
assumption again, it follows that the effect of such an increase will be 
to cause a parallel shift in the budget constraint. Additional increases 
will precipitate further shifts. This is depicted in Figure 5.9. 

These shifts in the isocost line mean that the producer has the re­
sources to increase output, which, if maximised, is that associated with 
the isoquant just tangential to each isocost line. The line that joins 
each of these points of tangency is known as the long-run expansion 
path. If the long-run expansion path is a straight line extending from 
the origin of the graph, it implies that relative factor intensities are 
unchanged despite the increase in output. If, on the other hand, the 
long-run expansion path bends towards either the capital or the labour 
axis, then a change in factor intensity has taken place. 

The long-run average cost curve 

Based upon the information taken from the long-run expansion path, it 
is possible to derive the average cost curve for a firm in the long run. 



126 Economics and Construction 

Long-run 
expansion path 

Labour 

Figure 5.9 The long-run expansion path 

The procedure is to take each level of output and determine the cheapest 
combination of factors of production (in this case, labour and capital) 
that can be used to produce it. By dividing the appropriate cost by the 
level of output, the average cost can be calculated. For example, if 
the isoquant associated with an output of 100 units is tangential to the 
isocost line associated with combinations of capital and labour whose 
total value is £150, then the average cost of output is £1.50. By re­
peating this process for each level of output, an average cost curve 
can be plotted. 

The assumption adopted in textbooks, based on evidence from actual 
businesses, is that the long-run average cost curve assumes the shape 
of a flattened 'U'. This implies that as output initially rises, average 
costs fall. Eventually an output or series of outputs are reached that 
are associated with the lowest average cost before the average costs 
start to rise again. This is depicted in Figure 5.1 0. 

When businesses enjoy cost advantages from increasing their scale 
of production, they are said to be exploiting economies of size, whereas 
when the average cost of production begins to rise again, diseconomies 
of size are said to prevail. Some of the reasons why economies and 
diseconomies of size emerge will be discussed shortly. 

Readers who have already had some previous exposure to econ­
omics may be wondering if these concepts differ from the more frequently 
cited terms economies of scale and diseconomies of scale. The answer 
is yes!. The terms economies of scale and diseconomies of scale refer 
specifically to the effect on average costs when any inputs used in 
production are increased in the same proportion. Hence these terms 
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Figure 5.10 Economies of size and diseconomies of size 

are much more precise in their meaning. For example economies of 
scale would be said to emerge if output trebles in response to a doubl­
ing of all inputs, whereas the term economies of size implies no 
specific constraint on the change in factor inputs, such that production 
may become more or less capital/labour intensive. Both, however, im­
ply a reduction in the average cost of production. 

Economies of size and economies of scale 

Having established the precise distinction between economies of size 
and economies of scale, the next stage of the analysis will be to con­
sider some of the reasons why we should expect certain increases in 
production to be associated with falling average costs and subsequent 
increases to be associated with increases in average cost. The discus­
sion of the factors that can prompt a reduction in average costs is set 
out under five main headings, as follows. 

Specialisation 

Increases in company size make it increasingly feasible to employ special­
ist staff. Over two hundred years ago Adam Smith wrote about the 
benefits of such specialisation. The example he used was that of a pin 
factory, in which each worker was responsible for a specific task within 
the eighteen stages of pin manufacture rather than being expected to 
carry out all eighteen processes. This approach, which is known as 
division of labour, not only allows workers the opportunity to become 
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experts in the job they undertake but also reduces the amount of time 
lost when non-specialised workers pass from one task to the next. Exam­
ples of division of labour can be seen in everyday life, ranging from 
house buyers employing solicitors to see them through the legal com­
plexities of conveyancing, to construction firms employing surveyors 
and subcontracting work to more specialist companies during the building 
process. 

Jndivisibilities 

lndivisibilities refer to the fact that firms require a minimum quantity 
of certain inputs in order to remain operational, and in turn these 
inputs have an optimal level of usage. For example firms will require 
certain amounts of space to store inputs, and will own or rent machin­
ery whose average output costs fall as the equipment is used more 
intensively. 

Purchasing and financial advantages 

We read frequently in the press that smaller firms are treated less pref­
erentially than large firms when it comes to raising funds or purchas­
ing inputs. Despite the frustration felt by many small-scale entrepreneurs, 
this is predictable. For example the need to buy in bulk often enables 
larger producers to secure more preferential deals than their smaller, 
less economically powerful counterparts. Similarly smaller firms, which 
often have less opportunity than larger firms to use internally gener­
ated funds for investment purposes, are confronted with the need to 
pay back loans over a shorter time period and/or have to pay higher 
rates of interest on loans because they are perceived to be at greater 
risk of bankruptcy. This is a particular feature of the construction in­
dustry, where smaller firms are forced to become heavily reliant on 
personal loans, trade credit, bank overdrafts and ploughed-back profits. 

Law of large numbers 

The law of large numbers is best explained by a simple example. As­
sume that a firm has a single production line comprising a number of 
individual pieces of machinery. Given that it is not desirable for pro­
duction to be delayed for too long if a machine breaks down, it would 
be rational for the firm in question to have a maintenance engineer 
and a set of spare parts to cover most breakdown contingencies. How­
ever, if the firm expands and as a result buys five additional (identical) 
production lines, it is unlikely that they will all break down at exactly 
the same time or for exactly the same reason. Thus the firm is unlikely 
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to need five extra maintenance engineers or five sets of spares in stock. 
Due to the fact that proportionately less expenditure is being incurred 
to maintain the additional production lines, average costs are by defi­
nition falling. 

Minimum efficient scale 

When a firm is operating at the lowest average cost it is said to be 
achieving productive efficiency. By definition, this will be the point at 
which the LRAC curve is at its lowest point. The smallest output level 
at which the least average cost is incurred is known as the minimum 
efficient scale (or mes). In Figure 5.11 it can be seen that size econ­
omies exist for all outputs from 0 to A. In this example the lowest 
average cost is achieved at more than one output, namely all the out­
puts between A and B. However, according to the above definition, 
the minimum efficient scale is at A. Nevertheless any point between A 
and B minimises average costs. 

In the case of the British brick industry, Pratten (1989) found that 
the mes could be achieved by producing at a level that coincides with 
only 1 per cent of domestic output whereas, for example, in the case 
of cement and washing machines the corresponding figures are 10 per 
cent and 57 per cent respectively. Further insights can be gained by 
asking the question: how much would a firm's costs increase if it were 
to produce a level of output that is half that associated with the mes? 
In the case of brick production, costs would increase by 25 per cent. 
For cement and washing machines the corresponding figures are 26 
per cent and 7.5 per cent respectively. 

Diseconomies of size and diseconomies of scale 

Should a firm choose to produce beyond output B (reconsider Figure 
5.11 ), it is experiencing increases in its average costs, or diseconomies 
of size. These diseconomies may be the result of the firm becoming so 
large that it is more difficult to organise and coordinate its activities. 
Such bureaucracy may prevent a rapid response to emergent difficul­
ties, a problem that may be exacerbated if growth has coincided with 
the firm becoming more geographically spread. This can be particularly 
important for construction firms whose activities extend to more than 
one site, thereby making it more difficult to supervise workers effec­
tively. Generally it can be argued that basic economic theory would 
lead us to expect that the first location a firm chooses is the most 
desirable with respect to its production and distributional requirements. 
Subsequent sites may be less advantageous, thereby adding to the unit 
cost of production as output rises. 
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Figure 5.11 Minimum efficient scale 
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The factors that prompt a reduction (increase) in average cost as a firm 
increases its scale of production reflect the individual response and 
characteristics of the firm concerned. For this reason these are known 
as internal (dis)economies of size. However, there is a possibility that 
a reduction in unit costs may reflect general changes affecting all firms 
operating in that industry or even firms outside the industry. These are 
known as external (dis)economies of size (scale). External economies 
of size may arise because suppliers of inputs for one or more firms are 
themselves able to exploit internal economies as the demand for their 
output increases. This reduction in the suppliers' costs may be passed 
on in part to all the firms who purchase goods from them, thereby 
reducing the purchasers' input costs. Other examples of external econ­
omies of size are the prime minister or royal family entertaining foreign 
governments in order to encourage the purchase of British goods and 
services, and improvement of a country's transport network reducing 
everyone's transport costs. The effect of one or all of these initiatives 
may extend to numerous firms, either in a specific locality or more 
generally throughout the country. In terms of Figure 5.11, the effect of 
such changes is to cause a downward shift (not necessarily a parallel 
one) in the LRAC curve such that any given level of output can take 
place at a lower average cost. This is depicted in Figure 5.12. 

Of course external change is not always beneficial to industry. A 
deterioration in road networks due to congestion or an increase in 
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Figure 5.12 External economies and diseconomies of size 

border bureaucracy may have a detrimental effect on firms in several 
industries rather than a single producer. In such cases the lRAC curve 
will shift upwards, reflecting the increase in average costs at every 
level of output. 

The relationship betwe1~n short-run and long-run average costs 

The preceding discussion has treated short-run and long-run average 
cost curves as separate entities. However they are inextricably linked. 
Tangential to every point on the long-run average cost curve there is 
a short-run average cost curve, which indicates the short-run options 
available to the firm if changes its level of output. Three such cases 
are highlighted in Figure 5.13. 

Consider the point labelled A. This is associated with a range of 
outputs associated with falling average unit costs. Should a decision 
be made to increase output from A to B in the long term then a change 
in both capital and labour inputs can be contemplated. However, if 
the increase is to take place in the short term, capital remains fixed. 
Thus any increase in output must arise from employing more labour 
and the average costs associated with such an increase can be read 
from the SRATC curve, which is just tangential to point A'. It can be 
seen that, in the short term, an increase in output from A to B results 
in an increase in average costs. Had the increase been to C instead, 
then average costs would have fallen, even in the short term. It can 
also be seen that if the firm in question was operating at its minimum 
efficient scale, for example output D, any attempt to change output in 
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the short run (up or down) would lead to an increase in average costs. 
A similar argument can be employed with respect to production where 
diseconomies of size exist. By definition, reductions in output in the 
short run may add to or reduce average costs, though in the long run 
average costs will fall. Consider the average costs associated with moves 
from E to F and E to G respectively. 

For firms to be operating at a point on their long-run average cost 
curve they need to be using the least-cost combination of resources 
associated with each level of output. In theory this a reasonable as­
sumption to make. However in practice numerous factors prevent this 
from happening. For example outdated employer-worker agreements 
that are too costly to 'buy out', lack of access to external finance or a 
general lack of confidence about the future may prevent firms from 
adopting the new technology associated with the lowest average cost 
for each given output. The result is that firms may instead be operat­
ing at a point inside the LRAC curve, such as H, I or J in Figure 5.13. 
Such an outcome will however be ignored in subsequent analysis. 

Having established the shape and the relationship that exists be­
tween average cost curves in the short and long run, the next stage of 
the analysis is to consider the problems economists and other pro­
fessionals face when they try to estimate cost curves in practice. The 
literature on the subject highlights three basic approaches: statistical 
cost analysis, the engineering approach and the survivor technique. 



The Theory of Costs 1 3 3 

Estimating cost curves in practice 

Economists have adopted three basic approaches to derive the long­
run average cost curve for firms and industries, none of which are 
particularly suited to an analysis of the construction industry. The first 
is known as statistical cost analysis. This involves a comparison of one 
or more firms, either as their level of output changes over time (time 
series analysis) or by comparing the costs of different sized firms (cross­
section analysis). However this is unsuited to the construction industry 
because of differences between firms with respect to the age of the 
capital stock they use, the prices they pay for inputs, the types of 
work they undertake and the degree to which they are diversified into 
other industries. Attempts to standardise such differences abound in 
the literature, though no one approach can be said to be accepted 
universally. 

The second technique is known as the engineering approach. This 
methodology derives its name from the fact that engineers who plan 
new production units and plants accumulate significant amounts of 
information with respect to alternative production technologies/plant 
layout and their associated operating costs. However, for reasons that 
have already been highlighted briefly above, the cost functions de­
rived from these technical relationships may differ significantly from 
the costs experienced by firms in practice since they operate in differ­
ent regional markets and terrains. Furthermore, managers may not know 
in detail the average costs associated with unfamiliar levels of output 
at which they do not produce, and furthermore the approach fails to 
yield estimates for administrative and research costs. 

The final technique is an attempt to circumvent the problems en­
countered in the previous two approaches, namely valuation and in­
formational difficulties respectively. It is known as the survivor technique 
and rests on the initially plausible idea that firms whose share of an 
industry's output grows over time are operating efficiently, whereas 
firms whose share falls over time are either too large or too small. 
However this assumption does not take into account the two-dimen­
sional relationship between output size and cost. Rather the approach 
embraces a multidimensional set of interrelationships that determine 
the long-term performance of firms. In other words, the ability of a 
firm to expand its operations and 'survive' also depends upon the lo­
cality within which it operates and the mix of building work that it is 
capable of competing for. 

Economies of size are usually associated with standardized products 
that allow mass production tecniques to be exploited. However, the 
unique nature of many building projects, the relatively small scale of 
individual building programmes and the general 'lumpiness' of demand 
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Figure 5.14 Economies of size in the construction sector 

over time means that even larger firms are unlikely to be able to ex­
ploit size/scale economies to their full potential. This can be seen in 
Figure 5.14 

In Figure 5.14, the long-run average cost curve lRAC1 depicts the 
average costs of production if a firm is able to exploit a wide range of 
scale economies, including specialisation and large-scale purchasing 
of standardised inputs. It can be seen that the mes is at point q1 • In 
contrast lRAC2 lies to the left of and above lRAC1 and denotes the 
long-run average costs associated with projects with lower levels of 
standardisation. It can be seen that it is only when production ex­
ceeds q0 that the firm is able to exploit size economies and experi­
ence the reductions in average unit cost associated with the outputs 
q0 to q1 • 



6 The Organisation of Firms 

INTRODUCTION 

With the specific aim of gaining an insight into the characteristics that 
distinguish the construction industry from other productive sectors of 
the economy, this chapter identifies some of the factors that determine 
how firms behave within markets. Much of the analysis falls under the 
general heading of 'industrial economics'. Not surprisingly this branch 
of economics continues to be a vibrant focus of research, and not 
surprisingly for economists(!) it can result in considerable disagreement. 
At one extreme is the view that firms that are able to exploit favour­
able market conditions will do so to the detriment of the consumer, 
necessitating piecemeal government intervention. This view is embodied 
in what economists refer to as the structure-conduct-performance (SCP) 
approach. Although this framework is now seen by some economists 
as somewhat limited, since it tends to imply a simple causal relation­
ship between the structure of an industry and the way in which firms 
respond to it, the approach continues to provide the blueprint for in­
vestigations by the British Monopolies and Mergers Commission. 

The opposite view, which superseded the SCP paradigm for a brief 
period a couple of decades ago, is that government intervention can 
be detrimental to progress and development and therefore it should 
restrain any interventionist tendencies it may have. Any opportunities 
that firms are able to exploit are simply temporary phenomena and 
over time will be eroded away by a process of technological advance 
and freedom of entry/exit to/from the market. 

Current research is more biased towards the SCP approach than the 
anti-interventionist stance adopted by promarket economists. In par­
ticular it reflects an interest in the strategic behaviour exhibited by 
firms competing in industries dominated by a few large firms. This 
'game-theoretic' approach emphasises the ways in which firms make 
decisions, bluff and respond to the decisions of competitors in order to 
maintain or increase their relative profitability and market share. It is 
beyond the scope of this text to provide a detailed analysis of these 
different approaches - this is the province of a mainstream book on 
industrial economics. The aim of this chapter is simply to provide the 
reader with a flavour of the terminology and approach that economists 
use when confronted with an analysis of market behaviour with special 
reference to the construction industry. 

Although the SCP paradigm no longer commands a central role in 
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the current debate on industrial economics, it nevertheless provides a 
coherent framework within which the rest of the chapter can be or­
ganised. Thus, under the two general headings 'Structure' and 'Con­
duct and Performance', the following discussion provides not only a 
general insight into the basic terminology and assumptions economists 
use, but also an opportunity to analyse some of the main character­
istics of the construction industry. Under the heading of 'Structure' we 
shall consider the way in which industries can be categorised accord­
ing to the number of firms that exist within them. In the section on 
'Conduct and Performance' the analysis moves on a stage to consider 
how different market structures determine the way in which firms be­
have, for example in terms of pricing policies and their willingness to 
merge or collude with their competitors. 'Performance' issues relate to 
outcomes, for example whether or not profits are made in the short 
term or the long term and the degree to which market structures en­
courage firms to use efficiently the resources at their disposal. 

STRUCTURE 

Standard economic theory identifies four basic market structures: per­
fect competition, monopoly, oligopoly and duopoly, and monopolistic 
competition. Their main characteristics may be outlined as follows. 

Perfect competition 

As its name suggests, perfect competition represents a totally competi­
tive structure. The assumptions that underpin perfect competition often 
result in it being perceived as a theoretical indulgence with little op­
portunity for application. However perfect competition can be viewed 
as a benchmark against which all other market structures can be com­
pared, and as a result it provides important insights for the economist. 
The main characteristics of a perfectly competitive industry are as follows: 

• There is an extremely large number of buyers and sellers. 
• Each buyer and seller is so small, relative to the overall amount 

that is traded, that the market price is completely unaffected by a 
change in the behaviour of any one of them. Buyers and sellers 
are therefore referred to as price takers. 

• The products that are traded are completely identical (or homoge­
neous), regardless of who produces it. If a firm chooses to raise its 
price above the market price, it will lose all its customers since 
they will simply buy an identical product from a (cheaper) source 
elsewhere. 
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• There is no uncertainty or industrial secrecy - all economic agents, 
whether buyers or sellers, are assumed to be endowed with per­
fect information about the market. 

• There are no impediments to prevent a firm from entering or exit­
ing the industry. For example no product is afforded patent pro­
tection. 

Pure monopoly 

Strictly speaking, 'monopoly' refers to a situation where just one firm 
is operating in a particular industry. However, because the term 'mono­
poly' is used in policy-making circles to refer to firms that account for 
25 per cent or more of the market in which they operate, the term 
'pure monopoly' should be used when refering to 100 per cent domi­
nance. The goods or services produced by the pure monopolist are 
assumed to have no close substitutes and are demanded by a large 
number of buyers who have no market power. Despite being the only 
producer of a given commodity, the pure monopolist does not have 
total power over the market. With reference to the demand curve it 
faces, it can choose either to restrict output and charge a relatively 
high price for each unit, or to increase production and charge a rela­
tively lower price. The monopolist cannot increase profits by forcing 
individuals into consuming high-priced goods they are not willing and 
able to buy. 

Oligopoly and duopoly 

Oligopolistic industries are characterised by a small number of firms 
accounting for a large proportion (or all) of total output. In the case of 
duopoly, this is limited to two firms. Oligopolistic market structures 
are common throughout the developed world in industries that provide 
firms with the opportunity to exploit size economies. Analysis of 
oligopolistic industries using a game-theoretic framework is currently 
at the forefront of industrial economics research. A simplified insight 
into this approach will be considered later in this chapter. 

Monopolistic competition 

Monopolistic competition exists when a large number of firms are op­
erating in a particular market but, unlike perfect competition, each 
producer offers the customer a slightly differentiated product. This dif­
ferentiation may be explicit in the good or service; lodged in the mind 
of the consumer by persuasive advertising; or because the firms com­
peting against each other are located in different geographical areas. 
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This means that, unlike firms in a perfectly competitive industry, it is 
possible for a firm increase to the price of a product without losing all 
its customers. The outcome of such a policy will clearly depend on 
the product's characteristics and the geographical location of the sup­
plier relative to its customers. There are numerous examples of this 
type of market structure in the construction industry. For example, al­
though all qualified plumbers can offer the same basic service, it is 
possible for a plumber based in Edinburgh to charge a higher price 
than a plumber in Birmingham without losing customers in Edinburgh. 

The structure of the construction industry 

Having outlined the four basic market structures to which most intro­
ductory textbooks refer at some stage, the aim of this section is to deal 
explicitly with the organisation of the construction industry. Of course 
few industries can be expected to fit precisely into any one of the 
above categories. However, as we shall see~ there is strong evidence 
to suggest that there are examples of both oligopolistic and monopol­
istic competition. 

Although most people will know the names of the very large firms 
in the construction industry, for example Wimpey, Taylor Woodrow, 
Tarmac and Blue Circle, they will be less aware that the industry is 
dominated by a large number of small firms. As we saw in the previ­
ous chapter, large-scale production has a number of advantages. Large 
civil engineering/building contractors involved in major construction 
projects, such as office blocks or road building, have the advantage of 
being able to utilise specialised equipment, buy in bulk, negotiate more 
favourable financial packages, employ their own specialist workers (for 
example surveyors and legal experts) and spread any risk over a large 
number of projects. Unlike most manufacturing operations, the con­
struction industry is, by definition, location specific. Although the bricks, 
timber, tarmac, cement, window frames and other materials used may 
be produced at a factory some distance away, construction activity 
must take place on the site itself. Thus, although development within 
other sectors of the economy has often involved expanding the size of 
operations, and hence increasing the level of industrial concentration, 
the construction industry continues to be geographically fragmented 
with a large number of small firms. 

The previous statement raises an important question: what is meant 
by small? Is it in terms of employment, turnover, market share or some 
Wider matrix of characteristics that also captures the way in which 
firms behave and carry out their business? Ultimately, the definition 
rests with the opinion of the commentator, since there is no agreed 
definition within the literature. The simplest approach is to take the 
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first of these indicators, namely employment. This provides two ways 
of gaining an insight into the characteristics of the construction indus­
try. The first identifies the number of firms according to the size of 
their workforce, and the other highlights the number of workers em­
ployed by firms that are classified by the size of their workforce. 

Time series data in the publication Housing and Construction Statis­
tics 1983-93 shows that the total number of private contractors in Britain 
rose steadily for the first eight years of this period, from 160 596 in 
1983 to 209 797 in 1990. The number subsequently fell and in 1993 
it stood at 195 107. Of course these are highly aggregated data. The 
pattern varies slightly according to the trade firms are engaged in and 
also by region. For example the number of building and civil engi­
neering contractors increased throughout the period 1983-93, from 3722 
to 6234; while firms engaged in such activities as glazing, demolition, 
scaffolding and electrical contracting all peaked in number in 1992. 
Similarly, the number of contractors based in Yorkshire and Humber­
side, the West Midlands, Wales and Scotland also peaked in 1992, 
rather than in 1990. 

Within the overall total it is possible to calculate the relative impor­
tance of the small firm to the industry as a whole. Let us take an 
extremely conservative view of what is deemed to be small, namely 
any contractor employing up to seven people. Between 1983 and 1993 
the proportion of firms falling into this category rose from 89.3 per 
cent to 94.3 per cent. Conversely, firms employing more than 80 peo­
ple remained at less than 1 per cent of the total throughout the period. 

It is possible to gain a slightly different picture by focusing on the 
proportion of the total workforce employed by firms of different sizes. 
In 1993 firms with seven workers or fewer employed just over 40 per 
cent of the total workforce. The corresponding figure for firms with 80 
or more workers was 32 per cent. However these figures are best seen 
in the light of those which applied to 1983. In that year the proportion 
of the workforce employed by firms with seven workers or fewer was 
31 .1 per cent, whereas that for firms with 80 or more workers was 
36.9 per cent. In other words, the importance of the small firm in­
creased over that period rather than diminished. A further insight can 
be gained by comparing the 1993 figures with those for manufacturing 
as a whole. Unfortunately the organisation of the statistics used in Business 
Monitor does not mesh exactly with those used in the Housing and 
Construction Statistics series. Specifically, the category nearest to that 
used above to define 'small' relates to nine workers or fewer. Never­
theless it is possible to calculate that in 1993, only 6.5 per cent of 
manufacturing workers were employed by firms with nine workers or 
fewer, and that such firms represented 69 per cent of all legitimate manu­
facturing units. 
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These figures seem to imply that the large construction firm is rela­
tively unimportant to the industry. However if, instead of focusing on 
employment, we consider the value of output, then a slightly different 
picture emerges. For example during the trading year 1992-93, 28.4 
per cent of the 8919.4 million construction projects undertaken was 
by firms employing seven workers or fewer. This compares with a cor­
responding figure of 43.1 per cent for firms employing 80 workers or 
more (calculated from Housing and Construction statistics 1983-93). 
Nevertheless, although these figures show quite explicitly that the 'small' 
firm is extremely important to the construction sector, it should be 
recognised that a large firm that uses a lot of technology-intensive capital 
and a relatively small amount of labour may appear 'smaller' than a 
firm engaged in activities that require lower capital-labour ratios. 

Thus the question arises as to why the small construction firm con­
tinues to be dominant, indeed increasingly dominant, within the sec­
tor. A number of reasons may be put forward: 

• Small firms can offer a localised and flexible service. 
• Building firms tend to grow in size when they begin to offer more 

and more services. When building work is taking place in local­
ised markets, both small and large firms may prefer to subcontract 
rather than risk expanding if specialist services are needed, though 
this in itself generates transaction costs (for example coordinating 
several suppliers of specialist services). 

• Economies of size may be small relative to the size of a localised 
market - building sites are invariably geographically spread. The 
alternative would be a series of multiplant oligopolists or monopolists 
which erect barriers to entry that prevent smaller, more localised 
competitors from tendering for work. 

• Because building work is extremely seasonal and is frequently 
bunched into the spring and summer months, remaining small can 
offer a high degree of flexibility without accumulating periodically 
underused overheads. 

Builders' merchants 

The link between the manufacturer of components and the builder, 
particularly the small builder, is a network of builders' merchants. The 
builders' merchant plays an important role in the industry. First there 
is a potential efficiency gain. On the one hand the builders' merchant 
provides a central focus for the manufacturer, who does not have to 
deal directly with a potentially large number of builders whose de­
mand and indeed creditworthiness may not be stable over time. On 
the other hand the builder will need to contact fewer outlets for his or 
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her materials since the builders' merchant may be able to supply products 
from more than one manufacturer, thereby reducing negotiation and 
transport costs. Second, given the long-term uncertainty surrounding 
the precise characteristics of building contracts, builders do not have 
to store a large amount of inputs - the builders' merchant provides a 
responsive service that can be tailored to the builder's requirements. 

It should be understood that many builders' merchants are them­
selves specialists in their own right. For example one may stock bricks, 
cements and aggregates whereas another may be a supplier of fittings 
for kitchens and bathrooms, such as baths, washbasins and showers. 
For the DIY enthusiast whose interest is predominantly associated with 
gardening, basic carpentry, painting, wallpapering and tiling, examples 
of builders' merchants include the familiar names of Homebase, Do It 
All and Great Mills. 

CONDUCT AND PERFORMANCE 

This section describes some of the ways in which economic theory 
predicts that firms will behave and the implications of that behaviour. 
Underpinning the most basic analysis of the firm is the assumption 
that owners wish to maximise profits. This assumption is perhaps most 
appropriate in the case of the owner-manager who has direct control 
of the firm, and as a consequence all profits enter the utility stream of 
that individual. Although the profits earned by large firms are also 
channelled to their owners, usually a diverse group of shareholders, 
the managers who are responsible for day-to-day decisions may have 
the opportunity to pursue policies that enhance their personal wellbe­
ing, rather than that of the company as a whole. In this case profit 
maximisation may be a less justified assumption to make. 

The ideas that economists put forward to explain the behaviour of 
firms are varied. Some can result in neat mathematical outcomes since 
they assume that the firm tries to maximise a specific variable (perhaps 
subject to certain constraints), whether it be profit, sales revenue, company 
growth or whatever. Alternative approaches look either to the organi­
sation of the firm as a constraint upon its activities, for example the 
need for managers to maintain the status quo between potentially un­
stable worker coalitions, or to the need for firms to adopt strategies to 
outmanouvre their competitors. 

Profit maximisation 

The basic rule of thumb for profit maximisation is that the firm should 
equate its marginal revenue with its marginal costs. The principles 
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underpining this approach are no different from those considered in 
Chapter 3, when the consumer was seen to select his or her optimal 
point of consumption with reference to the marginal cost of consump­
tion and the marginal benefits derived from each unit of the product. 
To illustrate the basic implications of profit maximisation, two scen­
arios will be considered. The first looks at the firm operating in a 
perfectly competitive industry, while the second considers the firm 
operating in a more concentrated industry, which allows it to exhibit 
some degree of market power. 

Profit maximisation and the perfectly competitive firm 

It should be recalled that perfectly competitive industries are charac­
terised by an atomistic structure in which small price-taking firms pro­
duce an undifferentiated product for an almost infinite number of buyers. 
It is also assumed that all relevant information is symmetrically distrib­
uted between buyers and sellers and that firms can enter and exit the 
industry costlessly. It can be seen from Figure 6.1 that, in these cir­
cumstances, each firm can be assumed to face a perfectly horizontal 
demand curve (d), which reflects the equilibrium price determined by 
the interaction between the market demand and market supply curves 
(D and S respectively). 

In the introduction to this section it was noted that, if a firm is to 
maximise its profits, it must set its output at the point at which its 
marginal cost and marginal revenue are equal. By now, readers should 
be familiar with the term marginal cost, but marginal revenue is ap­
pearing for the first time and describes the change in the total revenue 
of a producer after a unit increase or decrease in output. For example, 
if an extra unit of production increases total revenue from £50 to £70, 
marginal revenue equals £20. Thus, if the marginal revenue from a 
unit increase in output exceeds the marginal cost, it is rational for the 
firm to produce that unit of output. Conversely, if the marginal cost of 
an extra unit of output is greater than its marginal revenue, it is inap­
propriate for that unit to be produced, since its cost exceeds the rev­
enue that would be derived from it. It therefore follows that production 
should stop at the level of output at which marginal revenue and mar­
ginal cost are exactly equal. This decision rule is represented graphi­
cally in Figure 6.2. 

Since the demand curve for a perfectly competitive firm is horizontal, 
its marginal revenue curve must be identical to it since the marginal 
revenue associated with each unit of production equals the equilib­
rium price, namely P*. Superimposed on the demand/marginal rev­
enue curve (d = MR) in Figure 6.2 are the firm's average total cost 
(A TC) curve and marginal cost (MC) curves. The total output for the 
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Figure 6.1 The demand curve facing a perfectly competitive firm 
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Figure 6.2 Profit maximisation and the perfectly competitive firm 

industry is Q*, of which the identified firm is predicted to contribute 
q* units. All outputs below q* are associated with marginal revenues 
that exceed marginal costs, whereas the reverse is true for all outputs 
beyond q*. From this diagram it is also possible to depict the profit 
earned by the firm at this level of output. Specifically, for each unit of 
the output q*, which the firm sells at a price of P*, an average cost of 
C is incurred. Hence, the profit is q* multiplied by (P* minus 0, or 
the shaded area, CP*AB. 

In this example the perfectly competitive firm is making a profit. 
Following previous assumptions we should therefore expect that new 
firms will be attracted into the industry. As we can see in Figure 6.3, 
new entrants will cause an outward shift in the industry supply curve, 
and hence a reduction in the market equlibrium price (from P* to 
P**). 
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Figure 6.3 Equilibrium in a perfectly competitive industry 

This reduction in the market price of the product will simultane­
ously cause a downward shift in the firm's (horizontal) demand curve 
(d1 to d2). Over time, any profit being earned by existing firms will be 
eroded away by the impact of new firms costlessly entering the indus­
try. In the long term the firm in question only produces q** and only 
receives sufficient profits to discourage it from leaving the industry, a 
return that is included nominally in the cost curves of the firm. This is 
depicted in Figure 6.3 and is known as normal profit. It therefore fol­
lows that profits in excess of normal profit can only be accumulated in 
the short term. These are known as supernormal profits. Thus in Figure 
6.2, the area CP*AB is supernormal profit. Conversely, if losses are being 
made, firms will costlessly leave the industry, causing the market sup­
ply curve to shift to the left. The demand curve of firms remaining 
within the industry will shift upwards in response to the higher equi­
librium price that has resulted, ultimately allowing the firms that re­
main in the industry to earn normal profits. By referring to how a 
perfectly competitive firm's output changes with shifts in its demand 
curve, it can be seen that its MC curve is effectivly the firm's own 
supply curve, since it also identifies the amount it is willing and able 
to supply at different price levels. Thus the supply curve depicted in 
the market scenario is equivalent to the horizontal sum of all the indi­
vidual firms' MC curves. 

Profit maximisation when the firm faces a downward sloping 
demand curve 

The next stage of the analysis considers the implications for profit 
maximisation when firms are confronted by a standard downward-sloping 
demand curve, rather than the horizontal schedule that underpins per-
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Figure 6.4 Relationship between a downward sloping demand curve and 
the marginal revenue curve 

feet competition. The reasons why this is a more likely scenario are 
industry specific. As we have already seen, small building firms can 
enjoy significant power at the local level; in other cases, products can 
only be realistically produced by large firms; indeed firms may ac­
tively deter others from entering the industry by aggressive marketing 
and collusion. In such circumstances firms are able to exploit total or 
partial monopoly power. Whatever the reason for a firm's downward 
sloping demand curve, it follows that the demand curve and the mar­
ginal revenue curve cease to be a single entity. let us consider why by 
looking at Figure 6.4. 

As we have seen previously, the demand curve depicted in Figure 
6.4 shows that if a firm charges a single price for its product and 
wishes to sell an extra unit of output, then it must charge a lower 
price for all the previous units of output as well. The demand curve 
therefore maps out the average revenue (AR) received by the firm as 
its output changes. As we saw in Chapter 3, for each price-output 
combination characterised by price elastic demand, any reduction in 
price will increase total revenue. It therefore follows that, in these cir­
cumstances, marginal revenue will be positive. Conversely, for price­
output combinations on the price inelastic section of the demand curve, 
a reduction in price will reduce total revenue and hence marginal rev­
enue will be negative. By definition therefore, marginal revenue will 
be zero at the point where total revenue is maximised, which in the 
case of a straight line demand curve is the mid point of the demand 
curve. Thus, in relation to the demand curve drawn in Figure 6.4, the 
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Figure 6.5 Profit maximisation in the case of a monopolised industry 

marginal revenue curve is not only downward sloping but also twice 
as steep. As a result it intersects the x-axis (the quantity axis) exactly 
half-way between the origin and the output at which the demand curve 
intersects the x-axis. 

Thus, with the demand curve mapping out average revenue at each 
level of output and the MR curve that is associated with it, we can 
now superimpose the MC and ATC curves for the firm in question. 
This is done in Figure 6.5 . According to the basic rule of profit 
maximisation, optimal output occurs when marginal costs equal mar­
ginal revenue, specifically at output Q*. Our demand curve tells us 
that these Q* units of output can each be sold at a price of P*. It can 
also be seen that the average total cost incurred by the producer is 
P**. The difference between the average revenue received by the firm 
(P*) and the average cost incurred during production (P**) is the profit 
earned on each unit of output. Thus the shaded area P**P*AB denotes 
the supernormal profit enjoyed by the firm. However, unlike in the 
case of perfect competition, this state of. affairs can persist over time 
since new entrants may be deterred from entering the industry. 

At this point it is possible to put forward a simple case for govern­
ment intervention in industries characterised by long-term supernormal 
profits (or monopoly profits). Specifically, these industries are associ­
ated with higher prices and lower levels of production than would 
occur under the perfectly competitive scenario. This is demonstrated 
in Figure 6.6. 

Let us assume initially that an industry is perfectly competitive and 
in long-term equilibrium (hence no firm is earning a supernormal profit 
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Figure 6.6 The case for the government intervening in a monopolised 
industry 

or incurring a loss). In this case the industry's output will equal Q* 
and this will be sold at a price of P*. Each firm within the industry 
will therefore contribute to the industry's output at the point where 
marginal cost equals marginal revenue and hence price. If we assume 
that this industry is now taken over by a profit-maximising monopoly 
whose costs are identical to those of the original perfectly competitive 
firms, then the monopolist's marginal cost curve will be the same as 
the supply curve for the perfectly competitive industry. Thus, the profit­
maximising monopolist will equate its MC curve (by definition equiva­
lent to the sum of the individual MC curves of the perfectly competitive 
industry) with its MR curve. As a result, there will be a reduction in 
the level of output (to Q') and a rise in the price charged for these 
units (P'). 

The welfare implications of this outcome can be demonstrated in 
terms of changes in consumer surplus and producer surplus, the basic 
principles of which we encountered in Chapter 4. Consider Figure 6.7. 
When the industry operates under perfect competition, the profit maxi­
mising price and output are P* and Q* respectively. This results in a 
consumer surplus equal to area P*AB and a producer surplus equal to 
area P*BC. If the industry is taken over by a single monopolist, the 
price rises to P' and output falls to Q'. Under this outcome the area of 
consumer surplus is reduced to the area P' AD. Part of this consumer 
surplus is transferred over to the monopolist and becomes producer 
surplus, namely the area P*P'DE. The triangle EDB is the area economists 
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Figure 6.7 Welfare losses from a monopoly 

refer to as deadweight loss. The term reflects the fact that it is a total 
loss to society since it is no longer enjoyed by consumers as con­
sumer surplus, nor is it transferred to the monopolist, who is also part 
of society. Indeed the total deadweight loss is EDB + EBF, an area 
lost from the original producer surplus. To sum up, the effect of a 
perfectly competitive industry becoming monopolised is (1) part of the 
consumer surplus is transferred to the monopolist (though it must be 
stressed that, in societal terms, there is no change in overall welfare 
since the monopolist is part of society), and (2) a deadweight loss is 
created from consumer surplus and producer surplus. This deadweight 
loss is a societal loss arising from productive inefficiency since output 
is held below its efficient competitive outcome. 

That the creation of a monopoly not only has distributional conse­
quences when part of the consumer surplus is transfered to the monopolist, 
but also a loss in productive efficiency, provides the basic rationale for 
government intervention in monopolised markets in the 'public interest'. 
Indeed since 1948 the British government has had the power to refer 
monopolies to the Monopolies and Restrictive Practices Commission, 
which was renamed the Monopolies Commission in 1956 and the 
Monopolies and Mergers Commission in 1973. The current definition 
of a monopoly is a firm that has a market share of 25 per cent or 
more, or a firm that is small in national terms but has a 25 per cent 
share of a local market. The Monopolies and Mergers Commission (MMC) 
is also empowered to investigate any merger that would create a new 
monopoly or result in the creation of an entity with assets in excess of 
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£30 million. However, although the government has the power to in­
vestigate monopolised markets, the lack of resources available to the 
MMC means that only a very limited number of monopolies and mergers 
are investigated in any given year. 

Students wishing to read a relevant MMC report are directed to a 
1981 investigation into the supply of concrete roofing tiles in Britain. 
In this case two firms, Redland and Marley, were seen to dominate the 
market, with a 46 per cent and a 36 per cent share of the market (by 
value) respectively. By definition, therefore, a monopoly situation was 
found to exist. As a result it was recommended that both firms should 
inform the Director General of Fair Trading (DGFT) of any proposal to 
take over other manufacturers of concrete roofing tiles. Local authori­
ties and other public bodies were asked to include a wide specifica­
tion for tiles within procurement projects so as not to preclude smaller 
firms from submitting tenders. Furthermore, the DGFT would monitor 
the prices charged by Redland and Marley to ensure that they did not 
use 'excessive discounting' or low prices to act as an industry entry 
barrier or to prevent existing firms from expanding within the industry. 

Other maximisation theories 

The assumption of profit maximisation is perhaps most appropriate when 
the firm's owner(s) is (are) in direct day-to-day control of the firm. 
However, if a firm is owned by a group of shareholders their ability to 
influence the individuals they delegate to manage the firm depends on 
the degree to which the shareholders themselves are a coherent pres­
sure group. If a firm underperforms relative to expectations and a growing 
number of shareholders choose to dispose of their shareholdings (be­
cause higher returns can be earned elsewhere), the excess supply of 
that company's shares on the stock market will drive down the share 
price. If another firm believes that it can run the company more effi­
ciently it may choose to purchase the available shares (at a low mar­
ket price), and when in control impose its own management team. 
Thus the fear of losing control of the firm or being made redundant 
provides an incentive for the existing team to perform well. Alterna­
tively, if the shareholders are a coherent group, they may simply sack 
the current directors and appoint a new set of directors. In either case the 
job security of the current management team depends in part upon the 
degree to which shareholders are dissatisfied with the return they are 
getting. If shareholders do not take an ongoing interest in the relative 
performance of their investment or are ill-informed about the company 
in question, they may have little impact on either the price of the 
shares (by not selling current holdings of shares) or the stability of the 
current directorship. Thus the aim of managers may simply be to prevent 
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shareholders from becoming too dissatisfied. In these circumstances 
managers can take the opportunity to pursue their own objectives, which 
will be seen as a combination of prestige seeking, salary enhancement 
and the accumulation of perks. 

Hence alternatives to profit maximisation reflect the possibility that 
a firm's manager(s) can pursue objectives more in keeping with their 
own personal utility function rather than that of the owner(s). Econo­
mists often refer to this situation as the principal-agent problem. The 
'principal' is the person who wants a particular job to be done, for 
example a firm's owner(s), while the 'agent' is the person who is em­
ployed to do that job, for example the manager. This relationship manifests 
itself all the way down the firm's hierachy such that managers become 
principals who hire, on behalf of the company, agents to undertake 
less demanding work. Alternatives to the profit maximisation assump­
tion fall into two categories: those which stress some other form of 
maximisation behaviour and those which do not. The former examples 
fall into a body of literature known as managerial theories whereas the 
latter are referred to as behavioural theories. Common to both sets of 
theory is the view that firms that are insulated from competition are 
likely not to produce at minimum cost because of the existence of 
organisational slack. This arises because payments, in cash or in kind, 
need to be made in order to contain any conflict that may arise from 
the principal-agent relationship. The difference between the perk/sal­
ary package that workers would like to receive and that which they 
actually receive is a measure of organisational slack. It exists because 
the principal does not know precisely what his/her agents will accept 
and the cost of finding out may be prohibitive. 

At this point it is appropriate to introduce another term into the 
discussion. As well as experiencing organisational slack, firms may also 
be subject to x-inefficiencies. These are the technical or organisational 
inefficiencies that exist within production processes and prevent profits 
from being maximised, even in the unlikely circumstances of organisa­
tional slack being zero. Specifically, the firm is not operating at a point 
on· the long run average cost curve but at a point inside it. 

Managerial theories 

The approaches that come under the heading of managerial theories 
fall into two basic categories - in one the objectives of principals and 
agents conflict to some degree; the other suggests that although princi­
pals and agents have different objectives, the outcome is satisfactory 
to both parties. In the first category are the sales revenue maximisation 
and managerial utility theories, whereas theories that focus on com­
pany growth are consistent with the latter. 
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Sales revenue maximisation 

Under this scenario the salaries and perks of managers are seen as a 
function of sales revenue rather than profit. This may be particularly 
important in oligopolistic industries where market share can be signifi­
cant in terms of the firm's image in the business sector as well as with 
its current and potential customers. Any decline in this variable may 
therefore be perceived to be an indicator of managerial failure at de­
partmental or firm level. Since this objective may ultimately conflict 
with shareholders' interests, it is most likely to be pursued with refer­
ence to some minimum level of profit that provides shareholders with 
an 'acceptable' return from their investment. 

Managerial utility 

Closely related to the maximisation of sales revenues is a view that 
managers have their own utility function, identified by such indepen­
dent variables as high salaries and bonuses, job security and profes­
sional prestige, the latter reflected in terms of the number of staff who 
are directly answerable to the manager, the quality of office accom­
modation and company car, and the 'pet projects' he or she is able to 
pursue. Thus shareholders' returns become a function of the degree to 
which a manager can maximise this utility function rather than maxi­
mise profit. 

Company growth 

If a company is able to maintain a high and non-fluctuating rate of 
growth, it is likely to be of benefit to both its managerial team and its 
shareholders. For managers, a growing firm is more likely to meet their 
utility function requirements, whereas for shareholders, long-term wealth 
is most likely to be maximised in a stable, high-growth firm. Central to 
this approach is the concept of the retention ratio, the ratio of retained 
profits to distributed profits. If managers maintain a low retention ratio 
and distribute the majority of profits to shareholders, the latter remain 
satisfied in the short term and share prices remain high enough to 
deter any immediate threat of takeover and the likelihood of subse­
quent job losses. If, on the other hand, a large proportion of profits are 
retained in order to stimulate company growth, for example through 
product diversification, shareholders may become disenchanted with 
the reduced dividends they receive. Although the potential for enhanced 
earnings and job security may emerge in the longer term, the company 
may become more susceptible to takeover. Thus the manager has to 
decide which retention ratio is consistent his or her own utility function 
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as well as the shareholders' long-term desire to maximise their wealth 
by receiving high dividends. 

Non-maximising theories 

Central to the approaches considered so far is marginal analysis. Al­
though economists recognise that marginal analysis is unsuited to day­
to-day decision making, it nevertheless allows them to calculate expected 
values for a range of potential variables, and to compare these values 
with a firm's stated aims and subsequent performance. Economists have 
never purported to provide a detailed insight into what happens within 
firms, indeed they are often accused of employing a 'black box' ap­
proach to the analysis of firms. Insights into the ongoing relationship 
between the coalitions that exist within firms remains the preserve of 
management scientists. Central to the theories that emphasise the 
behaviour of such coalitions is the establishment of minimum levels of 
acceptable achievement. This process is known as satisficing. Since 
these are minimum levels, there is no unique value that variables such 
as output or profit can take. Much will depend on the economic 
circumstances that characterise the industry within which the firm is 
operating. 

Pricing in the construction industry 

If a person wants to buy a new car, television or piece of hi-fi he or 
she will contact a number of shops or showrooms in order to identify 
the range of prices and qualities available. Economists refer to this 
process as search. Since search can be expensive in terms of both time 
and money, it is likely that the intensity of search will depend on the 
amount of money the person intends to pay. Unfortunately, when an 
individual, a firm or an organisation wishes to have a particular piece 
of building work undertaking, the search process is more complicated 
since it is not possible to go window shopping or consult specialist 
magazines to determine which outlet is the most competitive. Instead, 
competition can only be created by contacting firms and asking them 
to provide an estimate of how much they would charge to undertake 
the work. Initially the client has to choose whether to drive a wedge 
between the specific design of the building and its subsequent con­
struction, such that the former activity is undertaken by an architect 
and the latter by a construction firm, or to deal with firms that offer an 
integrated service from the design through to the construction stage. 
The following discussion identifies different ways in which search can 
be undertaken, ranging from open tender through to management con­
tracting. 
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A tender is a bid submitted by a firm in response its being notified 
that a particular project is open to bidding. The tender may encom­
pass a range of variables, the most important of which are the price 
and the time it will take to complete the work. Tenders fall into two 
distinct types. If the work in question is advertised openly such that 
any firm can put in a bid, the tender is known as an open tender. If, 
on the other hand, it is decided to invite tenders from a particular 
group of firms only, such as those have given good service in the past 
and have the appropriate resources, then the tender is known as a 
selected list tender. Whereas the latter option can reduce the time it 
takes to assess the viability of all tenders, it may also encourage collu­
sion if the number of companies on the list is fixed for long periods of 
time. 

The tendering system raises a number of important issues. First, the 
client needs to be sure that a bid is realistic in terms of price and 
time. Once the tender is accepted, both these variables become fixed 
and unable to respond to unforeseen difficulties. This may prompt the 
more opportunistic to cut corners if the contract is inadequately speci­
fied. Indeed, if a low tender price causes the contractor to experience 
financial difficulties such that it has to pull out of the project, then the 
client may have to throw itself on the mercy of one of the unsuccess­
ful firms if it is to get the work completed on time. Second, the price 
of any project is likely to be biased upwards to reflect some form of 
risk premium. This arises because firms incur costs when putting a bid 
together. The price may also reflect resources expended when compil­
ing unsuccessful bids in the past. Thus, although tendering appears to 
promote competition, transaction costs are incurred and these must be 
viewed as a resource loss. Third, periods of oscillating inflation can 
quickly destabilise a fixed-price contract, particularly if the work in 
question extends over a number of years. If safeguards are built into 
the contract to protect the contractor, such that any increase in the 
price of materials is covered by the client, it may discourage the con­
tractor from being cost-efficient. 

There are alternatives to the tendering system. Rather than having to 
process bids from a large number of firms, it may be decided to ap­
proach a single firm and establish a negotiated contract for the work 
required. This may be the only option if the work is highly specialised, 
or more generally it may reduce the costs associated with the tender­
ing process if it is possible to deal with a contractor whose work has 
proved reliable in the past. Although the contractor is now in a stronger 
position, competitiveness can be promoted if the firm is given a guarantee 
that a satisfactory performance will generate additional contracts. This 
is known as serial contracting. Competition can be enhanced further 
by discussing plans with two or three firms at the outset. 
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Where there is only a limited amount of leeway with respect to the 
design of the building work, an alternative approach is to ask a con­
tractor to be involved in all aspects of the construction work and in 
the specific design of the building. This is known as a package deal. 
Obviously the contractor must have appropriate architectural support 
in order for this to be a viable option. Under the package deal head­
ing comes the design and construct approach, whereby the client pre­
pares a basic specification and then requests firms to put in tenders 
for the exact design and the construction work associated with that 
design. This approach can provide time savings since a single firm is 
more likely to be able to dovetail sequential processes more effec­
tively than a number of unrelated firms. Another way of reducing the 
coordination costs associated with a buiding project is to engage in 
management contracting. In this approach a contractor manages the 
project for a fixed fee. Subcontractors are either employed by the client 
or the management contractor, though in the latter case it is the client 
who directly bears the costs of the subcontractors. With the contractor 
in overall control of the project, unnecessary delays can be kept to a 
minimum. 

The relationship between firms 

So far the analysis has circumvented the possibility that many firms 
make pricing and output decisions with reference to competing firms. 
This is exemplified by the literature focusing on oligopolistic market 
structures. The aim of this section is to look at three basic issues. 
First, it will focus on the problems large firms face when they devise 
strategies to predict and counteract the actions of their competitors, a 
situation embodied in game theory. Second, the analysis identifies the 
implications of firms agreeing to collude with each other in order to 
avoid the costs and uncertainties that arise when firms compete. The 
final part considers the implications of firms agreeing to merge with 
each other, or one firm adopting a predatory strategy and taking over 
a company within its own industry or one in an unrelated industry. 

Non-collusive behaviour- 'the prisoners' dilemma' 

On commercial television we often see firms adopting aggressive ad­
vertising campaigns in order to promote their product. More often than 
not, such advertising is for market share and is initiated by firms oper­
ating in oligopolistic industries. Examples include washing powder, 
chocolate bars, soft drinks, supermarket chains and motor cars. It soon 
becomes clear from such advertising that competition within oligopolistic 
markets can be very intense and extends beyond simple price wars, 
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for example ongoing programmes of product refinement and product 
repackaging aimed not only at maintaining the brand loyalty of exist­
ing customers but also at diverting demand from competing firms. 

A simple exercise that reflects the uncertainty firms face in duopolisitic 
and oligopolistic markets is known as the prisoners' dilemma. 1 As­
sume two competing firms (A and B) are deciding whether or not to 
initiate a new advertising campaign and that neither firm has 'insider 
information' about the likely actions of the other. In Table 6.1 the pay­
off matrix outlines the profits (in millions of pounds) that each firm 
will receive if (1) both choose to advertise, (2) only one firm chooses 
to advertise, and (3) both decide not to advertise. 

It can be seen from the figures in the pay-off matrix that if neither 
firm advertises both will accrue profits of £20 million. However both 
firms know that their profits will rise to £30 million if one of them 
advertises and the other does not. Furthermore if, for example, firm B 
decides to advertise then A will be better off doing the same since it 
will only receive a profit of £5 million if it does not respond. Given 
the symmetry of the numbers in this example and the mutual lack of 
knowledge, the dominant strategy for both firms is to advertise. The 
net result is that they both receive a profit of £15 million. With knowl­
edge of each other's actions, plus a high degree of trust, it would 
actually be advantageous for neither firm to advertise since profits of 
£20 million would then be accrued by both. 

Collusive behaviour - cartels 

An alternative to playing what are, in effect, strategic games, rival 
oligopolistic firms may choose to collude with each other in order to 
reduce the costs of trying constantly to outguess each other. Such agree­
ments are known as cartels and in their simplest form are attempts to 
maximise joint profits and achieve a higher level of profit than could 
be achieved if the firms in question pursued independent profit maxi­
mising strategies. However a cartel cannot eliminate the uncertainties 
and transaction costs that characterise business activity. For example 
firms need to negotiate and ultimately agree on the best collective 
strategy. With firms using different technologies and utilising different 
outlets, each will have different opinions as to the best strategy to 
adopt collectively (obviously, self-interest will guide each firm's nego­
tiating strategy). However, even when an agreement has been made, 
there remains the problem of maintaining it over time. The creation of 
a cartel gives members an incentive to 'cheat' by producing more than 
their agreed output and/or undercutting the agreed prices. The greater 
the number of firms operating within a cartel, the greater the likeli­
hood that some firms will feel agrieved by the constraints they face, 
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Table 6.1 Payoff matrix for two firms in a Duopolistic industry 

None 
Firm A 

Adv 

None 

20,20 

30,5 

Firm 8 

Adv 

5,30 

15,15 

and hence the greater the likelihood that they will cheat. If a firm 
within a cartel is likely to incur losses at the agreed price/output, then 
it is up to the firms that are earning profits from the cartel to subsidise 
it or else the cartel will lose members, potentially leading to it break­
ing down. 

Although most cartels are illegal in Britain and indeed in most de­
veloped countries, the construction industry does provide examples of 
collusion. For example, from 1934 until it was abandoned in 1987 the 
Cement Makers' Federation was allowed to operate a cartel by the 
Restrictive Practices Court (which was seen as allowing the industry to 
operate in an orderly way). For cartels to operate successfully, one 
firm has to be sufficiently dominant to exert control over the other 
signatories. Within the cement cartel the main player was Blue Circle 
(with 60 per cent of the market). Other important firms included Rio 
Tinto Zinc (22 per cent) and Rugby Portland (18 per cent). The federa­
tion divided the country into eleven regions, within each of which a 
common price was determined (based on the average costs of the pro­
ducers) and market shares were determined on a monthly basis. The 
demise of the cartel reflected two factors. First, the threat of cheap 
imports from Eastern Europe and Greece was beginning to prompt firms 
to look more closely at their cost structures. Second, cement sales had 
begun to decline due to the discovery that the addition of pulverised 
fuel ash to cement not only improved its quality but also meant that 
less cement was required to make a given amount of concrete. As a 
result firms began to disregard their commitment to the cartel. 

Mergers and takeovers 

When two or more companies unite, they are said to merge. Strictly 
speaking, merger activity can fall into two general categories: mergers 
and takeovers. However in practice it may not be possible to distin­
guish between the two, and as a result the terms have tended to be­
come interchangeable. A merger takes place when the owners of two 
firms agree to exchange their respective shareholdings for the shares of 
a new entity that may also bear the name of the companies concerned. 
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The implication is that the transaction is desired by both parties. A 
takeover, on the other hand, has more predatory connotations. In this 
case the shareholders of one firm make an offer for the shares of an­
other firm, possibly resulting in the latter losing its corporate identity. 
Because, by implication, a takeover is conducted against the wishes of 
the shareholders of the firm to be acquired, the offer made by the 
acquiring firm is in excess of the market value of the firm concerned. 
However, since the distinction between mergers and takeovers is not 
fundamental to the discussion here, the general term 'merger' will be 
adopted throughout. 

There are three basic forms of merger: horizontal, vertical and con­
glomerate. Horizontal mergers occur when two firms at the same stage 
of production combine with each other. The advantage of such a merger 
is that it can facilitate the exploitation of economies of size at both 
plant and firm level. A vertical merger occurs between firms involved 
with different stages of the same productive process and is invariably 
an attempt to gain greater control over its activities. Under this head­
ing the merger may be 'backward', for example when a firm merges 
with one or more of its suppliers, or 'forward', for example when a 
manufacturer merges with one or more firms who act as market outlets 
for its finished product. A conglomerate merger takes place between 
two firms engaged in the production of different products. Such ac­
tivity is usually prompted by a desire to spread risk between markets, 
though it may also be prompted by financial reasons whereby one firm 
is bought cheaply in a time of recession and sold at a profit at a later 
date. 

Examples of merger activity abound in the construction industry. The 
Bryant Group's 100 per cent purchase of Vigobridge Ltd in May 1994 
was a classic horizontal acquisition. The former's primary interests are 
the construction and repair of buildings, and real estate. At the time of 
acquisition, Vigobridge had £14 million in land holdings and £5 mil­
lion of work in progress. Similarly, the purchase of John Mowlem's 
housebuilding operations by Beazer Homes in July 1994 was a 'pure' 
horizontal acquisition. 

Not all mergers fall strictly within textbook definitions. Some firms 
in the construction industry have acquired interests that are not at the 
same stage of production per se but remain explicitly within the con­
fines of construction-related activity. For example, in addition to its 
better known activity, Blue Circle Industries has acquired business in­
terests in fans and ventilating equipment, plastic building products and 
real estate. Like many construction firms, John Laing not only deals in 
real estate but also in the hiring out of construction machinery and 
equipment to smaller building enterprises. Conglomerates such asTra­
falgar House have acquired interests inside and outside the construction 
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industry. For example, as well as providing steelwork for civil engi­
neering works, Trafalgar House also owns firms involved with textile 
machinery, gas, water, waste, rubber, marine engines and ocean-going 
vessels. 

In a world characterised by producer uncertainty, merger activity 
can in part be seen as a rational attempt by firms to counteract their 
inability to see a long way into the future. However, having interests 
in more than one market may not necessarily be seen as desirable. For 
example, in 1994 Taylor Woodrow, which is associated primarily with 
building and construction, engineering works and real estate, opted to 
dispose of A. and S. Andrews Ltd (cars) in an attempt to concentrate 
on its core business strengths. 

Sources of finance for construction firms 

In Britain, half of the funds used by private sector companies are inter­
nally generated, that is, derived from profits. However, this is only an 
average: the construction industry is so dominated by relatively small 
firms that 98 per cent of construction firms employ fewer than 25 
people. Thus, with the exception of the very large firms, the majority 
of the industry is dependent on external sources to finance its activi­
ties. Furthermore, many consumers of the products of the industry, for 
example houses, depend on external loans to buy those products. Thus 
the aim of the following section is to look more closely at the relation­
ship between the providers of finance, for example banks, and the 
recipients of it. The first stage of this analysis provides a general intro­
duction to the financial services industry, and this is followed by a 
discussion focusing specifically on its relationship with the construc­
tion industry. 

The finance industry 

In many respects, financial markets are no different from any other 
market. Specifically they bring together economic agents who want to 
borrow money or paper assets and those who are willing and able to 
lend it. Borrowers and lenders are diverse in nature, ranging from single 
individuals through to larger concerns such as companies or even govern­
ments. Lenders and borrowers may deal directly with each other (al­
though perhaps through the services of a broker), for example when a 
person buys shares in a company. In this case the person concerned 
bears the risk of the shares increasing or decreasing in value during 
the period when he or she owns them. Alternatively the lender/bor­
rower relationship may be indirect, such that the lender deposits funds 
with a financial intermediary, which then decides which of the poten-
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tial borrowers should be lent monies subsequently. The survival of these 
financial intermediaries depends on their ability to borrow money at a 
lower rate of interest than that at which they lend. 

For most people the most common types of financial intermediary 
are banks or building societies, which receive deposits from individ­
uals who do not wish to spend all their funds immediately and redi­
rect these monies towards economic agents who wish to spend more 
money than they currently have at their disposal. However banks and 
building societies are not the only financial intermediaries that popu­
late financial markets. There are also discount houses, which act as 
intermediaries between the Bank of England and the rest of the bank­
ing sector; finance houses, which arrange hire purchase agreements to 
enable households and firms to buy commodities such as cars or 
machinery; and insurance companies and pension funds, which, like 
banks, take monies from their customers (for example those buying a 
life assurance policy or contributing to a pension scheme) and lend it 
to borrowers. 

The fact that the relationship between lender and borrower is circui­
tous when a financial intermediary is involved raises the question of 
why the system has evolved. A number of arguments can be put for­
ward. First, financial intermediaries reduce the costs of search. In the 
case of everyday commodities, supermarkets ensure that consumers do 
not have to visit an individual supplier in order to buy each item on 
their shopping list. Similarly, financial intermediaries enable borrowers 
to borrow a large sum of money from one place, rather than having to 
visit a large number of potential investors. Second, financial intermedi­
aries allow risks to be pooled. If lenders and borrowers transact on a 
one-to-one basis, the lender faces all the risk of the borrower default­
ing on his or her obligation to repay. In contrast a bank or other finan­
cial intermediary spreads the risk of default across its entire customer 
base. Third, financial intermediaries have the resources to buy in ex­
perts who are able to assess the relative ability of economic agents to 
bear a loan. Since these experts are responsible for managing a large 
number of loans, the marginal cost of their activities is relatively low. 
In contrast, it would be expensive and difficult for most individual 
lenders to monitor the activities of the people/organisations to whom 
they lend. Finally, financial intermediaries 'borrow short and lend long'. 
This means that they are prepared to repay at short notice the monies 
they take from their customers (for example deposits in a bank ac­
count), yet are willing to make loans for long periods of time (for example 
a mortgage on a house). 
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Finance and the construction industry 

The main source of funds for construction firms or the financing of 
construction projects are the clearing banks. The capital market has 
only a limited involvement with the construction industry. When banks 
are approached to provide loans for expansion, new equipment or working 
capital, they will take a number of factors into account when deter­
mining whether or not a company is a safe risk. Brownlie and Harris 
(1987) provide a basic checklist of characteristics. These include com­
pany reputation, its balance sheet, the reason for borrowing, the com­
pany's managerial quality (for example, whether it could call on a 
broad base of skills, for instance in finance and marketing, to ensure 
the maximum profitability of contracts as well as in construction per 
se), the systems that exist to monitor ongoing company performance, 
the extent to which its activities are diversified (and indeed the degree 
to which the company has the skills to be diversified), any outstanding 
claims and the nature of its clients. According to a survey of contrac­
tors carried out by Brownlie in 1986 and discussed subsequently in 
Brownlie and Harris (1987), these criteria (somewhat predictably) mean 
that company size is an important criterion in determining the size of 
the loan and the interest rate charged by banks. Furthermore it was 
revealed that contractors prefer clearing banks to merchant banks, mainly 
because the former seem able to provide the services required by con­
tractors, making it less necessary for the latter to be contacted. 

In the same study Brownlie and Harris report on the criteria used by 
banks to assess whether or not they should become involved with the 
financing of construction projects. There are three basic yardsticks against 
which the viability of loans are assessed. First, whether all the risks 
associated with the project have been identified and, where appropriate, 
insured against; second, whether the construction stage will be carried 
out by reputable contractors using appropriate technology (indeed banks 
may demand to be involved with contractor selection); and finally, 
whether there is a market for the project once its construction phase is 
completed. The charging of a higher rate of interest would reflect the 
'premium' for any concern of the lender with respect to the fulfilment 
of any of these criteria. The attitude of the banks is that risks should 
be shared between the bank and the promoter of the project. Never­
theless the banks were found to be flexible with respect to setting loan 
periods and the rate at which loans are paid off. If a particular project 
is to take place overseas, especially in developing countries, the project 
promoter is expected to have the blessing of the Export Credits Guaran­
tee Department (though this is concerned mainly with political risk). In 
this case the promoter negotiates an insurance deal with the ECGD, 
which means that the bank will be paid in the event of the borrower 
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defaulting on its obligations. These monies may also be supplemented 
by loans from the host country. 

Organisational structure 

Most discussions on the construction industry focus on the fact that 
the majority of firms are small organisations that exploit localised 
monopolies. The aim of the final section of this chapter is to focus 
specifically on why some firms have been able to grow and diversify, 
and in doing so become household names. 

In an earlier section of this chapter the discussion raised the possi­
bility of a wedge being driven between the individuals who own a 
firm (namely its shareholders) and those in control of its day-to-day 
running. As firms grow in size in order to exploit new openings in 
new or growing markets, the span of control that can be exerted by 
owners and managers over their subordinates becomes curtailed as the 
number of communication channels multiply. This provides an increased 
opportunity for managers further down the firm's managerial hierachy 
to work to their own agendas. These informational problems not only 
relate to the ability of decision makers and managers to pass instruc­
tions down the hierachy but also their ability to receive information 
from the 'front line'. There are a number of ways in which the firms 
can organise themselves in order to confront this problem. Following 
Williamson (1981 ), three will be identified here: the unitary form; the 
holding company form and the multidivisional form; also known re­
spectively in the literature as the U-form, the H-form and the M-form. 

The U-form structure 

In this case the firm is organised centrally in terms of a series of functional 
divisions, regardless of the number of product lines and product mar­
kets with which the firm is engaged. Each of these functional divisions 
is answerable directly to the chief executive. A classic example of this 
organisational form was Du Pont prior to its conversion to an M-form 
structure (discussed later) during the 1920s. An example of a U-form 
structure is set out in Figure 6.8, with the functional divisions high­
lighted as production, sales, marketing and research and development. 

The degree to which such a system can effectively utilise generated 
information depends on the number of product lines that exist. Conse­
quently the U-form as an organisational structure is most suited to firms 
whose activities are restricted to a limited number of closely related 
products. 
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Figure 6.8 The U-form firm 

The H-form structure 

In complete contrast to the U-form is the holding company or H-form 
company, whose structure originated in the nineteenth century. The 
H-form is simply a decentralised collection of separate firms under 
common ownership, typified by General Motors prior to its becoming 
an M-form (see below) organisation during the 1920s. The head office 
of the H-form company has no strategic role and simply collects the 
profits of the constituent elements of the firm. According to Williamson 
(1981, p. 1556), the H-form company is 'little more than a corporate 
shell'. There is I ittle if any common expertise and each division enjoys 
a high level of autonomy. As long as no significant gains can be de­
rived from the coordination of such activities as investment or research 
and development, the H-form is a viable organisational structure. However, 
if gains can be made, then it is rational for firms to reorganise into an 
M-form structure. 

The M-form structure 

The M-form structure not only confronts the control problems experi­
enced within the U-form company, but also the lack of coordination 
experienced in H-form companies. Specifically, it involves organisa­
tion on a product-by-product basis. For each product group (or divi­
sion) there exists a series of individual functional departments (sales, 
marketing and so on) akin to the U-form structure. In order to oversee 
the overall performance of the company there is a general office, which 
is responsible for resource allocation and setting the general strategy 
for the firm. Indeed these are the processes from which size econ­
omies may be exploited. Thus, amongst other things, it is responsible 
for investing resources in each product division. In this respect it 
can be argued that the M-form structure allows the firm to recapture 
the attributes of textbook profit maximisation since the general office 
will allocate resources to the company's most successful divisions, 
and as a result will encourage divisional managers to attempt to maxi-
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Figure 6.9 TheM-form firm 

mise the rate of return on resource use. This structure can be seen in 
Figure 6.9. 

As we have already seen, there are only limited opportunities for the 
majority of firms to exploit economies of size and monopolistic power. 
However the industry is characterised by a number of very large firms 
that have become household names. In a recent article, lve (1994) put 
forward three possible reasons why very large firms can emerge. 

First, these firms have been run by senior managers and directors 
who have the desire and opportunity to pursue policies directed to­
wards increasing the rate of growth of the firm, and as a result increas­
ing their own power within the firm. Such an explanation fits neatly 
into our previous discussion of the managerial theories of the firm. 

Second, as we have already seen, larger firms gain advantages with 
respect to obtaining cheaper finance (financial economies of size) and 
the opportunity to spread their risks across several projects rather than 
just one. This explanation refers to the greater likelihood that larger 
firms will also have interests outside the immediate construction in­
dustry, or even outside the wider built-environment sector. 

Third, during boom periods, when a large amount of construction 
activity takes place, firms with growth potential exploit the opportuni­
ties available to them and as a result they become larger than their 
rivals. This growth may reflect overoptimism by the firm's managers, 
who are willing to obtain external finance (as we have seen, not neces­
sarily its owners per se), as well as by the people who are willing and 
able to lend funds to them. 

lve (1994), in his attempt to analyse the main characteristics of large 
construction firms, uses a definition that ' ... remembers their origin 
as well as reflecting their present diversification and total group size'. 
(p. 352) The criteria he uses are as follows: 
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• a group turnover of £1 billion or more in 1989; 
• at least 33 per cent of group turnover should be derived from 

construction activity, which is defined strictly as contracting and 
speculative house building; 

• firms whose core activities are property development or the manu­
facture of building materials are ignored. 

The first and second criteria were met by eleven British firms in 1989, 
each with a construction-related turnover of at least £333 million. These 
firms are listed in Table 6.2. Each of the eleven firms was assessed 
according to its general characteristics in terms of the following: 

1. Their range of activities: 
A: mainly or only construction; 
B: across the 'built environment' sector (defined as construction 

plus property development and the manufacture of building 
materials); 

C: characteristic B plus one or two other sectors; 
D: characteristic B plus many other sectors. 

These shall be referred to subsequently as 1 A, 1 B, 1 C and 1 D. 

2. Their organisational control: 
A: U-form; 
B: M-form; 
C: H-form. 

These shall be referred to as 2A, 28 and 2C respectively. 
The eleven companies identified in the study assumed the character­

istic of either 1 B and 2C, or 1 C and 2C, referred to by lve as 'diversified 
construction groups' and 'bisectoral conglomerates' respectively (ibid., 
p. 353). In other words, even the largest firms have tended to concen­
trate their interests in sectors where they have the most expertise and 
the best reputation. Such diversification allows them to take advantage 
of the tendency for profit cycles in different sectors of the wider indus­
try to be slightly out of phase with each other (that is, a decline in one 
sector can be cushioned by activities in other sectors). 

The characteristics exhibited by the eleven companies are summa­
rised by lve as follows: 

• A relatively high proportion of growth financed through external 
acquisition, namely merger/takeover activity ('high' relative to the 
construction sector rather than industry as a whole). 

• A high proportion of growth financed through share issues. 
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Table 6.2 Characteristics and turnover of eleven major construction firms 

Name of group 

P&O 
BICC 
Tarmac 
Trafalgar House 
Wimpey 
AMEC 
Beazer 
Costa in 
Laing 
Taylor Woodrow 
Mow I em 

Characteristic 

1C and 2C 
1C and 2C 
1 B and 2C 
1C and 2C 
1 B and 2C 
1 B and 2C 
1 B and 2C 
1 B and 2C 
1 B and 2C 
1 B and 2C 
1 B and 2C 

Source: lve, 1994, Table 1, p. 352. 

Turnover 
(£M 1989) 

4578 
3792 
3527 
3229 
2065 
1993 
1970 
1404 
1363 
1321 
1305 

• A high proportion of fund transfer between divisions to promote 
efficiency of resource use, for example between construction divi­
sions and speculative house-building divisions during boom 
periods. 

• Although a large proportion of activities remain within Britain, 
activities are also spread to exploit markets in North America, Europe 
and other parts of the world. 



7 Introduction to 
Macroeconomics 

INTRODUCTION 

The remainder of this book is devoted to macroeconomic issues in 
recognition of the fact that the behaviour exhibited by firms, regardless 
of their industry, reflects the characteristics of the economy within which 
they operate and the measures taken by the government in response to 
any fluctuations in the performance of that economy. This and the 
following chapter are policy-oriented. Chapter 7 is a facilitating chap­
ter that identifies some of the key principles that underpin macroeconomic 
analysis and the relationships that exist between different macroeconomic 
variables. Based upon this foundation, Chapter 8 focuses explicitly on 
how changes in postwar government policy have affected the construction 
industry. It will be seen that the postwar era can be divided into two 
discrete periods. The first, 1945 to the mid-1970s, was a period when 
governments were prepared to intervene actively in their economies in 
order to rectify shortfalls in employment (and hence economic ac­
tivity), which was deemed to be economically and politically un­
acceptable. The second period, which takes us to the present day, reflects 
a changed political and economic philosophy that has resulted in the 
government attempting to reduce the role of the state in the economy 
and correct the underlying structural deficiencies that characterise the 
British economy. 

BACKGROUND TO POSTWAR MACROECONOMIC POLICY 
MAKING 

During the late 1920s and throughout the 1930s the world economy 
was characterised by a period of high unemployment that became known 
as the Great Depression. The response of many governments to this 
problem was to erect trade barriers in an attempt to protect domestic 
jobs. However this simply pushed the world economy into further de­
cline and caused further unemployment in countries with export-sensi­
tive industries. Based on the work of the economist john Maynard Keynes 
(see Chapter 8), postwar governments pursued policies that had the 
explicit objective of promoting domestic employment. Specifically, if 
unemployment rose too quickly, expansionary government spending 
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was used to create jobs and pull the economy out of recession. 
At the global level, attempts were made to prevent a repetition of 

the mistakes that had led to the collapse of the international capital 
market and the emergence of international protectionism. To this end, 
in 1944 representatives of the United States, Britain and 42 other countries 
met at Bretton Woods in the United States (although the USSR partici­
pated in the negotiations, it opted ultimately to maintain its prewar 
isolation and to build a power base in Central and Eastern Europe). 
The result of the Bretton Woods conference was threefold. 

• A new blueprint governing foreign exchange, in which member 
countries were required to maintain their currency within a band 
of ± 1 per cent of the currency's value against the US dollar, 
which in turn was linked to gold. 

• The creation of the International Bank for Reconstruction and 
Development and the International Monetary Fund. The former was 
set up initially to provide a flow of soft loans (loans below the 
market rates of interest) to finance postwar reconstruction, while 
the latter was established in order to encourage international monetary 
cooperation, stabilise exchange rates and facilitate a multilateral 
payments system between member countries. 

• A parallel organisation -the. International Trade Organisation (ITO), 
which was intended to orchestrate the elimination of tariff barriers 
between countries - was also conceived, but for political reasons 
this organisation never reached fruition. Instead the promotion of 
orderly trading relations emerged through the less ambitious Gen­
eral Agreement on Tariffs and Trade (GATT). This survived for al­
most fifty years, but was recently replaced by the World Trade 
Organisation (WTO). 

Thus, with institutions in place to promote world trade and an overrid­
ing desire to maintain a low level of unemployment, the governments 
of most industrial economies began to lead their respective countries 
into an era of economic prosperity. 

THE BASIC PROBLEMS OF MACROECONOMIC POLICY MAKING 

It was argued in Chapter 3 that there is no guarantee that the actions 
of economic agents will combine to generate outcomes that are econ­
omically, politically and socially desirable. Just as this is taken to be a 
justification for governments to exercise their power to initiate 
microeconomic policies aimed at specific sectors of the economy, for 
example health care, education and infrastructure development, so too 
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is it a reason why governments aim to influence the overall perform­
ance of their economies at the national and international levels. 

When commenting on macroeconomic policy making economists often 
use three terms: objectives, instruments and constraints. Macroeconomic 
objectives are those things the government wishes to achieve, for exam­
ple inflation below a particular rate. The policies it uses to achieve a 
particular objective are usually referred to as instruments. Policy in­
struments fall into four main categories, each of which will be consid­
ered below: fiscal policy, monetary policy, exchange rate policy and 
supply side policy. However, it should be noted that it is not possible 
to define unambiguously what constitutes a policy objective and what 
constitutes a policy instrument. For example, during the postwar era 
governments have identified a particular rate of exchange for their currency 
as a policy objective, yet on other occasions they have manipulated 
the exchange rate as a policy instrument to achieve other objectives, 
for example rectifying balance of payments difficulties. However, in 
formulating its objectives and deciding which instruments to use to 
rectify them, governments also face constraints. These include: 

• the current level of technical knowledge, which determines how 
available factors of production can be used; 

• the current legal framework - existing laws cannot be changed 
rapidly according to government whim; 

• any international agreements by which a country is bound, for 
example members of the EU cannot take unilateral action with 
respect to trade policy; 

• the political and social constraints that determine what a govern­
ment may or may not do, for example break promises made in a 
manifesto or pursue policies that exacerbate existing inequalities. 

OBJECTIVES OF GOVERNMENT MACROECONOMIC POLICY 

Controlling the level of unemployment 

Given that every postwar government has had to confront the problem 
of unemployment at some time during its term of office, it is surprising 
that there is still not a definition of unemployment that is acceptable 
to all commentators. This results in news bulletins featuring politicians 
tediously arguing the semantics of what is meant by a rise or a fall in 
the unemployment figures. 

Clearly it is inaccurate to say that all jobless people are unemployed, 
since not all jobless people seek employment. Thus there is a need to 
recognise a desire for paid employment on the part of the individual, 
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whether it is in terms of seeking it, being available for it or claiming 
benefits in lieu of it. However, numerically speaking there is a differ­
ence between, for example, the numbers who are seeking work and 
those who are actually drawing unemployment benefit. It is at this 
point where the definitional problems emerge. Since 1982 the official 
British unemployment figures, as reported in the media, have been derived 
from the number of people who are eligible for and claiming unem­
ployment benefit. The main problem with this approach is that a change 
in the eligibility conditions for a particular benefit (for example unem­
ployment benefit or income support) also changes the official level of 
unemployment, without a corresponding change in the underlying con­
ditions affecting the labour market. 

The existence of some unemployment within a country is inevitable 
while people are changing jobs and being reallocated from declining 
sectors of the economy to expanding ones. Unemployment emerges as 
an economic problem when it is caused by a downswing in economic 
activity at the national or local level. 

The experiences of most countries during the interwar years con­
vinced many governments that combatting unemployment should be 
given the highest priority after the Second World War. From 1945 until 
the early 1970s governments, prompted by the writings of John Maynard 
Keynes, intervened actively in their economies in order to contain un­
employment at or below an acceptable level. However, from the late 
1960s, when memories of the Great Depression were fading and govern­
ments were increasingly unable to correct the structural defects that 
were causing a rise in the underlying level of unemployment, econ­
omists and politicians began to turn their attention to a problem that 
was perceived to be the root cause of many countries' economic prob­
lems: the presence of increasing and persistent inflation. 

Maintaining a low and stable level of inflation 

Inflation refers to any rise in prices that reduces the purchasing power 
of a nominal sum of money. The inflation figures reported in the me­
dia are based on changes in the price of a weighted 'basket' of goods 
and services, usually over the course of a year. Until mid-1979 there 
was only one way in which inflation was measured, namely the retail 
price index (or RPI). Since then a second measure, known as the tax 
and price index (TPI), has also been used by the government as a 
more 'accurate' reflection of the level of inflation confronting economic 
agents. Let us consider each briefly in turn. 

As we saw in Chapter 1, the rate of inflation is calculated with ref­
erence to a representative basket of goods and services that are weighted 
according to their relative importance in the average family's expenditure 
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pattern. The weights are derived from the Central Statistical Office (CSO) 
publication, the Family Expenditure Survey (see Chapter 1). Because 
prices not only vary significantly between different regions but also 
between different outlets in the same locality, a large sample of price 
quotations are collected and these are then averaged. The average price 
for each commodity is then calculated and compared with that pre­
vailing, say, a year before. 

The TPI has been estimated since mid-1979. As we shall see, one of 
the objectives of the newly installed Conservative government of the 
time was to correct the disincentive effect that it believed to result 
from the relatively high rate of income deductions (specifically, in­
come tax and National Insurance contributions). Thus the TPI identi­
fies changes in real spending power, specifically, changes in the average 
take-home pay (earnings after income tax and National Insurance con­
tributions have been deducted) as well as the price level. Within this 
alternative indicator of inflation, price changes have a weighting of 
three quarters, the remainder reflecting changes in the tax burden of 
individuals. The rationale underpinning this new measure was that if 
direct taxation was reduced and people were therefore made 'better 
off', lower pay settlements would result, which would reduce employers' 
wage costs and hence exert a further downward pressure on prices. 
For much of the time since its instigation, the TPI has indeed been 
below the RPI. However, since the end of 1993 the TPI has exceeded 
the RPI. 

Economists often make a distinction between anticipated inflation 
and unanticipated inflation. The degree to which inflation is 'unantici­
pated' depends on how well economic agents predict future levels of 
inflation. If inflation can be anticipated completely, markets can func­
tion properly since economic agents simply include the anticipated 
price change(s) in their decision-making framework. In contrast, if a 
large proportion of inflation is unanticipated, then price signals be­
come inconsistent and resource allocation becomes inefficient. How­
ever, the need to hold a certain amount of cash in order to finance 
day-to-day purchases means that no-one is exempt from the cost of 
inflation, even if the remainder is invested. If inflation rates are ex­
tremely high, economic agents are forced to engage in transactions or 
renegotiate contracts more frequently, a process that imposes additional 
costs upon them. 

Inflation is an international problem. The fact that countries experi­
ence different levels of inflation, depending on the structure of their 
respective economies, means that inflation is yet another determining 
factor in their willingness and ability to trade with each other. Ceteris 
paribus, economies experiencing high rates of inflation are more likely 
to find themselves at a competitive disadvantage when trading with 
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countries with low inflation rates. Over time, high-inflation economies 
are more likely to experience balance of payments difficulties as ex­
ports fall and imports rise, unless remedial action is taken. 

Preventing long-term balance of payments deficits 

The balance of payments account records all the transactions a coun­
try undertakes with the rest of the world over a given time period. The 
value of exports to other countries, dividend payments from abroad 
and inward investment by foreigners are entered as credits. Conversely, 
the value of imported goods and services, dividend payments made to 
foreigners and outward investment by home investors in other coun­
tries are entered into the account as debits since they represent an 
outflow of currency from the country in question. 

The major subdivision of headings within a country's balance of 
payments accounts is between the current account and the capital 
account. Within the former there are two further categories of account. 
The visible account documents trade in physical goods, such as raw 
materials, while the invisible account identifies any trade involving the 
service sector, such as banking or insurance services. In contrast the 
capital account identifies any transactions involving investment flows. 
For example, investment by Toyota in Britain would enter on the credit 
side of the British capital account and as a debit in that of Japan. 
Similarly, should a foreign investor choose to deposit monies in a Brit­
ish bank, this would also represent a credit item for Britain's capital 
account. In addition to investors' perception of the relative strength of 
different economies, the direction of investment flows also depends on 
the relative rates of interest between different countries. Thus by rais­
ing its interest rates a government can try to raise the level of invest­
ment flowing into the country. 

If overall credits exceed overall debits, the balance of payments is 
said to be in surplus, where·as if overall debits exceed overall credits it 
is said to be in deficit. Indeed a country can be in credit for certain 
items in its balance of payments account, for example its visible bal­
ance, yet experience a deficit elsewhere, for example in some part of 
its capital account. If a person persists in spending more than he or 
she earns on a day-to-day basis, incursions will need to be made into 
savings and eventually debts may be incurred. A balance of payments 
deficit can have a similar effect, such that currency reserves are re­
duced and international debts accumulated. On this count alone, a 
persistent balance of payments deficit is not deemed to be a desirable 
outcome of macroeconomic policy, and therefore as a policy it cannot 
be sustained indefinitely. 
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Maintaining a satisfactory rate of economic growth 

The rate of economic growth of an economy is the percentage in­
crease in its national output over a fixed period of time, usually one 
year. This can be distinguished from the potential growth of a country, 
which is that which would he derived if all its resources were to be 
used efficiently. A country's ability to grow depends on the quantity 
and mix of resources it has at its disposal, together with the way in 
which they are combined. Resources include the labour force (and its 
degree of training), capital stocks (and the level of technology endowed 
in them at any given point in time), land and raw materials (for exam­
ple productive farm land and reserves of coal, gas and oil). 

Immediately after the Second World War the need for economies to 
grow quickly was taken to be self-evident. Western governments inter­
vened actively in their economies to promote low unemployment, and 
in doing so they tried to provide their business sector with the confi­
dence to take entrepreneurial risks. With hindsight it is possible to 
identify the mid-1950s as a watershed marking the end of postwar 
reconstruction and the emergence of an international boom period. 
Between 1960 and 1973, world production grew at an unprecedented 
rate, averaging 5.5 per cent per anum. This was a period of cheap 
energy, rapid technological change and a general increase in expecta­
tions, which provided the momentum for such growth to take place. 
The subsequent decline in world growth can be attributed to a number 
of factors, for example the destabilising inflationary pressures that emerged 
throughout the world economy and the overdependence of the world 
economy on oil, an energy source whose price increased rapidly dur­
ing the 1970s. When oil prices rose, money had to be diverted from 
other activities in order to meet higher fuel costs, leaving a smaller 
residual for growth-enhancing expenditure. 

Economic growth is usually measured with reference to one of two 
basic indicators: gross domestic product (GDP) and gross national product 
(GNP): 

• Gross domestic product: a country's GDP is measured by estimat­
ing the value of the flow of goods and services it produces over a 
given period of time, usually one year. This measure makes no 
distinction between the output of domestic firms and that of foreign­
owned firms operating within the domestic economy. 

• Gross national product: in contrast, GNP is a measure of the value 
of domestic output (goods and services) within a given period of 
time, plus the earnings of nationals who earn monies from their 
investments abroad, minus the earnings of foreign nationals in the 
domestic economy. 
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A number of points should be noted about the estimation of a coun­
try's GOP or GNP. First, to avoid double counting, the value of prod­
ucts that are inputs into another production process should be excluded 
from the calculations. Only the value of final goods and investment 
goods should be included. Second, If market prices are used in calcu­
lations, then we may get a distorted picture of GOP or GNP since 
their value depends on the level of indirect taxes and subsidies being 
levied on them. This can be a problem if we are using time series 
data. Thus economists often make a distinction between GOP (or GNP) 
at market prices, which includes indirect taxes and subsidies in the 
value of a good or service, and GOP (or GNP) at factor cost, which 
excludes indirect taxes and subsidies. Third, regardless of whether a 
factor cost or a market price measure is being used, care must be 
taken with respect to the effects of inflation on the market price of 
goods and services. For reasons already explored in Chapter 1, time 
series data are best compared according to the prices prevailing in a 
particular year. Fourth, international comparisons of GOP or GNP need 
to take into account differences in population between countries. Per 
capita measures (in other words GOP or GNP per head) provide a 
more accurate insight into how wealthy countries really are. Finally, 
by definition GOP and GNP figures are gross figures. They take no 
account of the depreciation of capital and hence the level of produc­
tion that is needed simply to replace worn-out machinery. Some writers 
refer to net national product (NNP) figures, though these are not usually 
cited in everyday publications because of the difficulties that can emerge 
in formally defining depreciation. 

POLICY INSTRUMENTS USED BY GOVERNMENTS 

Although any government in power has a large armoury of policy in­
struments at its disposal, it is often convenient to consider them under 
one of four basic headings: fiscal policy, monetary policy, exchange 
rate policy and supply-side policy. It is not the intention to use this 
section to provide a detailed analysis of the implications of using any 
one of these, merely to identify the main characteristics of each ap­
proach. Their economic implications in terms of the success each has 
afforded past and present governments will be considered in more detail 
in Chapter 8. 

Fiscal policy 

Fiscal policy involves the use of monies raised through taxation in 
order to 'manage' the level of demand within an economy. The emergence 
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of fiscal policy as a credible policy option can be attributed directly 
to the work of john Maynard Keynes, whose influence set the tone for 
government policy for 25 years after the end of the Second World 
War. 

The use of fiscal policy is a recognition by government that it need 
not passively accept increases in unemployment brought about by short­
falls in aggregate demand within an economy, but instead that imbal­
ances can be corrected through the regulation of its own spending and 
a willingness to incur a budget deficit. Central to the approach is a 
belief in the existence of a multiplier process, by which a unit in­
crease in government expenditure generates an even greater increase 
in aggregate expenditure as monies are passed on from one economic 
agent to another. If the multiplier is large, then fiscal policy can be a 
powerful instrument for controlling economic activity, providing that 
inflationary pressures are not created. When price stability becomes a 
problem, fiscal policies are often supplemented by a prices and in­
comes policy, which places an artificial 'lid' on inflationary pressures. 

Monetary policy 

Monetary policy refers to government attempts to achieve its objec­
tives by manipulating the rate of growth of the money supply, the level 
of interest rates and the ability of banks to lend money to their cus­
tomers. A central feature of the monetarist (advocates of the relative 
importance of monetary policy) philosophy is adherence to some form 
of the quantity theory of money. Although this concept predates Keynesian 
economics, it was repopularised by the leading monetarist writer Milton 
Friedman during the 1950s and postulates a direct causal link between 
the rate of growth of the money supply and the rate of inflation (dis­
cussed in Chapter 8). 

For over 25 years after the Second World War, monetary policy was 
viewed by the government as a separate and minor supplement to its 
fiscal strategy, which was geared explicitly towards achieving full em­
ployment. From the 1970s onwards, when unemployment and infla­
tion seemed to be increasing simultaneously (known as stagflation), 
monetary policy moved to centre stage with the principal objective of 
controlling inflation, which was perceived to be one of the causes of 
the high level of unemployment that had begun to emerge. Monetarists 
believe that a government's fiscal and monetary policies are interre­
lated, rather than discrete entities, such that any attempt to control the 
rate of inflation must be accompanied by a reduction in government 
spending, the cause of money supply growth and high interest rates. 
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Exchange rate policy 

Strictly speaking, the rate at which a currency is exchanged for the 
currencies of other countries can be used by governments as a policy 
instrument or a defined policy objective, or indeed it can be viewed 
as a constraint on the use of other policy instruments and the achieve­
ment of other pol icy goals. 

Broadly speaking, in the postwar era countries have adopted one of 
two forms of exchange rate management. The first involves countries 
agreeing to fix the rate at which their currencies are exchanged for 
each other (within predefined limits). Where necessary, governments 
must intervene actively in the currency markets in order to protect 
these parities against potentially large fluctuations. Examples of this 
type of system include that negotiated under the Bretton Woods Agreement 
and the European Exchange Rate Mechanism. The second approach 
simply allows currencies to fluctuate against each other according to 
market forces. In practice, governments have not been prepared to al­
low their respective currencies to float freely, preferring instead to in­
tervene if the exchange rate of their currency was in danger of falling 
too low (because imports had become too expensive) or rising too 
high (because exports had become difficult to sell). This is known as a 
'managed' or 'dirty' float. 

Although the Bretton Woods Agreement was intended as a policy 
instrument to facilitate and promote world trade, it soon became a 
constraint on Britain's attempts to engage in demand management. In 
particular, attempts to increase aggregate demand during recessionary 
periods prompted a flood of imported goods, which placed a down­
ward pressure on sterling, a force the government was obliged to de­
fend against. Another example of the value of sterling being used explicitly 
as a policy instrument occurred during the early 1980s when the govern­
ment chose not to defend the value of the pound, (which was part of 
a managed float) in order to make British goods more competitive during 
a recessionary period. Later on in the 1980s however, the government 
chose to make the value of sterling an explicit objective in its attempt 
to 'shadow the Deutschmark', and in doing so enhance sterling's credi­
bility in anticipation of its short-lived entry into the European Exchange 
Rate Mechanism. 

The basic mechanics underpinning the determination of exchange 
rates in currency markets will be considered shortly, while the policy 
implications of Britain's exchange rate policy will be analysed at the 
end of this chapter. 
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Supply-side policy 

A feature of the 1980s and 1990s have been attempts by the govern­
ment to promote economic growth using 'supply-side' strategies (see 
Chapter 8 for more details). In essence these measures are microeconomic 
in flavour and involve attempts to make markets function more effec­
tively: the removal of impediments to entrepreneurial activity; curtail­
ing restrictive labour practices; reducing excessively high welfare 
payments; the introduction of measures to promote individual liberty; 
and the introduction of reforms to reduce the size of the public sector, 
which was perceived to be unresponsive and bureaucratic. 

MODELLING THE WORKINGS OF AN ECONOMY: A SIMPLE 
KEYNESIAN ANALYSIS 

The remainder of this chapter is divided into two main sections. This 
first section considers the composition and implications of a simple 
Keynesian model; the second provides a brief overview of how cur­
rency markets operate. It is well worth spending some time consider­
ing each of these sections. Although they both use a highly simplified 
framework, when set against what actually happens in the real world, 
they identify some of the relationships that governments of all political 
persuasions need to be aware of when they engage in policy making. 
Ultimately they will be seen to provide a backdrop for the policy­
oriented discussion contained Chapter 8, not only in terms of the period 
when Keynesian policy was dominant, but also in more recent times 
when monetarist principles superseded Keynesian ones. 

A simple Keynesian model - demand management in theory 

As we have already seen, demand management is an attempt by govern­
ments to influence the prevailing level of economic activity by initiat­
ing changes in the level of its own expenditure. In order for such a 
policy to be carried out successfully, it is necessary for a government 
to have an accurate measure of the value of the flow of goods and 
services arising from economic activity within a given period of time. 
There are three basic ways of making such an estimate, each of which 
is used in the 'Blue Book'. 

The income approach identifies the incomes accruing to all the fac­
tors of production used in the production of goods and services. By 
definition, this includes profits but excludes payments made by govern­
ment to identified societal groups, for example to pensioners, since 
this is a transfer of money from one part of society to another (via the 
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tax system) for which no production has actually taken place. The sec­
ond approach is known as the expenditure approach. This aggregates 
all the expenditures associated with the purchase of final goods and 
services. Care must be taken to avoid the double counting that would 
result from including expenditure on intermediate goods and services 
(which will ultimately become final goods and services themselves) 
and to take account of any taxes and subsidies that artificially distort 
the level of expenditure on goods and services within any given time 
period (by definition, taxes and subsidies may vary from year to year). 
The final approach is the output approach, which aggregates the value 
added at each stage of production by productive enterprises in the 
economy. Again, this value needs to reflect the price distortions that 
arise from taxes and subsidies levied on output. 

In theory all three approaches should generate the same figure. How­
ever, and not surprisingly, measurement problems result in three dif­
ferent figures emerging and as a consequence national income figures 
represent a compromise between the three. Often these figures (when 
modified for the effects of inflation and expressed in per capita terms) 
are used as a comparative measure to define how the level of 'well­
being' of an economy has changed over time, either domestically or in 
comparison with other countries. However it should be recognised at 
the outset that this is a summary statistic that says nothing about, for 
example, how incomes are distributed between members of the popu­
lation or the rate at which economic activity is causing the environ­
ment to deteriorate. The following analysis will proceed with reference 
to the expenditures that takes place in an economy over any given 
accounting period. Four basic categories of expenditure can be ident­
ified: consumption expenditure, investment expenditure, government 
expenditure and net export expenditure. 

Consumption expenditure 

Consumption demand is the aggregate expenditure made by house­
holds on goods and services during a given period of time. On aver­
age it contributes to around two-thirds of all expenditure taking place 
in the British economy. Just which commodities should be included in 
calculations of consumption expenditure is not totally clear. Whereas 
expenditure on such things as food and electricity can be explicitly 
related to the accounting period in question, the benefits to be gained 
from buying a car or a house can extend over several time periods. 
However, for the purposes of national income accounting, the pur­
chase of a car by a householder is counted as consumption expendi­
ture whereas the purchase of the house is classified as investment 
expenditure (see the section on investment). It should also be noted 
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that purchases of second-hand goods are excluded from consumption 
expenditure estimates since they will have been included in previous 
accounting periods and hence would lead to double counting. Such 
purchases are simply a transfer of ownership. However, the services of 
people who facilitate such transfers of ownership should be included 
in consumption expenditure figures. 

Prior to the pioneering work of Keynes, it was believed that the di­
vision of income between consumption and saving was determined by 
the rate of interest. Specifically, that consumption expenditure was 
negatively related to the rate of interest whereas savings were positively 
related. Although Keynes accepted the idea that the rate of interest 
does play an important role in influencing consumption decisions, he 
argued that the level of income is a more significant determinant. This 
gave rise to what has become known as the Keynesian consumption 
function, an expression that assumes planned consumption comprise 
two elements. First, autonomous consumption is expenditure that does 
not vary with income. This is associated with the purchase of the most 
basic of necessities, and if the worst comes to the worst these may 
need to be financed out of savings or borrowing. Second, income in­
duced consumption is determined by the aggregate level of disposable 
income in an economy (that is, income less taxation, and after the 
addition of any benefits). Ignoring taxation for the time being, the 
Keynesian consumption function is often assumed to take the basic 
form 

C =a+ ~Y (7.1) 

where a denotes autonomous consumption and ~ is known as the mar­
ginal propensity to consume (or mpc). The marginal propensity to con­
sume represents the proportion of each unit of currency that is devoted 
to increased consumption. For example, in the case of the hypotheti­
cal equation 

C = (£)10 billion + 0.7Y (7.2) 

autonomous expenditure is £10 billion and the mpc is equal to 0.7. 
This means that for each £1 they receive, consumers will spend 70p 
and save 30p (in practice Keynes recognised the fact that the mpc will 
fall as income rises, giving rise to a non-linear consumption function). 
Keynes proposed that the ratio of consumption expenditure to income 
(C/Y), known as the average propensity to consume (or ape), will fall 
as incomes increase. Since at zero income individuals engage in auton­
omous consumption, the marginal propensity to consume will be less 
than the average propensity to consume. 
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Once the consumption function equation is specified, as in Equation 
7.2, it is possible to determine the level of consumption expenditure 
associated with any level of income. For example, if income is as­
sumed to be £45 billion, then the value of consumption expenditure 
will be £41.5 billion. This outcome is depicted in Figure 7.1, where 
income is measured along the x-axis and expenditure is measured along 
the vertical (y) axis. 

At this point it is customary to introduce what economists often refer 
to as the 45° cross diagram. Consider Figure 7.2. It can be seen that a 
45° line has been added to the previous diagram. This measures all 
the points at which income = output = expenditure, an identity that 
has been considered earlier in this work. 1 It can be seen that the con­
sumption function C = a. + 13 Y crosses the 45° line once, namely at 
point Z. This point is associated with the level of income (Y*) at which 
households plan to spend a// their income. There is no saving or dis­
saving talking place. At levels of income below Y* dis-saving takes 
place since planned expenditure exceeds income. Conversely, for in­
comes greater than Y* saving will take place since planned expendi­
ture is less than income. The level of income Y* is known as the 
equilibrium income. 

If we know the equation of the consumption function, it is possible 
to calculate the equilibrium level of income. Let assume again that the 
consumption function is C = 10 billion + 0.7 Y (from now on we shall 
drop the pound sign from the equation). From our previous analysis 
we know that: 

income (Y) = output (Q) = expenditure (f) 

(at this point expenditure only consists of consumption expenditure, 
namely C). At the equilibrium point: 

y 
y 
Y- 0.7Y= 
0.3Y 
Y* 

c 
10 billion+ 0.7Y 
10 billion 
10 billion 
£33.33 billion (7.3) 

Thus it can be seen that the equilibrium level of income is, in this 
case, £33.33 billion. 

Investment expenditure 

Within any given period of time, economic agents will purchase in­
vestment goods such as new buildings (for example houses and factories), 
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new machinery (for example a computer or a steamroller) and hold­
ings of stocks (for example bricks, prefabricated structures and finished 
goods). As noted above, the distinction between what is 'consumption' 
and what is 'investment' may appear somewhat arbitrary in the case of 
calculating the national accounts. Recall that expenditure on housing 
is treated differently from expenditure on cars. However, this explana­
tion does not tell the full story. If a householder buys a car or van to 
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travel to and from work and for leisure travel in general, the purchase 
is indeed classified as 'consumption', whereas the purchase of an identical 
vehicle by a self-employed builder is deemed to be an 'investment'. 
The distinction seems to rest on whether the vehicle is being used for 
'gratuitous' purposes (by the householder) or whether it serves as an 
input into a particular production process (building). 

When referring to investment it is important to distinguish between 
gross investment and net investment. Specifically, the former refers to 
all investment expenditure taking place over a given period, whereas 
the latter adjusts the figure downwards to take account of any invest­
ment expenditure on replacing depreciated or worn-out capital goods. 

Two interrelated factors determine the level of investment that takes 
place in any given year: the rate of interest and business expectations. 
When considering the first of these it is important to make a distinc­
tion between the real interest rate and the nominal interest rate. The 
real interest rate takes account of the effect of inflation. Thus, if a 
person lodges a sum of £1 00 with a bank that promises to pay an 
annual rate of interest of 1 0 per cent, he or she would receive £110 at 
the end of the year. However, if during the year average prices in­
crease by 4 per cent, then at the end of the year the person in ques­
tion will need £104 to purchase goods and services that had cost £100 
at the beginning of the year. As a result the person is only £6 better 
off in real terms and hence has received a real interest rate of 6 per 
cent rather than 1 0 per cent. 

When deciding whether or not to undertake a particular type of in­
vestment, economic agents have to consider whether they will finance 
it through borrowed monies or use their own resources (for example 
retained profits). In either case an assessment needs to be made as to 
the future rate of inflation, since this will provide an insight into (1) 
the real interest rate that will have to be paid on borrowed monies, 
and (2) the forgone earnings from retained funds that would otherwise 
have been invested with a financial institution or lent to other econ­
omic agents. The lower the future real rate of interest, the greater the 
perceived stream of profits from a particular investment, and therefore 
the more likely it is that it will go ahead. 

At any given real rate of interest, the business community will form 
expectations about the future prospects of the economy. If the economy 
is in recession and there appears to be no immediate prospect of re­
covery, then many entrepreneurs will be deterred from making invest­
ments if they are not confident about the potential profitability of a 
given venture. Conversely, if the economy appears as if it will strengthen 
in the future, then profit expectations will be much higher for a given 
programme of investment, and this will encourage entrepreneurs to take 
a risk. 
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In our analysis it is assumed that planned investment is autonomous 
expenditure and may simply be added to any autonomous consump­
tion within the economy. For example, if planned investment (I) equals 
£22 billion and the (Keynesian) consumption function can be repre­
sented by the equation C = 10 + 0.7 Y, then consumption expenditure 
plus investment expenditure (C + I) will simply be 32 + 0.7Y. This 
addition to total expenditure in the economy (consumption plus in­
vestment) will lead to a parallel and upward shift in the expenditure 
line, such that for all levels of income C + I will be £22 billion higher 
than the line depicting the original consumption function. This is shown 
in Figure 7 .3. It can also be seen that C + I is associated with a higher 
level of equilibrium income. Recall that the equilibrium income asso­
ciated with the consumption function C = 10 + 0.7 Y is £33.33 bil­
lion. With the additional £22 billion expenditure arising from investment 
expenditure, it is possible to estimate the new equilibrium income as 
£106.66 billion. 

Government expenditure 

The government is an important purchaser of goods and services. Many 
of the things we take for granted result from government expenditure: 
hospitals, schools, roads, the armed services and so on. This expendi­
ture involves the purchase of new buildings and new capital equip­
ment, the wages paid to teachers, doctors, civil servants and other 
employees, the financing of everyday running costs, for example heat­
ing and lighting, as well as the monies spent to prevent the deprecia­
tion of existing buildings, structures and capital equipment. When 
economists consider 'government spending' within the context of esti­
mating aggregate expenditure, they are referring explicitly to the pur­
chase of goods and services. Thus the monies the government pays out 
to individuals in benefits, for example unemployment benefit, housing 
benefit or the state pension, are merely transfers from one group of 
society to another rather than a payment for a good or service. For this 
reason transfer payments are excluded from estimates of government 
expenditure in the national accounts. However transfer payments are 
usually included in general estimates of public expenditure, which we 
shall consider in more detail in Chapter 8. In terms of the framework 
being constructed, government expenditure is treated as an autonomous 
variable. Thus when G is added to the C +I line there will be a par­
allel shift in the schedule and, as a result, a new level of equilibrium 
income. The mechanics of this shift are identical to those identified in 
Figure 7.3. From now on the sum of these expenditures C + I +G will 
be referred to as aggregate expenditure (Af). 

However this outcome only tells half the story. Government spend-
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ing cannot take place unless money is raised to finance it. This may 
be achieved in two basic ways. First, money can be borrowed from 
other economic agents through the sale of bonds (which pay a fixed 
rate of interest) or bills (whose return reflects the difference between 
the price the purchaser pays for the bill and the sum at which the 
government redeems it at some future, predefined date). The second 
and most important means of raising money is through taxation. This 
is a compulsory transfer of money from non-government economic agents 
to the government. Direct taxes are levied on wealth, for example the 
wages of individuals, the profits of firms and transfers of capital from 
one economic agent to another. The most obvious example is income 
tax. Conversely indirect taxes are monies levied on the goods or ser­
vices that householders, firms and other economic agents buy. An example 
of this is value added tax (VAT). In terms of the consumption function 
element of the aggregate expenditure curve, the decision by govern­
ment to raise direct taxes will effectively reduce consumers' marginal 
propensity to consume. For example, in our previous example it was 
assumed that the consumption function took the form 

C = a + py (7.4) 

where a denotes autonomous consumption and p is the mpc. In previ­
ous examples, a was assumed to equal £10 billion while the income 
coefficient (~) implied an mpc of 0.7, or that 70p is spent for every 
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pound received. If we now assume that the government chooses to 
finance some of its expenditure by levying an income tax, we must 
redefine the basic consumption function so that it relates directly to 
national income. Specifically it will take the form: 

C = a + ~(1 - t) Y (7.5) 

where t denotes the rate of income tax. For example, if the chosen 
rate of income tax is 20p in the pound then it means that individuals 
only receive 80p for every £1 they earn. Assuming that householders 
still wish to spend the same proportion of their disposable income, 
namely that their mpc is 0.7, then they are spending 70 per cent of 
every 80p they receive. When consumption expenditure is related to 
national income, the implicit marginal propensity to consume becomes 
0.56. Specifically, we may write: 

C = 10 billion + 0.7 (1 - t) Y 
10 billion + 0.7 (1 - 0.2) Y 
10 billion + 0.7 (0.8) Y 
10 billion + 0.56 Y (7.6) 

Thus the effect of a government choosing to raise revenue through 
direct taxation will be to reduce the slope of the consumption func­
tion: the higher the rate of taxation, the flatter the slope of the aggre­
gate expenditure line will be. This can be seen in Figure 7.4, where 
the introduction of income tax reduces mpc, causing the aggregate 
expenditure curve to pivot downwards from AE to AE'. The parallel 
shift from AE' to AE" is the amount of government spending that takes 
place once these taxes have been levied. 

Aggregate expenditure may now be estimated as: 

AE = Y = a + ~(1 - t)Y + I + G (7.7) 

Thus if a = £10 billion, I = £22 billion, G = £50 billion and t is 20p 
in the pound, then: 

AE = Y = 10 billion + 0.56 Y + 22 billion + 50 billion 
= 82 billion + 0.56 Y 

Y - 0.56 Y = 82 billion 
0.44 Y = 82 billion 

Y = 186.36 billion 

It is also possible to determine whether, at this equilibrium point, govern-
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Figure 7.4 The effect of investment taxation on economic activity 

ment receipts are greater than, less than or equal to government ex­
penditure (ignoring other forms of government income). At an equilib­
rium income of £186.36 billion, tax receipts will be 0.2 multiplied by 
£186.36 billion, which equals £37.27 billion. However, since we have 
assumed that government spending is equal to £50 billion, it is man­
aging a deficit of £12.73 billion, an amount that needs to be raised 
from other sources. If it wishes to reduce this figure then it may be 
decided to reduce its overall level of spending and/or increase the rate 
of income tax, both of which are electorally unappealing. Furthermore 
any increase in income tax and/or reduction in government spending 
will, by definition, reduce the level of equilibrium income. 

Net export expenditure 

The term net exports refers to the difference between expenditure by 
overseas consumers on domestically produced goods and services and 
expenditure by domestic consumers on foreign-produced goods and 
services. Thus if British consumers buy foreign products of a greater 
value than foreigners' consumption of British goods and services, the 
value of net exports will be negative. Broadly speaking, the demand 
for imported and exported goods and services depends on the econ­
omic conditions prevailing in domestic and foreign markets, the rela­
tive price of products produced domestically and abroad, together with 
the effects of ongoing changes in currency markets. 

The assumption we shall make is that the level of goods and services 
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demanded abroad (exports) is independent of the amount of economic 
activity prevailing in the domestic economy. Hence foreigners' expenditure 
on domestically produced goods is another example of autonomous 
expenditure. In contrast, import levels will be assumed to be related 
positively to the level of economic activity taking place within the 
domestic economy. Thus as incomes rise, so too will imports. Hence 
we may write: 

M =mY (7.8) 

where M denotes the value of imports, Y is the level of aggregate in­
come within the domestic economy and the coefficient m is what econ­
omists call the marginal propensity to import (mpm). For example, if 
the mpm is 0.3 it means that 30p of every £1 worth of income is spent 
on foreign-produced goods and services. Countries that need to import 
products (be these raw materials, intermediate goods or finished prod­
ucts) are said to have a high marginal propensity to import whereas 
countries that are more self-sufficient are said to have a low marginal 
propensity to import. The meaning and policy-making implications of 
this term will be explored in greater detail shortly. 

Total aggregate expenditure 

We are now in a position to compress all four types of expenditure into 
an aggregate expenditure curve. This measures all planned expenditure 
within an economy over a given period of time for each level of national 
income. As we have already seen, this is made up of autonomous ex­
penditure and income-induced expenditure. Algebraically, the acknowl­
edgement of foreign trade means that Equation 7.7 becomes: 

AE = C + I + G + X - M 

a + ~(1 - t)Y + I+ G + X- mY (7.9) 

If, in addition to the values identified earlier, m 0.3 and X = £30 
billion, then the equilibrium income can be calculated as follows: 

AE = Y = 10 billion + 0.56 Y + 22 billion + 50 billion 
+ 30 billion - 0.3 Y 

= 112 billion + 0.26 Y 

Y- 0.26Y = 112 billion 
0.74 Y = 112 billion 

Y = £151.35 billion 
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If actual spending (and hence actual incomes) is below the equilibrium 
of £151.35 billion, then economic agents can only realise their plans 
if their demands are taken from firms' stocks. As a result, production 
will rise as firms attempt to recover this unplanned reduction in their 
stocks. This attempt by firms to restore their stocks to previous levels 
will cause them to hire more workers, increase output and hence in­
crease GDP. On the other hand, if actual GDP is greater than £151.35 
billion, planned expenditure is less than real income and stocks begin 
to rise. Because of this rise in stocks, firms will curtail their production 
in order to reduce this unplanned growth in their stocks. Thus either 
way there is a tendency for an equilibrium to emerge where firms do 
not experience any unplanned changes in their stocks and hence are 
not forced to change their (planned) level of output. 

The multiplier 

For a government committed to the containment of unemployment as 
its primary macroeconomic goal, the desirability of any given equilib­
rium level of income depends on the degree to which it can employ 
the available workforce. If the equilibrium generates unemployment 
above the politically tolerable level, there is a rationale for additional 
government spending to take the place of spending that has not oc­
curred through natural market forces affecting the economy. Conversely, 
if this equilibrium is above that associated with full employment, the 
government should curtail its spending in order to prevent inflationary 
pressures from emerging within the economy. For a government to 
intervene successfully, it needs to be aware of the degree to which its 
own spending will generate additional spending within the economy. 
This question relates to a term used frequently by economists: the 
multiplier. If the 'multiplier' is large, then a given unit of autonomous 
expenditure is passed around the economy many times -from firm to 
firm and from economic agent to economic agent - thus stimulating 
economic activity. The larger the multiplier, the smaller the amount of 
money the government needs to inject into the economy to generate 
an increase in economic activity, and hence reduce unemployment. If, 
at the most extreme, the multiplier is unity, this simply means that a 
sum of autonomous expenditure is being received by economic agents 
in return for particular goods and services, but they choose subsequently 
not to pass this money on any further. 

In a recent article Ball and Wood (1995) note that past researchers 
have disagreed as to the number of construction-based jobs that are 
generated by additional government spending. In the case of a £1 mil­
lion increase (1992 prices) in public expenditure, past estimates have 
varied between 27 and 71 jobs. These differences reflect the assumptions 
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adopted in different studies, for example the size of the multiplier and 
the degree to which additional expenditure has an upward impact on 
input prices (thereby reducing the real value of the additional expendi­
ture). Nevertheless Bale and Wood's own analysis was able to show 
that the multiplier effect is work-specific, so that, for example, repair 
and maintenance will produce three times the number of jobs per £1 
million spent (32 new jobs) than new civil engineering work (1 0.5 
new jobs). 

Calculating the multiplier 

To illustrate the basic principles that underpin the multiplier process, 
let us initially consider the case of an economy with no government 
intervention or dealings with foreign countries. In this case, total planned 
expenditure will simply be in terms of consumption expenditure (by 
firms and households) and investment expenditure. Taking the figures 
used in our previous examples, we know that when the consumption 
function = £10 billion + 0.7Y, and autonomous investment = £22 
billion, there is an equilibrium income of £106.66 billion. Now let us 
assume that planned investment by firms increases by £10 billion, 
prompted by an increase in the expectations of entrepreneurs. This 
increase will provoke a parallel shift in the aggregate expenditure schedule 
from Af1 to AE2• Readers should now be able to prove for themselves 
that this increase of £10 billion will in fact swell the equilibrium level 
of income from £106.66 billion to £140 billion, an increase of £33.34 
billion. This is the multiplier effect in action. 

A clue as to why this happens can be derived from Figure 7.5, which 
contains two ajoining sets of axes. In each diagram two aggregate ex­
penditure curves have been drawn: Af1, mirroring aggregate demand 
before the autonomous increase in private investment; and Af2, de­
picting the level of aggregate expenditure after it. It can be seen that 
the aggregate expenditure schedules in the left-hand diagram have a 
relatively steeper slope than those in the right-hand diagram. This has 
resulted in a larger increase in equilibrium national income from the 
same £10 billion rise in investment. Put another way, the rate at which 
national income increases in response to any change in autonomous 
expenditure depends on the slope of the aggregate expenditure curve, 
and hence the marginal propensity to consume. 

If the marginal propensity to consume is high, then the recipients of 
the additional spending (for example the extra workers taken on by 
firms that win contracts for new construction projects, commissioned 
by firms engaging in extra investment) will spend a large proportion of 
the income they receive, and this will be passed on to other economic 
agents within the economy (for example shops), who will also spend a 
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Figure 7.5 The multiplier effect 

relatively large proportion of any additional monies they receive. Since 
each recipient of the additional expenditure is hypothesised to spend a 
large proportion of it, each pound generates additional incomes further 
and further down a potentially long line of economic agents. 

In contrast, if the marginal propensity to consume is very low then 
in relative terms, recipients of the additional income are holding onto 
a large proportion of it. Since a large proportion of the additional ex­
penditure is not being passed on to others, then its impact on the 
activities of other economic agents diminishes quickly, and hence it 
has a much more limited impact on the overall national income of the 
economy. 

The multiplier is therefore a numerical measure of the responsive­
ness of an economy to expenditure changes, and hence is a coefficient 
with which we can multiply any given change in autonomous expendi­
ture to derive the new equilibrium income. 

A simple multiplier proof 

The simplest formulation of the multiplier can be derived with refer­
ence to the marginal propensity to consume. Specifically, we may write: 

a y = ac + a autonomous expenditure 
a Y = baY + a autonomous expenditure 
a y - ~a y = a autonomous expenditure 
a Y(1 - ~) = a autonomous expenditure 
a Y = 1/(1 - ~) x a autonomous expenditure (7.10) 

where 1/(1 - ~) is the simple multiplier equation. Thus, if the marginal 
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propensity to consume is 0.7, then the multiplier equals 3.33 and every 
£1 of autonomous expenditure increases the equilibrium income by 
£3.33. In terms of our £10 billion increase in investment expenditure, 
we now know that it will increase the equilibrium income by 3.33 x 
£10 billion, which equals £33.33 billion (the new equilibrium income 
equals £100 billion + £33.33 billion). Had the marginal propensity to 
consume been 0.4, the multiplier would have been 1.66, since: 

1/(1 - ~) = 1/(1 - 0.4) = 1/0.6 = 1.66 

In this case the equilibrium income would only increase by 1.66 x 
£10 billion, or £16.66 billion. 

Now let us take the analysis a stage further and assume the exist­
ence of a government that is prepared to intervene actively in the economy 
by raising revenues to prevent the emergence of unemployment. If we 
also assume that the only source of government revenue is direct taxes, 
then the previous analysis has already shown us that taxation will exert 
a downward influence on the marginal propensity to consume, and 
hence upon the multiplier. Formally, we need to redefine our equation 
to take account of the fact that we are now interested in the marginal 
propensity to consume from national income rather than disposable 
income. Following on from previous analysis, our equation now be­
comes 1/1 - ~(1 - t). Thus if~ = 0.7 and t = 0.2, then the multiplier 
becomes 1/1 - 0.56 = 2.27. In other words, whereas the £10 billion 
increase in investment expenditure increased the equilibrium income 
by £33.33 billion when the multiplier was 3.33, when the government 
levies taxes at a rate of 20p in the pound the increase is reduced to 
£22.7 billion. As we have already seen, the need for government to 
engage in the unpopular activity of raising taxes stems from its per­
ceived need to spend in order to avoid uncorrected market failures (for 
example an insufficient number of hospitals) and a politically unac­
ceptable level of unemployment (itself a market failure). 

Deflationary gaps and inflationary gaps 

When the equilibrium income (YE) is below that which would fully 
employ a nation's workforce (YF), a deflationary gap is said to exist. 
This can be seen in Figure 7.6 Assuming that the private sector cannot 
be encouraged to increase investment expenditure (for example private 
sector investors do not expect an improvement in the economy), then 
this deficiency can be offset by additional government spending. An 
increase in spending equal to the distance X will encourage additional 
consumption expenditure, and as a result correct the shortfall that has 
occurred. If the government knows precisely what the multiplier is, 
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then it is possible to determine how much additional expenditure it 
needs to commit to the economy. 

In contrast, if the economy is operating at an equilibrium income 
that is above that needed fully to employ its workforce, an inflationary 
gap is said to have emerged. This outcome is not desirable because it 
will create inflationary pressures, since the expenditure plans of econ­
omic agents are associated with a greater level of output than the economy 
can produce, even when it is working at full capacity. In the absence 
of imported goods (to be considered shortly), economic agents will bid 
up the price of the goods and services that are available as they com­
pete against each other. This outcome is depicted in Figure 7.7. The 
inflationary gap can be measured in terms of the distance Z. In order 
to reduce the level of planned expenditure from that associated with 
yE to that associated with YF, the government may choose to curtail its 
own expenditure. 

In the case of either a deflationary gap or an inflationary gap, the 
government may also recognise that the size of the multiplier depends 
on the rate at which the government levies income tax to help finance 
its own expenditure. The higher the rate of tax, the smaller the multiplier. 
Thus either situation may prompt a change in aggregate expenditure 
by a reduction in the tax rate and a change in the level of its own 
level of expenditure. Readers may wish to explore this possibility under 
the assumption of both a deflationary gap and an inflationary gap. Ulti­
mately, the mix of these complementary options will also depend on 
the degree to which the government is committed to a balanced budget. 
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The multiplier for an economy that trades with foreign countries 

The analysis to date has concentrated on a simple economy that does 
not trade with foreign countries. If it does have dealings with the rest 
of the world, then we have already seen that there is not only an 
autonomous addition to aggregate expenditure as foreigners buy dom­
estically produced goods, but also leakages from the economy as monies 
are spent on imported goods. This latter expenditure is income-induced 
and, as a result, it must play a role in a revised multiplier equation. 
Specifically we must add the marginal propensity to import into the 
denominator of the equation, so that we get: 

multiplier = 1/1 - ~[1 - t] + m (7.11) 

where m denotes the marginal propensity to import. Thus if domestic 
residents spend 30p in every pound on imported goods, the rate at 
which tax is levied is 20p in the pound and the basic marginal pro­
pensity to consume is 0.6, then the multiplier will be: 

multiplier = 1/1 - 0.6(0.8) + 0.3 = 1 - 0.48 + 0.3 = 1.21 

Had the same economy been closed to international transactions the 
multiplier would have been 1.92. 
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THE DETERMINATION OF EXCHANGE RATES 

The exchange rate is the price at which one currency is exchanged for 
another. Let us consider the relationship between the currencies of 
Britain and France, namely sterling and the franc. We shall assume 
that £1 is exchanged for 8 francs (£1 = F8). If a change in economic 
circumstances (considered shortly) precipitates a change in this exchange 
rate such that £1 = FS, then sterling has fallen in value relative to the 
franc, whereas if the reverse happens and £1 = F1 0, then the pound 
has gained in value relative to the franc. In reality the currency market 
is multidimensional and changes take place in the relative value of all 
the world's currencies. Thus sterling may increase in value relative to 
the franc yet simultaneously decrease in value relative to the US dol­
lar. However, for the purposes of this analysis we shall restrict our­
selves to a simple two-country case. 

In order to understand the way in which a simple market for currency 
operates, we need to consider both demand and supply factors as they 
affect one of the two currencies in question. We shall use an example 
that initially considers the demand for French francs. 

Demand factors 

Let us assume that the price charged by French plasterboard manufac­
turers is 8F per square metre. At an exchange rate of £1 = F8, this 
implies a sterling price for French plasterboard of £1 per square metre 
(ignoring all other costs associated with importing and distributing the 
product in question). If the exchange rate were to fall to £1 = FS, then 
the price of French plasterboard would rise to £1.60 per square metre 
in British markets. Similarly, if the exchange rate changed from £1 = 
F8 to £1 = F1 0, then the price in Britain of French plasterboard would 
fall to 80p per square metre. Elementary demand theory would lead us 
to expect that in the first scenario the British demand for French plas­
terboard would fall (since its price in Britain has risen) whereas in the 
latter case it would rise (since its price in Britain has fallen). A fall in 
the demand for French plasterboard would also lead to a reduction in 
the demand for French francs (used to buy the imported plasterboard), 
whereas an increase in demand would increase the demand for francs 
for the opposite reason. 

Supply factors 

Let us now consider the factors that affect the supply of francs. Just as 
British firms and individuals are willing and able to buy plasterboard 
from France, French consumers also demand British products. If the 
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value of the franc is high relative to that of sterling, then British goods 
and services will be relatively cheap for French consumers (ceteris paribus) 
and more will be demanded. This means that more pounds will be 
demanded by French importers and they will use francs to buy them. 
Similarly, if the value of the franc is low relative to the pound, then 
British products will become more expensive to French consumers. This 
will not only precipitate a fall in the demand for British goods but also 
a fall in the demand for sterling. 

The currency market 

We are now in a position to present the above information diagram 
matically. In Figures 7.8 and 7.9 the vertical axis measures the value 
of the franc in terms of sterling, while the horizontal axis measures the 
quantity of francs. The demand curve D0 denotes the initial demand 
for francs by British consumers and firms who wish to buy French 
goods and services. Conversely, the supply curve 50 depicts the initial 
supply of francs, derived from the degree to which French firms and 
households buy British goods and services. The following analysis will 
highlight two basic currency market systems: one where the rate at 
which one currency exchanges for another is determined totally by 
market forces (known as a freely floating system); and one where market 
forces are suppressed through government intervention such that a fixed 
rate of exchange is maintained (this may be the policy of one govern­
ment or as part of a collective agreement, as in the case of the Bretton 
Woods Agreement or, more recently, the European Monetary System). 

Freely floating exchange rates 

When currency exchange rates are allowed to float freely, the equilib­
rium exchange rate is determined by the interaction between the de­
mand curve and the supply curve for the currency in question, which 
in this case is the franc. In Figure 7.8 this occurs at f 0 • 

If French goods are perceived as highly desirable by British consumers, 
so that they are willing and able to buy more of them at any given 
price, then the demand curve will shift to the right, from D0 to D1 • 

Assuming that the supply curve remains unaltered, this means that the 
rate of exchange will change from E0 to f 1 • Thus the change in taste of 
the British public has led to an increase in the value of the French 
franc. If, in contrast, there is an increase in the demand for British 
goods by French firms and households, this will cause the supply curve 
of francs to shift to the right, from 50 to 51• If we assume in this in­
stance that the demand curve remains unaltered, this will mean a fall 
in the exchange rate from E0 to f 2 • 
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Fixed exchange rates 

Let us now assume that the French government chooses to intervene in 
the currency market and to guarantee the convertibility of its currency 
at a particular rate of exchange. This is represented in Figure 7.9 as f 0• 

Let us further assume that there is again a change in fashion that 
leads British consumers to buy more French goods and services. This 
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will lead to a rightward shift in the demand curve. Under a freely 
floating system there would be a new equilibrium exchange rate at f 1• 

However, at the predetermined rate of exchange of E0, there is an ex­
cess demand for francs equal to the distance AB. In order to preserve 
the rate of exchange at f 0, francs will need to be printed to compen­
sate for the shortfall, and these will be sold for pounds at E0 • These 
pounds become part of the foreign reserves held by the French central 
bank. 

If French goods and services cease to be desirable to British con­
sumers, then the demand curve for francs will shift to the left, namely 
from 0 0 to 0 2• In this case unbridled market forces will prompt a fall 
in the exchange rate from E0 to E2 • However, if the French government 
chooses to defend the franc and preserve the exchange rate of E0, it 
must demand francs equal to the distance CA. This can only be done 
by selling some of its sterling reserves at the exchange rate f 0 • If the 
demand associated with 0 2 becomes a permanent feature of France's 
trading relations with Britain, then the French government may find 
itself unable to sustain the exchange rate f 0 over a long period of time 
since it will be perpetually running down its foreign reserves. In such 
a situation it may choose to devalue its currency. This may be done in 
two ways: the French government could simply choose a new, lower 
rate of exchange, at which it would guarantee convertibility for its 
currency, or it could allow the franc to float freely towards its true 
market value and then use this new equilibrium as a basis for further 
intervention. 

As we shall see in Chapter 8, the currency market has been an im­
portant battleground for governments since the Second World War. 
Britain's desire to remain within the constraints of the Bretton Woods 
fixed exchange rate system proved to be an important constraint on 
successive governments' ability to use Keynesian economic policies 
effectively. More recently, Britain's reluctance to join the European 
Exchange Rate mechanism, thereby surrendering the flexibility of a freely 
floating currency, became a major source of concern about Britain's 
commitment to the European Union. Britain's subsequent inability to 
stay within the confines of the ERM, despite the extreme pressures to which 
sterling was subjected by currency speculators, did nothing to con­
vince commentators of Britain's standing within the European and World 
economy. 



8 The Construction Industry 
and Macroeconomic 
Policy, 1945-95 

INTRODUCTION 

This final chapter analyses the interface between the construction in­
dustry and the macroeconomic policies that have been pursued by 
successive postwar governments. Drawing on the theory outlined in 
the previous chapter, the discussion focuses initially on the emergence 
of Keynesian economics, which underpinned the macroeconomic thinking 
of the two main political parties until the 1970s. It will be seen that 
during much of this period the construction industry adopted a somewhat 
complacent attitude, prompted by the 'easy profits' of postwar prosperity 
and public expenditure growth. However the macroeconomic instabil­
ity that arose from the late 1960s gradually required construction firms 
to become not only more cost conscious but also to pay greater atten­
tion to the characteristics of the product they were supplying to clients 
and the wider environmental implications of building activity. 

The election of Margaret Thatcher's Conservative government in 1979 
brought a new approach to the way in which the British economy was 
managed. Gone were the trappings of Keynesian orthodoxy and its 
emphasis on correcting variations in the level of unemployment. In 
its place was a new approach based on monetarist concern about 
inflation. Specific emphasis was given to the relationship between 
inflation, the money supply and public spending. In addition a new 
philosophy was unleashed, which stressed the possibility of kick-start­
ing the economy through a reduction in government spending and a 
series of microeconomic measures intended to increase incentives within 
the economy. 

Despite a boom period during the late 1980s, which produced an 
increase in demand for construction work, the construction industry 
has had to endure two major recessions since 1980. This has resulted 
in the industry becoming more streamlined, with inefficiencies being 
squeezed out as firms competed for a smaller number of available 
contracts. However the 1990s have also emerged as an era of poten­
tial, not only because of signs of economic recovery, but also because 
of the opportunities that exist in the newly liberalised European market. 

197 
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THE RISE AND FALL OF KEYNESIAN ECONOMICS 

In order to understand the economic and political philosophy under­
pinning some of the economic policies enacted in the postwar period, 
it is important to consider briefly the problems that emerged in the 
twenty years preceding the Second World War and the emergence of 
John Maynard Keynes as one of the most influential economic thinkers. 

The interwar years: the emergence of John Maynard Keynes 

The interwar years were largely a period of economic hardship, sym­
bolised by rising unemployment and a slump in world demand. In the 
case of Britain, economic difficulties emerged for a number of reasons: 
an ageing technological base, an overvalued pound, and an inherent 
'smugness' that partly contributed to Britain's inability to respond to 
increased international competition. These problems were compounded 
by the Wall Street Crash in the United States in 1929, which led the 
Americans and ultimately the rest of the industrialised world into an 
era of trade protection. 

By today's standards, there was only limited government interven­
tion in response to these problems, since government thinking was pre­
dominantly market-oriented, and as a result the economic downturn 
was interpreted as a temporary period of disequilibrium. For example 
it was thought that the increase in unemployment brought about by 
the decline in economic activity would be resolved naturally by a re­
duction in wage rates. With a parallel decline in interest rates, invest­
ment would increase, and with it the demand for labour. These factors 
would combine to create new incomes and greater economic activity. 
According to Keynes however, a general reduction in wages has the 
opposite effect- it reduces aggregate spending rather than prompts an 
increase in it. In his view, therefore, a decrease in aggregate demand 
should be met by an expansionary package of public spending, financed 
by a managed budget deficit. Via the multiplier effect (see Chapter 7), 
the increased spending would not only create incomes for workers di­
rectly employed by the spending programme (for example on road 
construction), but also generate extra incomes as their demand for goods 
and services increases. However, during a period when it was deemed 
prudent for a government to balance its budget and simply provide the 
mechanism that would promote market stability, his interventionist views 
contradicted official thinking. Keynes was not a socialist - his theories 
should be seen as attempts to provide a remedy for the shortcomings 
of the capitalist economy rather than a desire to destroy it. 

The Midlands and the southeast of England were able to attract growth 
industries such as motor vehicles, consumer durables and chemicals, 
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and as a result they were able to withstand the rigours of the depres­
sion. As these industries continued to grow during the 1930s, so did 
the demand for associated products such as housing. However, un­
precedented levels of structural unemployment in areas that depended 
on primary industries, for example shipbuilding and coalmining, prompted 
the government to reorientate its economic philosophy. For example 
monies were directed to employment-creating public works programmes. 
Nonetheless these initiatives remained tentative because, unlike previ­
ous policies, there was no established economic theory to justify them. 
This emerged in Keynes' highly influential book, The General Theory 
of Employment, Interest and Money (1936), which marked the begin­
ning of what many commentators refer to as the 'Keynesian revolu­
tion'. In Britain, widespread official acceptance of Keynesian economics 
did not emerge until the wartime coalition government produced its 
White Paper on Employment Policy (1944), a document that arguably 
provided the foundation for government policy for the next two and a 
half decades. 

Lessons learned from the First World War promoted the government 
to take responsibility for the allocation of resources and the regulation 
of markets from the onset of the Second World War. As the war neared 
its conclusion, the government had to decide how to manage the tran­
sition from a wartime economy to the needs of a modern peacetime 
country. Politicians were well aware of the economic problems that 
emerged after the First World War and were determined that history 
would not be repeated. The wartime coalition government had com­
mitted itself to maintaining a high and stable level of employment and 
this was embraced by the incoming Attlee government of 1945 as its 
primary economic objective. 

The postwar years 

Although illness resulted in the premature death of Keynes in 1946, 
his writings had convinced governments that the level of unemploy­
ment that would emerge after the war lay directly within the domain 
of government control. However concerns about the degree to which 
the recovering economy could absorb its labour force ran parallel to a 
need to correct Britain's widening trade imbalance. Government poli­
cies were targeted on fostering export markets at the expense of dom­
estic consumers, a factor that prompted a major devaluation of sterling 
in 1949. Although formal attempts were made to restrain the rate of 
increase of prices and wages, the control of inflation was not deemed 
to be a serious problem and was accepted as inevitable during a period 
of rationing and shortages. Furthermore the bank rate was held at its 
prewar level of 2 per cent in order to promote postwar investment. 
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Economic growth was not identified explicitly as a goal, given the pre­
carious state of the war-damaged economy - growth would be an in­
evitable consequence of a successful reconstruction programme. 

Attlee's labour government was responsible for implementing the 
proposals for a new welfare state (encompassing health, education and 
social security) - the framework of which had been set out in the 
Beveridge Report in 1944, under the auspices of the wartime coalition 
government - together with its desire to carry out a programme to 
nationalise certain strategic industries (for example the railways, gas 
and coal). Despite Churchill's popularity as wartime leader, the Con­
servative Party was linked strongly to the old order and the Great 
Depression. The electorate was attracted to the new interventionist 
approach, and it was believed that this would steer a crippled econ­
omy towards the prosperity of a new modern age. 

Just as the Conservative Party's undoing was its association with the 
interwar depression, the postwar labour government became linked to 
the austerity that persisted after the Second World War. Thus, despite 
a relatively smooth transition to a peacetime economy, the Conserva­
tive Party was reelected in 1951 and remained in power for thirteen 
years. Although the Conservative Party was ideologically committed to 
private ownership and the unbridling of market forces, it only intro­
duced a limited programme of denationalisation between 1951 and 
1964 and no significant changes were made to the newly established 
welfare state. Unlike today, there was a high degree of consensus be­
tween the two major political parties, directed specifically towards the 
objective of full employment. The 1950s saw the British economy set­
tle into a pattern that became known as stop-go (a process that arose 
from the economy's long-standing supply-side sluggishness), as well as 
an increasing propensity to import the goods it needed and a commit­
ment to the Bretton Woods system of fixed exchange rates. 

Stop-Go 

To understand what is meant by the term 'stop-go', let us consider a 
stylised set of events that typified the British economy. Assume that for 
one reason or another there was an increase in unemployment. As we 
have already seen, the standard Keynesian response to this would have 
been a programme of expansionary fiscal policy. Because the world 
economy was expanding rapidly at that time, the government did not 
need to run up a large budget deficit in order to encourage private 
sector investment. However, a balance of payments deficit on the cur­
rent account soon emerged as imports of raw materials and finished 
goods increased to meet the extra demand that had been created. This 
was not only detrimental to Britain's balance of payments, but also placed 
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a downward pressure on sterling, resulting in speculators doubting Britain's 
commitment to maintaining a fixed exchange rate under the Bretton 
Woods Agreement. With speculators anticipating a devaluation of ster­
ling (and therefore selling their holdings of pounds), the government's 
desire to maintain the pound's credibility as a premier international 
currency (by not devaluing it) became a constraint on its ability to 
follow its Keynesian instincts. The government was forced temporarily 
to sacrifice its objective of full employment- it reversed its expansion­
ary fiscal policy and tightened its monetary policy through increased 
interest rates and the introduction of a restrictive credit policy. This 
reduced the demand for imported goods, but at the same time it prompted 
an increase in unemployment. When unemployment levels eventually 
became politically unacceptable, the authorities responded by increas­
ing government spending and introducing a less restrictive monetary 
policy. The whole cycle then started again. 

Despite the uncertainties arising from the four-to-five year cycles that 
were associated with stop-go, the average levels of unemployment ranged 
between 1.2 per cent and 2.3 per cent during the 1950s, figures sig­
nificantly lower than the 5 per cent that had been anticipated in the 
Beveridge Report. Throughout this period inflation too remained low 
and reasonably stable, averaging 3 per cent. However Britain's rate of 
economic growth was poor when compared with those of its inter­
national competitors. For example, between 1955 and 1960 Britain's 
average rate of growth was 2.8 per cent per annum compared with 6.3 
per cent in West Germany, 4.6 per cent in France and 9.7 per cent in 
japan. 

The trend set in the 1950s continued more forcibly into the 1960s 
with more accentuated balance of payments difficulties and constant 
battles to preserve the international status of sterling. Early in the de­
cade attempts were made to address the problem of Britain's poor growth 
record. The incoming Labour administration (1964) built upon the frame­
work that had been established by the outgoing Conservative govern­
ment. In 1962 the Conservatives had established the National Economic 
Development Council (NEDC) in an attempt to create a forum for in­
dustrialists, trade unions and key government ministers to formulate 
long-term plans and to make forecasts that were intended to make 
firms take a more positive view of Britain's economic prospects, adjust 
their output upwards and hence make a higher rate of economic growth 
a self-fulfilling prophecy. However the NEDC was not a specific govern­
ment department, and as many key players were suspicious of 'plan­
ning' in government and industry, its recommendations fell on deaf 
ears. In contrast the new Labour government gave the initiative a for­
mal governmental outlet through the newly created Department of Econ­
omic Affairs (created 1964, abolished 1969). Although the resulting 
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plans had greater credibility and indeed were incorporated into govern­
ment policy in a process known as indicative planning, a series of 
deflationary measures intended to stave off another sterling crisis in 
july 1966 put an end to what had become known as the 'National 
Plan'. Continued pressure on sterling eventually forced the government 
to devalue by 15 per cent in November 1967, a move that brought 
temporary relief from balance of payments difficulties after 1969. 

The breakdown of the Keynesian consensus 

Although governments recognised that there was a need to control in­
flation throughout the postwar period, it took until the late 1960s for 
inflation to manifest itself as a highly significant problem. Until then, 
creeping inflation had been seen to be a small price to pay for the 
benefits of full employment. However attempts to contain price in­
creases through a series of prices and incomes policies during the 1960s 
brought limited success and were soon discarded by the newly elected 
Conservative government of 1970. Rather than introduce a series of 
deflationary policies, a voluntary prices and incomes policy was soon 
reintroduced in order to suppress the continued inflationary pressures. 

However, with unemployment approaching one million, the govern­
ment felt the need to initiate an expansionary economic policy. The 
massive increase in government spending that took place in 1972 
prompted what became known as the 'Barber Boom' (after Anthony 
Barber, the chancellor of the exchequer at the time). Unlike in previ­
ous fiscal expansions, Britain was freed from its exchange rate con­
straints by sterling's removal in the same year from the now unstable 
Bretton Woods Agreement. Sterling was allowed to float. When trade 
unions and industry were unable to agree on a further voluntary policy 
in 1972, a compulsory prices and incomes policy was introduced. This 
provoked industrial unrest, and the strength of the National Union of 
Mineworkers ultimately led to the reelection of a Labour government 
in 1974. 

The new Labour government inherited an economy in which infla­
tion was starting to explode. This was the result of a number of fac­
tors: the expansionary spending of its predecessor; the inability of the 
Conservatives to control banking activity; and the impact of the rapid 
increase in oil prices, which caused input costs to rise rapidly. Never­
theless the Labour government did little to control wage inflation dur­
ing its first year of office because it did not want to antagonise the 
trade unions. Although incomes policies were seen as being contrary 
to the spirit of free collective bargaining, the unions agreed to a volun­
tary incomes policy in mid 1975. Although subsequent renewals of the 
voluntary incomes policy seemed to be holding back price increases, 
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the government was unable to secure union agreement to an extension 
of the policy in 1978. 

Crowding out 

The 1970s was the decade when the Keynesian consensus between 
the two major political parties began to break down. From all avail­
able evidence, Keynesian policies were failing to provide a remedy for 
the simultaneous increase in inflation and unemployment (known as 
stagflation) during the 1970s and were therefore falling into disrepute. 
Keynesian orthodoxy - which emphasised the need to fine-tune the 
economy to counteract variations in the economic cycle - was re­
placed by a new, longer-term framework based on monetarist con­
cerns about the need to control inflation by reducing the rate of growth 
of the money supply (and hence adhering to the quantity theory of 
money) and the level of public spending. 

Sustained increases in inflation during the 1970s brought about a 
rapid rise in public spending. Throughout the 1960s and early 1970s 
public expenditure was planned in volume terms (discussed later), that 
is, with reference to achieving pre-defined objectives rather than a need 
to remain explicitly within a spending budget. With inflation accelerat­
ing, government departments were committed to ever-increasing levels 
of expenditure as the costs of existing spending programmes rose. Ac­
cording to some commentators, this increase in public spending was 
having a destabilising effect on the private sector and was therefore 
detracting from Britain's ability to compete abroad. This was the basis 
of what became known as crowding out, expounded most explicitly 
by Bacon and Eltis (1976). 

Crowding out can take two basic forms. Physical crowding out arises 
when the public sector pre-empts resources that would have been used 
by the private sector. Because many services provided by the public 
sector are not bought and sold in the market place, they must be fi­
nanced though taxes, which, by definition, are diverted from income 
and profits. Financial crowding out, on the other hand, arises because 
any increase in public spending must be met by an increase in the 
supply of money and/or increased borrowing. According to the mon­
etarist literature, an increase in the money supply will increase prices, 
thereby making manufactured goods and services less competitive abroad, 
which has a detrimental effect on the balance of payments. Further­
more, if this inflation is unanticipated a misallocation of resources may 
result as economic agents misinterpret market signals. If the govern­
ment chooses to increase its level of borrowing, then it is likely that 
interest rates will be raised to encourage investors to hold extra govern­
ment securities. If interest rates increase, then two problems may follow. 
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First, interest-sensitive expenditure will be curtailed, exerting a damp­
ening effect on the demand for houses and other consumer durables as 
well as on business investment decisions. Second, a rise in interest 
rates may increase the attractiveness of British investments to foreigners, 
thereby pushing up the value of sterling relative to other currencies. 
An appreciation in the relative price of sterling makes it harder for 
firms to sell their products abroad. Given this analysis, it may be no 
surprise that Robinson (1986, p. 42) felt compelled to refer to the rela­
tionship between the PSBR, the money supply and the rate of interest 
as the 'Bermuda Triangle of economics'. 

Changes in public expenditure planning and control 

During the 1950s it was recognised that the Treasury had lost con­
trol over the level of public expenditure being incurred each year. 
This prompted the setting up of a Treasury committee, chaired by 
Sir William Plowden, which published in 1961 what subsequently be­
came known as the Plowden Report (The Control of Public Expendi­
ture, Cmnd 2432). 

The system by which future public expenditure was determined prior 
to the Plowden Report had five key defects. First, public expenditure 
was determined annually, and as a result tended not to take into ac­
count its implications for future years. Second, the Treasury negotiated 
individually with each spending department. The Cabinet received no 
indication of the ultimate sum of these separate proposals until they 
were put together in the final stages of the planning process. Third, 
individual departments, and indeed the Treasury itself, tended to use 
the volume and structure of the previous year's expenditure as a guide 
to its commitments for the following year. This exerted an upward pressure 
on individual departments' spending programmes. Fourth, estimates were 
drawn up without recourse to a consistent framework against which 
'value for money' could be defined, or indeed in terms of the level of 
public expenditure the economy as a whole could sustain. Finally, the 
pressures of the Keynesian-led ideology that dominated both major 
political parties resulted in the effectiveness of ministers being defined 
in terms of the budgets they could secure for their respective depart­
ments. As a result the cabinet was dominated by ministers whose under­
lying interest was to increase public expenditure. 

Thus although government departments that overspent relative to the 
estimate presented to parliament faced the threat of intervention by 
the Public Accounts Committee, the decisions they were making lacked 
a coherent economic framework against which they could be analysed. 
The recommendations of the Plowden Committee were fourfold: 
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• that public expenditure should be viewed in context of the me­
dium term rather than a single financial year; 

• that public expenditure should be planned in volume terms (in 
other words, in terms of the physical goods and services that would 
be bought) and in relation to the performance of British economy; 

• to set departmental spending within the context of an overall fig­
ure defining public expenditure as a whole; 

• to improve the mechanisms by which public expenditure was evalu­
ated and appraised. 

The first three recommendations were completely consistent with the 
Labour government's ill-fated attempts to adhere to indicative planning 
during the mid 1960s. Central to the new approach was the public 
expenditure survey (PES), a process supervised by a committee of top 
civil servants from the spending departments (chaired by a Treasury 
civil servant), known as the Public Expenditure Survey Committee (PESC). 
Each annual PES spending 'round' adopted a five-year time horizon, 
with plans rolled over one year. As a result it was possible to identify 
the future implications of present spending programmes. Future spend­
ing projections were then considered in the light of an assessment by 
the Treasury's own economists of future economic performance (the 
medium-term economic assessment), and this exercise was used to 
identify the volume of resources that could be devoted to public ex­
penditure. Consistent with the new emphasis on the medium-term im­
plications of public expenditure plans, was acceptance of the need to 
use appraisal techniques such as cost-benefit analysis and cost-effec­
tiveness analysis to evaluate major investments. By the mid 1960s, for 
example, the Ministry of Transport had set up an Economic Planning, 
Directorate, which began to develop economic appraisal techniques 
and to explore the use of computer-based technology to run what were 
relatively sophisticated mathematical models. As we saw in Chapter 4, 
economic appraisal techniques such as cost-benefit analysis were de­
veloped in the United States during the 1950s and began to arrive in 
Britain a decade or so later. Indeed, by pre-empting the Plowden re­
commendations, the appraisal of the M1 motorway by Coburn, Beesley 
and Reynolds (1960) can be seen as the start of this approach in the UK. 

Unfortunately this process was soon encountering difficulties. The 
first emerged as a result of the inflation of the late 1960s and early 
1970s. As we have already seen, the economic context of the Plowden 
Report was one in which inflation was historically low. With planning 
being undertaken in volume terms under the assumption of 'constant 
prices', inflation meant that expenditure programmes bore little resem­
blance to the resources that were actually being committed (leading to 
the term 'funny money'). However, ministers had no incentive to address 
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the inflation problem and assess alternative means of delivering ser­
vices. The second problem with the PES system was that, by defini­
tion, it was a planning process rather than a monitoring exercise. There 
was no inbuilt machinery to force ministers to keep to their plans in 
subsequent years. Greater macroeconomic instability inside and out­
side the economy, together with the inability/unwillingness of lower 
tiers of the public sector to stick to their limits, meant that ministers 
were less able to plan ahead with· confidence. 

The degree to which total government expenditure (central govern­
ment plus local government) had grown over the postwar period can 
best be seen with reference to the fact that when expressed as a per­
centage of GNP, it amounted to 26 per cent in 1920, had risen to 39 
per cent by 1950 and in 1975 stood at 54 per cent (Hockley, 1979, 
p. 1 00). It should be recalled from Chapter 7 that these percentages do 
not mean that government expenditure contributed 54 per cent to GNP 
- government expenditure includes transfer payments, which are ex­
cluded from GNP and GDP figures. 

As we have seen, the 1970s was a period of growing macroecon­
omic difficulty. By 1975 the Labour administration was attempting to 
exert control over local government spending (through the newly formed 
Central Council for Local Government Finance), the National Health 
Service (by slowing down the supply of resources to the different re­
gional health authorities) and the nationalised industries (by imposing 
external finance limits - EFLs - to constrain their ability to borrow 
funds). However, the need to take further steps ceased to be an issue 
when the government was forced to borrow from the IMF in order to 
support its spending programmes in March 1976. The restrictions the 
IMF imposed on the government in order to qualify for the loan brought 
about a number of changes to the PES system. 

First, the high degree of macroeconomic uncertainty that now char­
acterised policy making meant that the use of a five-year time horizon 
for planning was increasingly less relevant. As a consequence it was 
reduced to three years. 

Second, significantly, the government introduced cash limits to cer­
tain areas of spending as an appendage to the volume planning pro­
cess. When the rate of inflation exceeded expected levels, the cash 
limits would squeeze volume expenditure. Hence these limits provided 
a financial constraint on the services that could be bought (though this 
did not apply to demand-led expenditure such as unemployment ben­
efit). Thus there was now an incentive for public spending departments 
to seek efficiency savings in order to make their cash allocation go 
further. However the precise mix of services that could be bought in a 
given financial year was less transparent from the outset than under 
the former volume-only planning system. Furthermore, the existence of 
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cash limits provided a disincentive for spending departments to con­
sider the long-term implications of their spending programmes, thereby 
leading to a potential misallocation of resources. These measures helped 
contain the growth in public expenditure during what remained of the 
Labour Party's term of office. 

The 1979 election not only brought a change of administration, namely 
a Conservative government, but also a change in economic philos­
ophy. As we have already noted, the view that the level of economic 
activity (and hence the level of unemployment) fell within the domain 
of the government was replaced by one that saw the role of govern­
ment as providing the right economic environment within which econ­
omic agents could operate. Emphasis was placed on the control of 
inflation (a factor that promotes resource misallocation and affects inter­
national competitiveness), the creation of incentives in the labour mar­
ket and within industry, and the containment of public expenditure 
(due to its 'crowding out' effects). 

It should be emphasised that the reforms of the PES did not repre­
sent a complete change in policy direction. Instead it was an accelera­
tion of a process that the previous Labour government had already 
started. Cash limits were extended to an even wider variety of services 
and the idea of volume planning was abandoned. As a result, PES is 
now explicitly directed towards inputs rather than outputs. Furthermore 
its role as an instrument to plan future spending has disappeared. From 
the point of view of public spending at the local government level, 
central government has not only specified the amounts local authorities 
need to spend in order to maintain 'adequate' services, but also the 
level of expenditure that can be raised through local taxes formerly 
rates, then the community charge and now the council tax). Further­
more, as we shall see shortly, attempts have also been made to reduce 
public spending through the privatisation programme (which passes on 
public expenditure to the newly privatised companies) and the process 
of contracting out. Recently the chancellor of the Exchequer announced 
a radical overhaul of the way public spending will be planned and 
controlled in the future. This seems to reaffirm the government's desire 
to keep a tight control on public spending (see below). From April 
1998 resource accounting systems will be introduced in central govern­
ment departments, and at the turn of the century commercial style 
accounts will become the basis for planning and controlling public 
expenditure. Central government departments will have to show more 
systematically how their expenditure has contributed to their policy 
objectives, with the emphasis on output indicators. 
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The construction industry during the years of Keynesian consensus 

From the end of the Second World War until the beginning of the 
1970s the construction industry operated in a relatively stable econ­
omic environment. As a result firms were able to identify markets in 
which they had a comparative advantage without having to worry about 
the reliability of the price signals they were receiving. In sectors where 
there was a potential for extracting size economies, firms were able to 
organise themselves in a manner more associated with the manufactur­
ing sector (see Groak, 1994). Growing markets could be exploited by 
formalising procedures. Larger contractors enhanced their competitive 
strength by vertical integration, both forwards and backwards: quarry­
ing companies became engaged in road building; companies involved 
with public sector house building set up plants to manufacture prefab­
ricated housing units; and civil engineering firms saw the advantages 
of integrating backwards in order to secure supplies of road stone and 
aggregate. 

Business confidence in the construction industry was typified by the 
housing market, where a combination of demographic factors, rising 
real incomes and mortgage concessions meant that demand outstripped 
supply. This process of expansion was not even hindered by supply­
side bottlenecks such as land shortages. Larger firms were able to con­
centrate on first-time purchasers, with an emphasis on a highly 
standardised product that could be turned over quickly. The more risky 
and specialised market was left to smaller and more localised firms. 

However by the early 1970s the economic uncertainties that had 
begun to characterise the economy caused this bubble to burst, with 
supply beginning to exceed demand for the first time since 1939. Past 
confidence had led to house prices being pushed rapidly upwards. 
However, with the economy now facing difficulties from stagflation, 
these prices had become uncompetitive with respect to household earnings 
and the high interest rates that had been brought in by the government 
in an attempt to regain control of the money supply during and after 
the 'Barber Boom' (which by definition increased mortgage prices). 
Builders not only found themselves facing rising input costs and falling 
house prices, but also the prospect of paying higher interest charges 
on loans on land (whose value was falling) and work in progress. The 
easy speculative profits that had accrued from investing in land banks 
began to evaporate. Indeed, firms that had borrowed excessively when 
demand was buoyant found themselves facing liquidation. In order to 
compete against the second-hand market, surviving house builders built 
smaller houses, tried to improve efficiency and worked for lower profit 
margins. Whereas buoyant markets had encouraged firms to integrate 
vertically during the 1960s, the 1970s could only support 'quasi-inte-
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gration' via joint ventures, where links between suppliers and building 
firms were established in the short term to cover a specific contract. 

The environmental implications of construction activity 

The late 1960s and early 1970s was not only a period when econ­
omists and politicians began to reveal their concern about an apparent 
breakdown of the Keynesian consensus. It was also a time when fears 
began to be aired over the ability of the Earth's ecosystems to support 
the unbridled pursuit of economic growth. It is inevitable that the con­
struction industry has found itself at the centre of a snowballing concern 
about the relationship between economic progress and the environ­
ment. The inputs used in the construction process can consume a large 
amount of energy: steel, 30 MJ/kg; portland cement, 4-5 MJ/kg; and 
ceramic bricks, 8.5 MJ/kg (Agopyan, 1991, p. 969). Similarly, the quarrying 
of sand, gravel and rock - aggregates used extensively for road build­
ing and other construction-related activities - can lead to a deteriora­
tion of the countryside and coastal areas, both from an ecological and 
a scenic point of view. Their subsequent transfer to geographically dis­
persed sites not only leads to further consumption of energy but also 
increases the amount of particulate matter in the atmosphere. The con­
struction industry is also a major producer of waste products, and the 
disposal of building debris raises significant waste management issues. 

However, in any environmental debate about construction activity 
we must be careful to draw a distinction between the types of struc­
ture firms are sometimes asked to construct and the designs/types of 
material that are subsequently used in the building process. The pres­
sure to build is something for which we all must accept some degree 
of responsibility, whereas the latter reflects the response of the con­
struction industry to technology that is more resource-efficient and 
ecologically benign. The aim of this sub-section is to consider, albeit 
briefly, some of the thinking that permeates economics literature de­
voted to environmental issues and to then identify ways in which the 
construction industry is changing in response to it. 

The evolution of environmentalism 

Although the 1980s is the period usually associated with the growth of 
environmental concern, its roots rest firmly in the late 1960s and early 
1970s. As we have seen, the postwar era was characterised by the 
pursuit of full employment, and with it an acceptance of the desir­
ability of sustained economic growth. For some economists this pro­
cess could continue almost indefinitely, as the price mechanism will 
act as a stimulus to change and technological progress, and as a result 
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it will counter the tendency to deplete natural resources, both renew­
able and non-renewable. For others, however, the price mechanism 
and unbridled economic progress is always bound to be detrimental to 
the environment. Furthermore, the fragility of the rapid growth enjoyed 
by Western economies was exposed by the two oil crises in the 1970s. 
Alternative approaches have ranged from broadly traditional policies 
that take explicit account of the environment to more radical prescrip­
tions in which the pursuit of economic growth is explicitly rejected. In 
other words, the rationale we have already considered when discuss­
ing the concept of externalities has been taken at its broadest and 
most far reaching. In this respect, it should be recognised that govern­
ment intervention in markets should not be piecemeal, but coordinated 
and non-compartmentalised. The term that permeates the environmen­
tal economics literature nowadays is sustainable development. The most 
widely used definition of the term is a relatively recent one (Brundtland 
Report, 1987, p. 43): 'development that meets the need of the present 
without compromising the ability of future generations to meet their 
own needs'. 

A fivefold set of 'rules' to promote sustainability are outlined by Turner, 
Pearce and Bateman (1994, p. 59) and are paraphrased below: 

• Any shortfalls in the market system and indeed failures by the govern­
ment to provide the right signals (for example with respect to re­
source pricing and property rights) should be corrected. 

• The ability of renewable resources, such as fish stocks, to regener­
ate should not be compromised by over-harvesting; pollution needs 
to be controlled to prevent the deterioration of ecosystems and 
the natural ability of the earth to absorb benign waste. 

• Improvements in technology should reflect shifts from non-renew­
able to renewable natural resources. 

• The development of renewable natural resources should be ex­
ploited at a rate equal to the development of substitutes. 

• Economic activity must be reflect the 'carrying capacity' of the 
natural resources available to us - given current uncertainty about 
the full environmental implications of economic activities, a 'pre­
cautionary approach' should be followed with wide safety margins. 

The response of the construction industry to environmental pressures 

The degree to which these issues relate to the construction industry is 
addressed by Ofori (1992, pp. 380-1 ). He argues that the construction 
industry should respond to the environmental challenge through the 
promotion of the following actions: 
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• Economising on the use of such resources as timber through recy­
cling and the development of new materials. 

• Developing construction and other materials that are capable of 
withstanding extreme conditions (weather and man-made pollution). 

• Making use of safer materials that are associated with lower levels 
of pollution and health risks. 

• Adopting practices that reduce the amount of soil erosion. 
• Developing technologies and practices that encourage the use of 

existing structures and developed land that has fallen into derelic­
tion, thereby reducing the pressure on undeveloped green areas. 

• Finding more energy-efficient ways of producing and maintaining 
construction materials. 

In some respects, changes in the political agenda are already driving 
the construction industry down this road, for example the introduction 
of controls on the energy consumption of new buildings, the tighten­
ing of permitted levels of air and water pollution, and the need to 
subject new developments to an environmental impact assessment at 
the planning stage. However, according to Ofori the industry should 
not simply be 'defensive'. Instead it needs to be 'offensive' such that 
professional bodies, trade associations and individual firms: 

anticipate opportunities and prepare to meet the changed nature of 
the items it will be required to design, construct and manage, the 
new materials it might have to use and the processes it will have to 
adopt; and ... to make its contribution to the overall effort being 
made to address the environment (ibid., p. 370). 

THE THATCHERITE 'REVOLUTION' AND THE CONSTRUCTION 
INDUSTRY, 1979-95 

As discussed in the previous section, the 1970s brought a change in 
economic and political outlook. It was a period when monetarist thinking 
began to permeate economic policy making, made explicit by the ideas 
put forward by the Conservative Party while in opposition and im­
posed upon james Callaghan's Labour administration by the IMF. The 
failure of Keynesian policies to provide a remedy for stagflation in­
creased the need to control inflation and public spending in order to 
reestablish economic stability, and hence create the environment re­
quired for unemployment to fall. This approach became the centre­
piece of the Conservative government's medium-term financial strategy 
(MTFS), implemented in 1980. 
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The medium-term financial strategy 

Underpinning the MTFS was acceptance of a long-standing hypothesis 
known as the quantity theory of money. This specifies a correlation 
between the rate of growth of the money supply and the rate of price 
increases. The theory was originally developed by the American economist 
Irving Fisher (1867-1947) and was repopularised by Milton Friedman 
(1912- ). Specifically, the quantity theory of money (or more simply, 
the quantity theory) states that a stock of money (M) multiplied by the 
number of times it turns over, or its velocity (V), equals the average 
level of prices (P) multiplied by the volume of transactions (T), or MV 
= PT. This implies that the price level is determined by the interaction 
of the other three variables. Assuming that the velocity of money and 
the number of transactions do not fluctuate significantly and will re­
turn naturally to some equilibrium value, then changes in the money 
supply will be the major determinant of price changes within an economy. 
Thus if the quantity theory is to underpin a government's macroecon­
omic policy, there needs to be an unambiguous definition of what the 
money supply actually is. 

Generally, there are two basic categories of money - narrow and 
broad- and these can be subdivided further into more precise catego­
ries - that are usually referred to by the letter 'M' with a numerical 
subscript, for example M0, M 1, M 2 and so on. By definition, narrow 
money definitions relate to real spending power and hence are con­
cerned with notes and coins in circulation and easily accessed bank 
deposits. Broad mor.ey definitions additionally recognise potential spending 
power and include long-term bank deposits and financial assets that 
cannot be converted immediately into cash. 

Initially it was one of the broad money definitions that was favoured 
by the government- 'sterling M 3', or £M3, renamed M 3 in 1989. Pro­
jections were made for the money supply (as target bands) and for the 
public sector borrowing requirement (PSBR) over a four-year period 
(expressed as a percentage of GDP) from 1980-1 to 1983-4. The aim 
during this period was to reduce the rate of growth of £M3 such that it 
would lie within a band of 7-11 per cent at the beginning of the 
period, but would rest somewhere within a band of 4-8 per cent by 
the end of it. This was to be facilitated by an increase in interest rates 
in order to encourage saving. Increased saving meant that less money 
would be used for transactions, thereby necessitating a smaller money 
supply. During the same period real government spending was to be 
reduced to enable the PSBR to fall from 3.75 per cent to 1.5 per cent 
of GDP. While the government's ability to keep the money supply 
within its predefined limits would be an explicit measure of its per­
formance, it was recognised that public spending would be sensitive 
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to variations in economic activity (for example a rise in unemployment 
would increase the number of benefit claimants) and hence the achieve­
ment of this aim was never going to be central to overall policy. 

It soon became obvious that the government was failing to meet 
both its explicit money supply projections and its implicit PSBR tar­
gets, a pattern that was to repeated in subsequent years. This failure 
seemed to prompt a search for the 'right' money supply definition by 
which the government should be judged. By 1982 it was resorting to 
three definitions: £M 3, plus PSL2 (an even wider broad money defini­
tion) and M 1 (narrow). By 1983 M 1 had been replaced by an even 
'narrower' definition of money, M0, a measure that proved to perform 
well with respect to government projections. The fact that the govern­
ment seemed to be chopping and changing in order to find the 'right' 
money supply definition tended to detract from the straightforward mes­
sage of its medium-term financial strategy. Nevertheless, although the 
government seemed unable to hit its own targets consistently, the money 
supply (regardless of the definition adopted) was contracting. 

Between 1980 and 1984, the rate of inflation fell from 18 per cent 
to below 5 per cent, suggesting that the government's tight monetary 
stance was a success. However this was also a period of world reces­
sion. The ability of the British economy to weather this storm was 
hindered by the high interest rates that had been imposed by the govern­
ment in an attempt to control inflation and by a rise in the value of 
sterling, the latter having been brought about by the same rise in interest 
rates plus the effects of North Sea oil, which had encouraged specula­
tors to invest more heavily in Britain. The high interest rates prompted 
healthy firms to postpone their investment decisions and forced strug­
gling firms to close down. 

The decision of the government not to intervene actively in the financial 
markets during the early part of the decade meant that exporting firms 
found it increasingly difficult to compete in world markets. As a result 
unemployment rose rapidly, eventually peaking at over three million 
in 1986. This placed a limit on the ability of workers to extract large 
wage claims from their employers. Overall, however, the period from 
the early to mid 1980s saw consumer expenditure begin to rise as real 
incomes rose (tax cuts allowed average earnings to grow faster than 
inflation) and credit became easier to obtain. Over time, this impetus 
was to fuel the rapid rise in aggregate demand that emerged between 
1985 and 1988. This 'loadsamoney' mentality manifested itself most 
explicitly in the upwardly spiralling house prices that typified the op­
timism of the time. 

Another important factor to note is that the government's apparent 
success in reducing both inflation and unemployment meant that money 
supply targets were pursued less vigorously. In addition £M3 became 
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less important as a target variable due to its persistent overshooting of 
the top end of the band that had been set for it. From 1985 was 'moni­
tored' rather than 'targeted', and in 1987 it was discarded. Emphasis 
was given to the more easily controlled narrow money (M0). Eventually 
a new broad money supply definition, M 4, was adopted. Unlike £M3, 

it explicitly recognised the enhanced status of building societies within 
the banking system, and hence was less likely to fluctuate when de­
positors switched their monies between banks and building societies. 

Although the MTFS remained in place, the government's commit­
ment to controlling inflation by the mid-1980s manifested itself in the 
attention it began to give to sterling's value on the foreign exchange 
market. This change in approach reflected the recognition that ster­
ling's relationship with other currencies, particularly with the Deutschmark 
(DM) as the dominant European currency, was linked to inflation rates 
at home. By allowing sterling to 'shadow' the DM, whose continued 
strength reflected the stability of the premier European economy, rather 
than to lose value against it, inflationary pressures would (in theory) 
be suppressed. 

The rationale for this approach was twofold. First, despite reluctance 
in some quarters, Britain was signalling its intention to subject sterling 
(and indeed the government's own room for manoeuvre) to the con­
fines of the European Exchange Rate Mechanism (ERM). The govern­
ment's unwillingness to join the ERM throughout the 1980s continued 
to fuel the opinion that Britain's commitment to the EC was not total 
and was more in keeping with a desire to make choices from a 'pick 
and mix' menu. Second, and more immediate to the domestic economy, 
such a policy would reduce the likelihood of industry granting infla­
tionary pay awards since they would not ultimately be underwritten by 
a reduction in the international exchange value of sterling. However, 
with North Sea oil adding to the strength of the pound, initial increases 
in domestic interest rates (which would also help to bring down the 
money supply) were reversed to prevent speculative pressure from pushing 
the pound beyond the politically sensitive £1 = DM3 level. 

The impact of lower interest rates and post-1987 election income 
tax cuts meant that the economy moved rapidly into a boom. The inevitable 
rise in inflation forced the government to raise interest rates again, and 
between May 1988 and October 1989 they doubled from 7.5 per cent 
to 15 per cent. These rises prompted an appreciation in the value of 
sterling from around DM3 at the end of 1987 to DM3.25 by the begin­
ning of 1989. By October 1990 the chancellor of the Exchequer, Nigel 
Lawson, felt able to commit sterling to the ERM, albeit at the high rate 
of DM2.95 to the pound and within a 'wide' ± 6 per cent band. How­
ever, high interest rates were needed to keep sterling within its agreed 
band in order to appease speculators who were concerned about the 
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underlying weakness of the British economy and the increases in Ger­
man interest rates following reunification. Although this helped to sup­
press inflationary tendencies, unemployment rose as Britain was again 
unable to withstand another worldwide recession. It was now obvious 
that Britain had entered the ERM at an unsustainable rate of exchange. 
Sterling was increasingly targeted by speculators during 1992, and despite 
heavy intervention in the international money markets sterling went 
into freefall and was withdrawn from the ERM on 16 September. 

Without this constraint the government was able to take action to 
encourage consumption and investment expenditure: interest rates were 
cut and sterling was allowed to find a lower market value. Although 
the government continues to set ranges for the growth of M0 and M4 , 

it has recognised with hindsight since the late 1980s that achievement 
of these ranges, year in, year out, would be more through luck than 
judgement. Thus money supply ranges are not set as explicit targets 
by which government performance should be assessed. 

Since the end of 1992 the government has aimed to manipulate 
inflationary expectations through periodic reference to inflation targets, 
set initially within a range of 1-4 per cent. While remaining a policy 
of low inflation, the MTFS has moved away from quantity theory and 
has tended to emphasise the role of interest rates, public spending 
control and an implicit public sector incomes policy. Whereas the 
boom period of the mid to late 1980s allowed the government to set 
itself targets and achieve negative PSBR figures (such that revenues 
exceeded expenditure, thereby allowing previous debts to be paid off), 
the recession that has characterised the economy for much of the 1990s 
created a springboard for a rapid rise in the PSBR. This has implica­
tions for the money markets as higher government spending impacts 
on interest rates. As a result, the government is now placing a high 
degree of emphasis on the need for fiscal contraction (for example 
through public spending reductions) to run alongside its explicit 
counterinflation strategy. 

The medium-term financial strategy and the construction industry 

Until the breakdown of the Keynesian consensus, the pursuit of full 
employment meant that the construction industry was highly suscep­
tible to changes in government policy due to the labour-intensive nature 
of the production process. Thus when the government adopted an ex­
pansionary economic package (increased public spending and a re­
duction in tax and interest rates), rising demand fed into the system 
and quickly created new jobs in the construction industry. However, 
when the government was forced to curtail its spending there was a 
curtailment of job opportunities. Although the booms and depressions 
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associated with the stop-go cycle were predictable, particularly in hind­
sight, there nevertheless existed a high degree of uncertainty that dis­
couraged all but the very largest companies from thinking beyond 
established practices that encouraged the subcontracting of work to 
specialist firms and discouraged marginal spending on investment and 
training. 

Prior to the general election of 1979, the two main political parties 
were already signalling that they intended to reduce the priority given 
to public sector construction activity (housing and non-housing). In the 
private sector, housing demand was dampened by increases in the 
minimum lending rate in June 1979, while declining business confi­
dence reflected Britain's continuing poor economic performance at home 
and abroad. Thus it was no surprise that the construction industry was 
to experience difficulties in most sectors of activity from the outset of 
the Conservative government's first term of office. With the Conserva­
tive government set to manage the economy according to a new economic 
philosophy, the construction industry faced a revised mix of uncertainties. 

As we have seen, the incoming Conservative government put explicit 
emphasis on the control of inflation and the need to reduce public 
spending. The impact of the latter was to make the construction industry 
less dependent on the public sector for its work. For example local 
authority expenditure on non-trunk and non-motorway roads contin­
ued to be put under pressure by the continued enforcement of cash 
limits. Furthermore reforms in the public housing sector (see below), 
together with the passing of nationalised industries into the private 
sector, further undermined the relative importance of the public sector 
to the construction industry. Thus to fill its order books, rather than 
having the fall-back position that had been facilitated by the desire of 
past Keynesian governments to reduce unemployment through fiscal 
expansion, the construction industry now found itself at the mercy of 
private sector confidence. In the case of the business sector, only small 
unit development in the Midlands and the north, together with general 
repair and maintenance work, provided the construction industry with 
opportunities as the recession began to bite hard. Overall the value of 
new private industrial work tumbled from £1856 million in 1980 to 
£1409 million in 1982 (Housing and Construction Statistics 1982-92, 
1990 prices). 

From 1981, however, private house building started to make a sig­
nificant contribution to total output. This was a reflection of greater 
optimism by house builders and the greater willingness of large firms 
to develop more than the housing estate at the same time. In 1978 the 
total number of private sector dwellings under construction or com­
pleted in Britain was 161 597. By 1980 this figure had fallen to 102 204 
but it rose to 144 969 two years later and continued its upward trend 
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to reach over 182 175 by 1986. In monetary terms, new orders for 
private house construction stood at £2648 million in 1981 and peaked 
at £5432 million in 1988 (Housing and Construction Statistics 1982-92). 
By 1983 this optimism had begun to be felt in industry and there was 
an increasing amount of capital expenditure despite high interest rates. 
This seemed to reflect the fact that the government's tight monetary 
policy had been successful in making the British economy more competi­
tive by reducing inflation from 18 per cent to just under 5 per cent. 

Whereas the early part of the 1980s was characterised by a lack of 
demand for construction activity, the mid to late 1980s saw private 
sector confidence swell. The government had by now chosen to pur­
sue its anti-inflationary strategy through the foreign currency markets, 
rather than by a tight monetary policy. By 1987 the economy was 
rushing into a boom and with it came a rapid increase in industrial 
construction. Public expenditure on infrastructure also grew rapidly 
between 1987 and 1990, and indeed, unlike most other sectors of the 
construction industry, it continued to grow while recession began to 
take hold of the economy. Most of the growth was accounted for by 
Channel Tunnel project, rapid increases in the privatised utilities' in­
vestment programmes and an expanded roads programme. Thus, whereas 
the total value of construction output had stood at £34 820 million in 
1982 (Digest of Data for the Construction Industry, 1995: 1990 prices), 
it had risen to £41 130 by 1985, £51 998 by 1988 and peaked at 
£55 307 by 1990. 

Although this was a significant growth period for the construction 
industry, it should be noted that between 1965 and 1974 the average 
value of all construction activity (again in 1990 prices) was just over 
£44 200 million, a figure that was only exceeded three times during 
the 1980s (1987-9). Between 1983 and 1989 the number of construc­
tion firms (regardless of size) fell and rose again. In 1983 the total 
number began to decline from just over one million to 935 000 in 
1985, before returning to one million in 1989. As we saw in the pre­
vious section, however, the optimism of the late 1980s was soon quashed 
by the reemergence of recession as the government saw the need to 
contain the rise in inflation by imposing higher interest rates. This 
affected the construction industry in two ways. 

First, private sector investment fell rapidly, forcing construction firms 
to submit lower tenders in order to compete for work in a contracting 
market. In the case of the housing market, house sales were slowed 
by the general increase in unemployment and the prospect of higher 
mortgage repayments. Indeed in growth areas such as the south-east, 
where house prices had risen rapidly in the face of short-term property 
shortages, the term 'negative equity' became the watchword, with home 
owners finding themselves paying off mortgages that exceeded the value 
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to which their properties had fallen as a result of the recession. In 
other words, the demand curve for housing had shifted inwards, resulting 
in a significant reduction in the equilibrium price and providing a 
disincentive to house builders. For example, in 1988 the total number 
of private sector houses under construction or completed stood at 
195 295, almost two and a .half times the figure for 1980. By 1990, 
however, this figure had fallen to 110 437. In 1988 the value of new 
private housing output had risen to almost £7.8 million (1990 prices), 
whereas by 1993 this figure had fallen to £5.5 million. 

Even more significant was the decline in private commercial con­
struction work: from £11.3 million in 1990 to £6.5 million in 1993. 
Only expenditure on infrastructure output grew between 1989 and 1993: 
from £4 million to £7 million. Now, however, with work on the Chan­
nel Tunnel complete and the contraction of the roads subsector in the 
wake of general expenditure cuts, the outlook for this sphere of activity 
appears depressing. Overall the recession has seen the total value of 
all new work and all repair and maintenance work fall from £55.3 
million in 1990 to £48.5 million in 1993 (Digest of Data for the Con­
struction Industry 1995). 

Second, construction firms that had borrowed money from banks 
and other lending institutions found themselves having to repay more 
than they could earn in a depressed market. Many of the very small 
firms that were able to survive did so because they could undertake 
subcontracting work at the cheapest rate because of their very low 
overheads (for example by operating from home using a vehicle that 
doubled as a family car), and simply remained in business because in 
a recession there was little if any economic rent to be accrued. Thus 
although the number of construction company insolvencies and indi­
vidual bankruptcies had shown an upward trend throughout the 1980s, 
despite the boom period in the latter stages of the decade, a massive 
increase occurred from 1990 onwards. Whereas 1638 companies had 
become insolvent in 1989, in 1990 the figure rose to 2445, reaching 
3189 by 1993. Individual bankruptcies in the same three years were 
1652, 2348 and 4361 respectively (Digest of Data For the Construction 
Industry 1995). 

Whereas the nature of the industry enabled it to adjust quickly in 
response to the need to streamline operations and the increased avail­
abi I ity of construction work between 1983 and 1989, the rapidity with 
which firms of all sizes could exit or were forced to exit the industry 
became even more apparent during the 1990s. By 1993 the total number 
of firms within the industry stood at 753 200, a fall of over a quarter 
of a million from its 1989 peak (Housing and Construction Statistics 
1983-93). 
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The Conservative government's supply-side strategy 

In the run-up to the 1979 general election, the Conservative Party put 
considerable emphasis on the need for a programme of microeconomic 
reforms aimed at promoting greater market efficiency and improving 
Britain's ability to compete in foreign export markets. These supply­
side policies were to influence all sectors of the economy and they 
remain part of government policy today. The policies fall into three 
basic categories: those affecting the labour market, the capital market 
and the provision of goods and services. 

The labour market 

In the case of the labour market, the government held the view that 
there was a need to increase incentives and reduce the power of the 
trade unions, the latter being seen as having held the country to ran­
som during the 1970s. This view has manifested itself in reductions in 
the real value of welfare benefits for the unemployed (thereby encour­
aging jobless people to seek work actively), reductions in the marginal 
rates of direct taxation (which gives workers more take-home pay) and 
laws intended to prevent 'secondary picketing' and enforced 'closed 
shops'. The set-piece confrontation between the government and miners 
in 1983 provided confirmation of the government's intentions. 

The capital market 

The government's desire to increase competition in the financial markets 
is most associated with the year 1986. The Building Societies Act (1986) 
enabled building societies to widen their sphere of activity beyond 
that of mortgage lending to provide a wide array of customer services, 
ranging from the provision of cheque accounts to estate agency, insurance 
braking and general financial consultancy. The increased importance 
of building societies within the financial sector reflects the government's 
introduction of the new broad money supply definition discussed earlier 
(M4). Nevertheless, it should be recognised that only the very largest 
building societies are able to compete effectively against the high street 
banks. 

The second and most important change to take place in 1986 be­
came known as the 'big bang' and was associated with the widespread 
deregulation of the financial sector via the Financial Services Act. The 
Act set up the Securities and Investment Board (SIB) to oversee the 
system, with the power to delegate supervision to approved self-regu­
latory organisations such as the Financial Intermediaries, Managers and 
Brokers Regulatory Association (FIMBRA). However the electronic linking 
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of financial markets ultimately resulted in tragedy. The rapid growth in 
electronic trading within an already buoyant market forced share prices 
above their equilibrium value when the overall market for financial 
securities was taken into account. When investors finally took stock of 
this situation it resulted in the crash of October 1987, initially in New 
York, then in London. This negative bandwagon effect also reflected 
the more immediate impact of technology on the financial services 
sector. Although share prices recovered subsequently, there remains a 
danger that a similar decline could be triggered if share prices again 
become unsustainable. 

The provision of goods and services 

By the time the Conservative government had been elected in 1979, 
almost everyone was familiar with the party's desire to 'roll back the 
frontiers of the state'. This simply meant that there was an intention to 
promote greater competitiveness and wider consumer choice by re­
moving or reducing the level of government intervention in the provision 
of certain goods and services, for example those of the nationalised 
industries, the National Health Service and local government. This was 
reflected in a five-dimensional process of reform: 

• Encouraging 'popular capitalism' by floating shares in national­
ised industries (for example British Gas and British Telecom) and 
instituting the 'right to buy' scheme, which enabled a greater number 
of council house tenants to buy their houses. 

• Deregulating certain industries, for example via the Financial Services 
Act (see above) and the Transport Act (1980), which aimed to 
revitalise competition in the provision of bus and coach services. 

• Requiring public sector bodies to open up their activities to private 
sector competition through compulsory competitive tendering (CCT). 

• Introducing a major reform of local taxation, most notably the 
community charge or 'poll tax' (later replaced by the council tax, 
discussed below). 

• Reforming the National Health Service. Unlike previously a clear 
distinction is now made between those who demand health care 
and those who supply it. 

Obviously not all these changes are of direct relevance to the con­
struction industry. Thus in order to provide a flavour of the reforms 
introduced by the Conservative government, attention will focus on 
three interrelated changes. First, the need for governments and other 
public sector bodies to provide the opportunity for private sector or­
ganisations to tender for work previously undertaken 'in-house', known 
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as compulsory competitive tendering; second, the implications of council 
house tenants having the explicit right to buy their property; and third, 
the reform of local taxation. 

Compulsory competitive tendering 

Prior to the election of the Conservative government in 1979, the 
relationship between central/local government departments or institu­
tions and private sector companies tended to be one-sided. For prac­
tical reasons, the former have always needed to purchase goods from 
the private sector, for example vehicles, yet it was policy to employ 
their own labour forces to meet their service responsibilities rather 
than employ outside agency workers. Thus, with in-house suppliers 
protected artificially, they were seen as being inflexible, and lacking 
the incentive to make the efficiency gains often forced on private sector 
companies striving to remain competitive in a market situation. In the 
view of the incoming government, local government should provide 
private sector firms with the opportunity to put in tenders for local 
authority service work, a process that would lead to cost savings. Initially 
the government did not wish to impose its preferences directly upon 
local authorities,1 hoping that the lesson would be learnt through example, 
such as that of Southend on Sea, where savings of almost £500 000 
per annum were made when its refuse and cleaning services were con­
tracted out voluntarily. However by the mid 1980s less than 10 per 
cent of the 456 English and Welsh councils had followed Southend on 
Sea's lead. Thus the government decided to draft legislation (the 1988 
local Government Act) to compel public bodies to put some of their 
services out to compulsory competitive tendering (CCT). 

Put simply, CCT requires local authorities to allow private sector 
companies to tender for the opportunity to undertake services previ­
ously supplied by the organisation's own direct service organisations 
(DSOs), sometimes referred to as direct labour organisations (DLOs). If 
a DSO puts forward a superior bid to that of its private sector counter­
parts (or indeed if private sector firms choose not to bid) a clear dis­
tinction must be made between the DSO as a service provider and its 
client, namely the public sector organisation. 

The potential benefits of CCT 

• It encourages efficiency by making markets contestable rather than 
closed to competition (implicitly or explicitly). 

• It requires local authorities to identify and set standards for the 
services they provide. These can then be enforced through penalty 
clauses and performance bonds. 
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• Because of the second point above, it emphasises performance 
explicitly in terms of output. In the past, input indicators were 
often used as a measure of performance - the size of the in-house 
supplier was often determined by political rather than economic 
factors. 

• Suppliers have the opportunity to serve more than one local auth­
ority and hence achieve scale economies that could not be achieved 
by in-house organisations serving one authority. 

• Cost savings can be redistributed towards other services. 

The potential problems of CCT 

• Private sector firms may make a lower bid than a DSO simply 
because they are unaware of what is required of them. If one firm 
wins the contract but defaults subsequently, the council may be 
left without the service in question. 

• Private sector contractors may try to underbid the DSO and then 
renegotiate with the local authority after the DSO has been 
disbanded. This potential problem can be addressed within the 
specification of the initial contract. 

• The benefits from CCT may be undermined if private sector firms 
collude and agree to marketsharing arrangements. As we have seen, 
this is a major problem in the construction industry. 

• CCT is not a costless activity: contracts need to be specified, 
negotiated, awarded, monitored and retendered. Any benefits that 
may arise from CCT may be swallowed up by these transaction 
costs. 

• Being in the public domain, DSOs have been required to meet 
more exacting employment standards than private sector firms. Cost 
savings may simply be accrued through a deterioration in employees' 
remuneration, training levels and working conditions rather than 
through greater efficiency per se. 

Despite these potential problems, the benefits from CCT seemed explicit: 
construction work, as well as the provision of other services, would 
now be undertaken by the most cost-effective firm that could meet the 
criteria stipulated in the contract. Although this message seems 
straightforward, it must be argued that the playing field has not been 
level, and as a result DSOs have been at a competitive disadvantage. 
It has already been noted that the size of DSOs was frequently deter­
mined by political rather than economic considerations and that they 
were subject to the rigours of public sector accountability. Further­
more, DSOs used to be restricted to day-to-day public sector construc­
tion activity, which tended mainly to be minor repair work. As a result 
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DSOs have needed to employ a high proportion of labour to capital. 
Private sector firms on the other hand have always been able to com­
pete for relatively larger contracts within the private sector, and as a 
result they have been able to organise their production in a more 
capital-intensive manner. Nominally, therefore, DSOs have appeared 
to be less efficient than their private sector counterparts. Where DSOs 
have organised themselves so as to be able to compete in the private 
sector, their lack of experience in a more commercial environment 
has detracted from their ability to compete on equal terms. Figures 
show that DSOs now contribute less to the volume of total construction 
output than they did during the 1970s, or indeed during any period 
since 1955. For example in 1975 DSOs contributed 13 per cent to 
total output. By 1985 this figure had fallen to 10 per cent, and since 
1990 it has averaged only around 6 per cent (Digest of Data for the 
Construction Industry 1995 ). 

The 1right to buy' 

When viewed alongside its highly publicised programme of denation­
alisation and share floatation, the Conservative government's desire to 
extend home ownership as far down the income scale as possible, in 
particular by encouraging council tenants to buy the properties they 
were renting, resulted in the 1980s emerging as the era of 'popular 
capitalism'. 

The need for local authorities to provide dwellings in response to a 
need for good-quality low-cost housing was recognised in the nine­
teenth century but not acted upon explicitly until the passing of the 
Town and Country Planning Act (1919). However, the major impetus 
towards the building of council housing followed the Second World 
War, and 90 per cent of the million houses built between 1945 and 
1950 fell into this category. The 1950s saw a gradual end to the acute 
housing shortage and the emphasis was switched to slum clearance 
and increased private building, with public sector housing provision 
responding to macroeconomic fluctuations rather than ideological shifts. 
However, in the 1960s it was recognised that a substantial proportion 
of the current housing stock was becoming increasingly unfit for habi­
tation. This prompted an increase in public spending such that the 
proportion of local authority completions to total completions had risen 
from one in three to one in two by 1968. 

As discussed earlier, the 1970s was characterised by a rapid rise in 
the rate of inflation. With subsidised council rents being held below 
the rate of inflation, housing debt began to rise rapidly, and with it the 
level of Exchequer subsidy. During this period the decision to sell 
council houses rested with the individual authorities and generally sales 
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remained few (for example in 1971 only 17 215 council houses were 
sold in the whole of England and Wales). However the Conservatives' 
introduction of the 1980 Housing Act meant that the option of whether 
or not to sell council houses was taken away from the local author­
ities. Tenants were guaranteed the right to buy, providing they had 
been tenants for three years or more (later reduced to two years), with 
an opportunity to claim the maximum discount of 50-60 per cent. 

Faced with the obligation to sell their stock of council homes, a 
number of Labour-controlled councils showed great reluctance to im­
plement the Act. For example, in Stoke on Trent the return of a Labour 
council by a majority of 57 to three was interpreted by the council as 
legitimising its stand against council house sales. Although it initially 
adopted a policy of processing applications slowly, the council's defi­
ance withered under the threat of the process being administered cen­
trally. Despite such pockets of resistance, by the end of the decade 
over one million dwellings had been sold under the right to buy scheme. 

New legislation contained in the 1988 Housing Act also made it 
possible for tenants to opt out of local authority control altogether and 
transfer their properties to a housing association or other approved 
landlord, the properties subsequently being relet under 'fair rent' criteria. 
The same Act enabled housing action trusts (HATs) to take over run­
down estates, renovate them and pass them on to a housing associa­
tion or approved landlord. Because the better-quality houses have been 
sold off to tenants with above-average incomes, there has been a 
residualisation of the council housing stock. In other words, councils 
with declining resources have been left to maintain a poor quality and 
increasingly fragmented housing stock, and in some cases this has re­
sulted in an enormous backlog of repairs and improvements. 

Accompanying the 'right to buy' scheme was a reduction of the 
Exchequer subsidy on public housing, and council rents rose two and 
a half times faster tha'l retail prices. This was predictable at a time 
when the government's supply-side strategy included a desire to pro­
mote labour market incentives. In the eyes of the government, council 
tenants were being too heavily subsidised and therefore were imposing 
an unreasonable burden on taxpayers. With two-thirds of council ten­
ants in receipt of welfare payments, a large proportion of the increased 
council house rents was being .paid for by means-tested housing benefit. 

Local taxation 

The reform of local government finance proved to be one of the 
Conservative government's most controversial policies, becoming a focus 
for extensive public debate and even acts of civil disobedience. Until 
April 1989 in Scotland and April 1990 in England and Wales, local 
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authority expenditure was partly financed by a system of domestic rates, 
which were raised locally. These rates were a tax on private, industrial 
and commercial property. In the case of householders, the amount 
paid each year was a proportion of the 'rateable value' of the property 
they occupied, the rateable value being determined by the rent that 
would have been earned had the property been let out commercially 
on the open market. As with all taxes, the rating system was unpopular. 
Initially the response of central government was to hold down the 
domestic rate burden being inflicted on householders. Thus an increasing 
proportion of local government expenditure, which had risen rapidly 
from the end of the Second World War to the mid 1970s, became 
financed centrally through general taxation. Whereas in the mid 1950s, 
55 per cent of local authority expenditure was financed through rates 
(domestic, industrial and commercial), this figure had fallen to 40 per 
cent twenty years later (Harrington, 1992, pp. 140-1 ). 

This raises an important issue: electors were effectively able to vote 
for rises in local government expenditure with the knowledge that there 
would only be limited increases to their domestic rate bills. Indeed, 
by the mid 1970s less than 20 per cent of all current expenditure of 
local authorities was being financed directly by those who were voting 
for that expenditure. As discussed earlier, the 1970s saw attempts to 
reduce escalating public expenditure. After 1976, local authorities had 
to reduce their spending because central government financial support 
declined in real terms. This was the background to the changes the 
incoming Conservatives were to confront. 

It has already been shown that the Conservative Party's aims inclu­
ded a reduction in public spending and the promotion of greater mar­
ket incentives and self-reliance. In the case of local government this 
philosophy manifested itself in an attempt to make local populations 
aware of the costs of the public services they were voting for and to 
increase councillors' accountability to their electorate. In particular, a 
reduction in the real level of central government grants to local auth­
orities gave councillors a simple choice between reducing their ex­
penditure or raising local taxes. When councils opted for the latter, 
particularly some Labour-controlled councils, who rapidly elevated 
local rates, they were thwarting the central government's desire to reduce 
individual tax burdens. As a result the government attempted to exert 
greater control over local authority spending, initially by setting legal 
ceilings on rate demands (and indeed abolishing certain councils, for 
example the Greater London Council), and ultimately by abolishing 
household rates altogether and imposing a uniform business rate on 
industrial and commercial premises, irrespective of their geographical 
location. 

The community charge (more widely known as the poll tax), which 



226 Economics and Construction 

replaced domestic rates, was a personal tax levied on all adults irre­
spective of the size and quality of the house they lived in. Its logic 
was simple: rather than the main householder being solely responsible 
for paying domestic rates, all people over the age of 18 would pay a 
locally determined, flat-rate sum to help cover the cost of the services 
they were consuming. Although people on very low incomes were 
entitled to a discount, the overall impact of the community charge was 
regressive. In other words, it did not reflect ability to pay. 2 The gainers 
were households with a small number of high-income adults while the 
losers were households with a large number of low-income adults. 

The government had expected that any criticism of the high commu­
nity charge bills would be vented against the local authorities. Instead 
it was directed at the government itself. Faced with a potential vote 
loser and the massive cost of collecting monies from dissenting sections 
of the population who were refusing to pay, changes were made. Initially 
the grant aid given to local government was increased, paid for out of 
an increase in value added tax from 15 per cent to 17.5 per cent, 
thereby reversing the government's policy of the early 1980s. In early 
1992 it was announced that the community charge would be abolished 
and replaced by a new local tax, the council tax. 

The council tax was introduced in April 1993 and continues to the 
present. It is a compromise between the former system of domestic 
rates and the community charge. It returns to the concept of taxing 
property values but makes a reduction for single-person households. 
In contrast to the domestic rate, the council tax is based on the capital 
value of a property rather than its rental value. A residence falls into 
one of several bands, regardless of whether it is owner-occupied or 
rented (privately or from a housing association/local authority). For 
example, in the case of England the lowest band, A, covers all prop­
erties valued at £40 000 or below; band B covers properties valued 
above £40 000 but below £52 000; band C includes properties valued 
above £52 000 and below £68 000. The highest band, H, includes all 
properties valued at £320 000 and above. Separate scales exist for 
Scotland and Wales. Although the banding system eliminates the need 
to value each property individually, there are still areas of dispute in 
borderline cases. When a property is occupied by just one adult there 
is a 25 per cent reduction in the amount that is due, and if the property 
is unoccupied a 50 per cent reduction applies. Nevertheless the council 
tax retains some regressive attributes, this time because capital values 
are likely to increase less than proportionately to household income. 
Furthermore, individuals in band H in a given locality pay the same 
council tax, regardless of whether their property is worth £320 000 or 
£3 200 000. Unlike the community charge, however, the linking of 
payment to property value is more equitable, assuming that income 
and property are to a certain extent related. 
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THE EUROPEAN UNION AND THE CONSTRUCTION INDUSTRY 

Britain's membership of the EU has played an increasingly important 
role in determining the activities and performance of the construction 
industry: it· has affected the way in which work is undertaken; the 
standards that have to be met; the processes governing how firms bid 
for public sector contracts; and indeed the level of trade between member 
states in construction-related goods and services. This has become most 
pronounced since the advent of the single European market (some­
times also referred to as '1992', the inception date of the single mar­
ket). The remainder of this chapter is divided into three subsections. 
The first briefly identifies the processes that led to the creation of the 
EU (or the European Economic Community - EEC - as it was called 
originally) from a British perspective. The second turns to the implica­
tions of the single European market, while the final subsection looks at 
the construction industry in a European context. 

The evolution of the EU 

The economic foundations of Europe were devastated by the Second 
World War. Europe's ability to produce exportable goods was limited 
by the domestic needs of the various economies, and with import needs 
soaring, foreign exchange reserves were running out rapidly. At this 
point the United States announced the Marshall Plan, by which it would 
provide aid to help the European economies find their feet. The United 
States did not want European countries to present individual shopping 
lists of needs. Rather it wanted its loans to be linked to progress towards 
European unification rather than a reaffirmation of the nationalism that 
had prompted hostilities in the first place. 

The need for European cooperation was heightened by the emerg­
ence of the Cold War and the signing of the North Atlantic Treaty in 
1949. One of the main problems was the postwar relationship between 
France and West Germany. The solution emerged through the work of 
Jean Monnet, who helped establish the European Coal and Steel Com­
munity (1952), an organisation intended to make war between France 
and West Germany 'materially impossible'. Specifically, France and 
West Germany, together with the Netherlands, Belgium, Luxembourg 
and Italy, agreed to treat all their coal and steel industries as one: by 
eliminating import duties and quota restrictions they would enjoy the 
potential efficiency gains of a single unified market. Britain was invited 
to join, but refused (though it signed an agreement of association in 
1954) as Attlee was unprepared to allow vital products to be handed 
over to an 'undemocratic' body. Because Britain was then producing 
50 per cent of European coal and 33 per cent of European steel, its 
absence was significant. 
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The success of the ECSC prompted member states to consider the 
implications of further economic integration involving a common mar­
ket and an atomic energy pool. Britain originally participated in these 
talks but it soon became clear that Britain and the other six were at 
odds - Britain favoured a free trade area focusing on industrial goods 
while the other countries wanted to pursue a higher level of economic 
integration with an emphasis on agriculture. This conflict led to Britain 
withdrawing from the discussions. 3 An agreement, the Treaty 
of Rome, was eventually signed in 1957 and the EEC came into being 
in 1958. 

Although Britain had committed itself to the European Free Trade 
Association (EFTA),4 whose remit fitted Britain's own requirements, it 
soon found itself isolated economically. Consequently it sought mem­
bership of the EEC in the 1960s, but French anger about the way in 
which Britain had seemingly tried to derail the original negotiations 
delayed its accession until 1973. This represented the first enlarge­
ment of the EEC Six, which became the EEC Nine when Denmark and 
Ireland joined too. Subsequent enlargements have included Greece (1981 ), 
Spain and Portugal (1986) and Austria, Finland and Sweden (1995). It 
is likely that countries from the former Eastern Bloc will become members 
in the future. However, their accession will reflect the ability of their 
economies to evolve successfully into more market-oriented systems. 

A detailed analysis of the economic performance of the EEC (subse­
quently referred to as the EC from 1987 and the EU from 1994) is 
beyond the scope of this text. Interested readers should consult such 
texts as El Agraa (1994), Artis and Lee (1994) and Hitiris (1994). The 
focus of the discussion to follow is the implications of what has be­
come the key initiative of the EU, the single European market (SEM), 
and its implications for the construction industry. 

The single European Market 

The European Commission's White Paper 'Completing the Internal Market' 
(1985) initiated a seven-year programme to create a single European 
market. The Single European Act, which was signed in July 1987, not 
only introduced a series of additions (articles) to the original Treaty of 
Rome but also identified 31 December 1992 as the deadline for the 
completion of the SEM. Although the signing of the original Treaty of 
Rome had political as well as economic overtones, the catalyst for the 
creation of the SEM was economic. Specifically, it was recognised that 
European firms were unable to realise all their potential efficiency gains 
by virtue of the fact that Europe was made up of a series of fragmented 
national markets, often protected by implicit or explicit barriers to trade, 
rather than a single unified market, as was the case with the United 
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States. The aim therefore was to establish a dynamic and homogeneous 
integrated market based on common rules and equal conditions for 
competition, equipped with (if necessary) judicial backing. The pro­
gramme's objectives can be summarised into five main points. 

First, the removal of physical barriers that restricted the movement 
of goods (for example unnecessary border controls that acted as non­
tariff barriers) and discriminated against individuals on the ground of 
nationality with respect to employment, remuneration, qualifications 
and working conditions. However, construction is but one example 
where it has proved difficult to obtain mutual acceptance of EU mem­
bers' individual professional qualifications - the range of education, 
professional training and roles afforded to architects within the EU has 
led to considerable problems in implementing the architects' directive. 

Second, the removal of barriers preventing competition between the 
suppliers of services within the community. Within this heading we 
may include the liberalisation of banking and insurance markets, se­
curities trading, transport, telecommunications and information services, 
including the rigorous protection of intellectual property rights (such 
as patents, trademarks and copyright). 

Third, the removal of technical barriers that promoted suboptimal 
production levels more suited to individual national markets than Eu­
rope as a whole. In the case of the construction industry, this has 
involved the introduction of agreed standards governing building ac­
tivity, for example the resistance of building materials to fire, the durability 
of buildings and the strength/reliability of special structures (for exam­
ple bridges). 

Fourth, the removal of exchange controls that prevented or restricted 
cross-border capital transfers and thus maintained differentials in the 
price of capital. 

Finally, the maintenance of a strong competition policy to prevent 
market forces from being distorted. This attempt to 'level the playing 
field' not only included standard issues relating to monopoly power 
and merger activity (see Chapter 6) but also procedures for public 
procurement. In the past, public sector contracts, such as that to under­
take building projects, tended to favour local contractors and exclude 
foreign ones. 

The potential benefits to be gained from a fully integrated SEM (as 
opposed to continuing with a fragmented 12-nation EC) were outlined 
in a multivolume document known as the Cecchini Report (1988). 
These included improvements in corporate efficiency, and hence a 
reduction in x-inefficiency and organisational slack; lower and hence 
more competitive prices at home and abroad to provide the opportunity 
to reap scale economies; and the incentive to increase research and 
development expenditures. In cash terms, the Cecchini Report suggested 



230 Economics and Construction 

a figure as high as ECU 200 billion, though this figure was considered 
by many to be overoptimistic. Industries and customers of industries 
whose activities have been highly regulated and/or subject to low levels 
of competition will benefit most from the completion of the SEM. This 
not only includes financial services and motor vehicles but also con­
struction activity. 

Construction activity in the EU and the response of British 
construction firms 

Although construction activity, wherever it is practised, has many unique 
features that distinguish it from other forms of industrial activity, it 
nevertheless has epitomised the need for a SEM. just as it is localised 
at the national level, the industry being dominated by a large number 
of small companies and a few large companies, so too is it localised 
at the pan-European level, with the larger domestic firms seemingly 
best suited to meeting the specific characteristics of their own construction 
markets. In many respects, the British construction industry is well suited 
to meeting the new challenges of a more integrated European market 
since, alongside France, it has a large number of domestic firms that 
are capable of competing in international markets. In countries such 
as Germany and the Netherlands the emphasis remains with the smaller, 
more localised firm. Multinational firms that can offer a full range of 
services - from the feasibility study through to the construction phase 
and subsequent maintenance - will have the edge, particularly when 
it comes to private sector clients who demand the speed in design 
and construction that encourages adoption of the most up-to-date 
technologies. Smaller and less capable firms will find themselves working 
as subcontractors and being marginalised into accepting smaller and 
more basic contracts, such as those of the public sector. 

Although the British construction industry has always been well suited 
to compete effectively in European markets from a structural point of 
view, it needs to face two interrelated issues. Neither can be levelled 
as an explicit criticism of the construction industry, but more of the 
'British problem' that clouded Britain's initial response to the likeli­
hood of a European common market in the 1950s. First, there remains 
general suspicion about the implications of initiatives emerging from 
Brussels. Second, there has always been a preference for markets out­
side Europe, particularly in countries where the need to speak a for­
eign language is less of a barrier, for example the Commonwealth 
countries, the United States, the Middle East and Africa. The pattern 
of geographical diversification by major British firms can be seen in 
Table 8.1. 

During the 1970s British construction firms were able to exploit 
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Table 8. 7 Geographical diversification by four British majors in 1991: 
percentage shares in group turnover by origin of turnover 

Company Britain N. America Europe Rest of the world 

Tarmac 85 9 5 0 
Trafalgar House* 66 21 9 3 
P&O 50 20 12 14 
Wimpey 82 12 ns 6 

*Trafalgar House's figures comprise the following: the Americas (treated above 
as N. America), Europe, the Middle East and Africa (Europe), and India, the 
Far East and Australasia (rest of the world). 

Source: annotated from lve, 1994, Table 4, p. 355. 

opportunities arising from the expansion of building programmes in 
the Middle Eastern countries, prompted by their newly found oil wealth. 
Nonetheless lve (1994) presents evidence to suggest that this attitude 
was changing in anticipation of '1992': 

• By 1990, 34 of the 100 largest British construction firms were 
reporting that they were undertaking work in the EU, an increase 
of 12 over the previous year; 

• There has been a general increase in cross-border takeover activity 
by British firms within the EU. In 1990 this amounted to ECU 5.9 
billion - 35 per cent of total international spending on acquisi­
tions, and a 57 per cent increase over the previous year. The most 
popular destination, however, remains the United States. 



Notes 

1 Understanding Economics and Economic Statistics 

1 . The specific regions used throughout Regional Trends are: the North, Yorkshire 
and Humberside, the East Midlands, East Anglia, the South East (itself 
subdivided into Greater London and the rest of the South East), the South 
West, the West Midlands, the North West, together with the more aggregated 
groupings of England, Northern Ireland, Scotland, Wales and Britain as a 
whole. 

2 Demand and Supply 

1. The Engel expenditure curve takes its name from the Prussian statistician 
Ernst Engel (1821-96), who argued that the proportion of income devoted 
to food, clothing and housing will diminish as incomes rise. 

2. Many economics textbooks refer to a special category of goods that can be 
characterised by a positive relationship between quantity demanded and 
price. Commodities that do not obey the law of demand are known as 
Giffen goods, following the work of Sir Robert Giffen (1837-191 0), who 
observed that when the price of bread increased, so did its consumption 
by poorer members of society. This behaviour reflects an idea that if the 
price of staple products increases, consumers are forced to cut back their 
consumption of other goods, and as a result they increase their consumption 
of the staple good. Conversely, when the price of the staple product falls, 
consumers can switch their demand to more 'luxurious' products. The im­
plication is that the demand curve for Giffen goods is upward sloping. 

3. Equation 2.6 converts to 2.7 through the following process: 

TIP = (I::.Q/Q)/(I::.P/P) 

= (I::.Q/Q)(P/I::.P) 

= (I::.Q/I::.P)(P/Q) 

3 Markets and Market Failure 

1. Many introductory textbooks discuss cobweb models with reference to 
agricultural production. In this case the produce consumers buy in the 
marketplace reflects what farmers planned to grow in previous periods. 

2. Under the 1915 Mortgage and Rent Restrictions Act. 
3. In the past, council tenants theoretically had the opportunity to buy their 

council houses. However, this depended on the political persuasion of the 
local authority from which they rented the property. The 1980 Housing 
Act gave tenants the statutory 'right to buy' their houses, regardless of whether 
the local council agreed or disagreed with the sale. 

232 
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4 The Economic Evaluation of Construction Projects 

1. See M. Beesley, T. Coburn and D. Reynolds, 'The London-Birmingham 
Motorway - Traffic and Economics', Road Research Laboratory Technical 
Paper, no. 46 (london: Department of Scientific and Industrial Research, 
1960). 

2. For example the White Paper, Nationalised Industries: A Review of Economic 
and Social Objectives, Cmnd 3437 (london: HMSO, 1967). 

3. For example, strong unionisation in low-risk jobs relative to high-risk jobs 
may lead to a smaller 'risk premium' being paid to the former group of 
workers. 

4. SACTRA is the acronym for the Standing Advisory Committee on Trunk 
Road Assessment. 

5. Some of the profits enjoyed by the owners of new motorway service 
stations will result from motorists being encouraged to undertake extra 
journeys due to the increased opportunities offered by the new road. How­
ever these journeys are normally included in other parts of the CBA, and 
therefore to include the profits derived from them would result in double 
counting. 

6 The Organisation of Firms 

1. 'Prisoners' dilemma' takes its name from the uncertainties that face two 
people 'who are being questioned by the police in separate interview rooms 
about a crime they have just committed. If they both remain quiet, they 
both receive a nominal jail sentence. However if one prisoner informs on 
the other, the former is allowed to go free while the implicated prisoner 
receives a long term of imprisonment. Because neither prisoner can guarantee 
the other's silence, the opportunity to walk out of the police station becomes 
so great that each is tempted to inform on the other. The result is that both 
are implicated and both receive a long prison sentence. 

7 Introduction to Macroeconomics 

1. Recall that the principle of the 45° line was used in Chapter 2 in the 
analysis of the Engel expenditure curve. 

8 The Construction Industry and Macroeconomic Policy, 1945-95 

1. With the exception of buildings, highways and maintenance, which were 
covered by the Local Government Planning and Land Act (1980). 

2. Generally speaking, a regressive tax is one in which the proportion of income 
paid in taxes decreases as income increases. Conversely a progressive tax 
is one in which the proportion of income paid in taxes rises as income 
increases. 

3. Britain tried to take the initiative in creating a free trade area in industrial 
goods, which was intended to include the six future EEC countries. However 
the six saw this initiative as an attempt to wreck the EEC. Britain was 
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perceived as wanting to enjoy the benefits of cheap Commonwealth food 
and free access to European industrial markets without making reciprocal 
concessions to European food producers. 

4. EFTA's original members were Austria, Denmark, Norway, Portugal, Swe­
den, Switzerland and Britain. 
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Glossary of Economics Terms 

The aim of this section is to provide readers with a definition of many of the 
terms used in this text, which may prove useful when revising for examina­
tions or undertaking written course work. The Glossary is organised alpha­
betically and hence readers will only have encountered all the terms cited 
below when the entire text has been read. 

Aggregate demand The overall demand for goods and services produced within 
an economy over a given period of time. 

Aggregate expenditure The total expenditure on goods and services produced 
within an economy in a given time period, namely the sum of consumption 
expenditure, investment expenditure, government expenditure and net ex­
port expenditure. 

Average total cost The total cost of producing a given output divided by the 
number of units produced. Thus if it costs £500 to produce 500 bricks, 
then the average total cost is £1. 

Average revenue Total revenue (see below) divided by the total number of 
goods sold. By definition, average revenue equals the price of the product 
in question. 

Balance of payments The difference between the amount a country exports 
and the amount it imports during a given period. If exports exceed imports, 
a country is said to have a balance of payments surplus, whereas if the 
reverse is true its balance of payments is in deficit. 

Behavioural theories of the firm A set of theories that reject the idea that 
firms can maximise given variables, such as profit. Behavioural theories 
emphasise the need for firms to compromise and to make side-payments in 
order to maintain a stable coalition between shareholders, managers and 
workers. 

Blue Book A name sometimes used for the (annual) official publication con­
taining Britain's national income and expenditure accounts. 

Boom An expansionary phase of the trade cycle (see below). 
Budget deficit (Usually) when the government's income fails to meet its ex­

penditure. 
Budget surplus (Usually) when the government's income exceeds its expenditure. 
Capital The general term given to such factors of production as factories, 

machinery, computers, vehicles and so on. Also a general term for financial 
assets. 

Capital-intensive production A process that uses a high proportion of capi­
tal inputs relative to labour inputs. 

Cartel An agreement whereby a group of firms act as if they are a single 
unit rather than competing independent sellers. Unless cartels are found to 
be in the 'public interest' they are deemed to be illegal. Cartel agreements 
(predominantly illegal) that embrace such variables as market share and 
price have been a regular feature of the construction industry. 

Ceteris paribus A latin term that translates as 'other things being equal', 
that is, they remain the same. It is used frequently by economists when 
attempting to isolate the effects of all but one of the independent variables 
within a given function. 
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Cobweb model A dynamic model (that is, contains a 'time' dimension) that 
in its simplest form assumes the supply of a commodity in time t is a func­
tion of its price in the previous period (t - 1 ). 

Collusion (as used in this book) An agreement between firms to cooperate 
with each other in order to avoid the costs of rivalry, for example through 
a cartel (see above). 

Complements Complementary goods are commodities that are consumed 
together, for example cars and petrol. Thus we would expect that the de­
mand for a good is inversely related to the price of the complement con­
sumed with it. 

Consumer surplus The difference between the amount a consumer pays for 
a good or service and the (higher) amount he or she is actually willing to 
pay for it. 

Consumption expenditure Aggregate expenditure on the goods and services 
that are required to satisfy current needs. 

Consumption function The mathematical relationship between consumption 
expenditure and the variables assumed to affect it. In its simplest form, 
consumption expenditure is assumed to be a function of income. 

Contingent valuation A process used by researchers to discover how much 
consumers are willing to receive in compensation, or willing to pay, for a 
change in the quality of a good or service whose price is not determined 
explicitly by market processes, for example scenery or environmental quality. 

Cost-benefit analysis (CBA) A framework used to aid the decision-making 
process by which all the costs and benefits of a project are expressed ex­
plicitly in monetary terms. CBA differs from CEA (below) in that it allows 
the decision maker to question project objectives and hence the desirability 
of the investment in question. 

Cost-effectiveness analysis (CEA) A less 'demanding' framework than CBA 
(above) since it merely seeks to find the least costly way of achieving an 
already accepted objective. Unlike CBA, not all costs and benefits need to 
be put into monetary terms, and hence CEA is less open to the criticism 
that the economist is trying to 'quantify the unquantifiable'. 

Cross-elasticity of demand A measure of the degree to which the quantity 
demanded of one commodity responds to changes in the price of another. 

Cross-section analysis Analysis of data associated with a particular point in 
time (see time series analysis). 

Crowding out Takes place when state intervention in the economy leads to 
a reduction in private sector activity. See physical crowding out and finan­
cial crowding out. 

Deflationary gap A situation that occurs when aggregate expenditure is be­
low that needed fully to employ a nation's workforce (see inflationary gap). 

Demand The relationship between the amount of a commodity that con­
sumers are willing and able to buy per unit of time and the price of that 
commodity. 

Demand curve A graphical representation of demand. Price is measured along 
the vertical axis of the graph and the quantity demanded is measured along 
the horizontal axis. 

Demand function An expression that identifies the precise relationship be­
tween quantity demanded and all the variables that can affect it (such as 
price, income and so on). Introductory economics texts place more stress 
on identifying the key variables that should be included in a demand func­
tion than they do on specifying their exact mathematical relationship. 
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Demand management The attempt by a government to exert control over 
the level of aggregate demand by using fiscal and monetary policy (mainly 
fiscal). 

Dependent variable A variable whose value is determined by the value(s) of 
other variables. Thus in the case of a demand function (see above), 'quan­
tity demanded' is seen to be dependent upon such variables as own price, 
income, taste and so on. 

Depression The contractionary phase of the trade cycle (see below). 
Derived demand A term that refers to the fact that the demand for some 

commodities does not reflect their own intrinsic value but instead a will­
ingness and ability to consume another good or service. For example, petrol 
is demanded as a fuel for cars rather than because it is desirable to own 
petrol per se. 

Division of labour Occurs when a complex productive process is divided 
into smaller tasks that can be undertaken by different workers. Repetition 
enables each worker to become proficient in their designated task, enabling 
overall output to increase beyond that which would emerge if each worker 
had to master every individual task. This is also an argument for the con­
tinued existence of specialist building companies. 

Duopoly An industry containing two firms. A subset of oligopoly (see below). 
Econometrics The testing of economic relationships using statistical analysis. 
Economic growth A rise ·in the total output of a country over time. If output 

falls, economic growth is said to be negative. 
Economic rent A payment made to a factor of production in excess of the 

amount needed to keep it in its present use. 
Economies of scale Occur when increases in the scale of production, with 

factor inputs increased in the same proportion, reduce the average unit cost 
of production (the opposite applies to diseconomies of scale). Economies of 
scale are a more specific version of economies of size (below). 

Economies of size Occur when an increase in the scale of production, re­
gardless of any change in the relative combination of factor inputs, leads to 
a reduction in the average unit cost of production (the opposite applies to 
diseconomies of size). 

Elasticity of demand See cross elasticity of demand, income elasticity of demand 
and price elasticity of demand. 

Elasticity of supply See price elasticity of supply. 
Engel expenditure curve A graph that measures the relationship between income 

and the amount spent on a particular group of commodities (for example 
food or leisure goods). Assuming that normal goods (see below) are likely 
to outweigh inferior goods (see below) within any commodity group, it is 
usual to expect an Engel expenditure curve to slope upwards. 

Entrepreneur A person who organises factors of production and is distin­
guished from labour by his or her willingness to take risks. 

Equilibrium A situation where opposing forces are in balance, so there is no 
tendency for change. 

Equilibrium price The price at which quantity demanded exactly equals quantity 
supplied. 

Equilibrium quantity The amount that is bought and sold at the equilibrium 
price. 

Exchange rate The amount of one currency that is needed to buy a unit of 
another currency (see fixed exchange rate and floating exchange rate). 

Externalities Externalities arise when the actions of one economic agent impact 
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directly on the welfare of third parties who were not party to with the 
original decision. Externalities can be desirable or undesirable and can ap­
ply to individual householders or firms. 

Factors of production Resources used to produce goods and services. There 
are three main factors of production: land, labour and capital (factories, 
machinery and so on). Some analyses include a fourth variable - entrepre­
neurship - which differs from general labour since it reflects a willingness 
and ability to take risks in order to exploit potential market opportunities. 
For simplicity, microeconomic analysis often refers to just two factors of 
production: labour and capital. 

Financial crowding out Occurs when an increase in government borrowing 
leads to an increase in interest rates. It adversely affects firms whose activi­
ties are particularly sensitive to changes in interest rates, for example con­
struction firms and firms that depend on export markets (higher interest rates 
lead to an appreciation of a country's international currency value, thereby 
making exports more expensive in the importing country). 

Fixed exchange rate Governments agree to maintain a fixed rate of exchange 
(or maintain it within a narrow range of values) between their respective 
exchange rates irrespective of any market pressures that prevail. 

Fixed factor A factor of production whose value cannot be changed in the 
short term. Usually this is assumed to be capital. In the long term such a 
distinction becomes irrelevant because all factors of production can be as­
sumed to vary (see below). 

Floating exchange rate Governments allow the equilibrium value of their 
domestic currencies to change in accordance with market pressures. A dirty 
float occurs when governments intervene in money markets in a systematic 
way in order to prevent wild fluctuations in currency values while remain-
ing outside an explicit fixed exchange rate system. . 

Free rider problem Arises when some consumers of public goods (see be­
low) do not reveal the full extent of their preference in the hope that others 
will bear the cost. 

Game theory A body of theory used to illustrate the problems associated 
with asymmetrical information- the strategy/counterstrategy adopted by one 
economic agent directly affects the welfare of another. The framework is 
used frequently in the analysis of oligopolistic industries and can show, for 
example, that although cooperation between firms can be mutually benefi­
cial, mistrust and the potential benefits from being first to break an agree­
ment will lead to both firms becoming worse off (often referred to as the 
prisoners' dilemma). 

Gross domestic product (GOP) The value of total output within an economy 
over a given time period. Includes output by foreign-owned firms as well as 
domestic ones. 

Gross national product (GNP) Gross domestic product plus any incomes 
accruing to domestic residents from investments made abroad minus in­
comes earned by foreigners in domestic markets. 

Hedonic price A shadow price (see below) for an attribute that is deter­
mined as a residual once the product characteristics that can be ascribed a 
market price have been accounted for. Hedonic pricing is often used in 
housing demand analysis. 

Horizontal integration Horizontal integration is a merger between two firms 
at the same stage of production. 

Identification problem A problem that can occur when a researcher tries to 
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derive a single demand and/or supply curve (under the ceteris paribus as­
sumption) using time series data, when in reality the demand/supply curves 
are shifting with time. 

Income elasticity of demand The measure of responsiveness of quantity de­
manded to changes in consumers' income. Normal goods (see below) pro­
duce positive income elasticities while inferior goods (see below) generate 
negative income elasticities. 

Independent variable A variable whose value determines the value taken by 
another (dependent) variable. 

Inferior good A good or service that is bought less as incomes rise (the 
reverse of a normal good). No commodity can be defined strictly as infe­
rior: it may be inferior for high-income groups but normal for lower-income 
groups. Also, product inferiority is a function of quality, so low-quality ver­
sions of a product may be inferior while superior versions of it remain 
normal. 

Inflation An increase in the general price level that results in a reduction in 
the purchasing power of a given sum of money. 

Inflationary gap Occurs when aggregate expenditure is in excess of that needed 
fully to employ a nation's workforce. 

Infrastructure Facilities whose existence is necessary if an economy is to 
survive and grow. Examples include roads, railways, airports, bridges, tele­
communications, sewerage, housing, schools and so on. 

Intermediate goods Goods and services that are inputs into further produc­
tive processes. 

lsocost line A line that identifies all the factor combinations a firm can use 
for the same outlay. 

lsoquant A line that identifies the minimum factor combinations (usually capital 
and labour) that can be used to produce a given output. lsoquants are drawn 
as smooth lines, implying that an infinite range of potential factor combina­
tions can be used for each level of output, in reality only a limited number 
of efficient capital-labour combinations exist. Where only one process ex­
ists, the isoquant assumes an 'L' shape. 

Labour-intensive production A process that uses large quantities of labour 
relative to capital inputs. 

Macroeconomics The analysis of broad economic aggregates (as opposed to 
individual decisions by households and firms) such as price level, unem­
ployment, economic growth, balance of payments and so on. 

Managerial theories of the firm A set of theories that emphasise the willing­
ness and ability of a firm's managers (as opposed to its owners) to maxi­
mise or influence variables that are advantageous to them rather than to the 
economic agents who actually own the firm. 

Marginal benefit The increase in total benefits enjoyed by an individual after 
consuming one extra unit of a particular commodity. 

Marginal cost The increase in a firm's total costs brought about by increas­
ing production by one extra unit, or the cost incurred by an individual from 
consuming an extra unit of a product. 

Marginal revenue The increase in a firm's total revenue brought about by 
increasing production by one extra unit. 

Market A market is created when buyers are able to communicate with sellers. 
It may be location-specific, such as a shop, or simply exist through tele­
phone or postal communication. 

Merit bad A product that a 'paternalist' society views as undesirable. Con-
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sumption of a merit bad is discouraged through taxation, education (for 
example about the health risks associated with cigarette smoking) or an 
outright ban (for example drugs). 

Merit good A product that a 'paternalist' society views as desirable. Its con­
sumption is encouraged through subsidies or promotional programmes (for 
example the promotion of exercise), or it is made a legal requirement (for 
example education). 

Microeconomics The study of individual decision-making units, for example 
consumers, households or firms. 

Minimum efficient scale The lowest output at which long-run average costs 
are minimised. 

Model A predefined set of mathematical relationships (usually simplified) that 
attempts to capture the key features of real-world economic processes. 

Monetarism A school of thought that emphasises the importance of mon­
etary phenomena in determining economic activity. 

Money supply The total amount of money in circulation in an economy. 
Usually a distinction is made between 'narrow' and 'broad' measures of the 
money supply such that 'narrow' measures tend to refer explicitly to money 
in its more day-to-day sense and 'broad' measures include, in addition, less 
liquid financial securities which cannot be converted instantaneously into 
cash. 

Monopolistic competition A market structure in which a large number of 
firms exist but produce a slightly different product and/or are geographi­
cally isolated from each other. As a result, firms can exert some control 
over the price they charge and face a downward sloping demand curve. 

Monopoly In theory, an industry controlled by a single producer. In practice 
the term also refers to duopolistic and oligopolistic market structures. 

Multiplier effect Occurs when an injection of expenditure into an economy 
leads to an increase in GNP in excess of the original injection. 

Normal good A good or service whose consumption rises with income. 
Normal profit Profit just sufficient to induce an entrepreneur to remain in 

his or her present line of activity. In diagrams it is subsumed in the entre­
preneur's cost curves. 

Normative economic statement A value judgement that cannot be tested 
empirically. 

Oligopoly An industry that contains a small number of firms (see also duopoly). 
Organisational slack Arises when payments need to be made in order to 

maintain the stability of coalitions within firms. 
Perfect competition A situation where a very large number of price-taking 

firms exist within an industry. 
Physical crowding out Arises when an expansion in state activity causes 

resources to be diverted from the private 'market' sector into the public 
'non-market' sector. 

Positive economics A branch of economics that is concerned with develop­
ing empirically testable hypotheses (which can be accepted or refuted us­
ing appropriate evidence). 

Price discrimination Occurs when a firm sells its product at different prices 
in different markets for reasons other than relative cost differences. Exam­
ples include bulk buying and charging different prices to different consumer 
groups. 

Price elasticity of demand A measure of responsiveness of quantity demanded 
to changes in the own price of a good or service. 
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Price elasticity of supply A measure of responsiveness of quantity supplied 
to changes in the own price of a good or service. 

Price taker A person or firm with no influence over the price of a commodity. 
Principal agent problem Arises when a firm's owners are unable to monitor 

the day-to-day running of a firm. Manager(s) run the firm in accordance 
with their own personal utility function rather than that of the firm's owner(s). 

Private benefit A benefit that accrues to an individual. 
Private cost A cost incurred by an individual. 
Private good A commodity that, if consumed by one person, cannot be sub­

sequently consumed by another. 
Producer surplus The difference between the price a producer is willing and 

able to charge to supply a unit of good or service and the price he or she 
actually receives. 

Production function A mathematical expression that identifies the maximum 
output that can be achieved from alternative input combinations. 

Public good A commodity that can be consumed simultaneously by more 
than one person, for example streetlighting. In its purest sense, individuals 
can consume identical amounts of the good, but in reality the relative amounts 
will differ (see quasi public good). 

Public sector borrowing requirement The amount by which public expendi­
ture exceeds revenue. 

Quasi public good A commodity that has the main attributes of a public 
good but individuals do not necessarily receive the same quantity of it. 

Rationality An assumption that decision makers are fully informed about the 
consequences of their actions. 

Real income Income measured in terms of the goods and services it can be 
used to purchase over time. 

Returns to scale Refers to how output changes when all inputs are changed 
by the same proportion. Returns to scale can be increasing, decreasing or 
constant. If, for example, a doubling of a firm's inputs causes output to rise 
by a factor of three, returns to scale are said to be increasing. 

Shadow price A price that economists ascribe to commodities that are not 
traded in markets. 

Short run A time period in which factors of production, usually land and 
capital, cannot be varied. 

Social benefit A benefits that accrues to society as a whole (including the 
original decision taker(s)). 

Social cost Costs that are imposed on society as a whole as well as on the 
original decision taker(s). 

Substitutes Goods that are perceived as being alternatives for each other, 
for example bungalows and semidetached houses. 

Supernormal profit Profit in excess of normal profit (see above). 
Supply curve A pictorial relationship between what producers are willing 

and able to supply in a given period of time and the price of the commodity 
in question, ceteris paribus. 

Supply function An expression that specifies the relationship between quan­
tity supplied and the variables that can affect it (for example price, tech­
nology and so on). 

Time series analysis The analysis of data associated with particular variables 
over a period of time. By definition, a time series analysis may force the 
researcher to confront the impact of inflation on his or her data set over 
time. 
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Total revenue The sum of money a firm receives from selling its output. 
Total revenue is calculated by multiplying the product's price by the number 
of units sold. 

Trade cycle A term that refers to the oscillating performance of an economy 
from boom to depression. 

Unemployment There is no single definition of unemployment. Distinctions 
are sometimes made between those people who wish to work and cannot 
get a job (involuntary unemployment) and those who prefer leisure to working 
(voluntary unemployment). 

Utility The satisfaction or pleasure derived by an individual from consuming 
a good or service. 

Utility function A mathematical expression that identifies the relationship 
between the different commodities from which a consumer derives utility. 

Variable factor A factor of production whose level can vary in the short 
run. This is usually assumed to be labour. 

X-inefficiency Organisational and technical inefficiencies that prevent a firm 
from maximising its profits. 
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