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1. ELEMENTARY PROBABILITY 

1.1 INTRODUCTION 

This chapter introduces the basic concepts of probability (or chance). Together 
with the next chapter it provides a foundation for our study of statistical inference. 
Here, we examine methods of calculating and using probabilities under various 
conditions. If you are, say, one of 50 students in a class and it seems that the 
instructor calls on you each time the class meets, you may accuse that the 
instructor of not calling on students at random. If, on the other hand, you are one 
student in a class of ten and you never prepare for class, assuming the instructor will 
not get around to you, you may be the one who needs to examine probability 
ideas a bit more. 

At the end of the chapter, you will be able to: 

 State the fundamentals principles of counting sample points 
 Define permutations and combinations 
 Understand the basic concepts of probability 
 Compute the probability of an event through various probability 

methods 
 Compute and explain what conditional probability is compared to 

probability of independent events. 

 

History and Relevance of Probability Theory 

  Jacob Bernoulli (1654-1705), Abraham de Moivre (1667 -
1754), the Reverend Thomas Bayes (1702-1761), and Joseph-Lagrange (1736 -1813) 
developed probability formulas and techniques. In the nineteenth century, Pierre 
Simon, Marquis de Laplace (1749 - 1827), unified all these early ideas and compiled 
the first general theory of probability. 

Probability theory was successfully applied at the gambling 
tables and, more theory relevant to our study, eventually to other social and 
economic problems  The insurance industry, which emerged in the nineteenth 
century, required precise knowledge about the risk of loss in order to calculate 
premiums. Within 50 years, many learning centers were studying probability as a 
tool for understanding social phenomena. Today, the mathematical theory of 
probability is the basis for statistical applications in both social and decision-making 
research. 

 Need for probability theory 

Early probability theorists 
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 Probability is a part of our everyday lives. In personal and 
managerial decisions, we face uncertainty and use probability theory whether or 
not we admit the use of something so sophisticated. When we hear a weather 
forecast of a 70 percent chance of rain, we change our plans from a picnic to a 
pool game. Playing bridge, we make some probability estimate before attempting 
finesse. Managers who deal with inventories of highly styled women's clothing must 
wonder about the chances that sales will reach or exceed a certain level, and the 
buyer who stocks up on skateboards considers the probability of the life of this 
particular fad. Before Muhammad Ali's highly publicized fight with Leon Spinks, Ali 
was reputed to have said, "I'll give you odds I'm still the greatest when it's over." And 
when you begin to study for the inevitable quiz attached to the use of probability, 
you may ask yourself, "What are the chances the professor will ask us to recall 
something about the history of probability theory?" 

We live in a world in which we are unable to forecast the future with complete 
certainty. Our need to cope with uncertainty leads us to the study and use of 
probability theory. In many instances we, as concerned citizens, will have some 
knowledge about the possible outcomes of a decision. By organizing this 
information and considering it systematically, we will be able to recognize our 
assumptions, communicate our reasoning to others, and make a sounder decision 
than we could by using a shot-in-the-dark approach. 

 

 

 

1. The insurance industry uses probability theory to calculate premium rates, but life 
insurer knows for certain that every policyholder is going to die. Does this mean that 
probability theory does not apply to the life insurance business? Explain. 

2. "Use of this product may be hazardous to your health. This product contains 
saccharin which has been determined to cause cancer in laboratory animals." How 
might probability theory have played a part in this statement? 

3. Is there really any such thing as a "uncalculated risk"? Explain. 
4. A well-known soft drink company decides to alter the formula of its oldest and most 

popular product. How might probability theory be involved in such a decision? 

 

1.2 SOME BASIC DEFINITIONS AND CONCEPTS IN PROBABILITY 

In general, probability is the chance something will happen. Probabilities are ex-
pressed as fractions (1/6; 1/2, 8/9) or as decimals (0.167, 0.500, 0.889) between zero 

 SELF TEST ACTIVITY 1-1  

Examples of the use of 
probability theory 
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and 1. Assigning a probability of zero means that something can never happen; a 
probability of 1 indicates that something will always happen. 

Event: In probability theory, an event is one or more of the possible outcomes of 

doing something. If we flip a coin, getting a tail would be an event, and getting 
a head would be another event. Similarly, if we are drawing from a deck of 
cards, selecting the ace of spades would be an event. An example of an event 
closer to your life is being picked from a class of 100 students to answer a 
question. When we hear the frightening predictions of highway traffic deaths, 
we hope not to be one of those events. 

Experiment: The activity that produces such an event is referred to in probability 

theory' as an experiment. In other words statistical experiment is defined as a 
trial that generates two or more possible outcomes, but as to which outcome 
occurs is not known in advance. Using this formal language, we could ask the 
question, "In a coin-flip experiment, what is the probability of the event head?" 
And, of course, if it is a fair coin with an equal chance of coming down on either 
side (or no chance of landing on its edge), we would answer, "½" or "0.5."  

Sample space: The set of all possible outcomes of an experiment is called the 

sample space for the experiment and we denote it by S. 

 

Example: In the coin-flip experiment, the sample space is: S = {head, tail} 

 

Example: In the card drawing experiment, the sample space has fifty-two members: 
ace of hearts, deuce of hearts, and so on. 

Most of us are less excited about coins or cards than we are interested in questions 
like, "What are the chances of making that plane connection?" or, "What are my 
chances of getting a second job interview?" In short, we are concerned with the 
chances that certain events will happen. 

 

Mutually exclusive events: Events are said to be mutually exclusive if one and 

only one of them can take place at a time. Consider again our example of the 
coin. We have two possible outcomes, heads and tails. On any flip, either heads 
or tails may turn up, but not both. As a result, the events heads and tails on a 
single flip are said to be mutually exclusive. Similarly, you will either pass or fail this 
course or, before the course is over, you may drop it without a grade. Only one 
of those three outcomes can happen; they are said to be mutually exclusive 
events. The crucial question to ask in deciding whether events are really 
mutually exclusive is, "Can two or more of these events occur at one time?" If 
the answer is yes, the events are not mutually exclusive. 
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Collectively exhaustive list:  When a list of the possible events that can result 

from an experiment includes every possible outcome, the list is said to be 
collectively exhaustive. In our coin example, the list "head and tail" is collectively 
exhaustive (unless, of course, the coin stands on its edge when we flip it). In a 
presidential campaign, the list of outcomes "Democratic candidate and 
Republican candidate" is not a collectively exhaustive list of outcomes, since an 
independent candidate or the candidate of-another-party-could conceivably 
win. 

 

 

 

1. Give a collectively exhaustive list of the possible outcomes of flipping two dice. 
2. Which of the following are pairs of mutually exclusive events in the drawing of a 

single card from a standard deck of fifty-two? 
a.  A heart and a queen 
b. An even number and a spade 
c.  A club and a red card 
d. An ace and an even number 

3. Which of the following are mutually exclusive outcomes in the rolling of two 
dice? 

a. A total of 5 and a five on one die 
b. A total of 7 and an even number of points on both dice 
c.  A total of 8 and an odd number of points on both dice 

d.  A total of9 points and a two on one die 
e. A total of 10 points and a four on one die. 

1.3 TECHNIQUES OF COUNTING 

To evaluate probabilities associated with chance outcomes, we have a number of 
elaborate counting techniques at our disposal and hence a need to discuss here. 
However, probabilities obey certain mathematical laws; their computations can 
often be simplified. 

One of the problems in statistics is that we must consider and attempt to evaluate 
the element of chance associated with the occurrence of certain events when an 
experiment is performed. These problems belong in the field of probability, a 
subject to be introduced in this section. In many cases we shall be able to solve a 
probability problem by counting the number of points in the sample space without  

actually listing each element. The fundamental principle of counting, often referred 
to as the multiplication rule, is stated in the following theorem. 

 SELF TEST ACTIVITY 1-2 
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Example: How many sample points are in the sample space when a pair of coins is 
flipped once? 

 

Solution: The first coin can land in any of 2 ways. For each of these 2 ways the 
second coin can also land in 2 ways. Therefore, the pair of coin can land in (2) 
(2) = 4 ways. 

 

Example: How many sample points are in the sample space when a pair of dice is 
thrown once? 

 

Solution: The first die can land in any of 6 ways. For each of these 6 ways the 
second die can also land in 6 ways. Therefore, the pair of dice can land in (6) (6) 
= 36 ways. In this case list the 36 sample points in the sample space. 

The generalized multiplication rule covering k operations is stated in the 
following theorem. 

 

Example: A College student must take a social science course, a mathematics course, 
and a humanities course. If she may select any of 6 social science courses, any 
of 3 mathematics courses and any of 4 humanities courses, how many ways can 
she arrange her program? 

  

Solution: The total number of ways she can arrange would be (6)(3)(4) = 72. 

 

Example: How many even four-digit numbers can be formed from the digits 0, 1, 2, 5, 
6, and 9 if each digit can be used only once? 

Multiplication Rule:  If an operation can be performed in nl ways, and if for each of 
these a second operation can be performed in n2 ways, then the two operations can be 
performed together in n1n2 ways. 

Generalized Multiplication Rule: If an operation can be performed in n1 ways, if for each 
of these a second operation can be performed in n2 ways, if for each of the first two a third 
operation can be performed in n3 ways, and so on, then the sequence of k operations can be 
performed in n1n2 . . . nk ways. 
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Solution: Since the number must be even, we have only 3 choices for the units 
position. For each of these we have 5 choices for the tens position and 4 
choices for the hundreds position, and 3chices for the thousands position. 
Therefore, we can form a total of (3)(5)(4)(3) = 180 even four-digit numbers. 

Frequently, we are interested in a sample space that contains as elements all 
possible orders or arrangements of a group of objects. For example, we might want 
to know how many arrangements are possible for sitting 6 people around a table, 
or we might ask how many different orders are possible to draw 2 lottery tickets 
from a total of 20. The different arrangements are called permutations. 

Consider the three letters a, b, and c. The possible permutations are abc, acb, bac, 
bca, cab, and cba Thus we see that there are 6 distinct arrangements. Using the 
multiplication rule, we could have arrived at the answer without actually listing the 
different orders. There are 3 positions to be filled from the letters a, b, and c. 
Therefore, we have 3 choices for the first position, and 2 for the second, leaving 
only 1choice for the last position, giving a total of (3)(2)(1) = 6 permutations. In 
general, n distinct objects can be arranged in n(n - l)(n - 2) . . . (3)(2)(1) ways. We 
represent this product by the symbol n!, which is read "n factorial." Three objects 
can be arranged in 3! = (3)(2)(1) = 6 ways. By definition 1! = 1 and 0! = 1. 

The number of permutations of the four letters a, b, c, and d will be 4! = 24. Let us 
now consider the number of permutations that are possible by taking the 4 letters 2 
at a time. These would be ab, ac, ad, ba, ca, da, bc, cb, bd, db, cd, and dc. Using 
Multiplication Rule, we have 2 positions to fill with 4 choices for the first and 3 
choices for the second, a total of (4)(3) = 12 permutations. In general, n distinct 
objects taken r at a time can be arranged in n(n.- l)(n - 2) . . . (n - r + 1) ways. We 

represent this product by the symbol nPr = n!/(n - r)!. 

 

Example: Two lottery tickets are drawn from 30 for first and second prizes. Find the 
number of ways of doing this. 

Solution: The total number of sample points is 

Permutation: A permutation is an arrangement of all or part of a 
set of objects. 

The number of permutations of n distinct objects taken r at a time is 

)!(

!

rn

n
Prn
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 .870)29)(30(
!28

!30

)!230(

!30
230 


P  

Example:  How many ways can a football team schedule 3 holiday games with 3 
teams if they are all available on any of 5 possible dates? 

Solution: The total number of possible schedules is 

.60)3)(4)(5(
!2

!5

)!35(

!5
35 


P  

Permutations that occur by arranging objects in a circle are called circular 
permutations. Two circular permutations are not considered different, unless 
corresponding objects in the two arrangements are preceded or followed by a 
different object as we proceed in a clockwise direction. For example, if 4 people 
are sitting in a round table, we do not have a new permutation if they all move one 
position in a clockwise direction. By considering 1 person in a fixed position and 
arranging the other 3 in 3! ways, we find that there are 6 distinct sitting 
arrangements. 

So far we have considered permutations of distinct objects. That is, all the objects 
were completely different or distinguishable. Obviously, if the letters b and c are 
both equal to x, .then the 6 permutations of the letters a, b, and c become axx, 
axx, xax, xax, xxa, and xxa, of which only 3 are distinct. Therefore, with 3 letters, 2 

being the same, we have 3
!2

!3
 distinct permutations. With the 4 letters a, b, c, and 

d we had 24 distinct permutations. If we let a = b = x and c = d = y, we can only list 

the following: xxyy, xyxy, yxxy, yyxx, xyyx, and yxyx. Thus we have 6
!2!2

!4
  distinct 

permutations. 

 

Example: In how many different ways can 3 oaks, 4 pines, and 2 apples be arranged 
along a property line if one does not distinguish between trees of the kind? 

  

The number of permutations of n distinct objects arranged in a circle is (n - 1)!. 

The number of distinct permutations of n things of which nl are of one 
kind, n2 of a second kind, …, nk of a kth kind is 

!!...!!

!

321 knnnn

n
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Solution:  The total number of distinct arrangements is  1260
!2!4!3

!9
  

Often, we are concerned with the number of ways of partitioning a set of n objects 
into r subsets, called cells. A partition is said to be achieved if  

 the intersection of every possible pair of the r subsets is the empty set 0 and  
 if the union of all subsets gives the original set.  
 The order of the elements within a cell is of no importance. 

Example: Consider the set {a, e, i, o, u}. The possible partitions into 2 cells, in which 
the first cell contains 4 elements and the second cell 1 element, are {(a, e, i, 0), (u)}, 
{(a, i, 0, u), (e}, {(e, i, o, u), (a)}, {(a, e, o, u), (i)}, and {(a, e, i, u), (o)}. We see that 
there are 5 such ways to partition a set of 5 elements into 2 subsets or cells 
containing 4 elements in the first cell and 1 element in the second, . The number of 
partitions for this illustration is denoted by 

5
!1!4

!5

1,4

5









 

where the top number represents the total number of elements and the bottom 
numbers represent the number of elements going into each cell, We state this more 
generally as follows:  

 

 

Example: How many ways can 10 people be assigned to 2 triples and 2 double 
rooms? 

 

Solution: The total number of possible partitions would be 

 

200,25
!2!2!3!3

!10

2,2,3,3

10









 

The number of ways of partitioning a set of n objects into r cells with n1 
elements in the first cell, n2 elements in the second, and so on, is 

 

!...!!

!

.,..,,
2121 rr nnn

n

nnn

n
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In several problems we are interested in the number of ways of selecting r objects 
from n without regard to order. These selections are called combinations. A 
combination creates a partition of n distinct objects with 2 cells or subsets, one cell 
containing the r objects selected and the other cell containing the n - r objects that 
are not selected or left. 

The number of such combinations, denoted by 








 rnr

n

,
, is usually shortened to 










r

n
, since the number of elements in the second cell must be n - r, 

 

Example: From a group of 4 men and 5 women, how many committees of size 3are 
possible 

a) With no restriction? 

b) With 2 men and a women? 

c) With 2 men and a woman if a certain man must be on the committee? 

Solution:  

a) The number of ways selecting 3 persons from a total of 9 

 
84

!6123

!6789

!39!3

!9

3

9













xxx

xxx
 

b) The number of ways of selecting 2 men from 4 men is 

ways6
2

3x4

)!24(x!2

!4

2

4












 

The number of ways of selecting a woman from 5 women is 

ways5
!4

!4x5

)!15(x!1

!5

1

5












 

The number of combinations of n distinct objects taken r at a time is 

 

)!(!

!

rnr

n

r

n
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Therefore, the number of ways of selecting 2 men and a woman is 

ways305x6
1

5
x

2

4

















 

c) The number of ways of selecting 2 men where a certain man is selected 

will leave us to select only 1 man from a total of (4-1) = 3 men and this is 

done in  

ways3
!2x!1

!3

1

3









 

The number of ways of selecting a woman from 5 women is 

ways5
!4

!4x5

)!15(x!1

!5

1

5












 

Therefore, the number of ways of selecting 2 men and a woman where a 

certain man is selected is 

ways155x3
1

5
x

1

3

















 

 

 

1. A committee of 3 is to be formed from 7 men and 3 women. The committee 

must comprise at most 2 men. In how many ways can this be done? 

 

 SELF TEST ACTIVITY 1-3 
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1.4 PROBABILITY OF AN EVENT 

Introduction 
The statistician is basically concerned with drawing conclusions or inferences from 
experiments involving uncertainties. For these conclusions and inferences to be 
accurately interpreted, an understanding of probability theory is essential. What do 
we mean when we make the statements?  

i. "Million will probably win the running match," 
ii. "I have a 50:50 chance of getting an even number when a die is tossed,"  
iii. "I am not likely to win at bingo tonight," or  
iv. "Most of our graduating class will probably be married within 2 years"?  

In each case we are expressing an outcome of which we are not certain, but 
because of past information or from an understanding of the structure of the 
experiment, we have some degree of confidence in the validity of the statement. 

The mathematical theory of probability for finite sample spaces provides a set of 
real numbers called weights or probabilities, ranging from 0 to 1, which allow us to 
evaluate the likelihood of occurrence of events. To every point in the sample space 
we assign a probability such that the sum of all probabilities is 1. If we have reason 
to believe that a certain sample point is quite likely to occur when the experiment is 
conducted, the probability assigned should be close to 1. On the other hand, a 
probability closer to zero is assigned to a sample point that is not likely to occur. In 
many experiments, such as tossing a coin or a die, all the sample points have the 
same chance of occurring and are assigned equal probabilities. For points outside 
the sample space, that is, for simple events that cannot possibly occur, we assign a 
probability of zero. 

To find the probability of an event A, we sum all the probabilities assigned to the 
sample points in A. This sum is called the probability of A and is denoted by P(A). 
Thus the probability of the set  is zero and the probability of S is 1 

1.5 SOME PROBABILITY RULES 

THREE TYPES OF PROBABILITY  

There are three basic different approaches of classifying probability.  These are:  

1. Classical Approach, 

2.  Relative Frequency Approach, 

3.  Subjective Approach 

This approach defines probability as follows:  THE CLASSICAL APPROACH  
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 It must be emphasized that in order for the equation to be valid, each of the 
possible outcomes must be equally likely. This is a rather complex way of defining 
something that may seem intuitively obvious to us, but we can use it to write our 
coin-flip and dice-rolling examples in symbolic form. First, we would state the 
question, "What is the probability of getting a head on one flip?" as:  

    P(Head) 

 

Then, using the equation above, we get: 

 

 

2

1
5.0

11

1
)(

or

HeadP






 

 

And for the dice-rolling example: 

6

1

111111

1
)5(




P

 

 

 

Classical probability is often called a priori probability, because if we keep using 
orderly examples like fair coins, unbiased dice, and standard decks of cards, we 
can state the answer in advance (a priori) without flipping a coin, rolling a die, or 
drawing a card. We do not have to perform experiments to make our probability 
statements about fair coins, standard card decks, and unbiased dice. Instead, we 
can make statements based on logical reasoning before any experiments take 
place. 

This approach to probability is useful when we deal with card games, dice games, 
coin flips, and the like but has serious problems when we try to apply it to the less 

Number of outcomes of one flip where the event 
occurs (in this case, the number that will produce a 

Total number of possible outcomes of one flip (in 
this case, a head or a tail) 

Number of outcomes of one roll of the die that will 
produce a 5 

Total number of possible outcomes of one of one 
roll of the die (getting a 1, a 2, a 3, a 4, a 5, or a 6) 

Definition:   Let a random experiment result in n equally likely and mutually 
exclusive outcomes and let A be any event having n(A) of these 
outcomes.  Then, the probability of A, denoted by P(A), is defined as  

 
caseslikelyequallyofnumberTotal

Atofavorablecasesofnumber

n

An
AP 

)(
)(  
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orderly decision problems we encounter in business and management problems. 
The classical approach to probability assumes a world that does not exist. It 
assumes away situations that are very unlikely but that could conceivably happen. 
Such occurrences as a coin landing on its edge, your classroom burning down 
during a discussion of probabilities, or your eating pizza while on a you are 
attending lecture classes are all extremely unlikely but not impossible. Nevertheless, 
the classical approach assumes them all away. Classical probability also assumes a 
kind of symmetry about the world, and that assumption can get us into trouble. 
Real-life situations, disorderly and unlikely as they often are, make it useful to define 
probabilities in other ways. 

 

RELATIVE FREQUENCY OF OCCURRENCE 

Suppose we begin asking ourselves complex questions such as, "What is the 
probability that I will live to be 500" or, "What are the chances that I will blow one of 
my stereo speakers if turn my 1500-watt amplifier up to wide open?" or, "What is the 
probability that the location of a new paper plant on the river near our town will 
cause a substantial fish kill?" We quickly see that we may not be able to state in 
advance, without experimentation, what these probabilities are. Other approaches 
may be more useful. 

In the 1800s, British statisticians, interested in a theoretical foundation for calculating 
risk of losses in life insurance and commercial insurance, began defining 
probabilities from statistical data collected on births and deaths. Today this 
approach is called relative frequency of occurrence. It defines probability as either: 

1. The observed relative frequency of an event in a very large number of trials, or  
2. The proportion of times that an event occurs in the long run when conditions are 

stable. 

This method uses the relative frequencies of past occurrences as probabilities. We 
determine how often something has happened in the past and use that figure to 
predict the probability that it will happen again in the future. 

 

Example: Suppose an insurance company knows from past actuarial data that of all 
males 40 years old, about 60 out of every 100,000 will die within a one-year 
period. Using this method, the company estimates the probability of death for 
that age group as: 

0005.0
000,100

50
)40( oldyearsofdeathP  

A second characteristic of probabilities established by the relative frequency of 
occurrence method can be shown by flipping one of our fair coins 300 times. The 
figure below illustrates the outcomes of these 300 flips.  
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Note that the x-axis is the number of flops-starting with one flip-and the y-axis the 
percentage of flips that result in heads. As we can see, the first must have resulted 
in tails because the percentage of head on the first slip is zero. Here we can see 
that although the proportion of heads was far from 0.5 in the first few flips, it 
seemed to stabilize and approach 0.5 as the number of flips increased. In statistical 
language, we would say that the relative frequency becomes stable as the 
number of flips becomes large (if we are flipping the coin under uniform 
conditions). Thus, when we use the relative frequency approach to establish 
probabilities, our probability figure will gain accuracy as we increase the number of 
observations. Of course, this improved accuracy is not free; although more flips of 
our coin will produce a more accurate probability of heads occurring, we must 
bear both the time and the cost of additional observations. 

One difficulty with the relative frequency approach is that people often use it 
without evaluating a sufficient number of outcomes. If you heard someone say, "My 
aunt and uncle got the flu this year, and they are both over 65, so everyone in that 
age bracket will probably get the flu." You would know that your friend did not 
base his assumptions on enough evidence. He had insufficient data for establishing 
a relative frequency of occurrence probability.  

But what about a different kind of estimate, one that seems not to be based on 
statistics at all? Suppose your school's basketball team lost the first ten games of the 
year. You were a loyal fan, however, and bet $100 that your team would beat 
Indiana's in the eleventh game. To everyone's surprise, you won your bet. We would 
have difficulty convincing you that you were statistically incorrect. And you would 
be right to be skeptical about our argument. Perhaps without knowing that you did 
so, you may have based your bet on the statistical foundation described in the 
next approach to establishing probabilities. 

SUBJECTIVE PROBABILITIES 

Subjective probabilities are based on the beliefs of the person making the 
probability assessment. In fact, subjective probability can be defined as the 
probability assigned to an event by an individual, based on whatever evidence is 
available. This evidence may be in the form of relative frequency of past 
occurrences, or it may be just an educated guess. Probably the earliest subjective 
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probability estimate of the likelihood of rain occurred when a farmer said, "My “teff” 
hurt; I think we're in for a downpour.” Subjective assessments of probability permit 
the widest flexibility of the three concepts we have discussed. The decision maker 
can use whatever evidence is available and temper this with personal feelings 
about the situation. 

Subjective probability assignments are frequently found when events occur only 
once or at most a very few times.  

Example: Suppose it is your job to interview and select a new employee.  You have 
narrowed your choice to three people. Each has an attractive appearance, a 
high level of energy, great self-confidence, a good record of past 
accomplishments, and a state of mind that seems to welcome challenges. 
What are the chances each will relate to clients successfully? Answering this 
question and choosing among the three will require you to assign a subjective 
probability to each person's potential.  

Example: A Judge is deciding whether to allow the construction of a nuclear power 
plant on a site where there is some evidence of a geological fault. He must ask 
himself the question, "What is the probability of a major nuclear accident at this 
location?" The fact that there is not relative frequency of occurrence evidence 
of previous accidents at this location does not excuse him from making a 
decision. He must use his best judgment in trying to determine the subjective 
probabilities of a nuclear accident. 

In many situations, higher level social and managerial decisions are concerned with 
specific, unique situations, rather than with a long series of identical situations, 
decision makers at this level make considerable use of subjective probabilities. 

 

 

1. The ABC Company drafted a set of wage and benefit demands to be 
presented to management. To get an idea of worker support for the package.  
He randomly selects the two largest groups of workers at his plant, the machinists 
(M) and the inspectors (I). He selects 30 of each group with the following results: 

OPINION OF 
PACKAGE 

M I 

Strongly support 8 12 

Mildly support 13 5 

Undecided 1 3 

Mildly oppose 3 3 

Strongly oppose 5 7 

 30 30 

 SELF TEST ACTIVITY 1-4 
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i. What is the probability that a machinist randomly selected from the selected 
group mildly supports the package? 

ii. What is the probability that an inspector randomly selected from the 
selected group is undecided about the package? 

iii. What is the probability that an employee randomly selected from the group 
strongly or mildly supports the package? 

1. What types of probability estimates are these? 
Note: If you can solve the self activity problems 5-4, you may proceed    otherwise re-

read the previous topic again. Check your answer with the answer key at the 
back of this text book. 

 
Further Activities  

2. Determine the probabilities of the following events in drawing a card from a 
standard deck of 52 cards: 

 
i. A seven 
ii. A black card 
iii. An ace or a king 
iv. A black two or a black three 
v. A red face card (king, queen, or jack) 
vi. What type of probability estimates are these? 

 
3. Below is a frequency distribution of annual sales commissions (in Birr) from a 

survey of 300 salespeople. 
 

ANNUAL COMMISSION FREQUENCY 

 0- 4,999 15 

 5,000- 9,999 25 

 10,000 -14,999 35 

 15,000-19,999 125 

 20,000-24,999 30 

 25,000 + 70 
Based on this information, what is the probability that a media salesperson makes 
a commission?  

i. between Birr5000 and Birr10,000? 
ii. less than Birr15,000? 
iii. more than Birr20,000? 
iv. between Birr15,000 and Birr20,000? 
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4.  The office manager of an insurance company has the following data on the 
functioning of the copiers in the office: 

 

COPIER 
DAYS 
FUNCTIONING 

DAYS OUT OF 
SERVICE 

A 209 51 

B 217 43 

C 258 2 

D 229 31 

E 247 13 

What is the probability of a copier’s being out of service, based on this data? 

5. Classify the following probability estimates as to their type (classical, relative 
frequency, or subjective): 

a. The probability of scoring on a penalty shot in football game is 0.47. 
b. The probability that the current President of the country will resign is 0.15. 
c. The probability of rolling 2 sixes with 2 dice is 1/36. 
d. The probability that you will go to South Africa this year is 0.84. 

 

 

 

A.  Basic Additive Rule:  If A and B are any two events, then 

P (AB) =P (A) + P (B) – P (AB) 

B. If A, B and C are mutually exclusive, then 

                  1)  P (AB) =P (A) + P (B) 

 2) P (ABC) =P (A) + P (B) +P (C)  also 

C.  In general, If A1, A2, A3, …, An B are mutually exclusive, then 

P (A1 A2 A3 … An) = P (A1) +P (A2) +P (A3) + …+P (An) 
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1.6 SOME BASIC PROPERTIES OF PROBABILITY  

Additive Rules: Often it is easier to calculate the probability of an event from known 
probabilities of other events. This may well be true if the event in question can be 
represented as the union of other events or as the complement of some event. 
Several important laws that frequently simplify the computation of probabilities 
follow. The first, called the additive rule, apply to unions of events. 

 

Example: The probability that a student passes FNDE 101 course is 52
13 , and the 

probability that she passes BAIS 211 course is 52
4 . If the probability of passing at 

least one course is
13
4 , what is the probability that she will pass both courses? 

 Solution: Let F = Event of passing FNDE 211 and B = Event of passing BAIS 211 

  Then by transposing the terms in Additive Rule A given above we have  

  P (F∩B) = P (F) + P (B) - P (EB) 

     = 52
13

+ 52
4

- 13
4  

     = 
52
1

 

Example: What is the probability of getting a total of 9 or 11 when a pair of dice is 
rolled once? 

 Solution: Let A = Event that 9 appears and B = Event that 11 occurs. Now a total 
of 7 occurs for 6 of the 36 outcomes and a total of 11 occurs for 2 of the 36 
outcomes. Since all sample points (outcomes) are equally likely to occur, we 

have P (A) = 36
6 and P (B) = 

36
2 . The events A and B are mutually exclusive, since 

a total 9 and 11 cannot both occur on the same toss. Therefore, 

   P (AB) = P (A) + P (B) 

      = 36
6 + 

36
2  = 9

2
36
8   

1. If A and A are complementary events, then  P (A)=1P(A) 

Proof: 

AA=S  P (AA) = P (S) 
 P(A)+P(A)=P(S) since A and Aare mutually exclusive  
 P(A)+P(A)=1  since P(S)=1 

 P(A)=1P(A) 

2. P () = 0 

Proof : 
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S=S   P(S) = P(S)   1 = P()+P(S) since S= 
1= P()+1   Therefore, P()=1-1=0 

3. Let A and B be subsets of S. If AB, then P(A)<P(B) 

 Proof: 

          A(AB)=B see the diagram  

 P[A(AB)]=P(B) 

P(A)+P(AB)=P(B)  since A and AB are mutually exclusive  

P(A)< P(B) since P(AB) > 0  

4. Let A be an event of the sample space S. Then 0<P(A)<1 

Proof  

0<P (A) is true by definition 

Since AS, P (A) < 1 by the above result above. 

Therefore, 0 <P (A)<1 

5. Let AS and BS. Then: 

a. P(AB)=P(B)P(AB) 

b.  P(AB)=P(A) P(AB) 

 

Proof: From the Venn diagram above, we have 

B= (AB)  (AB) and A= (AB)  (AB).  

From this it follows that:  

P (B) =P [(AB)  (AB)] 

P (B) =P (AB) +P (AB) since AB and AB are mutually exclusive and 

P (AB) =P (B) - P (AB) 

P (A) =P [(AB)  (AB)] 

P (A) =P (AB) + P (AB) since AB and AB are mutually exclusive  

P (AB) =P (A) P (AB) 
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1. Find the errors in each of the following statements: 
 

a. The probabilities that an automobile salesperson will sell 0, 1, 2, or 3 cars 
on any given day in February are, respectively, 0.19, 0.38, 0.29, and 0.15. 

b. The probability that it will rain tomorrow is 0.40 and the probability that it 
will not rain tomorrow is 0.52.  

c. The probabilities that a printer will make 0, 1, 2, 3, or 4 or more mistakes in 
printing a document are, respectively, 0.19, 0.34, - 0.25, 0.43, and 0.29. 

d.  On a single draw from a deck of playing cards the probability of selecting 

a heart is 
4

1
, the probability of selecting a black card is  

2

1
, and the 

probability of  selecting both a heart and a black card is 
8

1
. 

2. If A and B are mutually exclusive events and P(A) = 0.3 and P(B) = 0.5, find 
a. P(A U B); 
b. (b) P(A'); 
c. P(A'∩ B). 

Hint: Construct Venn diagrams and fill in the probabilities associated with the 
various regions. 

 

Activity 
1. Three men are seeking government office. Candidates A and B are given about 

the same chance of winning, but candidate C is given twice the chance of 
either A or B. 

a. What is the probability that C wins? 
b. What is the probability that A does not win? 

2.  A box contains 500 envelopes of which 75 contain Birr100 in cash, 150 contain 
Birr25, and 275 contain Birr10. An envelope may be purchased for Birr25. What is 
the sample space for the different amounts of money? Assign probabilities to 
the sample points and then find the probability that the first envelope 
purchased contains less than Birr100. 

3. If A, B, and C are mutually exclusive events and P(A) = 0.2, P(B) = 0.3, and P(C) = 
0.2, find 

a. P(A U B U C); 
b. (b) P[A' n (B U C)]; 

Hint: Construct Venn diagrams as in Exercise 6. 

4. A pair of dice is flipped. Find the probability of getting 
a. a total of 8; 
b. at most a total of 5. 

 SELF TEST ACTIVITY1-5 
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5.  Two cards are drawn in succession from a deck without replacement. What is 
the probability that both cards are greater than 2 and less than 8? 

6.  If 3 books are picked at random from a shelf containing 6- novels, 3 books of 
poems, and a dictionary, what is the probability that 

a. the dictionary is selected? 
b. 2 novels and I book of poems are selected? 

7. In a college graduating class of 100 students, 54 studied mathematics, 69 
studied history, and 35 studied both mathematics and history. If one of these 
students is selected at random, find the probability that 

a. the student takes mathematics or history; 
b. the student does not take either of these subjects; (c) the student takes 

history but not mathematics. 
8. Suppose that in a senior college class of 500 students it is found that 210 smoke, 

258 drink alcoholic beverages, 216 eat between meals, 122 smoke and drink 
alcoholic beverages, 83 eat between meals and drink alcoholic beverages, 97 
smoke and eat between meals, and 52 engage in all three of these bad health 
practices. If a member of this senior class is selected at random, find the 
probability that the student 

a. smokes but does not drink alcoholic beverages; 
b. eats between meals and drinks alcoholic beverages but does not smoke; 

(c) neither smokes nor eats between meals. 
9. From past experiences a stockbroker believes that under present economic 

conditions a customer will invest in tax-free bonds with a probability of 0.6, will 
invest in mutual funds with a probability of 0.3, and will invest in both tax-free 
bonds and mutual funds with a probability of 0.15. At this time, find the prob-
ability that a customer will invest 

a. in either tax-free bonds or mutual funds;  
b. in neither tax-free bonds nor mutual funds. 

10. The odds in favor of an event E are equal as a to b if and only if P(E) = 
ba

a


 

a. If an insurance company quotes odds of 3 to 1 for the event that an 
individual 65 years of age will survive another 10 years, what is the 
probability assigned to this event? 

b. If the probability of a successful transplant operation is
8

1
, what are the 

odds against this type of surgery? 
 

1.7 CONDITIONAL PROBABILITY AND INDEPENDENCE 

A conditional probability is written as P (B/A), or the probability of event B occurring 
given that (or if) A has already occurred. We need to define these types of 
probabilities before we can define joint or intersection probabilities [e.g. P (A and 
B)]. 
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Assume Event A is that you have your master degree, and that Event B is that you 
get a higher salary upon graduation. We can express the conditional probability, P 
(B/A), as the probability of getting a higher salary if (or given that) you have a 
master degree. Pictorially, we can draw this as shown below. Note that Event A, 
having your master degree, has already happened. Event B, getting a higher 
salary, may be about to happen. 

 

 

Now we must determine the probability of getting this higher salary if you have your 
master degree. 

It should be clear that this conditional probability is not the same as the intersection 
probability, P(A and B) where, people have both master degrees and higher 
salaries. This is not the same as the conditional probability we seek! 

Rather, we want to find the ratio of those with master degrees and higher salaries 
to those with master degrees -the intersection-but only as a fraction of those with 
the condition we stated; that is, only those with master degrees. Thus, the 
conditional probability will be the ratio of those with both master degrees and 
higher salaries as a proportion of those only with master degrees. From this it follows 
that: 

Conditional probabilities have a reduced sample space—we care only about 

results based on what has already happened, nothing else! 

The conditional probability of B, given A, denoted by P (B/A) is defined by 

the equation    
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From this formula, we can now derive a general formula for intersection 
probabilities. If we cross multiply, we see that P (A) and P (B) = P (B/A) x P (A), or the 
joint probability is simply the product of the conditional and prior probabilities. 

Another note of caution-order matters with conditional probabilities. Order does 
not matter with unions or intersections: 

P (AB) = P (B A) 

P (AB) = P (BA) 

P (B/A) ≠ P(A/B)      ←  order of events matters! 

Special Case: Events where the condition (or prior) doesn't matter: What if the 
conditional probability—for example, the probability that you get a higher salary 
given that you have your master degree-were the same as just the probability of 
getting a higher salary? That is, what if P (B/A) = P (B)? 

In this special case, the probability of getting a higher salary doesn't depend in any 
way on having a master degree. Thus, in this special case where the conditional 
probability is the same as the marginal probability, event B does not depend on 
event A (the prior). Said differently, having a master degree does not change the 
probability that you will have a higher salary upon graduation. 

In this special case, events A and B are said to be independent. But be careful—
independence (or dependence) is not the same as lack of causation. If the events 
are dependent, this is not to say that having a master degree caused you to get a 
higher salary upon graduation, for example. 

 

 

We can test for this property of independence in two (equivalent) ways. If events A 
and B are independent, 

1. P(B/A) = P(B), or 

2. P (A and B) = P (B) x P (A). 

Either test can be used to check for independence. However, we cannot "see" 
independence in a Venn diagram. 

1.8 INDEPENDENT EVENTS  

Two events A and B of a sample space are said to be independent if and only if  
    P (AB) = P (A) x P (B). 

The above rule can be extended to any number of events.  

If A and B are independent, then  

Dependence ≠ Causa�on 
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i. A and B are independent  
ii. P(A/B)=P(A) and P(B/A)=P(B) 
iii. A and B are independent  
iv. A and B are independent  

Now we can compute intersection probabilities. 

INTERSECTIONS:   

In general,  
P (A and B) = P(A∩B) = P (B/A) x P (A).  
P (B/A) = P (B), and P (A and B) = P (B) x P (A). If A and B are independent events 

You'll notice that we need to be aware of conditional probabilities to find the 
probability of intersections. Fortunately, these are often given in problems. Look for 
the words if or given; these are clues to conditional statements. 

Example:  Assume we work for a 
company and are tracking shopping 
behavior for one of our products. We 
have men and women as customers, 
and our product is packaged in two 
different colors. We'd like to compute 
some simple probabilities, and we'd also like to see if there is any association-or 
dependence-between the shopper's gender and the color of the product's 
packaging. If there is no dependence, then it shouldn't matter what color packaging 
we use. However, if there is dependence, then we may want to target different 
packaging to consumers based on gender. The table above summarizes some 
purchase results from a recent in-store survey. 

 
Here we see the following probabilities: 
Probability of selecting pink packaging 

85

50
  

Probability of selecting a male or blue package 
shopper 85

253540 
  

Probability of selecting a male and pink 
package shopper 85

15
  

Probability of selecting a male customer 

85

40
  

Probability of selecting a pink package shopper 
if male 40

15
  

Probability of selecting female shopper if blue 
package 35

15
  

 

 

Are sex and package color independent? Let's test them. Does P (Pink/Male) = P 
(Pink)? If so, these events are independent. 

 Men Women Totals 

Blue Packaging 25 15 40 

Pink Packaging 15 40 55 

Totals 40 55 95 
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65

40

30

10
  

Because these probabilities are not the same, we conclude that sex and package 
color are dependent events (but not necessarily causal). That is, package color is 
not proportionally distributed between men and women. Instead, one sex (or both) 
may prefer one color over another, although we cannot directly conclude that 
package color, alone, caused this disproportionate selection. Note, too, that we 
do not need to test all possible combinations to assess independence. If one event 
is dependent, then all events are dependent. 

Try not to confuse mutually exclusive events —a special case relevant to union 
probabilities-with independent events —a special case relevant to intersection 
probabilities. They are not the same! You can "see" mutual exclusivity in a Venn 
diagram. You cannot see independence. 

1.9 PROBABILITY TREES 

A useful tool for mapping out and computing probabilities is a probability tree.  

Example: Your procurement organization has proposed new buying policies for 
office supplies, overnight mail, office furniture, and computers. The likeli-
hood that a department will not adopt the policies is 30 percent. If the 
new policies are implemented, the likelihood of sustained cost savings for 
the departments that institute them is 80 percent. If the new policies are 
not adopted, the chance of sustained cost savings is only 40 percent. 

 

We would like to determine the following: 

 How likely is it that a department will adopt the new policies and save money? 

 If the new policies are implemented, what's the likelihood that the department 

will save money? 

 What's the likelihood that a department will save money (regardless of whether 

or not it implements these new purchasing policies)? 

 Does policy adoption have anything to do with saving money? 

 

A probability tree will help us map out the events and probabilities so we can 
answer these questions. The key is to understand what is being asked in each 

 Unless a probability is conditional, the denominator is always total sample 
space. 

 

 Only with conditionals is the denominator smaller than total sample space. 
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question in probability terms and how to get the solutions from the tree. 

Probability trees help with decision making. Time moves from left to right, so the 
order of the events is important. Trees can only be used for MECE (mutually 
exclusive and collectively exhaustive) events; we have to show every possible 
outcome, and no two events can overlap. 

In our problem, note that adopting (or not adopting) the new procurement policies 
comes first. Then a department will choose whether to enforce them-thereby 
saving money-or not-thus not saving any money. To start, let's map out all the 
possible outcomes. 

 

 

We start on the left with two possible outcomes: either a department adopts these 
new polices, or it does not. These are the simple marginal probabilities, or priors, 
since these events happen first. Then, moving to the right, a department that has 
adopted these new policies either will or won't end up saving money. The same is 
true for departments that do not adopt these new procurement policies. Thus, we 
have conditional probabilities. Whether a department saves money may or may 
not be dependent on whether it adopts the new policies. 

Finally, at the far right, we multiply the prior branches of the tree —a marginal times 
a conditional —to get all possible joint probabilities. Because the events are 
mutually exclusive, the probabilities at each node or "corner" in the tree where 
branches form to the right-add to one (100 percent). Also, because all possible 
outcomes are represented on the far right, all of these joint probabilities must also 
add to one (collectively exhaustive). Filling in the numbers from the tree, we see 
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Now let's answer our earlier questions: 

 

1. How likely is it that a department will adopt the new policies and save money? This 

is an and intersection probability. This probability is on the far right of the tree where 

P(Adopt and Savings) = 56%. 

2. If the new policies are adopted, what's the likelihood that the department will save 

money? Here, note the ‘if’ in the question. This indicates a conditional probability. In 

this case, we want P (Savings/Adopted), from the middle of the tree, which is 80 

percent. 

3. What's the likelihood that a department will save money (regardless of whether it 

implements the new purchasing policies)? This one sounds a bit tricky. All we want 

to know is P (Savings); that is, the unconditional probability that a department will 

save money. Note that this probability is not on the tree. Thus, we have to be a bit 

clever. Take a look at the far right of the tree-where all possible outcomes are 

listed-and note that only two outcomes exist where a department saves money. 

First, a department could save money and adopt the new policies. Alternatively, a 

department could save money and not adopt the new policies. Adding these 

together-without worrying about any overlap because we have MECE events-will 

give us what we need. That is: P (Savings) = P (Adopted and Savings) or P(Not 

Adopted and Savings). This is a union probability, but we don't have to worry about 

overlap because a department cannot exist in both states (i.e. a department 

cannot save money and both adopt and not adopt the new policies). Thus, we 

simply add these probabilities together to get: 56% + 12% = 68%. 
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4. Does policy adoption have anything to do with saving money? Finally, we are asked to consider 

whether policy adoption and saving money are independent events. To test this, we need to 

perform one of the two independence tests mentioned earlier. For example, does P(Savings/Adopt) 

= P(Savings)? From the tree, we can determine that the left-hand side of this equation is 80 

percent. And from the previous question, we can get the right-hand side: 68 percent. Because 

these two probabilities are unequal, we surmise that policy adoption and savings are dependent. 

However, this does not imply causation; just because a department adopts the new policies does 

not mean that department will save money. On the contrary, as the tree shows, there is a nonzero 

probability of adopting the new policies but not saving money (14 percent). 

 
 
 

1. A random sample of 200 employees is classified below according to sex and the 
level of education attained. 
 

 Male Female 

Elementary 70 35 
Secondary 40 25 
College 20 10 

If an employee is picked at random from this group, find the probability that 

a. the person is a male, given that the person has a secondary education; 
b. the person does not have a college degree, given that the person is a 

female. 
 

Further Activities 
2. In the senior year of a high school graduating class of 150 students, 50 studied 

mathematics, 70 studied psychology, 54 studied history, 22 studied both math-

ematics and history, 25 studied both mathematics and psychology, 7 studied 

history but neither mathematics nor psychology, 10 studied all three subjects, and 8 

did not take any of the three. If a student is selected at random, find the probability 

that 
a. a person enrolled in psychology takes all three subjects; 
b. a person not taking psychology is taking both history and mathematics. 

3. A pair of dice is thrown. If it is known that one die shows a 3, what is the probability 
that 

a. the other die shows a 5? 
b. the total of both dice is greater than 7? 

4. The probability that an automobile being filled with gasoline will also need an oil 
change is 0.25; the probability that it needs a new oil filter is 0.40; and the 
probability that both the oil and filter need changing is 0.14. 

 SELF TEST ACTIVITY 1-6 
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a. If the oil had to be changed, what is the probability that a new oil filter is 
needed? 

b. If a new oil filter is needed, what is the probability that the oil has to be 
changed? 

5. The probability that a married man watches a certain television show is 0.4 and the 
probability that a married woman watches the show is 0.5. The probability that a 
man watches the show, given that his wife does, is 0.7. Find the probability that 

a. a married couple watches the show; 
b. a wife watches the show given that her husband does; (c) at least 1 person 

of a married couple will watch the show. 
6. 11. The probability that a doctor correctly diagnoses a particular illness is 0.7. Given 

that the doctor makes an incorrect diagnosis, the probability that the patient e 
enters a law suit is 0.9. What is the probability that the doctor makes an incorrect 
diagnosis and the patient sues? 

7. One bag contains 4 white balls and 3 black balls, and a second bag contains 3 
white balls and 5 black balls. One ball is drawn at random from the second bag 
and is placed unseen in the first bag. What is the probability that a ball now drawn 
from the first bag is white? 

8. A town has 2 fire engines operating independently. The probability that a specific 
fire engine is available when needed is 0.96. 

a. What is the probability that neither is available when needed? 
b. What is the probability that a fire engine is available when needed? 

9. If the probability that you will be alive in 20 years is 0.85 and the probability that 
your brother will be alive in 20 years is 0.95, what is the probability that neither will 
be alive in 20 years? 

10. A coin is biased so that a head is twice as likely to occur as a tail. If the coin is 
tossed 4 times, what is the probability of getting 

a. exactly 3 tails? 
b. at least 2 heads? 

1.10  PROBABILITY DISTRIBUTIONS 
1.10.1 INTRODUCTION 

The generalizations associated with statistical inferences are subject to 
uncertainties, since we are dealing with only partial information obtained from a 
subset of the data of interest. To cope with these uncertainties, an understanding of 
probability theory is essential in order to provide a mathematical model that 
theoretically describes the behavior of the population associated with the statistical 
experiment. These theoretical models, which are very similar to relative frequency 
distributions, are called probability distributions. 

At the end of the chapter, you will be able to: 

 Describe what discrete and continuous sample spaces are 
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 Define discrete and continuous random variables together with their 
probability distributions 

 Evaluate the expected values of random variables 
 Explain the use of expected values in decisions 

 

1.10.2 RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS 

The term statistical experiment has been used to describe any process by which 
one or more chance measurements are obtained. Often, we are not interested in 
the details associated with each sample point but only in some numerical 
description of the outcome. For example, the sample space giving a detailed 
description of each possible outcome when one tosses a coin 3 times may be 
written 

S = {HHH, HHT, HTH, THH, HIT, THT, ITH, TTT}. 

 If one is concerned only with the number of heads that fall, then a numerical value 
of 0, 1, 2, or 3 will be assigned to each sample point. 

The numbers 0, 1, 2, and 3 are random quantities determined by the outcome of 
an experiment. They may be thought of as the values assumed by some random 
variable X, which in this case represents the number of heads when a coin is tossed 
3 times. 

  

We shall use a capital letter, say X, to denote a random variable and its 
corresponding small letter, x in this case, for one of its values. In the coin tossing 
example above, we notice that the random variable X assumes the value 2 for all 
elements in the subset 

E = {HHT, HTH, THH} 

of the sample space S. That is, each possible value of X represents an event that is 
a subset of the sample space for the given experiment. 

Example: Two balls are drawn in succession without replacement from an urn 
containing 4 red balls and 3 black balls. The possible outcomes and the values y of 
the random variable Y, where Y is the number of red balls, are: 

 

RANDOM VARIABLE: A function whose value is a real number 
determined by each element in the sample space is called a 
random variable. 
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Sample Space y 

RR 2 

RB 1 

BR 1 

BB 0 

 Example: A hat check girl returns 3 hats at random to 3 customers who had 
previously checked them. If Samuel, Yoseph, and Bedasso in that order, receive 
one of the 3 hats, list the sample points for the, possible orders of returning the hats 
and find the values m of the random variable M that represents the number of 
correct matches. 

 Solution: If S, J, and B stand for Samuel's, Joseph's, and Bedasso's hats, respectively, 
then the possible arrangements in which the hats may be returned and the number 
of correct matches are 

 Sample Space m 

SYB 3 

SBY 1 

YSB 1 

YBS 0 

BSY 0 

BYS 1 

 In each of the two preceding examples the sample space contains a finite 
number of elements. On the other hand, when a die is thrown until a 4 occurs, we 
obtain a sample space with an unending sequence of elements, namely, 

S = {F, NF, NNF, NNNF, .. . }, 

where F and N represent, respectively, the occurrence and nonoccurrence of a 4. 
But even in this experiment, the number of elements can be equated to the 
number of whole numbers and in this sense can be counted.  

DISCRETE SAMPLE SPACE:  If a sample space contains a finite number of 
possibilities or an unending sequence with as many elements as there are 
whole numbers, it is called a discrete sample space.  
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The outcomes of some statistical experiments may be neither finite nor countable. 
Such is the case, for example, when one conducts an investigation measuring the 
distances that a certain make of automobile will travel over a prescribed test 
course on 5 liters of gasoline. Assuming distance to be a variable measured to any 
degree of accuracy then clearly we have an infinite number of possible distances 
in the sample space that cannot be equated to the number of whole numbers. 
Also, if one were to record the length of time for a chemical reaction to take place, 
once again the possible time intervals making up our sample space are infinite in 
number and uncountable. We observe now that all sample spaces need not be 
discrete. 

 

Random variables defined over discrete and continuous sample spaces are called, 
respectively, discrete random variables and continuous random variables. In most 
practical problems continuous random variables represent measured data, such as 
all possible heights, weights, temperatures, distances, or life periods, whereas 
discrete random variables represent count data, such as the number of defectives 
in a sample of n items or the number of highway fatalities per year in a given city. 
Note that the random variables Y and M of Examples 1 and 2 given above both 
represent count data, Y the number of red balls and M the number of correct hat 
matches.  

 

1.10.3 DISCRETE PROBABILITY DISTRIBUTION 

A discrete random variable assumes each of its values with a certain probability. In 
the case of tossing a coin 3 times, the variable X, representing the number of 

heads, assumes the value 2 with probability 
8

3
 since 3 of the 8 equally likely sample 

points result in 2 heads and 1 tail. By assuming equal probabilities for the simple 
events in Example 2, the probability that no man gets back his right hat, that is, the 

probability that M assumes the value 0 is 
3

1
. The possible values m of M and their 

probabilities are given by: 

m 0 1 3 

P (M=m) 3
1  

2
1  

6
1  

CONTINUOUS SAMPLE SPACE: If a sample space contains an infinite 
number of possibilities equal to the number of points on a line segment, it 
is called a continuous sample space. 
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Note that the values of m exhaust all possible cases, and hence the probabilities 
add to 1. 

Frequently, it is convenient to represent all the probabilities of a random variable X 
by a formula. Such a formula would necessarily be a function of the numerical 

values x that we shall denote by f(x), g(x), r(x), and so forth. Hence we write f(x) = 

P(X = x); that is, f(3) = P(X = 3). The set of ordered pairs (x, f(x)) is called the 

probability function or probability distribution of the discrete random variable X. 

 

Example. Find the probability distribution of the sum of the numbers when a pair of 
dice is tossed. 

 Solution. Let X be a random variable whose values x are the possible totals, i.e. 
X:the possible totals from the toss of the two dice. Then x =2, 3, 4, ..., ,12.  Two dice 

can fall in (6)(6) = 36 ways, each with probability 
36

1
. Then P(X = 5) = 

36

4
, since a 

total of 4 can occur in only 4 ways. Consideration of the other cases leads to the 
following probability distribution: 

x 2 3 4 5 6 7 8 9 10 11 12 

P(X=x) 36
1

 36
2

 36
3

 36
4

 36
5

 36
6

 36
5

 36
4

 36
3

 36
2

 36
1

 

 

Example 4. Find a formula for the probability distribution of the number of heads 
when a coin is tossed 4 times. 

Solution: Since there are 24=16 points in the sample space representing equally likely 
outcomes, the denominator for all probabilities, and therefore for our function, will 
be 16. To obtain the number of ways of getting, say 2 heads, we need to consider 

the number of ways of partitioning 4 outcomes into 2 cells, with 2 heads assigned to 

one cell and a tail assigned to the other. This can be done in 








2

4
= 6 ways. In 

DISCRETE PROBABILITY DISTRIBUTION:  A table or a formula listing all 
possible values that a discrete random variable can take on, along with the 
associated probabilities, is called a discrete probability distribution. 

4,3,2,1,0,
16

x

4

   x)= P(X = f(x) orx 













University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 34 

general x heads and 4 – x tails can occur in 








x

4
 ways, where x=0, 1 ,2 ,3, or 4. Thus 

the probability distribution f(x) = P(X = x) is: 

 

 

 

 

 

 

 It is often helpful to look at a probability distribution graphically in the form of a 
probability histogram, as demonstrated in the figure below for the above example. 
The rectangles are constructed so that their bases of equal width are centered at 
each value of x and their heights are equal to the corresponding probabilities 
given by f(x). 

Since each rectangle in the above figure has a base of unit width, then P(X= 0), P(X 
= 1), P(X = 2), P(X = 3), and P(X = 4) are equal to the areas of the rectangles 
centered at x = 0, x = 1, x = 2, x = 3, and x = 4, respectively. Even if the bases were 
not of unit width, we could adjust the heights of the rectangles to give areas that 
would still equal the probabilities of X assuming any of its values x. This concept of 
using areas to represent probabilities is necessary for our consideration of the 
probability distributions of continuous random variables. 

Certain probability distributions are applicable to more than one physical situation. 
The probability distribution of the previous example above, for example, also 
applies to the random variable Y, where Y is the number of red cards that occurs 
when 4 cards are drawn at random from a deck in succession with each card 
replaced and the deck shuffled before the next drawing. Special discrete 
probability distributions that can be applied to many different experimental 
situations will be considered in the next chapter. 

1.10.3.1 CONTINUOUS PROBABILITY DISTRIBUTIONS 

A continuous random variable has a probability of zero of assuming exactly any of 
its values. Consequently, its probability distribution cannot be given in tabular form. 
At first this may seem startling, but it becomes more plausible when we consider a 
particular example. Let us discuss a random variable whose values are the heights 
of all people over 21 years of age. Between any two values, say 163.5 and 164.5 
centimeters, or even 163.99 and 164.01 centimeters, there are an infinite number of 
heights, of which only one is 164 centimeters. The probability of selecting a person 

Probability His togram

0

2/16

3/16

5/16

0 1 2 3 4

x (no. of heads )

f 
(x

)
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at random who is exactly 164 centimeters tall, and not one of the infinitely large set 
of heights so close to 164 centimeters that you cannot humanly measure the 
difference, is extremely remote. Thus we assign a probability of zero to the event. 
This is not the case, however, if we talk about the probability of selecting a person 
who is at least 163 centimeters but not more than 165 centimeters tall. Now we are 
dealing with an interval rather than a point value of our random variable. 

We shall concern ourselves with computing probabilities for various intervals of 
continuous random variables such as P (a < X < b), P (Y > d), and so forth. Note that 
when X is continuous 

P (a < X ≤ b) = P (a < X < b) + P(X = b) = P (a < X < b). 

That is, it does not matter whether we include an end point of the interval or not. 
This is not true when X is discrete. 

Although the probability distribution of a continuous random variable cannot be 
presented in tabular form, it does have a formula. Such a formula would necessarily 
be a function of the numerical values of the continuous variable X and as such 
could be graphed as a continuous curve. The probability function portrayed by this 
curve is usually called a probability density function (pdf), or simply a density 

function. 

Most density functions that have practical applications in the analysis of statistical 
data are continuous for all values of X and their graphs may take any of several 
forms, some of which are shown in figures below. Because areas will be used to 
represent probabilities and probabilities are positive numerical values, the density 
function must lie entirely above the x axis. 

PROBABILITY DENSITY FUNCTION: The function with values f(x) is called a probability 
density function for the continuous random variable X if the total area under its 
curve and above the x axis is equal to 1 and if the area under the curve between 

any two ordinates x = a and x = b gives the probability that X lies between a and b. 
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A probability density function is formed so that the area under its curve bounded 
by the x-axis is equal to 1. If the density function is represented by the curve below: 

Then the probability that X assumes a value between a and b, i.e. P (a<X<b), is 
equal to the shaded area under the curve between the ordinates at x=a and x=b. 

 

Example: A continuous random variable X that can assume values between x = 2 
and x = 4 has a density function given by 

8

1
)(




x
xf . 

i. Show that P(2 < X < 4) = 1. 
ii. Find P(X < 3). 
iii. Find P(2.6 < X < 3.5). 

 

Solution: 

Since the shaded region in the figure is a trapezoid, the area is found by summing 
the heights of the parallel sides, multiplying by the length of the base, and dividing 
by 2. That is, 

2

)2)](4()2([

2

)( ffbaseXsidesparalleltheofsum
area


  

Then substituting the values we get 
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P (2<X<4) = .1
2

)2)((
 = 4)<X<(2 P 8

5

8

3




 

b) Similarly .5.0
2

1

2

)1)((
 = 3)<(X P 8

5

8

3




 

 

c) as before .45.0
2

9.0

2

)9.0)(
5.43.6

(
 = 3.5)<X(2.6 P 88 



 

 

 

 

1.10.3.2 MEAN OF A RANDOM VARIABLE 

If two coins are tossed 20 times and X is the number of heads that occur per toss, 
then the values of X can be 0, 1, and 2. Suppose that the experiment yields no 
heads, 1 head, and 2 heads, a total of 6, 8, and 6 times, respectively. The average 
number of heads per toss of the 2 coins is then 

05.1
20

)7()2()7()1()6()0(
X 


  

This is an average value and is not necessarily a possible outcome for the 
experiment. For instance, a salesman's average monthly income is not likely to be 
equal to any of his monthly paychecks. 

Let us now restructure our computation of x so as to have the following equivalent 
form: 

)(2)(1)(0X
20
7

20
7

20
6   

The numbers 20
7

20
7

20
6 ,, are the fractions of the total tosses resulting in 0, I, and 2 heads, 

respectively. These fractions are also the relative frequencies for the different values 
of X in our sample. In effect, then, one can calculate the mean of a set of data by 
knowing the distinct values that occur and their relative frequencies, without any 
knowledge of the total number of measurements or observations in our set of data. 
Therefore, if 20

6  of the tosses result in no heads, 20
7 of the tosses result in I head, and 20

7
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of the tosses result in 2 heads, the mean number of heads per toss would be 1.05 no 
matter whether the total number of tosses was 16, 1000, or even 10,000. 

Let us now use this method of relative frequencies in calculating the population 
mean for the number of heads per toss of two coins that we might expect in the 
long run. We shall refer to this population mean as the mean of the random 
variable X or the mean of its distribution and write it as x or simply μ. It is also 

common among statisticians to refer to this mean as the mathematical 
expectation or the expected value of the random variable X and denote it as 

E(X). In other words, the mean or expected value of a random variable can be 

interpreted as the mean of the population or distribution whose observations are all 
the values of X that are generated by repeating the experiment over and over 
again indefinitely. 

Assuming that fair coins were tossed, the sample space for our experiment is 
given by 

S = {HH, HT, TH, IT}. 

Since the four sample points are all equally likely, it follows that 

P(X = 0)= P(TT) = 
4
1 ,  

P(X=1)=P(TH)+P(HT)=
4
2 , and  

P(X = 2) = P(HH) = 
4
1 , 

where a typical element, say TH, indicates that the first toss resulted in a tail 
followed by a head on the second toss. Now, these probabilities are just the relative 
frequencies for the given events in the long run. Therefore, 

x  = E(X) = (O) ( 4
1 ) + (l) ( 4

2 ) + (2) ( 4
1 ) = 1. 

This means that a person who tosses 2 coins over and over again will, on the 
average, get 1 head per toss. 

The method described above for calculating the expected number of heads per 
toss of 2 coins suggests that the mean or expected value of any discrete random 
variable may be obtained by multiplying each of the values x1, x2, ..., xn of the 
random variable X by its corresponding probability f(X1), f(X2), . . . , f(xn) and 
summing the products. This is true, however, only if the random variable is discrete. 
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Example: Find the expected value of X, where X represents the outcome when 
a die is tossed. 

 

Solution: Each of the numbers I, 2, 3, 4, 5, and 6 occurs with probability
6
1 . 

Therefore, 

E(X) = (
6
1 )(1) + (2)(

6
1 ) + . . . + (6)(

6
1 ) = 3.5. 

This means that a person will, on the average, roll 3.5. 

 

Example: Find the expected number of boys on a committee of 3 selected at random 
from 4 boys and 3 girls. 

 

Solution: Let Y represent the number of boys on the committee. The probability 
distribution of Y is given by 

.3,2,1,0xfor,)x(f
3
7

y3
3

y
4


























 

A few simple calculations give f(0) = 
35

1
, f(1) = 

35

12
,  f(2) = 

35

18
, and f(3) = 

35

4
.  

Therefore, 

 E(X) = (0)(
35

1
) + (1)( 

35

12
) + (2)( 

35

18
) + (3) (

35

4
) = 1.7. 

 

Thus if a committee of 3 is selected at random over and over again from 4 boys 
and 3 girls, it would contain on the average 1.7 boys. 

Mean of a Random Variable. Let X be a discrete random variable with the 
probability distribution,  

x x1     x2  .  .   .     xn 

f(x)=P(X=x) f(x1) f(x2) .  .   .  f(xn) 

The mean or expected value of the random variable X is 

  μ = E(X) = 


n

1x

)x(xf  
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Example: In a gambling game a man is paid Birr15 if he gets all heads or all tails when 
3 coins are tossed, and he pays out Birr13 if either I or 2 heads show. What is his 
expected gain? 

 

Solution: The sample space for the possible outcomes when 3 coins are tossed 
simultaneously, or equivalently if a coin is tossed three times, is 

 

S = {HHH, HHT, HTH, THH, HTT, THT, TTH, TTT}. 

 

One can argue that each of these possibilities is equally likely and occurs with 

probability equal to
8
1 . An alternative approach would be to apply the 

multiplicative rule of probability for independent events to each element of S. For 
example, 

   P(HHT) = P(H)P(H)P(T)  

    = (½)(½)(½) = 
8
1 . 

Let Y = the amount the gambler can win.  

The values of 





 TTT} {HHH, TTH} THT, HTT, THH, HTH, {HHT, = E2if,13Birr

 TTT} {HHH, = Eif,15Birr
Y 1  

Therefore, E(Y) = (15)(
8
2 ) + (-13)( 

8
6 ) = -6. 

In this game the gambler will, on the average, lose Birr 6 per toss of the 3 coins. 

Remark! A game is considered "fair" if the gambler will, on the average, come out 
even. Therefore, an expected gain of zero defines a fair game. 
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1.10.3.3 THE VARIANCE OF A RANDOM VARIABLE 

Example: Calculate the variance of the random variable X, in the previous 

example, where X is the number of boys on a committee of 3 selected at random 
from 4 boys and 3 girls. 

 

Solution: Previously it has been shown that μ= E(X) =
7

12 .  

Therefore,  

49
24

35
42

7
12

35
182

7
12

35
122

7
12

35
12

7
12

3

0x

222

)3()2()1()0(

)x(f)x()X(E





 




 

An alternative and preferred formula for finding 2 , which often simplifies the 

calculations,  

Example: Use the computing formula to recalculate the variance of the random 
variable in the above example. 

Solution: Once again referring to the example above, we find that  

 

7
24

35
4

35
118

35
12

35
1

3

0x

2 ))(3())(2())(1())(0()x(fx




  

 and μ = 7
12 , it follows that 

 2  = 7
24 - 7

12 2 = 49
24

 

 

Variance of a Random Variable: Let X be a discrete random variable whose probability 
distribution is f(x), for x=x1, x2, . . ., xn 

The variance of X, denoted by 2  is 

   



n

1x

222 )x(f)x()X(E   

Computing Formula for 2 : The variance of the random variable X is given 

by        222 )X(E    
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1. By investing in a particular stock, a person can make a profit in 1 year of Birr5000 with 
probability 0.4 or take a loss of Birr1000 with probability 0.7. What is this person's 
expected gain? 

Further Activities 

2. A shipment of 7 television sets contains 2 defectives. A hotel makes a random 
purchase of 3 of the sets. If X is the number of defective sets purchased by the hotel, 
find the mean of X. 

3. The probability distribution of the discrete random variable X is 

.4,3,2,1,0xfor,
5

3

5

1

x

4
)x(f

x4x





























 

Find the mean and variance of X. 

4. In a gambling game a man is paid Birr3 if she draws a jack or king and Birr5 if she 
draws a queen or ace from an ordinary deck of 52 playing cards. If she draws any 
other card, he loses. How much should he pay to play if the game is fair? 

 

  

 SELF ACTIVITY TEST 1-7 

Summary of Basic Probability Rules 
 Probabilities of any outcome(s) must be between 0 and 1 (inclusive).  
 The sum of probabilities of all possible outcomes must equal 1(exactly!). 

Compound Events 
 Union (or) probabilities: The sum of the marginals less the overlap (or intersection) probability 
 Special case for unions: Mutually exclusive events-no overlap! Probability 

simplifies to just the sum of the marginals. 
 Intersection (and) probabilities: The product of the conditional probability and the 

prior probability 
 Special case for intersections: Independent events. Probability simplifies 

because conditional probability is simply the marginal. Joint probability here is 
just the product of the marginals. 

Probability Trees 
 Easy way to map out MECE-mutually exclusive and collectively exhaustive-

events. First come the marginals, then the conditionals, and finally the joints or 
intersections (which are just the marginals times the conditionals). 

 Don't forget that all the joint probabilities (on the far right) must add to 1. 
Expected value 
 Expected value is the "mean payoff." Expected value is to probability and 

payoff as mean (or average value) is to a dataset. It's the central tendency-or 
expected-payoff, which is derived by looking at the weighted average of all 
possible payoffs that all outcomes produce. 

 A payoff table can help us determine expected values. Be sure to keep the 
payoffs in a specific point of view; otherwise, signs can be erroneous (+/-). 
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1.10.4 COMMON DISCRETE PROBABILITY DISTRIBUTIONS 

Among several discrete probability distributions that can be discussed, we shall 
introduce the two most commonly used distributions; namely, binomial and Poisson 
probability distributions.  

1.10.4.1 BINOMIAL PROBABILITY DISTRIBUTION  

Many probability problems are concerned with experiments in which an event is 
repeated many times.  Binomial distribution is one of the simplest and most 
frequently used discrete probability distribution and is very useful in many practical 
situations involving either/or types of events. It has certain distinct properties which 
are enumerated as follows: 

An experiment often consists of repeated trials, each with two possible outcomes, 
which may be labeled success or failure. This is true in; 

 Hitting a target 2 times out of 6. 

 Finding one defective item in a sample of 25 items. 
 The flipping of a coin 6 times, where each trial may result in a head or a tail. We 

may choose to define either outcome as a success. 
 Drawing 5 cards in succession from an ordinary deck and each trial is labeled 

"success" or "failure," depending on whether the card is red or black if each card 
is replaced and the deck shuffled before the next drawing, then the two experi-
ments described above have similar properties, in that repeated trials are in-
dependent and the probability of a success remains constant, p=½, from trial to 
trial. Experiments of this type are known as binomial experiments.  

 Observe in the card-drawing example that the probabilities of a success for the 
repeated trials change if the cards are not replaced. That is, the probability of 
selecting a red card on the first draw is ½, but on the second draw it is a 

conditional probability having a value of
51

25

51

26
or , depending on the color that 

occurred on the first draw. This then would no longer be considered a binomial 
experiment. 

In each case, some outcome is designated a success, and any other outcome is 
considered a failure.  Thus if the probability of a success in a single trial is p, the 
probability of failure will be q =1-p.  
A binomial experiment is one that possesses the following properties: 

i. The experiment consists of n repeated trials. 
ii. Each trial results in an outcome that may be classified as a success or a 

failure. 
iii. The probability of a success, denoted by p, remains constant from trial to 

trial. 
iv. The repeated trials are independent. 
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Notation: X ~bin (n, p) is used to denote that X has a binomial distribution with 
parameters n and p.  

Remark:    1)(...)1()0{()( nXPXPXPxXP  

 

Example: If a fair coin is tossed four times. 

What is the probability that exactly 2 heads will show up?  

a) What is the probability that at least 2 heads will show up? 

b) What is the probability that at most 1head will show up? 

c) What is the expected number of heads?  

d) What is the standard deviation of the number of heads?  

 

 

Binomial Distribution: If a binomial trial can result in a success with 

probability p and a failure with probability = 1 - p, then the probability 
distribution of the binomial random variable X, the number of successes in n 
independent trials is, 

nxforqp
xXPpnxf

xnxn
x


 



 ,2,1,0,)(
)(),;(



Constants of the Binomial Distribution 

 If X ~ bin (n, p), then 

I. The expected value of X, denoted by E(X) or x, is given by  

E(X) =x=np 

II. The variance of X, denoted by var(X) or 2
x , is given by  

Var(X) = 2
x  = npq     where q = 1-p 

III. The standard deviation of X, 2
x  = npq  
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Solution  

Given: n= 5 independent tosses  

 p= 0.5= probability that a head shows up in a single trial  

 q= 1-p = 0.5 

Let X= number of heads in 4 tosses of a coin  

X~ bin (n=4, p=0.5) 

x4x4
x

xnxn
x )5.0()5.0)((qp)()xX(P     

375.0)5.0()5.0)(()2X(P 224
2   

a) P(X>2) = 1–P(X<1) = 1–P(X=0) –P(X=1) 

            
6875.0

)5.0()5.0)(()5.0()5.0)((1 314
1

404
0




 

b) P(X≤1) = P(X=1) + P(X=0)= 0.3125 
c) The expected number heads is E(X) = np= 4x0.5=2 

d) The standard deviation of heads 115.05.04  npq
x

  

Example 2: A test check revealed that milk in 25 per cent of the bottles is unfit for 
consumption. The salesman at a retail outlet offers 5 bottles for sale on demand. 

Find the probability that milk will be unfit for consumption: 

a) exactly in 2 bottles, 

b) at least in 2 bottles, and 

c) at the most in 2 bottles 

d) Find the average number of bottles with bad milk 

Solution: 

Since p=
4

1
 and n=5, the required probabilities are as follows. 

a) P(X=2) = 2636.0
4

3

4

1

2

5 32









 

b) P(X≥2) = 
3672.0

4

3
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1

1

5

4
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1
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c) P(X≤2) = 
8964.0

4

3

4

1
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5

4

3
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1

1
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3

4

1
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d) The average number of bottles with bad milk is 

E(X) = np = 5x
4

1
 = 1.25 in each set of 5 bottles. 
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1. The Abay car account research team estimated that 20% of all car owners in 
Addis Ababa prefer Abay.  Suppose a random sample of 5 car owners is 
chosen. Find the probability that; 

a. exactly 4 car owners prefer Abay car 

b. none of the car owners prefer Abay car  

2. It is estimated that 4000 of the 10,000 voting residents of a town are against a 
new sales tax. If 15 eligible voters are selected at random and asked their 
opinion, what is the probability that at least 2 favor the new tax? 

Solution: P (success) = 5
3

5
2

5
2

10000
4000 1p1qand,p  , n = 15 

Let X= the number of eligible voters that favor the new sales tax. 

Then X ~ bin (15, 5
2 ), then the required answer for the question is, 

005172.0

00047.0004702.01
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1.10.5 POISSON DISTRIBUTION  

Experiments yielding numerical values of a random variable X, the number of 

outcomes occurring during a given time interval or in a specified region, are often 

called Poisson experiments.  

The given time interval could be of any length, a minute, a day, a week, a month, or 

even a year. Hence a Poisson experiment might generate observations for the Poisson 

random variable X representing; 

 The number of telephone calls per hour received by an office, 

 The number of days school is closed due to snow during the winter 

 SELF TEST ACTIVITY 1-8 
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 The number of postponed games due to rain during a football season. 
 Number of perfect pins produced by a machine per hour. 
 Number of cars washed at a place in every half hour, say between 8:00 am and 

8:30am.  
 Number of accidents in a certain period in a certain traffic intersection per day. 
 The number of heavy trucks arriving at a railway station in an hour 
 The number of defective items in a manufacturing process per day. 
The specified region could be a line segment, an area, a volume, or perhaps a 
piece of material. In this case X might represent: 
 Number of field mice per acre of land. 
 Number of bacteria in a given culture. 
 Number of typing errors per page. 
 Number of mistakes in a book per page. 
 Number of car accidents in a certain traffic intersection per hour 
 
A Poisson experiment is one that possesses the following properties: 

1. The number of outcomes occurring in one time interval or specified region is 
independent of the number that occur in any other disjoint time interval or region of 
space. 

2. The probability that a single outcome will occur during a very short time  interval or in 
a small region is proportional to the length of the time interval or the size of the region 
and does not depend on the number of outcomes occurring outside this time interval 
or region. 

3. The probability that more than one outcome will occur in such a short time interval or 
fall in such a small region is negligible. 

 
The number X of outcomes occurring in a Poisson experiment is called a Poisson 
random variable and its probability distribution is called the Poisson distribution.  

 

 

Poisson Distribution: The probability distribution of the Poisson random variable X, 
representing the number of outcomes occurring in a given time interval or specified 
region, is 
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where μ is the average number of outcomes occurring in the given time interval or 
specified region and e = 2.71828 . . . . 
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Remark: 

 If one is interested to consider successes for a time length of k units while  is 

available for a unit length of time, then it is necessary to take a new average 

which is equal to k. 

 If X has a Poisson distribution with parameter , then 

o E (X)= x=  

o Var(X)= 2
x =  and x =   

 





0

1)(
x

xXP  

Example: 

The average number of field mice per acre in a 5-acre wheat field is estimated to 
be 10. Find the probability that a given acre contains more than 15 mice. 

Solution: 

 Let X = the number of field mice per acre.  

Then using the Poisson Table given in the appendix, we have 

 

0487.0

9513.01
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0 !
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Example: 

A certain 500-page book has, on the average, 3 printing errors per page.  

a. What is the probability that the book will have at most 3 misprints on the 
following page? 

b. What is the average number of misprints and the standard deviation of 
the number of misprints per page?  

Solution: 

Let X = the number of misprints per page  
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Given:  =3 misprints per page  

X has the Poisson distribution with parameter  =3 misprints/page given by 

!

3

!
)(

3

x

e

x

e
xXP

xx 




, then 

a. P(X3) =P(X=0)+P(X=1)+P(X=2)+P(X=3) 

                   =
!3

3

!2

3

!1

3

!0

3 33231303 


eeee

 

        = 3333

6

27

2

9
3   eeee  

        = 313e 0.647 

b. E (X)= x =  =3 misprints per page and 73.13   x  

 

 

 

1. If a receptionist’s phone rings an average of 4 times an hour, find the 
probability of  

a. no calls in a randomly selected hour, 

b. exactly 2 calls per hour, 

c. 3 or more calls in a duration of 2 hours.  

2. The number of students entering a library of a certain university college is on 
the average 90 per hour.  Find the probability of 1 to 3 students entering the 
library in a minute.  

FURTHER ACTIVITIES 

1. A scientist inoculates several mice, one at a time, with a disease germ until he 
finds 2 that have contracted the disease. If the possibility of contracting the 
disease is t what is the probability that 8 mice are required? 

2. Three people toss a coin and the odd man pays for the coffee. If the coins all 
turn up the same, they are tossed again. Find the probability that fewer than 4 
tosses are needed. 

3. On the average a certain intersection results in 3 traffic accidents per month. 
What is the probability that in any given month at this intersection 

a. exactly 5 accidents will occur? 
b. less than 3 accidents will occur? 
c. at least 2 accidents will occur? 

 SELF ACTIVITY TEST 1-9 
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4. A secretary makes 2 errors per page on the average. What is the probability 
that on the next page she makes 

a. 4 or more errors? 

b. no errors? 

5. A certain area of the world is, on the average, hit by 10 hurricanes a year. Find 
the probability that in a given year this area will be hit by 

a. fewer than 4 hurricanes; 

b. anywhere from 6 to 8 hurricanes. 

6. The average number of oil tankers arriving each day at a certain port city is 
known to be 10. The facilities at the port can handle at most 15 tankers per day. 
What is the probability that the port is unable to handle all the tankers that 
arrive 

a. on a given day? 

b. on one of the next 3 days? 

1.11 CONTINUOUS PROBABILITY DISTRIBUTIONS  

The probability distribution of a continuous random variable can be visualized as a 
smooth form of the relative frequency histogram based on large number observations. 

The mathematical function denoted by f(x) whose graph produces the limiting form of 
the relative frequency histogram is called the probability density function (pdf) of the 
continuous random variable X.  

The probability density function f(x) describes the distribution of probability for a 
continuous random variable.  It has the properties: 

a. The total area under the density curve is 1. i.e.. 1)(  dxxf  

b. f (x)>0 

With a continuous random variable X, the probability that X=x is always 0. That is if X is 
continuous, then P(X=x)=0.  Because of this we have P(a<X<b)=P(a<X<b)=P(a<X<b)= 

P(a<x<b) = area under the density curve between a and b = dxxf
b

a
)( . 

Areas for important distributions have been extensively tabulated, and all we need to 
do is to consult these tables.  

1.11.1 NORMAL PROBABILITY DISTRIBUTION  

Continuous random variables and their associated density functions arise whenever 
our experimental data are defined over a continuous sample space. Therefore, 
whenever we measure time intervals, weights, heights, volumes, and so forth, our 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 51 

underlying population is described by a continuous distribution. Just as there are 
several special discrete probability distributions there are also numerous types of 
continuous distributions whose graphs may display varying amounts of skewness or in 
some cases may be perfectly symmetric. Among these, by far the most important is 
the continuous distribution whose graph is a symmetric bell-shaped curve extending 
indefinitely in both directions. It is this distribution that provided a basis upon which 
much of the theory of statistical inference has been developed. 

The most important continuous probability distribution in the entire field of statistics is 
the normal distribution. Its graph, called the normal curve, is the bell-shaped curve of 
Figure that describes so many sets of data that occur in nature, industry, and research. 
In 1733, DeMoivre derived the mathematical equation of the normal curve. The 
normal distribution is often referred to as the Gaussian distribution in honor of Gauss 
(1777-1855), who also derived its equation from a study of errors in repeated 
measurements of the same quantity. 

 

A continuous random variable X having the bell-shaped distribution of Figure above is 
called a normal random variable. The mathematical equation for the probability 
distribution of the normal variable depends upon the two parameters μ and  , its 

mean and standard deviation.  

Properties of the normal curve 

i. The mode, which is the point on the horizontal axis where the curve is a 
maximum, occurs at x = μ. 

ii. The curve is symmetric about a vertical axis through the mean μ.  

Definition: Normal Curve. If X is a normal random variable with mean  and 

variance o2 , then the equation of the normal curve is 

2)(
2
1

2

1
)(










x

exf  , for -  < X<  , -  <  <  ,  o  

Where   = 3.14159...  and e = 2.71828… 
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iii. The normal curve approaches the horizontal axis asymptotically as we 
proceed in either direction away from the mean. 

iv. The total area under the curve and above the horizontal axis is equal to 1. 

Areas under the normal curve 

The curve of any continuous probability distribution or density function is 
constructed so that the area under the curve bounded by the two ordinates x = x1 
and x = x2 equals the probability that the random variable X assumes a value between 
x = x1 and x = x2 Thus, for the normal curve in Figure, P(x1 < X < x2) is represented by the 
area of the shaded region below: 

 

 The standard normal distribution remains unaffected by changes in  and  2 for the 

normal distribution.   The total area under the standard normal curve is 1 and P (Z<0)=P 
(Z>0)=0.5.  Areas under the standard normal curve have been tabulated.  These areas 
(probabilities) are given in the appendix.   We shall now learn how to read the table.  

Reading the standard normal table  

P (0<Z<z) is read from the table corresponding to z.  The integer part of Z is given in the 
first column and the remaining decimal part in the first row.  The point joining the row 
of the integer part of Z and column of the remaining decimal part of Z gives P (0<Z<z).  

 Standard normal distribution: The distribution of a normal random variable 






x
Z  with mean zero and standard deviation equal to 1 is called a standard 

normal distribution  
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The following properties can be derived from the symmetry of the density about 0.  

a. P (0<Z<a)= P (-a<Z<0) for some a>0 

b. Since P (Z>0)=0.5, P (Z>a)=0.5P (0<Z<a) for some a>0 

c. P (Z<b)=0.5 – P (b<Z<0) 

             =0.5 – P (0<Z< b  ) for some b<0 

d. P (a < Z <b)=P (0 < Z <b) P(0 < Z <a) for 0 < a <b 

e. P(c < Z <b)=P (0 < Z <b)+P(0 <Z < c )  for c < 0,   b >0 

f. P (d < Z <c) = P ( c < Z < d ) = P (0 < Z < d ) – P (0 < Z < c ) for d<c<0 

g. P (Z<b)=0.5+P (0<Z<b) for b>0 

h) P(Z>a)=0.5+P(0<Z< a ) for a<0 

 

Example  

1 P (0<Z<1.96) =0.4750 

2. P (-1.96<Z<0) =P (0<Z<1.9) =0.4750  

3. P (Z>1.15) =0.5 P (0<Z<1.15) = 0.5 –0.3749= 0.1251 

4. P (Z<-2.12)    =0.5P (-2.12<Z<0) 

=0.5  P (0<Z<2.12) 

=0.5  0.4830 

=0.017 

5. P (1.59<Z<2.28)      =P (0<Z<2.28)  P (0<Z<1.59) 

=0.4887 0.4441= 0.0446 

6. P (-1.05<Z<0.24)     =P (-1.05<Z<0)+P (0<Z<0.24) 

         =P (0<Z<1.05)+P (0<Z<0.24) 
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          =0.3531+0.0948= 0.4479 

7. P (-2.0<Z<-1.0)=P (1.0<Z<2.0) 

                =P (0<Z<2.0)  P (0<Z<1.0) 

                =0.4772 – 0.3413 

       =0.1359 

8. P (Z<1.28)=0.5+P (0<Z<1.28)=0.5+0.3997=0.8997 

9. P (Z>-1.25)=0.5+P (-1.25<Z<0) 

=0.5+P (0<Z<1.25) 

=0.5+0.3944 

=0.8944 

NOTATION  

The notation X ~ N( 2, ) is used to denote that X has a normal distribution with mean 

 and variance  2 . 

COMPUTING PROBABILITY USING STANDARD NORMAL TABLE  

If X has a normal distribution with mean  and variance  2, i.e. if X~ N (, 2), then 

 P (a<X<b)=P 






 










 b
Z

a
 

The standard normal table providing areas under the standard normal curve is used to 
evaluate the right hand side expression given above.  

Example: 

1. The heights of 1000 students are normally distributed with a mean of 174.5 
centimeters and a standard deviation of 6.9 centimeters. How many of these 
students would you expect to have heights 

(a) less than 160.0 centimeters? 
(b) greater than or equal to 188.0 centimeters? 
(c) between 171.5 and 182.0 centimeters? 

 

Solution  

Let X = the height of a randomly selected student  

Given: X~N (174.5, 6.92) 

(a) 1, 000P (X<160.0)=1, 000P 






 


9.6

5.1740.160
Z  
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This means approximately 18 students have heights less than 160.0 centimeters. 

(b) 1000P (X188.0)=1000P (Z>
9.6

5.1740.188 
=1000P (Z>1.96) 

                 

25

0250.0x1000

]4750.05.0[1000

)]96.1Z0(P5.0[1000









 

This means approximately 25 students have heights greater than or equal to 188.0 
centimeters. 

(c) 

5.528

]3621.01664.0[x1000

)]09.1Z0(P)43.0Z0(P[x1000

)09.1Z43.0(P1000

9.6

5.1740.182
Z

9.6

5.1745.171
P1000)0.182X5.171(P1000
















 





 

This means approximately 529 students have heights greater than 171.5 centimeters 
and less than 182.0 centimeters.       

 

 

1. Training was designed to upgrade the technical skills of factory workers.   A study of 
past participants indicates that the length of time spent on the training is normally 
distributed with mean 500 hours and standard deviation of 100 hours. 

What is the probability that a randomly selected worker will need 

a) more than 500 hours? 

b) between 600 and 750 hours?  

c) between 450 and 550 hours?  

d) between 350 and 450 hours?  

    

 

 

 SELF TEST ACTIVITY 1.10  
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Further Activities 

1. A baseball player's batting average is 0.250. What is the probability that he gets 

exactly 1 hit in his next 5 times at bat? 

2. If we define the random variable X to be equal to the number of heads that 
occur when a balanced coin is flipped once, find the probability distribution of 
X. What two well-known distributions describe the values of X? 

3. One-fourth of the female freshmen entering Addis Ababa University are out-of-
Addis Ababa students. If the students are assigned at random to the dormitories, 
3 to a room, what is the probability that in one room at most 2 of the 3 
roommates are out-of Addis Ababa students? 

4. A multiple-choice quiz has 15 questions, each with 4 possible answers of which 
only 1 is the correct answer. What is the probability that sheer guesswork yields 
from 5 to 10 correct answers? 

5. The probability that a patient recovers from a delicate heart operation is 0.9. 
What is the probability that exactly 5 of the next 7 patients having this operation 
survive? 

6. A study conducted revealed that approximately 70% believe "tranquilizers don't 
really cure anything; they just cover up the real trouble." According to this study, 
what is the probability that at least 3 of the next 5 people selected at random 
will be of the opinion that tranquilizers don't really cure the problem but just 
cover it up? 

7. A survey of the residents in a city showed that 20% preferred a mobile phone 
over any other telephone available. What is the probability that more than one-
half of the next 20 telephones in this city will be mobile phones? 

8. 15. If 64 coins are tossed a large number of times, how many heads can we 
expect on the average per toss?  

9. A nationwide survey of 12,000 students by the Addis Ababa University shows that 
almost 75% disapprove of smoking according to a research report. If 20 of these 
students are selected at random and asked their opinions, what is the 
probability that more than 9 but less than or equal 14 disapprove of smoking? 

10. On the average a certain intersection results in 3 traffic accidents per month. 
What is the probability that in any given month at this intersection 
(a) exactly 5 accidents will occur? 
(b) less than 3 accidents will occur? 
(c) at least 2 accidents will occur? 

11. A secretary makes 2 errors per page on the average. What is the probability that 

(a)  on the next page she makes she makes 4 or more errors? 
(b) on the next two pages she makes no errors? 

12. A certain area of the world is, on the average, hit by 5 hurricanes a year. Find 
the probability that in a given year this area will be hit by 

(a) fewer than 4 hurricanes; 
(b) anywhere from 6 to 8 hurricanes. 
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13. Given a normal distribution with μ= 200 and σ2 = 100, find  
a.  the area below 214;  
b. the area above 179; 
c. the area between 188 and 206; 
d. the x value that has 80% of the area below it. 

14. Given the normally distributed variable X with mean 18 and standard deviation 
2.5, find 

a. P(X < 15); 
b. P(17 < X < 21); 
c. the value of k such that P(X < k) = 0.2578; 
d.  the value of k such that P(X > k) = 0.1539. 

15. . A soft-drink machine is regulated so that it discharges an average of 200 
milliliters per cup. If the amount of drink is normally distributed with a standard 
deviation equal to 15 milliliters, 

a. what fraction of the cups will contain more than 224 milliliters? 
b. what is the probability that a cup contains between 191 and 209 milliliters?  
c.  how many cups will likely overflow if 230-milliliter cups are used for the 

next 1000 drinks? 
d. below what value do we get the smallest 25% of the drinks
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2 SAMPLING AND SAMPLING DISTRIBUTIONS 

2.1. Sampling Theory 

A sample is a tool to infer something about a population. We begin by 

discussing methods of selecting a sample from a population. Next, we 

construct a distribution of the samples to understand how the sample means 

tend to cluster around the population means and that the shape of this 

distribution tends to follow the normal distribution.  

2.1.1 The Need for Sampling 

In many cases sampling is the only way to determine something about the 

population. Some of the major reasons why sampling is necessary are: 

1. The destructive nature of certain tests  

If wine tasters at a quality control drink all the wine to evaluate the vintage 

content, they will consume the entire wine produced by Awash Wine Factory 

and none would be available for sale. 

2. The physical impossibility of checking all items in the population. 

The population of fish, birds, snakes, mosquitoes, and the like are large and 

are constantly moving, being born, and dying. So taking population census is 

impossible. 

3. The cost of studying all the items in a population is often prohibitive. 

Television executives of ETV want to know the proportion of television viewers 

who watch the “Fegegta Talk show”. Since more than 20 million people in 

the country may be watching ETV programs on a given evening, determining 

the proportions that are watching “Fegegta Talk show” program is 

prohibitively expensive.  
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4. The adequacy of sample results  

Even if funds were available (for the case of ETV above), it is doubtful the 

additional accuracy of a 100 percent sample that is studying the entire 

population is essential in most problems. As you can see from the above 

example, the sample results are more than enough to know about the 

population under consideration. 

5. To contact the whole population would often be time consuming  

A candidate for a national office may wish to determine her chances for 

election. A sample poll using the regular staff and field interviews of a 

professional polling firm would take only one or two days. By using the same 

staff and interviewers and working seven days a week, it would take nearly 

200 years to contact all the voting population. 

2.1.2 Sampling Methods 

In general, there are two types of samples: a probability sample and non 

probability sample. 

1. Probability Sample 

A probability samples is a sample selected in such a way that each item or 

person in the population has a known (nonzero) likelihood of being included 

in the sample. If probability sampling is done, each item in the population has 

a chance of being chosen. 

2. Non probability Sampling  

If non probability methods are used, not all items or people have a chance 

of being included in the sample. In such instances the results may be biased, 

meaning that the sample results may not be representative of the 

population. Judgmental sampling and convenience sampling are two non 

probability methods. For example a panel is formed to solicit opinions on a 
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newly developed cat food and there are 2000 cat owners selected for the 

sample. Selection of the members is based on the judgment of the person 

conducting the research, and the sample results may therefore not be 

representative of the entire population of cat owners (since not all cat 

owners have a chance of being chosen). 

The difference between non probability and probability sampling is that non 

probability sampling does not involve random selection but probability sampling 

does. Does that mean that non probability samples aren't representative of the 

population? Not necessarily. But it does mean that non probability samples 

cannot depend upon the rationale of probability theory. At least with a 

probabilistic sample, we know the odds or probability that we have represented 

the population well. We are able to estimate confidence intervals for the 

statistic. With non probability samples, we may or may not represent the 

population well, and it will often be hard for us to know how well we've done so. 

In general, researchers prefer probabilistic or random sampling methods over 

non probabilistic ones, and consider them to be more accurate and rigorous. 

However, in applied social research there may be circumstances where it is not 

feasible, practical or theoretically sensible to do random sampling.  

 

The statistical procedures used in this material are based on probability 

sampling. Therefore, only the methods of probability sampling will be discussed 

in the following section. 

There is no one “best” method of selecting a probability sample from a 

population of interest. A method used to select a sample of invoices in a file 

drawer, might not be the most appropriate method for choosing a national 

sample of voters. However, all probability sampling methods have a similar goal, 

namely, to allow chance to determine the items or persons to be included in the 

sample. 

http://www.socialresearchmethods.net/kb/sampprob.php


University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 61 

Types of probability sampling 

Generally there are four probability samplings. Each of these are discussed as 

follows: 

1. Simple random sampling  

The most widely used type of sampling is simple random sample. In simple 

random sampling, a sample selected so that each item or person in the 

population has the same chance of being included. 

Example: Suppose a population consists of 845 employees of Sheraton Addis 

hotel. A sample of 52 employees is to be selected from that population. One 

way of ensuring that every employee in the population has a chance of 

being chosen is to first write the name of each employee on a small slip of 

paper and deposit all of the slips in a box. After they have been mixed, the 

first selection is made by drawing a slip out of the box without looking at it. 

This process is repeated until the sample size of 52. 

2. Systematic random sample 

The items or individuals of the population are arranged in some way 

alphabetically in a file drawer by date received or by some other method. A 

random starting point is selected, and then every Kth member of the 

population is selected for the sample. In a systematic sample the first item is 

chosen at random. 

3. Stratified Random Sample 

A population is divided in to subgroups, called strata, and a sample is 

selected from each stratum. After the population has been divided in to 

strata, either a proportional or a non proportional sample can be selected. 

As the name implies, a proportional sampling procedure requires that the 

number of items in each stratum be in the same proportion as in the 

population. In a non-proportional stratified sample, the number of items 

chosen in each stratum is disproportionate to the respective numbers in the 
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population. We then weight the sample results according to the stratum’s 

proportion of the total population. Regardless of whether a proportional or a 

non proportional sampling procedure is used every item or person in the 

population has a chance of being selected for the sample. 

4. Cluster sampling 

Other common type of sampling is cluster sampling. It is often employed to 

reduce the cost of sampling a population scattered over a large geographic 

area. Suppose you want to determine the views of industrialists in a country 

about Federal and regional government on environmental protection 

policies. Selecting a simple random of industrialists in the country and 

personally contacting each one would be time consuming and very 

expensive. Instead, you could employ cluster sampling by subdividing the 

country in to small units either regions or zones. These are often called primary 

units. Suppose you divided the country in to 14 regions, then selected at 

random four regions -2, 4, 7, and 12 and concentrated your efforts in these 

primary units you could take a random sample of the industrialists in each of 

these regions and interview them. (Note that this is a combination of cluster 

sampling and simple random sampling). 

5. Multi-stage sampling 

The four methods we have covered so far: simple, stratified, systematic and 

cluster are the simplest random sampling strategies. In most real applied 

social research, we would use sampling methods that are considerably more 

complex than these simple variations. The most important principle here is 

that we can combine the simple methods described earlier in a variety of 

useful ways that help us address our sampling needs in the most efficient and 

effective manner possible. When we combine sampling methods, we call this 

multi-stage sampling. 
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2.2. Sampling Distributions 

A sampling distribution is a probability distribution for the possible values of a 

sample statistic, such as a sample mean. 

NOTE: The normal probability distribution is used to determine probabilities for the 

normally distributed individual measurements, given the mean and the 

standard deviation. Symbolically, the variable is the measurement X, 

with the population mean µ and population standard deviation δ. In 

contrast to such distributions of individual measurements, a sampling 

distribution is a probability distribution for the possible values of a sample 

statistic. 

A. Sampling Distribution of the Mean 

The sampling distribution of the mean is the probability distributions of the 

means, X  of all simple random samples of a given sample size n that can be 

drawn from the population. 

NB: the sampling distribution of the mean is not the sample distribution, which 

is the distribution of the measured values of X in one random sample. Rather, 

the sampling distribution of the mean is the probability distribution for X , the 

sample mean.  

For any given sample size n taken from a population with mean µ and 

standard deviation δ, the value of the sample mean X  would vary from 

sample to sample if several random samples were obtained from the 

population. This variability serves as the basis for sampling distribution. 
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The sampling distribution of the mean is described by two parameters: the 

expected value ( X ) = X , or mean of the sampling distribution of the mean, 

and the standard deviation of the mean x


, the standard error of the mean. 

Properties of the Sampling Distribution of Means 

1. The mean of the sampling distribution of the means is equal to the 

population mean.  µ = X


= X .  

2. the standard deviation of the sampling distribution of the means 

(standard error) is equal to the population standard deviation divided by 

the square root of the sample size: x


 = δ/√n. This hold true if and only of 

n<0.05N and N is very large. If N is finite and n≥ 0.05N,  1
*






N

nN

nx




. 

The expression 1



N

nN

is called finite population correction factor/finite 

population multiplier. In the calculation of the standard error of the mean, 

if the population standard deviation δ is unknown, the standard error of 

the mean x


, can be estimated by using the sample standard error of the 

mean X
S

 which is calculated as follows: 1
*






N

nN

n

S
Sor

n
SS

XX

. 

3. The sampling distribution of means is approximately normal for sufficiently 

large sample sizes (n≥ 30).   

Example:  

A population consists of the following ages: 10, 20, 30, 40, and 50. A random 

sample of three is to be selected from this population and mean computed. 

Develop the sampling distribution of the mean. 

Solution: 
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The number of simple random samples of size n that can be drawn without 

replacement from a population of size N is NCn. With N= 5 and n = 3, 5C3 = 

10 samples can be drawn from the population as: 

Sampled 
items  

Sample means 

( X  ) 

10, 20, 30 20.00 

10, 20, 40 23.33 

10, 20, 50 26.67 

10, 30, 40 26.67 

10, 30, 50 30.00 

10, 40, 50 33.33 

20, 30, 40 30.00 

20, 30, 50 33.33 

20, 40, 50 36.67 

30, 40, 50 40.00 

 

A systematic organization of the above figures gives the following:  

Sample mean 

( X ) 

Frequency  Prob. (relative freq.) 

of X  

20.00 1 0.1 

23.33 1 0.1 

26.67 2 0.2 

30.00 2 0.2 

33.33 2 0.2 

36.67 1 0.1 

40.00 1 0.1 

 10.00 1.00 

 Columns 1 and 2 show frequency distribution of sample means. 

 Columns 1 and 3 show sampling distribution of the mean. 

,30


n

x

N

X


 regardless of the sample size X . 

 
142.14

5

1000
2







N

XX i


. 
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774.5
10

4.333

774.5
15

35
*

3

142.14

1
*

2







 















N

XX

N

nN

n

i

X




 

 Since averaging reduces variability x


 < δ except the cases where δ = 0 

and n = 1. 

Central Limit Theorem and the Sampling Distribution of the Mean 

The Central Limit Theorem (CLT) states that: 

1. If the population is normally distributed and population standard deviation 

is known, the distribution of sample means is normal regardless of the 

sample size. 

2. If the population from which samples are taken is not normal, the 

distribution of sample means will be approximately normal if the sample 

size (n) is sufficiently large (n ≥ 30). The larger the sample size is used, the 

closer the sampling distribution is to the normal curve. 

The relationship between the shape of the population distribution and the 

shape of the sampling distribution of the mean is called the Central Limit 

Theorem. 

The significance of the Central Limit Theorem is that it permits us to use 

sample statistics to make inference about population parameters without 

knowing anything about the shape of the frequency distribution of that 

population other than what we can get from the sample. It also permits us to 

use the normal distribution (curve for analyzing distributions whose shape is 

unknown. It creates the potential for applying the normal distribution to many 

problems when the sample is sufficiently large. 
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Example: 

1. The distribution of annual earnings of all bank tellers with five years of 

experience is skewed negatively. This distribution has a mean of Birr 15,000 

and a standard deviation of Birr 2000. If we draw a random sample of 30 

tellers, what is the probability that their earnings will average more than Birr 

15,750 annually?  

Solution: 

Steps:  

1. Calculate µ and x


 

µ = Birr 15,000 

x


= δ/√n= 2000/√30 = Birr 365.15 

2. Calculate Z for X  

 XX

X

XXX
Z













 

 
05.2

365

000,15750,15
750,15 


Z

 

3. Find the area covered by the interval 

 P ( X  > 15,750) = P (Z > +2.05) 

   = 0.5 - P (0 to +2.05) 

   = 0.5 – 0.47892 

   = 0.02018 

4. Interpret the results 

     There is a 2.02% chance that the average earning being more than Birr 15, 

750 annually in a group of 30 tellers. 
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2.  Suppose that during any hour in a large department store, the average 

number of shoppers is 448, with a standard deviation of 21 shoppers. What is 

the probability of randomly selecting 49 different shopping hours, counting 

the shoppers, and having the sample mean fall between 441 and 446 

shoppers, inclusive? 

Solution:  

1. Calculate µ and x


 

µ = 448 shoppers 

x


= δ/√n= 21/√49 = 3 

2. Calculate Z for X  

 XX

X

XXX
Z













 

 
33.2

3

448441
441 


Z

 
67.0

3

448446
446 


Z

 

3. Find the area covered by the interval 

 P (441 ≤ X   ≤ 15,750) = P (-2.33 ≤ Z≤ -0.67) 

    = P (0 to -2.33) - P (0 to - 0.67) 

   = 0.49010 – 0.24857 

   = 0.24153 

4. Interpret the results 

     There is a 24.153% chance of randomly selecting 49 hourly periods for which 

the sample mean falls between 441 and 446 shoppers. 
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3.  A production company’s 350 hourly employees average 37.6 year of age, 

with a standard deviation of 8.3 years. If a random sample of 45 hourly 

employees is taken, what is the probability that the sample will have an 

average age of less than 40 years? 

Solution: 

 1. Calculate µ and x


 

µ = 37.6 years                              n/N= 45/350 > 5%...... FPCF is needed 

1
*






N

nN

nx




= 
16.1

1350

45350
*

45

3.8







x


 

2. Calculate Z for X  

 XX

X

XXX
Z













 

 
07.2

16.1

6.3740
40 


Z

 
3. Find the area covered by the interval 

        P ( X  < 40) = P (Z < +2.07) 

   = 0.5 + P (0 to +2.07) 

   = 0.5 + 0.48077 

   = 0.98077 

4. Interpret the results 

     There is a 98.08% chance of randomly selecting 45 hourly employees and 

their mean age be less than 40 years. 

4.   Suppose that a random sample size of 36 is being drawn from a population 

with a mean of 278. If 86% of the time the sample mean is less than 280, what 

is the population standard deviation?  

Solution: 

µ = 278   n = 36   P ( X  < 280) = 0.86  δ =? 

(Z/P=0.36) = +1.08    

X

X

X
Z






     nX


 

 

X

Z


278280
280




    36
85.1




 

X


278280
08.1




    6
85.1
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X


2
08.1 

     1.11

85.1*6





 

85.1
08.1

2


X


 
5.   A teacher gives a test to a class containing several hundred students. It is 

known that the standard deviation of the scores is about 12 points. A random 

sample of 36 scores is obtained. 

a) What is the probability that the sample mean will differ from the population 

mean by more than 6 points? 

b) What is the probability that the sample mean will be within 6 points of the 

population mean? 

Solution: 

a) 

n = 36  δ =12            
2

6

12

36

12


nX




     

P ( X  > µ +6) + P ( X  < µ - 6) =?   

3
2

6
6 





Z

     
3

2

6
6 





Z

 

P ( X  > µ +6) + P (Z> µ - 6) = P (Z > 3) + P (Z < - 3)  

             = [0.5 – P (0 to +3)] + [0.5 – P (0 to -3)] 

  = (0.5 – 0.49865) + (0.5 – 0.49865)   

  = 0.00135(2) = 0.00270 

b) 

n = 36  δ =12            
2

6

12

36

12


nX




     

P (µ - 6≤ X  ≤ µ + 6) = P (- 3≤ Z ≤ 3) 

                                     = P (0 to 3)*2 

                                     = 0.49865*2  

                                     = 0.9973 

If the population standard deviation is 12, in a random sample of 36 scores 

there is a 99.73% chance of getting a sample mean score to lie within 6 

points of the population mean. 
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3. STATISTICAL ESTIMATION 

Introduction 

After developing sampling distributions of different population parameters, it 

is very important to estimate where these population parameters might be 

located. That means the population parameters must be estimated relative 

the samples in hand.  

As its name suggests, the objective of estimation is to determine the 

approximate value of a population parameter on the bases of a sample 

statistic. An estimator of a population parameter is a random variable that is 

a function of the sample data. An estimate is the calculation of a specific 

value of this random variable.  

The sampling distribution of the mean shows how far sample means could be 

from a known population mean. Similarly, the sampling distribution of the 

proportion shows how far sample proportions could be from a known 

population proportion. In estimation, our aim is to determine how far an 

unknown population mean could be from the mean of a simple random 

sample selected from that population; or how far an unknown population 

proportion could be from a sample proportion. Those are the concerns of 

statistical inference, in which a statement about an unknown population 

parameter is derived from information contained in a random sample 

selected from the population. 

Basic concepts: 

 Estimation:  is the process of using statistics as estimates of parameters. It is 

any procedure where sample information is used to estimate/ predict the 

numerical value of some population measure (called a parameter). 
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 Estimator- refers to any sample statistic that is used to estimate a population 

parameter.  E.g. x  for ,  p for p.   

 Estimate- is a specific numerical value of our estimator. E.g.  x 9, 2, 5 

sspx ,,, 2

……………. Estimators 

 ,,, 2p ………………… items being estimated 

1, 0.5, 9, 3 …………………... Estimates 

Four Important Properties of Estimators 

A number of different estimators are possible for the same population 

parameter, but some estimators are better than others. To understand how, 

we need to look at four important properties of estimators: unbiasedness, 

efficiency, consistency, and sufficiency.  

Unbiasedness: An estimator exhibits unbiasedness when the mean of the 

sampling estimator is equal to the population parameter: E (ө) = Ө.  

In general, unbiasedness is a desirable property for an estimator. The sample 

mean is an unbiased estimator of the population mean. Similarly, the sample 

variance is an unbiased point estimator the population variance because 

the mean of the sampling distribution of the sample variance is equal to the 

population variance. And the sample proportion is an unbiased estimator of 

the population proportion. However, because standard deviation is a 

nonlinear function of variance, the sample standard deviation is not an 

unbiased estimator of population standard deviation. The bias of a point 

estimator is: Bias = E (ө) = Ө. If there are a number of unbiased estimators to 

choose from, there are three other criteria that could be used to select an 

estimator. 
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Efficiency: Efficiency is another standard that can be used to evaluate 

estimators. Efficiency refers to the size of the standard error of the statistics. 

The most efficient estimator is the one with the smallest variance. Thus, if there 

are two estimators for Ө with var (ө1) and var (ө2), then the first estimator ө1 is 

said to be more efficient than the second estimator ө2, if var(ө1) < var (ө2) 

although E(ө1) = E(ө2) = Ө. 

Consistency: A third property of estimators, consistency, is related to their 

behavior as the sample gets large. A statistic is a consistent estimator of a 

population parameter if, as the sample size increases, it becomes almost 

certain that the value of the statistic comes very close to the value of the 

population parameter. 

An unbiased estimator is a consistent estimator if the variance approaches 0 

as n increases. For example, the sample mean is an unbiased and a 

consistent estimator of population mean. Although the sample standard 

deviation is not an unbiased estimator of population standard deviation, it is 

a consistent estimator of population standard deviation.    

Sufficiency: The last property of a good estimator is sufficiency. A sufficient 

statistic is an estimator that utilizes all the information a sample contains 

about the parameter to be estimated. For example, the sample mean is a 

sufficient estimator of the population mean. This means that no other 

estimator of the population mean from the same sample data, such as the 

sample median, can add any further information about the parameter 

(population mean) that is being estimated.   

Types of Estimates: 

We can make two types of estimates about a population:  a point estimate and 

an interval estimate. 
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A point estimate: - is a single number that is used to estimate an unknown 

population parameter. It is a single value that is measured from a sample 

and used as an estimate of the corresponding population parameter.  

The most important point estimates (given that they are single values) are: 

o Sample mean  x for population mean   ; 

o Sample proportion  p for population proportion  p ;  

o Sample variance  2s  for population variance  2  and 

o Sample standard deviation  s for population standard deviation    

An interval estimate - is a range of values used to estimate a population 

parameter.   It describes the range of values with in which a parameter might 

lie. Stated differently, an interval estimate is a range of values with in which 

the analyst can declare with some confidence that the population 

parameter will fall. 

Example: 

Suppose we have the sample 10,20,30,40 and 50 selected randomly from a 

population whose mean  is unknown. 

The sample mean, x , n

xi
= 

30
5

5040302010




 is a point estimate of  . 

On the other hand, if we state that the mean, , is between 10x , the range 

of values from 20 (30-10) to 40 (30+10) is an interval estimate. 

1. Interval Estimation 

Point estimators of population parameters, while useful, do not convey as 

much information as interval estimators. Point estimation produces a single 

value as an estimate of the unknown population parameter.  The estimate 
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may or may not be close to the parameter value; in other words, the 

estimate may be incorrect.  An interval estimate, on the other hand, is a 

range of values that conveys the fact that estimation is an uncertain process.  

The standard error of the point estimator is used in creating a range of values; 

thus a measure of variability is incorporated into interval estimation. Further, a 

measure of confidence in the interval estimator is provided; consequently, 

interval estimates are also called confidence intervals.  For these reasons, 

interval estimators are considered more desirable than point estimators. 

Interval estimation for population mean,   

As a result of the Central Limit Theorem (discussed in Chapter III) the following 

z formula for sample means can be used when sample sizes are large, 

regardless of the shape of the population distribution or for smaller sizes if the 

population is normally distributed. 

    n

X
Z






 

Rearranging the formula: 

   n
ZX  

 

Because the sample mean can be greater than or less than the population 

mean, z can be positive or negative.  Thus, the preceding expression takes 

the form: 

   n
ZX  

 

The value of the population mean,  , lies somewhere within this range.  

Rewriting this expression yields the confidence interval for population mean: 

   n
ZX

n
ZX  
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The confidence interval for population mean is affected by: 

1. The population distribution, i.e., whether the population is normally 

distributed or not 

2. The standard deviation, i.e., whether  is known or not. 

3. The sample size, i.e., whether the sample size, n, is large or not. 

Confidence internal estimate of  - Normal population,  known    

A confidence interval estimate for  is an interval estimate together with a 

statement of how confident we are that the interval estimate is correct.  

When the population distribution is normal and at the same time  is known, 

we can estimate   (regardless of the sample size) using the following 

formula1. 

n
ZX   2/

 

Where: X  = sample mean; Z = value from the standard normal table 

reflecting confidence level; σ = population standard deviation;  n = sample 

size; α = the proportion of incorrect statements (α = 1 – C); and  = unknown 

population mean 

From the above formula we can learn that an interval estimate is 
constructed by adding and subtracting the error term to and from the point 
estimate. That is, the point estimate is found at the center of the confidence 
interval.  

To find the interval estimate of population mean,  we have the following 
steps. 

1. Compute the standard error of the mean
 

x


  

2. Compute 2 from the confidence coefficient. 

3. Find the Z value for the 2 from the table 
4. Construct the confidence interval 
5. Interpret the results 
                                                      

1 This formula works also for problems which involve large sample size (n>30) even though the 

population is not normally distributed. And if n>.05N, finite population correction factor may be used. 
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Examples: 

1. The vice president of operations for Ethiopian Tele Communication Corporation 

(ETC) is in the process of developing a strategic management plan.  He believes 

that the ability to estimate the length of the average phone call on the system is 

important.  He takes a random sample of 60 calls from the company records 

and finds that the mean sample length for a call is 4.26 minutes.  Past history for 

these types of calls has shown that the population standard deviation for call 

length is about 1.1 minutes.  Assuming that the population is normally distributed 

and he wants to have a 95% confidence, help him in estimating the population 

mean. 

Solution: 

n= 60 calls  X  = 4.26 minutes  σ = 1.1 minutes C= 0.95 

i.  nX


 

= 60

1.1

 = 0.142  iv. n
ZX   2/

 

ii. α = 1 – C = 1- 0.95 = 0.05              =  4.26 ± 1.96(0.142) 

2  = 0.05/2 = 0.025                                     = 4.26 ± 0.28 

iii. 
96.1025.02/  ZZ  

 3.98 ≤  ≤ 4.54 

The vice-president of ETC can be 95% confident that the average length of a 

call for the population is between 3.98 and 4.54 minutes. 

2. A survey conducted by “Addis Zemen Gazetta” found that the sample mean 

age of men was 44 years and the sample mean age of women was 47 years.  

All together, 454 people from Addis were included in the reader poll –340 

women and 114 men.  Assume that the population standard deviation of age 

for both men and women is 8 years. 
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a. Develop a 95% confidence interval estimate for the mean age of the 

population men who read the gazetta. 

b. Develop a 95% confidence interval estimate for the mean age of the 

population women who read the gazetta.   

c. Compare the widths of the two interval estimates form part (a) & (b) 

which one has a better precision?  Why? 

Solution:  

a.  

n= 114 men  X  = 44 years  σ = 8 years   C= 0.95 

i.  nX


 

= 114

8

 = 0.75  iv. n
ZX   2/

 

ii. α = 1 – C = 1- 0.95 = 0.05              =  44 ± 1.96(0.75) 

2  = 0.05/2 = 0.025                                     = 4.26 ± 1.47 

iii. 
96.1025.02/  ZZ  

 42.53 ≤   ≤  45.47 

b.  

n= 340 women  X  = 47 years  σ = 8 years   C= 0.95 

i.  nX


 

= 340

8

 = 0.434  iv. n
ZX   2/

 

ii. α = 1 – C = 1- 0.95 = 0.05              =  47 ± 1.96(0.434) 

      2  = 0.05/2 = 0.025                                     = 47 ± 0.85 

iii. 
96.1025.02/  ZZ  

 46.15 ≤   ≤  47.85 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 79 

i.  Part b has a better precision because the sample size is larger as compared 

with part a. 

3. Time magazine reports information on the time required for caffeine from 

products such as coffee and soft drinks to leave the body after consumption.  

Assume that the 99% confidence interval estimate of the population mean time 

for adults is 5.6 hrs to 6.4 hrs. 

a. What is the point estimate of the mean time for caffeine to leave the 

body after consumption? 

b. If the population standard deviation is 2 hrs, how large a sample was used 

to provide the interval estimate? 

Solution: 

C = 0.99   Confidence interval: 5.6 ≤  ≤6.4 

a. point estimate = 
hours6

2

4.66.5




 

    Or; 















n
ZX

n
ZX









2/

2/

4.6

6.5

 

   12 = 2 X  

   X  = 6 hours 

b. 0.99  σ = 2 hours  Confidence interval: 5.6 ≤  ≤6.4 

 n=? 

α = 1- C = 1- 0.99 = 0.01  α/2 = 0.005  
57.2005.02/  ZZ  

n
ZX 

 2/4.6 
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n
257.264.6 

 

n
14.54.0 

; rearranging the expression 

4.0

14.5
n

 

85.12n ; squaring both sides 

n = 165 

We state with 99% confidence that the mean time required for caffeine to 

leave the body after consumption lies between 5.6 and 6.4 hrs. 

Confidence interval estimate of  - Normal population,   unknown, n large 

If we know that the population is normal, and we know the population 

standard deviation,  the confidence interval for  should be constructed in 

the manner already shown, i.e., n
ZX   2/

. If the population 

standard deviation is unknown, it has to be estimated from the sample; i.e., 

when  is unknown, we use sample standard deviation: 1

)(
2






n

XX
S i

. 

Then, the standard error of the mean, X


, is estimated by the sample 

standard error of the mean: n
SS

X


. 

Therefore, the confidence interval to estimate  when population standard 

deviation is unknown, population normal and n is large is2  

    n
SZX 2/ 

.  

                                                      

2 This formula also works for large sample size even though the parent population is not 

normally distributed. 
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 Examples: 

1. Suppose that a car rental firm in Addis wants to estimate the average number of 

miles traveled by each of its cars rented.  A random sample of 110 cars rented 

reveals that the sample means travel distance per day is 85.5 miles, with a 

sample standard deviation of 19.3 miles.  Compute a 99% confidence interval to 

estimate  . 

Solution:  

n= 110 rented cars  X  = 85.5 miles     s = 19.3 miles        C= 0.99 

i.  n

S
S

X


= 110

3.19

 = 1.84  iv. n
sZX 2/ 

 

ii. α = 1 – C = 1- 0.99 = 0.01              =  85.5 ± 2.57(1.84) 

2  = 0.01/2 = 0.005                                     = 85.5 ± 4.73 

iii. 
57.2005.02/  ZZ  

 80.77 ≤   ≤  90.23 

We state with 99% confidence that the average distance traveled by rented 

cars lies between 80.77 and 90.23 miles.  

2. A study is being conducted in a company that has 800 workers.  A random 

sample of 50 of these workers reveals that the average sample age is 34.3 years, 

and the sample standard deviation is 8 years.  Assuming normality, construct a 

98% confidence interval to estimate the average age of all workers in this 

company.   

Solution: 

n= 50 workers N = 800 workers       X  = 34.3 years  s = 8 years    C= 0.98 
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i.  1
*






N

nN

n

S
S

X

3= 1800

50800
*

50

8





 = 1.10    

ii. α = 1 – C = 1- 0.98 = 0.02 

2  = 0.02/2 = 0.01  

iii. 
33.201.02/  ZZ  

iv. 1
*2/






N

nN

n
sZX 

  

    = 34.3 ± 2.33(1.10) 

             = 34.3 ± 2.56 

 31.74 ≤   ≤  36.86 

We state with 98% confidence that the mean age of workers lies between 

31.74 and 36.86 years. 

Confidence interval for   unknown, n-small, population normal 

If the sample size is small (n<30), we can develop an interval estimate of a 

population mean only if the population has a normal probability distribution.  

If the sample standard deviation s is used as an estimator of the population 

standard deviation  and if the population has a normal distribution, interval 

estimation of the population mean can be based up on a probability 

distribution known as t-distribution. 

Characteristics of t-distribution 

1. The t-distribution is symmetric about its mean (0) and ranges from - ∞ to ∞. 

2. The t-distribution is bell-shaped (unimodal) and has approximately the same 

appearance as the standard normal distribution (Z- distribution). 

                                                      
3 Since the sample size is greater than 5% of the population size, finite population multiplier is 
used to calculate the sample standard error of the mean. 
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3. The t-distribution depends on a parameter ν (Greek Nu)4, called the degrees 

of freedom of the distribution. Ν = n -1, where n is sample size. The degree of 

freedom, ν, refers to the number of values we can choose freely. 

4. The variance of the t-distribution is ν/ (ν-2) for ν>2. 

5. The variance of the t-distribution always exceeds 1. 

6. As ν increases, the variance of the t-distribution approaches 1 and the shape 

approaches that of the standard normal distribution. 

7. Because the variance of the t-distribution exceeds 1.0 while the variance of 

the Z-distribution equals 1, the t-distribution is slightly flatter in the middle than 

the Z-distribution and has thicker tails. 

8. The t-distribution is a family of distributions with a different density function 

corresponding to each different value of the parameter ν. That is, there is a 

separate t-distribution for each sample size.  In proper statistical language, 

we would say, “There is a different t-distribution for each of the possible 

degrees of freedom”. 

9. The t formula for sample when  is unknown, the sample size is small, and the 

population is normally distributed is: n
s

X

S

X
t

X

 





 This formula is essentially 

the same as the z-formula, but the distribution table values are not.   

The confidence interval to estimate  becomes: 

                                                      

4 What are degrees of freedom?  We can define them as the number of values we can 

choose freely.  In general, the degrees of freedom for a t statistic are the degrees of 
freedom associated with the sum of squares used to obtain an estimate of the variance. The 
variance estimate depends on not only on the sample size but also on how many 
parameters must be estimated with the sample: 

beforehandestimatedbemustnsObservatiofreedom

thatparametersofNumberofNumberofDegrees 
 

Here we calculate sample variance by using n observations and estimating one parameter (the mean). 

Thus, there are (n – 1) degrees of freedom.  
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    n
stX v,2/ 

 

    

Where: X  = sample mean 

        α = 1 – C 

     ν = n – 1 (degrees of freedom) 

      s = sample standard deviation 

      n = sample size 

       = unknown population mean 

Steps: 

i. Calculate degrees of freedom (v=n-1) and sample standard error of the 

mean. 

ii. Compute 2  

iii. Look up Vt ,2/  

iv. Construct the confidence interval 

v. Interpret results 

Examples: 

1. If a random sample of 27 items produces x = 128.4 and s = 20.6.  What is the 98% 

confidence interval for  ?  Assume that x is normally distributed for the 
population.  What is the point estimate? 

Solution: 

The point estimate of the population mean is the sample mean, in this case 

128.4 is the point estimate. 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 85 

n= 27   X  = 128.4   s = 20.6    C= 0.98 

i.  n

S
S

X


= 27

6.20

 = 3.96  ν = n – 1 = 27-1 = 26    

ii. α = 1 – C = 1- 0.98 = 0.02 

2  = 0.02/2 = 0.01  

iii. 
479.226,01.0,2/ tt v  

iv. n
stX v,2/ 

  

    = 128.4 ± 2.479(3.96) 

             = 128.4 ± 9.82 

 118.56 ≤   ≤  138.22 

We state with 98% confidence that the population mean lies between 118.56 

and 138.23. 

2. A sample of 20 cab fares in Bahir Dar city shows a sample mean of Br 2.50 and a 

sample standard deviation of Br. 0.50.  Develop a 90% confidence interval 

estimate of the mean cab fares in Bahir Dar city.  Assume the population of cab 

fares has a normal distribution. 

n= 20   X  = Birr 2.50   s = Birr 0.50    C= 0.90 

i.  n

S
S

X


= 20

5.0

 = 0.112  ν = n – 1 = 20-1 = 19    
ii. α = 1 – C = 1- 0.90 = 0.10 

2  = 0.10/2 = 0.05  

iii. 
729.119,05.0,2/ tt v  

iv. n
stX v,2/ 

  
    = 2.50 ± 1.729(0.112) 

             = 2.50 ± 0.194 
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 2.31 ≤  ≤ 2.69 

We state with 90% confidence that the mean of cab fares in Bahir Dar city 

lies between Birr 2.31 and 2.69. 

3. Sales personnel for X Company are required to submit weekly reports listing 

customer contacts made during the week.  A sample of 61 weekly contact 

reports showed a mean of 22.4 customer contacts per week for the sales 

personnel.  The sample standard deviation was 5 contacts. 

a. Develop a 95% confidence interval estimate for the mean number of 

weekly customer contacts for the population of sales personnel. 

b. Assume that the population of weekly contact data has a normal 

distribution.  Use the t distribution to develop a 95% confidence interval for 

the mean number of weekly customer contacts.   

c. Compare your answer for parts (a) and (b).  What do you conclude from 

your results? 

Solution: 

a. n= 61 weekly contact reports5 X  = 22.4 contacts  s = 5 contacts    C= 0.95 

i.  n

S
S

X


= 61

5

 = 0.64    

ii. α = 1 – C = 1- 0.95 = 0.05 

2  = 0.05/2 = 0.025  

iii. 
96.1025.02/  ZZ  

iv. n
sZX 2/ 

  

    = 22.4 ± 1.96(0.64) 

             = 22.4 ± 1.25 

 21.15 ≤   ≤  23.65 

I state with 95% confidence that the mean weekly contact lies between 

21.15 and 23.65 contacts. 

 

                                                      
5 Since the sample size is large, we use the Z-distribution to construct the confidence interval. 
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b. n= 61 weekly contact reports X  = 22.4 contacts  s = 5 contacts    C= 0.95 

i. n

S
S

X


= 61

5

 = 0.64     ν = n – 1 = 61 – 1 = 60 

ii. α = 1 – C = 1- 0.95 = 0.05 

2  = 0.05/2 = 0.025  

iii. 
00.260,025.0,2/ tt v  

iv. n
stX v,2/ 

  

   = 22.4 ± 2.00 (0.64) 

             = 22.4 ± 1.28 

 21.12 ≤  ≤ 23.68 

I state with 95% confidence that the mean weekly contact lies between 

21.12 and 23.68 contacts. 

c. As the sample size increases, the t-distribution and z (normal) distribution 

approximate to be equal. 

Confidence interval for n  small,  unknown, population not normal 

This is solved by non-parametric tests, which do not require assumption about 

the underlying form of the population data. 

Determination of Sample Size 

The reason for taking a sample from a population is that it would be too 

costly to gather data for the whole population.  But collecting sample data 

also costs money; and the larger the sample, the higher the cost.  To hold 

cost down, we want to use as small a sample as possible.  On the other hand, 

we want a sample to be large enough to provide “good” 
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approximation/estimates of population parameters.  Consequently, the 

question is “How large should the sample be?” 

The answer depends on three factors: 

1) How precise (narrow) do we want a confidence interval to be? 

2) How confident do we want to be that the interval estimate is correct? 

3) How variable is the population being sampled? 

Sample size for estimating population mean,    

 The confidence interval for  is n
ZX   2/

. 

From the above expression n
Z


 2/

is called error of estimation (e). That is, the 

difference between x and  which results from the sampling process. So  

      e = n
Z


 2/

 

Squaring both sides results in n
Ze

2
2

2/
2 


. Solving for n results in, 

2

22
2/

e

Z
n


 

         

2

2/ 









e

Z
n




 

Examples: 

1. A gasoline service station shows a standard deviation of Birr 6.25 for the changes 

made by the credit card customers. Assume that the station’s management 

would like to estimate the population mean gasoline bill for its credit card 

customers to be within ± Birr 1.00. For a 95% confidence level, how large a 

sample would be necessary? 
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Solution: 

e = Birr 1.00   σ = Birr 6.25  C = 0.95 96.1025.02/  ZZ  

2

2/ 









e

Z
n




 

   15106.150

1

25.6*96.1
2











n

6 

2. The National Travel and Tour Organization (NTO) would like to estimate the 

mean amount of money spent by a tourist to be with in Birr 100 with 95% 

confidence.  If the amount of money spent by tourist is considered to be 

normally distributed with a standard deviation of Br 200, what sample size would 

be necessary for the NTO to meet their objective in estimating this mean 

amount? 

Solution: 

e = Birr 100   σ = Birr 200  C = 0.95 96.1025.02/  ZZ  

2

2/ 









e

Z
n




 

   1637.15

100

200*96.1
2











n

 

If population standard deviation, , is unknown we have to make an 

educated guess or take a pilot sample and estimate it. 

                                                      

6 It a procedure for determining sample size produces a non-integer value, always round to 

the next larger integer. 
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- The rough approximation is 4

LH 


 because 95.4% of the total 

population falls within 2 . 

range41  

Relationship between the error term and sample size 

Reducing error term in estimation of an interval estimate to 1/a of the original 

amount, while holding the confidence level constant requires a sample size 

of a2 times the original sample size. 

Sample size for estimating population proportion, p 

The confidence interval for p is n

qp
ZpP 2/

. The expression n

qp
Z 2/

is 

called the error term (e). That is, 

    n

qp
Ze 2/

, squaring both sides 

    n

qp
Ze 2

2/
2


, solving for n 

    
2

2
2/

e

qpZ
n p


 

Since we are trying to determine n, we cannot have qandp . Instead, we 

should have p and q. so it becomes 

pq
e

Z
n p

2

2/ 







 

 

Example  
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1. Suppose that a production facility purchases a particular component parts in 

large lots from a supplier.  The production manager wants to estimate the 

proportion of defective parts received from this supplier.  She believes that the 

proportion of defects is no more than 0.2 and wants to be with in 0.02 of the true 

proportion of defects with a 90% level of confidence.  How large a sample 

should she take? 

Solution: 

e = 0.02  p = 0.2  q =0.8   C = 0.90

 64.105.02/  ZZ  

    

pq
e

Z
n p

2

2/ 







 

 

    107684.1075

8.0*2.0
02.0

64.1
2











pn

 

2. What is the largest sample size that would be needed in estimating a population 

proportion to within ± 0.02, with a confidence coefficient of 0.95? 

Solution: 

e = 0.02  C = 0.95 96.1025.02/  ZZ  

The largest sample size would be obtained when p = 0.5. So, 

pq
e

Z
n p

2

2/ 







 

 

    2401

5.0*5.0
02.0

96.1
2











pn
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If p is unknown and there is no possibility of estimating it, use 0.5 as the value 

of p because it will generate the greatest possible sample size as compared 

with other values. 

Determining Sample Size When Estimating 21    

When taking two random samples and using the difference in sample means 

to estimate the difference in population means, a researcher should have an 

idea of how large the sample sizes need to be solving for n form the formula 

   

2

2
2

1

2
1

2121

nn

XX
Z










does not look promising, because the equation has 

nine variables including two different values of n. However making some 

assumptions can generate a workable sample size formula. 

1. Variances of the two populations are the same:
22

2

2

1    

2. The sample size for each sample is the same: nnn  21  

The difference between 21 xx  and 21   is the error of estimation. Or 

   .2121   xxe  

Incorporating these assumptions into the z-formula yields  

nn

e
Z

22 




= n

e
22

 = 

22


n

e

 = 


n

e

2

 

Solving for n produces the sample size: 

     

2

2/

2

22
2/ 2

*2










e

Z

e

Z
n
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The above formula suggests that the necessary sample sizes for comparing 

two sample means are each twice as large as the required sample size for 

estimating single sample means.  It is clear that the larger the sample, the 

more it costs.  Thus sample size formulas can be effective aids in ensuring that 

a research project’s goals are met and that the cost of sampling is 

minimized. 

Examples: 

1. A college admissions officer wants to estimate the difference in the average 

Statistics scores of men and women.  She plans to take a random sample of 

men and women who have taken the Statistics at the same time.  She wants to 

be within 10 points of the true difference in the mean scores of men and women 

and 95% confident of her results.  Past Statistics test results indicate that the 

standard deviation of Statistics test scores is about 105 points.  How large the 

sample sizes be? 

Solution: 

e = 10 points         σ = 105 points C = 0.95 96.1025.02/  ZZ   n=?  

    

2

2/2 









e

Z
n



 

    84810.847

)54.421(2

10

105*96.1
2

2













n

 
2. A researcher wants to estimate the difference between the average price of a 

21-inch black and white TV and the average price of a 21-inch color TV set.  He 

believes that the standard deviation of the price of a 21-inch TV set is about Birr 

100.  He wants to be 99% confident of his results and within Birr 20 of the true 

difference.  How large a sample should he take for each type of television set?    

Solution: 

e = Birr 20 σ = Birr 100  C = 0.99 57.2005.02/  ZZ   n=?  

    

2

2/2 









e

Z
n



 

    33110.24.330

)12.165(2

20

100*57.2
2

2













n
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4. HYPOTHESES TESTING  

4.1. Introduction  

Hypothesis testing is a method of analysis that makes inferences about 

population parameters or relationship of variables from sample data. The 

procedure is that we make an assumption about the population parameter or 

the relationship variables under study and then test the assumptions on the basis 

of sample information or data. It is one the major techniques of statistical 

inference, which is used to solve many practical problems in business and in any 

field in general.  

Objectives   

Upon completion of this unit you will be able to                                                                                                   

 Define Hypothesis And Statistical Tests 

 Identify the types of hypothesis and types of errors 

 Know level of significance and power of a test 

 Test about means  

 Test about proportions  

 Make analysis of variance 

4.2. Definition of hypothesis 

A hypothesis is a statement or assumption made about the population 

parameters, which may or may not be true. It also takes the form of a statement 

or assumption about relationship between two variables, an independent 

variable (cause) and a dependent variable (effect).  A hypothesis is not 

necessarily true, it can be either right or wrong, and we use a sample data to 

help us decide. If we know everything, there is no need for statistical hypothesis 

testing. When there is uncertainty, statistical hypothesis testing will help us learn 

as much possible from the information available to us. In broader view, 

hypothesis testing is one component of the decision- making process.   
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As an example consider the following. 

1. The proportion of educated people in Ethiopia is not less than 30%. 

2. The average monthly income of families of AA is less or equal to  Birr 800. 

3. The cause of high number of Aids patients in Africa is poverty. 

The first two examples are assumptions about population parameters, proportion 

of educated people in Ethiopia and average family monthly income 

respectively. The third example shows assumption about the relationship of two 

variables, poverty and number of aids patients. In all cases of the above 

examples, we need to draw conclusions or make decisions about the specified 

population parameters or relationship of variables on the basis of sample 

information. These decisions are called statistical decisions. These assumptions 

about the population parameters or relationship of variables are called 

hypotheses. Such main statements (assumptions) are also called null hypotheses 

which are usually denoted by Ho.  A hypothesis accepted when Ho is rejected is 

called an alternative hypothesis which is also denoted by Ha or H1. The 

alternative hypothesis, which is also called research hypothesis, is to be 

accepted only if there is convincing statistical evidence that would rule out the 

null hypothesis as a reasonable possibility. Hence, hypotheses are composed of 

both the null and alternative hypotheses and are always formulated as 

opposite, so that when one is true the other is false. Therefore, the above 

assumptions are not full hypotheses, for they represent only the null hypothesis, 

which is the most likely assumption. Let us now try to rewrite the above 

assumptions into full flagged hypotheses.  

1. Ho: The proportion of educated people in Ethiopia is not less than  

           30%. 

   Ha: The proportion of educated people in Ethiopia is less than  

         30%. 

     Or                Ho: P ≥ 0.3 
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                        Ha: P < 0.3 

2. Ho:  The average monthly income of families of AA is less or equal to  

            Birr 800.           

     Ha: The average monthly income of families of AA is more than   

            Birr 800.          

           Or        Ho: µ ≤ 800  

                       Ha: µ > 800  

3.  Ho: The cause of high number of Aids patients in Africa is poverty. 

    Ha: The cause of high number of Aids patients in Africa is not poverty. 

Based on sample values we either accept or reject Ho. If Ho is rejected then the 

alternative hypothesis, Ha, is accepted. Rejecting Ho could either be the 

assumption is truly wrong or due to chance that the sample data is wrong. If the 

decision cannot be explained as being probably due to solely to chance, the 

difference is said to be statistically significant. Tests devised to check whether 

this is so are called significant tests. The set of outcomes or values of the random 

sample for which we reject Ho is known as the rejection or critical region, while 

the set of values for which Ho is accepted is known as the acceptance region. 

Thus, a test of hypotheses is the partitioning of the set of outcomes into the 

critical and the acceptance region.   

                                                                                                 

In testing hypothesis we always consider the following assumptions  

  1. The data set is a random sample from the population of interest, and  

  2. Either the quantity being measured is approximately normal, or else 

the sample size is large enough that the central limit theorem ensures that the 

sample average is approximately normally distributed.  
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Let us now consider the hypothesis about thee average monthly family 

income of AA given above  

                        Ho: µ ≤ 800  

                       Ha: µ > 800   

The objective here is to check if the claim or assumption made about the 

average family income is correct or not. 

The decision as to whether or not to approve the assumption will depend on the 

test results from the sample data. Therefore, the decision will be based on the 

level of the sample mean, X , which is referred to as the test statistic. 

To make test suppose we take a random sample of 500 families and decide to 

reject Ho if X  > 800 and accept Ho if X  ≤ 800. 

The value 800 is commonly referred to as critical value. The test statistic is then 

used to formulate a decision rule to translate sample evidence into a course of 

action. Therefore, the decision is accept Ho              X  ≤ 800 and reject Ho if X  > 

800. 

Therefore, the set of values { X  > 800} is called critical or rejection region and the 

set of values { X  ≤ 800} ia called acceptance region. 

When testing such hypotheses we always make errors since the test depends on 

sample data. There are two types of such errors, type I and type II errors. Type I 

error is made when Ho is wrongly rejected, while Type II error is made when Ho is 

wrongly accepted. These two types of errors can be summarized as follow 

                                                                     

 Accept Ho Reject 
Ho 

Ho True No error Type I error 

Ho False Type II error No error 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 98 

Notation 

The probability of type I error is denoted by  and the probability of type II error 

is denoted by . 

    P (Type 1 error) = P (rejecting Ho  Ho is true) =  

    P (Type 11 error) = P (accepting Ho  Ho is false) =  

Level of significance. The probability of rejecting Ho when it is infact true is 

denoted by  and is known as a level of significance. That is, 

   Level of significance =  = P (reject Ho/ Ho is true) 

                                      = P (type I error) 

    is usually taken as 0.05 or 0.01. 

Power of a test. The power of a test is defined as the probability of rejecting the 

null hypothesis Ho when it is actually false or the probability of accepting Ho 

when it is actually false. That is, 

      Power of a test = P (rejecting Ho/ Ho is false) 

                              = 1 – P (accept Ho/ H0 is false) 

                                 = 1 – P (type II error) 

                                 = 1 -  

where  is the probability of type II error.  

In a similar manner we show that, 

Power of a test = 1 -   This shows that the smaller the two types of errors,  and 

, the stronger the power of the test. Therefore, the objective of any test is to 

minimize the two types of errors. However, it can be shown that we cannot 

simultaneously minimize the two types of errors. Hence when testing hypothesis,  

 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 99 

We determine the critical values by first specifying alpha (), the probability of 

committing type I error. If the cost of committing type I error is high, the decision 

makers should specify a small alpha. A small alpha results in a small rejection 

region. If the rejection region is small, the sample mean is less likely to fall there, 

and the chances of rejecting a true null hypothesis are small. If the acceptance 

region is large, the probability of committing a type II error () will also tend to be 

large. A decrease in  will increase in . However, the increase in  will not equal 

the decrease in . Decision makers must examine carefully the costs of 

committing type I and type II errors and, in light of these costs, attempt to 

establish acceptable values of  and . 

The goodness of the choice of the critical value 9 depends on the attitude of 

the decision towards the two types of errors, Type I and Type II errors. The smaller 

the two types of errors, the better the test. These errors can be computed for 

any particular test. It can be shown that when one of the probabilities is 

decreased the other tends to increase. Therefore, the general agreement is that 

we fix the probability of type one error at  and try to minimize type two error . 

Hypotheses in general are of two forms  

Tests of the form,                                                                                                          

              Ho:  = o        or            Ho:  = o                                                                                                      

             Ha:   N o                       Ha:   o,                                                                                                             

in which the critical region includes either large or small values of the test statistic 

are called one- sided or one –tailed tests.                                                                                                                             

A test statistic is a formula which is used for computing from the data in testing 

hypothesis. The value of the test statistic is used in determining whether or not 

we may reject the null hypothesis. 

And those of the form, 

                           Ho:   = o 

                                        Ha:    o 
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Including both large and small values of the test statistic are called two – tailed 

tests. 

Steps in testing hypotheses 

In general statistical testing of hypothesis follows certain steps that are more or 

less taken by most researchers.  

1. Formulate the hypothesis. That is, rewrite the problem to a testable form. 

2. Determine alpha ( ), which is usually given  

3. Determine the appropriate statistical distribution used. 

4. Determine the test statistic.  

5. Establish the critical region of the test statistic or give the decision rule. 

The 

     decision rule of a statistical hypothesis test is a rule that specifies the 

     conditions under which the null hypothesis may be rejected. 

6. Gather data. 

7. Calculate the value of the test statistic and find the tabulated value. 

8. Make a decision, that is, accept or reject the null hypothesis, Ho. 

4.3. Tests about a single mean 

Hypotheses tests about means, just like confidence interval estimation 

about means considered in the previous unit, are dependent on whether the 

population is normal or not, samples large or small and population standard 

deviation known or unknown. Let us see the different possible combinations of 

these cases and make tests about mean. 

4.3.1. Normal population, variance known, large or small sample  

Suppose we take a random sample of size n (large or small) from an                 

N (, 2 ) population when 2  is known. We want to test  
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                           Ho:   = o 

                                         Ha:    o, where o is a specific value. 

 Since the best estimator of  is X , the test statistic must depend on . 

But in this case, X  N (µ, 
n

2
) and Z = 

n

X




  N (0, 1) 

 When Ho is true, Z = 

n

X o




  N (0, 1) 

Note that 

n

X o




is the test statistic for testing single mean. 

 If  is really greater than o, X  would most probably be greater than o 

and therefore, Z = 

n

X o




  C 

where, the constant C = Z , the value of which is found using the level of 

significance ( ) from the normal table. 

       

 

                                1 -                                                 

                                                                    

   _____________________________________________________________             

                                                           Z                                                                                        

                        P 

n

X o




(   C) =  

  Critical region for testing the above hypothesis is                        
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n

X o




  Z  

  If   Ho:   = o 

          Ha:      o 

  In a similar argument as above, the critical region is, 

                  

n

X o




 - Z        

  To test the two- tailed tests,   

                   Ho:   = o 

                            Ha:     o, there is no difference between the believed 

population mean and the specified value. 

 Critical region can be shown to be,                

                        

n

X o




   Z/2   

Example 1 

According to a car manufacturing company, their cars averaged at least 32 

miles per gallon in the city. From past records it is known that mileage is normally 

distributed with standard deviation of 2.5 miles per gallon.  Tests on 16 cars 

showed that mean mileage in the city is 31.5 miles per gallon. Do the data 

support the claim of the company at 1% level of significance?  

Solution 

The appropriate hypothesis is, 

           Ho:  ≥ 32 

           Ha:  < 32 
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Here, population is normal, sample size, n = 16, is small and population standard 

deviation,  = 2.5, is known, and hence we use the normal distribution for the 

test. 

Let  = 0.01 

Here, we have to reject Ho if  

        

n

X o




 < - Z   

Zcal =  

n

X o




 = 

5
105.0

1985.0 
  = 0.728 

 Z tab = - Z = - Z0.01 = - 2.33 

Since Zcal > Z tab, accept Ho. 

Therefore, the claim of the company is correct or the data support the 

claim of the company. 

Self Test Activity 4.1 

A producer of an electric bulb claims that the average life length of its product 

is more than 1800hrs. Consumer’s protection agency on the other hand doubts 

the claim. Therefore, it takes a random sample of 400 bulbs and found out that 

the mean life length is 1780hrs with standard deviation of 200hrs. Assuming that 

life length of bulbs is normal, should the agency support the producer’s claim at 

5% level of significance? 

4.3.2. Non-normal population, large sample,  known or unknown 

We wish to test, 

            Ho:   = o 

                  Ha:    o 
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Here, since n is large by the central limit theorem, X is approximately 

normally distributed. Therefore, 

          Z = 

n

X




  N (0, 1) 

Thus the test statistic and critical region are the same as the above case, 

                

n

X




  Z 

The critical regions for Ha:    o and Ha:    o could similarly be shown to be 

the same as above. 

Note that if   is unknown it could be estimated by S, the sample standard 

deviation given by 

                   S = 
1

)( 2




n

XX i
 

Example 2 

Workers of a given industry complain that their average monthly salary is at most 

birr 600. Workers union wanted to test the claim of the workers and takes a 

random sample of 100 workers of the factory that produce a mean monthly 

salary of Birr 610 with a standard deviation of Birr 50. What should the workers 

union conclude about the claim of the workers at 5% level of significance? 

Solution  

The hypothesis is  

         Ho:   600 

        Ha:  > 600 

Here,  is unknown and n is large. Therefore, by central limit theorem, the 

test distribution is Z-distribution. 
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Critical region is  

n
s

X 
  Z 

 

n
s

X 
 = 

100
50

600610 
= 2 

For  = 0.05, Z0.05 = 1.645 

Since Zcal > Z tab, then Ho is rejected. Therefore, the workers union should 

reject the claim of the workers. 

4.3.3.   Normal population, small sample,  unknown 

In some cases of testing hypotheses, because of reasons such as time, money, 

convenience or availability, is able to gather only a small random sample of 

data. We usually say n is small if n  30. In such cases, if the data are normally 

distributed in the population and   is known, the Z- test can be used.  

However, if population standard deviation, , is unknown the Z test cannot be 

used but rather the t - test based on the t - distribution is applicable. Here again 

we replace   by S, sample standard deviation, where  

                S2 = 
1

1

n
 (Xi - X ) 2 

Suppose we wish to test   Ho:   = o     

                                       Ha:   o          

We have seen earlier that in this case, X  has a t- distribution with (n-1) 

degree of freedom, X   t (n – 1).                                                                                              

T = 

n
S

X 
  t (n-1) 

which gives the critical region as, 
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n
S

X 
  t (n-1) 

If Ho:   = o 

   Ha:   o 

Critical region is 

n
S

X 
  - t  

And also if Ho:   = o 

                   Ha:   o 

Then critical region similarly is given by                   

                 

n
S

X 
    t 2   

Example 3      

It is known that the average body temperature of human beings is a normal 

variable with mean 370c. A medical person took the temperatures of ten 

patients as 39, 37, 41, 35, 37, 37, 34, 38, 40, and 39 in 0 c. Test at the 5% level of 

significance whether these sample data are consistent with the specified 

human body temperature. 

Solution 

The hypothesis is  

       Ho:  = 37 

       Ha:   37 

X  = 
n

Xi
 =, 37.7         S = 

1

)( 2





n

XXi
 = 1.84 
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Critical rejoin is  

n
S

X o
   tα/2    

t cal =  

n
S

X o
  = 

10
84.1

377.37 
  = 1.2 

At  = 0.05, ttab = t /2(n – 1) = t 0.025 (9) = 2.26 

Since t cal < ttab, accept Ho. 

Therefore, the sample data are consistent with the specified body temperature. 

Self test Activity 4.2 

In a particular school District the I.Q. is known to have a normal distribution with 

mean of 110. From one school a sample of 25 students were taken and found 

that their average I.Q. is 115 with variance 100. Is the average in this school 

different from the district average? 

4.4. Test about a single population proportion 

As shown in the previous sections, proportion is a value between 0 and 1 that 

shows the number of items possessing a certain characteristics in the population 

or sample. There are many situations in business in which we must test the validity 

of statements about population proportions or percentages. A business man 

can claim that 90% of population of consumers like his product. A random 

sample of consumers could be taken test this claim in a similar manner as 

above. 

The method here is to compare the sample proportion with the specified 

population value or to analyze the qualitative data where we test the presence 

or absence of a certain characteristics bases on sample values.  

By the central limit theorem, if nP > 5 and nQ > 5, it can be shown that the 

sample proportion, p̂ , values are approximately normally distributed as shown in 

the previous section.  
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That is if nP > 5 and nQ > 5, then p̂ is approximately normal with mean P 

and standard deviation 
n

PQ
 

                                                                                                                                   

where P = population proportion, p̂ = sample proportion and Q = 1 – P. 

   Hence     Z =

n
PQ

pp ˆ
 N (0, 1) 

Again 

n
PQ

pp ˆ
is the test statistic for testing single proportion. 

The test procedure is the same as that of the mean, shown in the previous 

sections. That is the computed value of Z is compared with the table value of Z, 

which is also known as the critical value of Z. 

If the hypothesis is       Ho: P = Po 

                                    Ha: P > Po, where Po is a specific value  

         

 

                                1 -                                                 

                                                                    

   _____________________________________________________________             

                                                           Z                                                                                        

    P(

n
PQ

pp ˆ
 > Z ) = , where  is probability of type I error 

Therefore, the critical region is 

n
PQ

pp ˆ
> Z                                                     
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Similarly, if Ho: P = Po 

                   Ha: P < Po 

 Critical region is 

n
PQ

pp ˆ
< - Z 

 For the two – tailed hypothesis 

                 Ho: P = Po 

                 Ha: P ≠ Po 

The critical region is  

n
PQ

PP ˆ
  Z/2  

Example 4 

A survey on the workers of an industry indicates that 240 workers out of a 

randomly selected sample of 500 workers are not professionals. But workers 

union believes that less than or equal to half of the workers are professionals. Test 

at α = 0.05 the claim of workers union. 

Solution 

The appropriate hypothesis is  

       Ho: P ≤ 0.5 

       Ha: P > 0.5 

Here, P = 0.5, Q = 1 – P = 0.05,                                                                               

Sample proportion = p̂ = 
500

240500
 = 0.52 

Critical region is 

n
PQ

PP ˆ
   Z 

The calculated value of Z is  
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   Zcal = 

n
PQ

pp ˆ
 = 

500

)5.0)(5.0(

5.052.0 
= 0.89                                                                                            

For  = 0.05, the tabulated value is  

 Ztab =Z = Z0.05 = 1.645. 

Since Zcal < Ztab , accept the Ho.                                                                                                

Therefore, the claim of workers union is correct.  

 

Self Test Activity 4.3 

A medical expert claims that at least 60% of diseases of a given community are 

related to lack of sanitation. A researcher who wanted to test the claim takes a 

random sample of 500 patients from the community and found out that 350 of 

the cases are related to sanitation. Test at 1% level of significance if the claim of 

the medical expert is correct or not. 

 

4.5. Tests involving finite populations 

The same way as in the construction of confidence intervals with finite 

population containing N elements and the sample size, n, constitute at least 5% 

of the population, we need to use the finite population correction factor, 

1



N

nN
, in tests of hypotheses too. In this case also the standard error of the 

respective estimators must be multiplied by the finite population correction 

factor. 

In the case of hypothesis tests about the population mean, μ, we incorporate a 

finite population correction factor by using the standard error, 
x

 = 
n


1



N

nN
 

. When the population standard deviation is unknown, we substitute the sample 

standard deviation, s, for it. 
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Similarly, for testing hypotheses about population proportion, P, with finite 

population and the sample constitutes at least 5% of the population, we 

incorporate the finite population correction factor to get a standard error of the 

sample proportion, p̂ , as 
p̂  = 

1

)ˆ1(ˆ





N

nN

n

PP
 

Example 5 

Suppose that a random sample of 200 electric bulbs from a total of 2000 bulbs 

produces average life length of 12,000 hrs with a standard deviation of Birr 1500 

hrs. Test at 5% level of significance that the average life length of the 2000 

electric bulbs is at most 11,800 hrs. 

 Solution  

For N = 2000 and n = 200, the sampling fraction, n/N = 200/2000 = 0.1, 

which is more than 0.05. Therefore, the finite population correction factor must 

be used in the test. 

The hypothesis is 

             Ho: μ ≤ 11,800 

             Ha: μ > 11,800 

The test statistic is 

1





N

nN

n
s

x o
 

The critical region is 

1





N

nN

n
s

x o
 > Z 

 

1





N

nN

n
s

x o
 = 

12000

2002000

200
1500

800,11000,12






= 1.99 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 112 

Z = Z0.05 = 1.645 

Reject Ho. Therefore, the average life length of the electric bulbs is more 

than 11,800 hrs. 

4.6.   Tests about difference of two means 

The comparison of two population means is another important and frequently 

used statistical technique in business. In testing hypotheses about difference of 

two means the assumptions we saw in testing hypotheses on single mean are 

also applicable. 

   4.6.1. Normal populations, variances known 

Suppose that we have a random sample of size n1 from first population and 

another independent sample of size of n2 from the second population. The 

problem here is to see whether there is significant difference between the two 

population means based on the sample mean difference, 1X  - 2X .  Where 1X  

and 2X  are sample means from the first and the second population respectively.  

Here, it is obvious that the difference in the sample means is normally 

distributed with mean, μ1- μ2 and variance 
2

2

2

1

2

1

nn


  

That is, ( 21 XX  )  N (1 -2, 
2

2
2

1

1
2

nn


 ) 

 

Thus, Z =

2

2

2

1

2

1

2121 )()(

nn

XX








  N (0, 1)  

Suppose we wish to test, 

               Ho: 1 = 2    or    Ho: 1 - 2 = 0 

               Ha: 1  2              Ha: 1 - 2 > 0          
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Here under Ho, the test statistic becomes  

2

2

2

1

2

1

21

nn

XX





  N (0, 1) 

This gives the critical region as 

   

2

2

2

1

2

1

21

nn

XX





   Z  

If the test is of the form, 

            Ho: 1 = 2          or    Ho: 1 - 2 = 0 

            Ha: 1  2                   Ha: 1 - 2 < 0 

Critical region becomes            

           

2

2

2

1

2

1

21

nn

XX





  - Z  

Similarly if the test is a two- tailed test 

              Ho: 1 = 2    or Ho: 1 - 2 = 0   

              Ha: 1  2       Ha: 1 - 2 ≠ 0   

The critical region is                   

             

2

2

2

1

2

1

21

nn

XX





      Z 2  

Example 6 

A sample of 200 students graduated from college in 1990 produce an average 

age of 25 years and another sample of 250 students graduated from college in 

2005 produce an average age of 23.5. Test at 5% level of significance that the 

average age of graduation decreases in 2005, assuming normal population and 

standard deviation of ages of graduation of both years are equal to be 5 years. 

Solution 

Let 1 = the average age of all students graduated in 1990 
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      2 =  the average age of all students graduated in 2005 

The required test is  

        Ho: 1 = 2 

        Ha: 1 > 2     

Here, populations are normal, 1 = 2 = 5, then the test distribution is normal. 

Therefore, critical region is 

                 

2

2

2

1

2

1

21

nn

XX





      Zα 

     Zcal =  

2

2

2

1

2

1

21

nn

XX





   =  

250

25

200

25

5.2325




   = 3.16 

 Ztab = Zα = Z0.05   = 1.645 Therefore, we reject Ho, which means that the 

average age of graduation decreases from that of 1990 significantly.  

4.6.2.   Non- normal population, large samples 

Here, since samples are large, by central limit theorem the sample mean 

difference is approximately normal, and hence the test statistic and critical 

regions for the various tests in this case is the same as above.  It must be noted 

that in this case results are only approximate. If 
2

1 and 
2

2 are unknown they can 

be replaced with sample variances S12 and S22 respectively, where 

   S12 = 2
11

1

)(
1

1
XX

n i



, S22 = 2

22

2

)(
1

1
XX

n
i 


and 1X  and 2X are sample 

means of the first and the second populations respectively. 

4.6.3. Normal population, variances unknown, small samples 

The objective again is to test hypotheses about difference of means of two 

populations in this case. We have two cases here. 
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Case1: When population variances are equal, which is, 
2

1 = 
2

2 = 2 . Because 

the population variances are equal, 2 is logically estimated by the pooled 

sample variances, Sp2, given as                 

                  Sp2 = 
1

)1()1(

21

2

22

2

11





nn

SnSn
 

And( 21 XX  )t(1-2,
2

2
2

1

1
2

nn


 ).           Then, 

     

21

2121

11

)()(

nn
Sp

XX



 
   t (n1 + n2 – 2)  

Suppose we wish to test  

             Ho: 1 = 2 

             Ha: 1  2 

Under Ho,  

21

21

11

nn
Sp

XX




  t (n1+n2 – 2) 

Thus the critical region for the above test is 

         

21

21

11

nn
Sp

XX




  t (n1+n2 – 2)  

     If   Ho: 1 = 2 

           Ha: 1  2 

Critical region is 

               

21

21

11

nn
Sp

XX




  - t (n1+n2 – 2)   
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Similarly for the test 

          Ho: 1 = 2 

          Ha: 1  2 

Critical region is 

           

21

21

11

nn
Sp

XX




    - t

2
  (n1+n2 – 2)  

 

 

 

Example 7   

A transport company wants to compare the fuel efficiency of two types of lorries 

it operates. It obtains data from samples of the two types of lorries, A and B with 

the following result. 

            Lorry type 

    A B 

Average mileage per liter 10.9 10.0 

Standard deviation 2.3 2.0 

Sample size 20 25 

The population variances, although unknown, are assumed to be equal. 

Assuming normal population, test at 1% level of significance if there is 

significance difference in the fuel efficiency between the two lorries. 

Solution 

  The test could be put as 

          Ho: A = B 

           Ha: A ≠ B 
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The critical region is │

BA

BA

nn
Sp

XX

11



│  tα/2 (n1+n2 – 2) 

Sp2 = 
22520

)4)(24()29.5)(19(




 = 4.69 

        tcal =  │

BA

BA

nn
Sp

XX

11



│ = 1.39 

At  = 0.05, ttab = t 0.025(43) = 2.01                                                                       

Accept Ho. Therefore, there is no significance difference in fuel efficiency 

between the two lorries. 

 

Case2: When population variances are not equal, which is, 
2

1 
2

2 .              

Here, it can be shown that, 

2

2

2

1

2

1

2121 )()(

n
s

n
s

XX



 
 (approx.) t ()  

where, the degree of freedom =  = 

11 2

2

2

2

2

1

2

1

2

1

2

2

2

2

1

2

1
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Suppose that Ho: 1 = 2 

                     Ha: 1  2 

Under Ho,   

2

2

2

1

2

1

21

n
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XX




 (Approx.) t ()     
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Critical region is, 

2

2

2

1

2

1

21

n
s

n
s

XX




     t ()  

 

Similarly the critical region for the tests with alternative hypotheses                        

Ha: 1  2 and Ha: 1  2 respectively are       

               

2

2

2

1

2

1

21

n
s

n
s

XX




-t()                                                                                          

And   

2

2

2

1

2

1

21

n
s

n
s

XX




     t

2
  ()  

 

 

Self test Activity 4.4 

 Repeat problem 7, above, if population variances are assumed not equal, that 

is, 
2

1 
2

2 . 

                                           

4.7. Tests about several means.                                                                      

We often want to make comparisons among three, four, five or more samples or 

groups. For instance, we may seek to decide on the basis of sample data 

whether there really is a difference in the effectiveness of three teaching 

methods or we may seek to compare the average yields per acre of several 

varieties of maize, and so on. The method we shall introduce for this purpose is a 

powerful statistical tool called analysis of variance, ANOVA. It is in general 

involved in determining if there are significant differences among various 
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sample means, from which conclusions can be drawn about the difference 

among various population means. 

Suppose that 1, 2, --------, k are the means of the k populations from which the 

samples are drawn, the hypothesis to test if there is significant difference among 

them is given by the form, 

                   Ho: 1= 2 = ---------- = k 

                   Ha: these means are not equal (at least two means are equal) 

This null hypothesis would be supported if the difference among the sample 

means are small, and the alternative hypothesis would be supported if at least 

some of the differences among the sample are large. 

Analysis of variance is a statistical methodology based upon the following 

assumptions. 

i. The populations are normally distributed, so that sample statistics tends to 

reflect the characteristics of the population. 

ii. Each sample is independent of the other samples and each sample of size n 

is drawn randomly. 

iii. The populations from which the samples are drawn have equal variances. 

The technique in conducting analysis of variance is to split up the total variation 

into two meaningful components, the distance of the raw scores from their 

group means known as variation within groups and the distance of group 

means from one another referred to as variation between groups.      

A good criterion for testing the above hypothesis, that is, the hypothesis that 

whether the population means are the same or not in all cases is simply the 

computation of a quantity known as the variance ratio or F- ratio. This quantity is 

based on the ratio of the two component variances, which is,  

                   F =
iancespsWithingrou

iancespsBeweengrou

var

var
=

pswithingrouMeansquare

upsbetweengroMeansquare
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Now let us see the computations of the F ratio. Even if samples are randomly 

taken from the same population, there are always variations both between 

samples and within samples, which comprises the total variation. This total 

variation is also known as “total sum of squares" or SST, and is the sum of squared 

differences between each observation and the overall mean, that is  

                SST = 
 


k

j

n

i
ji

j

XX
1 1

2)(  

where, Xji represents individual observations for all samples and X is the 

grand mean of all sample means. The computational formula for SST is 

               SST = 
N

T
X

k

j

n

i

ji

j 2

1 1

2 
 

 

where,  

            N = n1+ n2 + ----------+ nk = total number observations in all samples. 

             T = the total sun of all observations 

This total sum of squares is contributed by the two component variations,   

variance between samples (groups) and variance within samples (groups). 

The variation between samples (groups),2 between, is due to the effect of 

differences in treatments, that is, inter- sample (group) variability. It is known as 

sum of squares between samples (groups), which is denoted by SSB. It is also 

given by the formula, 

                SSB = 



k

i

jj XXn
1

2)(  

where, nj = the number of observations in the jth group (sample) 

         jX = the mean of the jth sample (group)              

 The computational formula for SSB is, 
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            SSB = 
N

T

n

Tk

j j

j
2

1

2




 

Where, Tj = total of the jth sample (group) 

The variance within samples (groups), 2 within, which is also known as sum of 

squares within samples (groups), denoted by SSW, could be due to sampling 

error or other natural causes. Some chance variations could still occur to 

samples that come from the same population. 

The sum of squares within samples (groups) is usually obtained from the 

relationship, 

                  SSW = SST – SSB  

Or it can be computed as, 

                   SSW = 2

1 1

)(
 


k

j

n

i

jji

j

XX  

Or by the computational formula, 

                   SSW =  
  


k

j

n

i

n

j j

j

ji

j j

n

T
X

1 1 1

2

2
         

The mean of the sum of squares could therefore be calculated as follows 

Mean of squares between samples (groups) is given by, 

            MSB = 
Bfd

SSB

.
 

And mean squares within samples (groups) is also given by, 

            MSW = 
Wfd

SSW

.
 

Where, d.fB = between samples (groups) degree of freedom = k-1. These 

degrees of freedom are also known as numerator d.f.  
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             d.fW = within sample (groups) degree of freedom = N-k. These are 

also called denominator d.f. 

              k = the number of samples (groups) 

The difference between variance between and variance within could be 

expressed as a ratio to be designated as F-ratio or variance ratio, which is given 

as 

            F = 
within

between
2

2




= 

W

B

fd
SSW

fd
SSB

.

.
 = 

MSW

MSB
  

If population means are exactly the same or equal, then 2 between will be equal 

to 2 within and the value of F will be equal to 1. 

The sampling distribution of the variance ratio is the continuous distribution called 

F-distribution. The values of F are given on the table called F-distribution table for 

different  levels and the two degree of freedoms, d.fB and d.fW, that can be 

found in any standard statistics book just like the other distributions. That is, 

Ftabulated = Fα (k-1, N-k) 

 

 

 

 4.8. Properties of the F- distribution 

The F- distribution is a continuous distribution characterized by degrees of 

freedom. F- Statistic is defined as the ratio of two chi-square distributions, and a 

specific F- distribution is described by the degree of freedom (d.f) for the 

numerator chi-square and the degree of freedom for the denominator chi-

square. Therefore, a pair of degrees of freedom, numerator d.f and 

denominator d.f describes this distribution. This means that this distribution is 
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identified by the two parameters, the numerator and denominator degrees of 

freedom. 

The curves for the F- distribution when the degrees of freedom for the numerator 

and denominator varies are shown below 

                 R.f                       

                                                 d.f = (30, 30) 

                 0.4                             d.f = (20, 6) 

                 0.3 

                 0.2                                d.f = (6, 6) 

                 0.1 

                                                                                  F 

                         0     1        2       3       4                            

  Since this distribution is the ratio of two sum of squares, it is always positive and 

is bounded by zero from below. Therefore, it is one- tailed test. The F- 

distribution is a right- skewed or positively skewed distribution. The F- 

distribution is most commonly used in Analysis of variance (ANOVA). 

 

The F-distribution is a right- skewed distribution as shown in the curve 

below.  

 The F- distribution 
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                       0                          F 

We reject the null hypothesis at the given level of significance, , and accept 

the alternative hypothesis when the observed value or calculated value of F 

exceeds F. Which means the critical region is   F > F (k-1, N- k) 

 

Analysis of variance or ANOVA could be summarized by a table called ANOVA 

table. The following ANOVA table shows the general form of the table for analysis 

of variance. 

                                                     ANOVA table 

Sources of          Sum of        Degree of         Mean  

Variation           squares         freedom           square                    F 

Treatment          SSB                k-1              MSB = 
1k

SSB
            

MSW

MSB
                                                                                                                             

Within               SSW               N-k              MSW =
kN

SSW


 

Total                   SST 

                                                                                            F= 
MSW

MSB
 

 

 

Example 8     

The following table shows 4 samples from each of 4 different populations. Check 

if there is any significant difference between the means of the four populations at 

 = 0.05 and 0.01. 
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Solution 

The required hypothesis is, 

      Ho: 1 = 2 = 3 = 4 

      Ha: Ho is not true or at least one of the means is different.  

x1 x

2 

x

3 

x

4 

1 1 1 3 

2 3 2 2 

1 2 2 1 

2 2 2 1 



x1= 6 



x2= 8 



x3= 7 



x4= 7 

        

  Means   
2

3
1 X  22 X  

4
7

3 X  
4

7
4 X  

          SST = 
N

T
X

k

j

n

i
ji

j 2

1 1


 

 = (10+18+13+15) - 
4444

)7786( 2




= 7 

          SSB = 
N

T

n

Tk

j j

j
2

1

2




= 
4444

)7786(
)

4

7

4

7

4

8

4

6
(

22222




 = 0.50 

             SSW = SST – SSB = 7- 0.50 = 6.50 

               d.fB = k-1 =4-1 = 3 

               d.fW = N-k =16-4 =12 

               MSB = 
3

50.0
= 0.17 
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                MSW = 
12

50.6
= 0.54 

                   F = 
MSW

MSB
= 

54.0

17.0
= 0.31 

For  = 0.05, F0.05 (3, 12) =3.49 

For  = 0.01, F0.01 (3, 12) =5.95 

 

Since F calculated is less than F tabulated, we accept the null hypothesis at both  

levels. Therefore, we can conclude that there is no significant difference between 

the four populations. 

The analysis of variance done above can be summarized by the ANOVA table as 

follows. 

 

                                               ANOVA table 

Sources of          Sum of        Degree of         Mean  

Variation           squares         freedom           square                       F 

Treatment          SSB =0.5         k-1= 3        MSB = 0.17          
MSW

MSB
=0.31                                                                                                                        

Within               SSW = 6.5       N-k= 12      MSW = 0.54 

Total                   SST= 7 
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5. CHI-SQUARE DISTRIBUTIONS 

A Chi-square (x2) distribution is a continuous distribution ordinarily derived as 
the sampling distribution of a sum of squares of independent standard 
normal variables. 

Characteristics of the square distributions  

1. It is a continuous distribution 

2. The X2 dist has a single parameter; the degree of freedom, ν 

3. The mean of the chi-square distribution is ν 

4. The variance of the chi-square distribution is 2ν.  Thus, the mean and 

Variance depend on the degree of freedom. 

5. It is based on a comparison of the sample of observed data (results) with the 

expected results under the assumption that the null hypothesis is true. 

6. It is a skewed distribution and only non negative values of the variable X2 are 

possible.  The skewness decreases as ν increases; and when V increases 

without limit it approaches a normal distribution.  It extends indefinitely in the 

positive direction 

7. The area under the curve is 1.0 

Having the above characteristics, X2 dist has the following areas of 

application: 

1. Testing for the equality of several proportions 

2. Test for independence between two variables 

3. Goodness of fit tests (Binomial, Normal, and Poisson ) 

   TEST FOR THE INDEPENDENCE BETWEEN TWO VARIABLES 

A X2 test of independence is used to analyze the frequencies of two variables 

with multiple categories to determine whether the two variables are 

independent.  That is, the Chi-square distribution involves using sample data to 

test for the independence of two variables.  The sample data are given in to a 

two way table called a contingency table.  Because the X2 test of 

independence uses a contingency table, the test is sometimes referred to as 

CONTINGENCY ANALYSIS (Contingency table test).  The X2 test is used to 

analyze, for example, the following cases: 

 Whether employee absenteeism is independent of job classification 

 Whether beer preference is independent of sex (gender) 

 Whether favorite sport is independent of nationality.  
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 Whether type of financial investment is independent of geographic 

region.   

 

The steps and procedures are similar with hypothesis testing. 

Example: 

1. A company planning a TV advertising campaign wants to determine which TV 

shows its target audience watches and thereby to know whether the choice of 

TV program an individual watches is independent of the individuals income.  The 

table supporting this is shown below.  Use a 5% level of significance and the null 

hypothesis. 

 
Income 

Type of Show 

Basketball Movie News Total 

Low 143 70 37 250 

Medium 90 67 43 200 

High 17 13 20 50 

Total 250 150 100 500 

 

Solution 

1. Ho: Choice of TV program an individual watches is independent of the 

individuals income 

Ha: Income and Choice of TV program are not independent  

2. Decision rule 

 = 0.05 

ν = (R-1) (C-1)7*                                        

         = (3-1) (3-1) 

         = 4   

X2
, ν = X20.05, 4 = 9.49 

Reject Ho if sample X2 is greater than 9.49 

                                                      
7 For the RxC contingency table, the degrees of freedom are calculated as (R-1) (C-1). The 
degrees of freedom refers to the number of expected frequencies that can be chosen freely 
provided the row and column totals of expected frequencies are identical to the row and 
column totals of the observed frequency table. 
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3. Compute the test statistic 

In computing the test statistic our first task is to estimate the expected 

frequencies (eij = rioj/n); where 

ri = Observed freq total for row i. 

Cj = observed freq total for column j 

n = sample size 

  

e11 = 250x250/500 = 125 e21 = 200 x 250/500 = 100 e31 = 50 x 250/500 =25 

e12= 250x150/500 = 75 e22 = 200 x 150/500=60 e32 = 50 x 150/500=15 

e13 = 250x100/500 =50 e23 = 200x100/500 =40 e33 = 50x100/500 =10 

A test of the null hypothesis that variables are independent of one another is 

based on the magnitudes of the differences between the observed 

frequencies and the expected frequencies.  Large differences between oij 

and eij provide evidence that the null hypothesis is false.   

The test is based on the following Chi-square test statistic. 

 





ij

ij

e

eijO
2

2 Or 
 





e

eo

f

ff
2

2  

Where: 

Oij (fo) = observed frequency for contingency table category in row i and 

column j. 

Eij (fe) = expected frequency for contingency table in row i and column j. 

 

             
15

1513

25

2517

60

6067

100

10090

50

5037

75

7570

125

125143
2222222

2 


















  

   
174.21

40

4043

10

1020
22







  

4. Reject the null hypothesis that choice of TV program is independent from 

income level. 
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2. A human resource manager at EAGLE Inc. was interested in knowing whether 

the voluntary absence behavior of the firm’s employees was independent of 

marital status.  The employee files contained data on marital status and on 

voluntary absenteeism behavior for a sample of 500 employees is shown below. 

 

Marital Status 

Absence 
behavior 

Married Divorced Widowed Single Total 

Often absent 36 16 14 34 100 

Seldom absent 64 34 20 82 200 

Never absent 50 50 16 84 200 

Total 150 100 50 200 500 

 

Test the hypothesis that absence behavior is independent of marital status at 

a significance level of 1%. 

Solution 

1. Ho: Voluntary absence behavior is independent of marital status 

Ha: Voluntary absence behavior and marital status are dependent 

2.  = 0.01 

V = (R-1) (C-1) 

    = (3-1) (4-1) = 6 

X2 
,ν= X2 0.01,6 = 16.81 

Reject Ho if sample X2 > 16.81 
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3. Sample X2 

Observed 

freq 

(fo) 

Expected 

Freq 

 (fe) 

(fo-

fe)2 

 

e

eo

f

ff
2



 

36 30 36 1.200 

64 60 16 0.267 

50 60 100 1.667 

16 20 16 0.800 

34 40 36 0.900 

50 40 100 2.500 

14 10 16 1.600 

20 20 0 0.000 

16 20 16 0.800 

34 40 36 0.900 

82 80 4 0.050 

84 80 16 0.200 

 




e

eo

f

ff
2

 
10.883 

4. Do not reject Ho; because 10.883 is less than 16.81.  

Voluntary absence and marital status are independent. 

 

3. The personnel administrator of XYZ Company provided the following data as an 

example of selection among 40 male and 40 female applicants for 12 open 

positions. 

 

Applicant Status 

Selected Not 

selected 

Total 

Male 7 33 40 

Female 5 35 40 

Total 12 68 80 

 

a. The X2 test of independence was suggested as a way of determining if the 

decision to hire 7 malls and females should be interpreted as having a 
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selection bias in favor of males.  Conduct the test of independence using = 

0.10.  What is your conclusion?   

b. Using the same test, would the decision to hire 8 malls and 4 females suggest 

concern for a selection bias? 

c. How many males could be hired for the 12 open positions before the 

procedure would concern for a selection bias? 

Solution 

a.  

1. Ho: There is no selection bias in favor of males. (Selection status and gender 

of the applicant are independent).  

Ha: There is selection bias in favor of males. (Selection status and gender of 

the applicant are not independent). 

2.  = 0.1 

V = (R-1) (C-1) 

    = (2-1) (2-1) = 1 

X2 
,ν= X2 0.1,1 = 2.71 

Reject Ho if sample X2 > 2.71 

3. Sample X2 

Observed 

freq 

(fo) 

Expected 

Freq 

 (fe) 

(fo-

fe)2 

 

e

eo

f

ff
2



 

7 6 1 0.1667 

33 34 1 0.0294 

5 6 1 0.1667 

35 34 1 0.0294 

 




e

eo

f

ff
2

 
0.3922 

 

4. Do not reject Ho; because 0.392 is less than 2.71.  

There is no selection bias in favor of male applicants. 
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b.  

1. Ho: There is no selection bias in favor of males. (Selection status and gender 

of the applicant are independent).  

Ha: There is selection bias in favor of males. (Selection status and gender of 

the applicant are not independent). 

2.  = 0.1 

V = (R-1) (C-1) 

    = (2-1) (2-1) = 1 

X2 
,ν= X2 0.1,1 = 2.71 

Reject Ho if sample X2 > 2.71 

3. Sample X2 

Observed 

freq 

(fo) 

Expected 

Freq 

 (fe) 

(fo-

fe)2 

 

e

eo

f

ff
2



 

8 6 4 0.6667 

32 34 4 0.1176 

4 6 4 0.6667 

36 34 4 0.1176 

 




e

eo

f

ff
2

 
1.5686 

4. Do not reject Ho; because 1.569 is less than 2.71.  

There is no selection bias in favor of male applicants. 

c. There is no shortcut method to answer this question. Therefore, lets try by 

increasing the number of male applicants who are accepted and 

decreasing the number of female applicants who are females.  

1. Ho: There is no selection bias in favor of males. (Selection status and gender 

of the applicant are independent).  

Ha: There is selection bias in favor of males. (Selection status and gender of 

the applicant are not independent). 

2.  = 0.1 
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V = (R-1) (C-1) 

    = (2-1) (2-1) = 1 

X2 
,ν= X2 0.1,1 = 2.71 

Reject Ho if sample X2 > 2.71 

3. Sample X2 

Observed 

freq 

(fo) 

Expected 

Freq 

 (fe) 

(fo-

fe)2 

 

e

eo

f

ff
2



 

9 6 9 1.5000 

31 34 9 0.2647 

3 6 9 1.5000 

37 34 9 0.2647 

 




e

eo

f

ff
2

 
3.5294 

4. Reject Ho; because 3.5294 is less than 2.71.  

Therefore, 8 male and 4 female applicants must be hired for the 12 open 

positions so as to avoid selection bias in favor of males.  

The Chi-square test for independence is useful in helping to determine 

whether a relationship exists between two variables, but it does not enable us 

to estimate or predict the values of one variable based on the value of the 

other.  If it is determined that a dependence does exist between two 

quantitative variables,  then the techniques of regression analysis are useful in 

helping to find a mathematical formula that expresses the nature of 

mathematical relationship. 

 

Small expected frequencies can lead to inordinately large chi-square values 

with the chi-square test of independence.  Hence contingency tables should 

not be used with expected cell values of less than 5. One way to avoid small 

expected values is to combine columns or rows whenever possible and 

whenever doing so makes sense. 
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TESTING FOR THE EQUALITY OF SEVERAL PROPORTIONS 

Testing for the equality of several proportions emphasizes on whether several 

proportions are equal or not; and hence the null hypothesis takes the 

following form: 

Ho: P1 = P10; P2 = P2O; P3 = P30; --- Pk = PkO; and the alternative hypothesis take 

the following form: 

Ha:  The population proportions are not equal to the hypothesized values 

The degree of freedom is determined as V= K-1; where K refers to the number 

of proportions and all expected cell values must be greater than or equal to 

5. 

Example: 

1. In the business credit institution industry the accounts receivable for companies 

are classified as being “current,” “moderately late,” “very late,” and 

“uncollectible.” Industry figure show that the ratio of these four classes is 9: 3: 3: 

1.  ENDURANCE firm has 800 accounts receivable, with 439, 168, 133, and 60 

falling in each class.  Are these proportions in agreement with the industry ratio?  

Let =0.05. 

Solution  

1. Ho: P1 = 9/16; P2 =3/16; P3 = 3/16; P4 = 1/16 

Ha: One or more of the proportions are not equal to the proportions given in 

the null hypothesis. 

2.  = 0.05 

ν =K - 1 = 4-1 = 3 

X2
, ν = X20.05, 3 = 7.81 

Reject Ho if sample X2> 7.81 
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3. Test Statistics (Sample χ2) 

Class  Observed 
freq 
(fo) 

Expected 
Freq 

 (fe = npi) 

(fo-
fe)2 



e

eo

f

ff 

 

Current 439 450 121 0.269 

Moderately late 168 150 324 2.160 

Very late 133 150 289 1.927 

Uncollectible 60 50 100 2.000 

 




e

eo

f

ff
2

 
6.356 

4. Do net reject Ho. 

2. ETHIO Plastic Factory sells its products in three primary colors:  Red, blue, and 

yellow. The marketing manager feels that customers have no color preference 

for the product. To test this hypothesis the manager set up a test in which 120 

purchases were given equal opportunity to buy the product in each of the three 

colors. The results were that 60 bought red, 20 bought blue, and 40 bought 

yellow. Test the marketing manager’s null hypothesis, using =0.05. 

Solution 

1. Ho: People have no color preference with this product; P1 = P2 = P3 = 1/3 

Ha: People have color preference with this product 

2.  = 0.05 

V= K-1 = 3 -1=2 

X2
,ν = X2 0.05,2 = 5.99 

Reject Ho if sample X2 is greater than 5.99. 

3. Sample χ2 

Class Observed 
freq 
(fo) 

Expected Freq 
(fe = npi); pi = 

1/38 

(fo-fe)2  

e

eo

f

ff
2



 

Red 60 40 400 10.00 

Blue 20 40 400 10.00 

Yellow 40 40 0 0.00 

 




e

eo

f

ff
2

 
20.00 

                                                      

8 Since the null hypothesis states that there is no color preference, each of the three colors is 
preferred by one third of the purchases. 
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4. Reject Ho; because 20 > 5.99. This means that customers do have color 

preference.  It appears that red is the most popular color and blue is the least 

popular. 

3. Rating sciences, Inc., a TV program – rating service, surveyed 600 families where 

the television was turned on during the prime time on week nights.  They found 

the following numbers of people turned to the various networks. 

 

Name of the 

network  

Type  Number of 

viewers 

NBC  

Commercial 

210 

CBS 170 

ABC 165 

PBS Noncommercial  55 

  600 

a) Test the hypothesis that all four networks have the same proportion of viewers 

during this prime time period.  Use  = 0.05 

b) Eliminate the results for PBS and repeat the test of hypothesis for the three 

commercial networks, using  = 0.05 

c) Test the hypothesis that each of the three major networks has 30% of the 

weeknight prime time market and PBS has 10% using  = 0.005 

Solution 

a.  

1. Ho: All of the four networks do have equal number of viewers; P1 = P2 = P3 = P4 

= 1/4. 

Ha: All of the four networks do not have equal number of viewers. 

2.  = 0.05 

V= K-1 = 4 -1= 3 

X2
,ν = X2 0.05,3 = 7.81 

Reject Ho if sample X2 is greater than 7.81 
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3. Sample χ2 

Class Observed 

freq 

(fo) 

Expected Freq 

(fe = npi); pi = 

1/49 

(fo-fe)2  

e

eo

f

ff
2



 

NBC 210 150 3,600 24.0000 

CBS 170 150 400 2.6667 

ABC 165 150 225 1.5000 

PBS 55 150 9,025 60.1667 

 




e

eo

f

ff
2

 
88.3334 

 

4. Reject Ho; because 88.34 > 7.81.  

b.  

1. Ho: All of the three commercial networks do have equal number of viewers; 

P1 = P2 = P3 = 1/3. 

Ha: All of the three commercial networks do not have equal number of 

viewers. 

2.  = 0.05 

V= K-1 = 3 -1= 2 

X2
,ν = X2 0.05,2 = 5.99 

Reject Ho if sample X2 is greater than 5.99. 

3. Sample χ2 

Class Observed 

freq 

(fo) 

Expected Freq 

(fe = npi); pi = 

1/3 

(fo-fe)2  

e

eo

f

ff
2



 

NBC 210 181.67 802.60 4.4179 

CBS 170 181.67 136.20 0.7497 

ABC 165 181.67 277.90 1.5270 

 




e

eo

f

ff
2

 
6.6946 

                                                      

9 Since equal numbers of viewers are expected to watch each network, each of the four 
networks is watched by one fourth of the viewers. 
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4. Reject Ho; because 6.70 > 5.99  

c.   

1. Ho: P1 = P2 = P3 = 0.30; P4 = 0.10 

Ha: One or more of the proportions are not equal to the proportions given in 

the null hypothesis. 

2.  = 0.005   X2
,ν = X2 0.05,3 = 7.81  

V= K-1 = 4 -1= 3     

Reject Ho if sample X2 is greater than 7.81 

3. Sample χ2 

Class Observed 

freq (fo) 

Expected Freq   (fe = 

npi) 

(fo-fe)2  

e

eo

f

ff
2


 

NBC 210 180 900 5.00 

CBS 170 180 100 0.55 

ABC 165 180 225 1.25 

PBS 55 60 25 0.42 

 




e

eo

f

ff
2

 
7.22 

4. Do not Reject Ho; because 7.22 < 7.81.  

4. Suppose that three companies, A, B, and C, have recently conducted aggressive 
advertising campaigns in order to maintain and possibly increase their respective 
shares of the market for a particular product.  The market shares prior to the 
campaigns were P1=0.45 for company A, P2 = 0.40 for company B, P3= 0.13 for 
company C, and P4 = 0.02 for other competitors.  To determine if these market 
shares changed after the advertising campaigns, a marketing analyst solicited the 
preferences of a random sample of 200 customers of this product.  Of these 200 
customers 95 indicated a preference for company A’s product, 85 preferred 
company B’s precut, 18 preferred company C’s product, and the remainder 
preferred one or another of the products distributed by the competitors conduct a 
test, at the 5% level of significance.  If the market shares have changed from the 
levels what they were at before the advertising campaigns. 

Solution 

1. Ho: P1 = 0.45; P2 = 0.40; P3 = 0.13; P4 = 0.02 

Ha: At least one Pi is not equal to its specified value 
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2.  = 0.05 

V= K-1 = 3 – 1 = 210 

χ2
,ν = χ2 0.05,2 = 5.99 

Reject Ho if sample X2 > 5.99. 

Because of the above change Ho is restated as: 

Ho:  P1 = 0.45, P2=0.40, P3 = 0.15 

Ha:  At least one pi is not equal to its specified value 

 

3. Sample X2 

Company Observed 

freq (fo) 

Expected 

freq (fe) 

(fo-fe)2  

e

eo

f

ff
2


 

A 95 90 25 0.2778 

B 85 80 25 0.125 

Others 20 30 100 3.3333 

 




e

eo

f

ff
2

 
3.9236 

4. Do not reject Ho.  There is no sufficient evidence at the 5% level of significance to 

conclude that the market shares have changed from the levels they were at 

before the advertising campaign. 

 

 

 

 

 

 

                                                      
10 Expected frequency value for P4 is less than 5 (200*0.02 = 4). So, we have to combine P4 with one of other 
expected frequencies, say P3, to obtain a combined expected frequency of 30 (200*0.15). it can also be combined 
with other expected frequency values.  
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6. SIMPLE LINEAR REGRESSION AND CORRELATION 

INTRODUCTION 

Regression analysis is a very powerful tool in the field of statistical analysis in 
predicting the value of one variable, given the value of another variable, when 
these two variables are related to each other. 

There are many statistical investigations in which the main objective is to 
determine whether a relationship exists between two or more variables. If such a 
relationship can be expressed by a mathematical formula, we will then be able 
to use it for the purpose of making predictions. For example, measurements from 
meteorological data are used extensively to predict impact areas for missiles 
fired under various atmospheric conditions, agronomists predict the yields of 
farm crops based on the various concentrations of nitrogen, potassium, and 
phosphorus contained in the fertilizer, admission directors require various tests for 
entering freshmen in order to predict success in college, and so forth. The 
reliability of any predictions will, of course, depend on the strength of the 
relationship between the variables included in the formula, which is measured 
by correlation analysis. 

At the end of this chapter you will be able to:  

 State what simile linear regression and correlation are 
 Draw the scatter diagram of a given pair of data 
 Determine the least squares regression line 
 Compute the sample and rank correlation coefficients and interpret 

them 
 Understand what SPURIOUS correlation means 
  Understand and appreciate the application of regression and 

correlation coefficients in business problems 

Scientists, economists, population experts, businessmen, and others have 
always been concerned with the problems of prediction. A mathematical 
equation that allows us to predict values of one dependent variable from 
known values of one or more independent variables is called a regression 
equation. This term is derived from the original heredity studies made by Sir 
Francis Galton (1822-1911) in which he compared the heights of sons to the 
heights of fathers. Galton showed that the heights of sons of tall fathers over 
successive generations regressed toward the mean height of the population. 
In other words, sons of unusually tall fathers tend to be shorter than their 
fathers and sons of unusually short fathers tend to be taller than their fathers. 
Today the term regression is applied to all types of prediction problems and 
does not necessarily imply a regression toward the population mean. 

In all such cases as, we are interested in:  
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i) knowing the nature of relationship between any two characteristics of 
one's interest, and  

ii) getting a definite idea about the degree of that relationship.  

using appropriate statistical methods, which the present chapter seeks to 
develop and elucidate, we can develop ways of getting and knowing the 
nature of relationship obtained by the two variables, say, X and Y. 

This means we want to: 

i) Bring out the nature and degree of relationship between any two vari-
ables. 

ii) Measure the rate of change in one (the dependent) variable 
associated with a given change in the other (the 
independent)/variable. 

iii) Evaluate the predictive strength of the relationship that obtains, and 
assessing the reliability of an estimate derived from that relationship. 

Since these three issues are interrelated, regression and correlation, as two 
sides of a single basic process, consist of methods of examining the 
relationship between two variables. Regression is mainly concerned with 
bringing out the nature of relationship and using it to know the best 
approximate value of one variable corresponding to a known value of the 
other variable. Correlation, on the other hand, is concerned with quantifying 
the closeness of such relationship. 

 

a. TYPES OF RELATIONSHIP 

The relationship between any two variables may be linear or non-linear. It 
may be described by means of a straight line or a curve. If the relationship is 
best explained by a straight line, it is said to be linear. On the contrary, if it is 
described more appropriately by a curve, the relationship is said to be non-
linear. 

A linear relationship implies a constant absolute change in the dependent 
variable in response to unit changes in the independent variable. It is 
extensively used for its better predictive strength and greater reliability of an 
estimate based thereon. A non-linear relationship implies varying absolute 
change in the dependent variable with respect to changes in the 
independent variable. Its predictive value is limited and, consequently, the 
reliability of the estimate more doubtful. 

Here the discussion is limited to linear relationship between two variables 
only. Thus, we begin by developing methods of linear regression, which 
presupposes existence of paired data on two variables. This will provide 
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answer to the first two issues listed above. Methods of measuring the degree 
of correlation in answer to the third will 

Since a linear relationship is a straight line relationship, linear regression deals 
with methods of fitting a straight line, often called the 
of sample paired data on two variables. 

Illustration: Suppose the 
advertising of a product and the respective profits earned from each 
advertising period for the given product.

 

The data of the table have been plotted in Figure to give a 

From an inspection of this scatter diagram, it is seen that the points follow closely 
a straight line, indicating that the two variables are to some extent linearly 
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7 8 9 10 11 12

Advert(x)

answer to the first two issues listed above. Methods of measuring the degree 
of correlation in answer to the third will follow thereafter. 

Since a linear relationship is a straight line relationship, linear regression deals 
with methods of fitting a straight line, often called the regression line, 
of sample paired data on two variables.  

Illustration: Suppose the following data, given in the table below, are on 
advertising of a product and the respective profits earned from each 
advertising period for the given product. 

Advertising(x) Profit(y) 

5 8 

6 7 

7 9 

8 10 

9 13 

10 12 

11 13 

The data of the table have been plotted in Figure to give a scatter diagram

From an inspection of this scatter diagram, it is seen that the points follow closely 
a straight line, indicating that the two variables are to some extent linearly 

Techniques with Computer Application (POPS 2042) 

answer to the first two issues listed above. Methods of measuring the degree 

Since a linear relationship is a straight line relationship, linear regression deals 
regression line, on a set 

following data, given in the table below, are on 
advertising of a product and the respective profits earned from each 

scatter diagram. 

 

 

 

 

 

 

 

 

 

 

 

From an inspection of this scatter diagram, it is seen that the points follow closely 
a straight line, indicating that the two variables are to some extent linearly 
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related. Once a reasonable linear relationship has been ascertained, we usually 
try to express this mathematically by a straight-line equation called the linear 
regression line. From elementary analytical geometry or high school algebra, we 
know that the slope-intercept form of a straight line can be written in the form  

xbay oo ˆ . 

 

Where the constants ao and bo represent the y intercept and slope, 

respectively. The symbol ŷ is used to distinguish between the predicted or 

estimated value given by the regression line and an actual observed value y 
for some value of x. Such a regression line has been drawn on the above 
scatter diagram. 

Once the point estimates ao and bo are determined from the sample data, 
the linear regression line can then be used to predict the value y 
corresponding to any given value x. Of course, the predicted value of y is a 
point estimate of y and as such is unlikely to hit right on. We hope that it will 
be close. 

 

Once we have decided to use a linear regression equation, we face the 
problem of deriving computational formulas for determining the point esti-
mates ao and bo from the available sample points. A procedure known as 
the method of least squares will be used. Of all possible lines that one might 
draw freehand on a scatter diagram, the least-squares procedure selects 
that particular line for which the sum of the squares of the vertical distances 
from the observed points to the line is as small as possible. Therefore, if we let 
ei represent the vertical deviation from the ith point to the regression line, as 
indicated in Figure below, the method of least squares yields formulas for 
calculating ao and bo so that the sum of the squares of these deviations is a 
minimum.  
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This sum of the squares of the deviations is often called the sum of squares of 
the errors about the regression line and is denoted by SSE. Thus if we are 
given a set of paired data {(xi, yi); i = 1, 2, ...,, n}, we shall find ao and bo so as 
to minimize; 
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The determination of ao and bo so as to minimize SSE is most easily 
accomplished by means of the method of least squares, which uses 
differential calculus. We omit the details here and state the final formulas. 

 

 

Estimation of Parameters: Given the sample {(xi, yi); i = 1, 2, ..., n} the least-squares 
estimates of the parameters in the regression line of y on x 

ŷ  = ao + box 

are obtained from the formulas 
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Example: A garment manufacturer was interested in predicting the annual 

maintenance cost of sewing machines based upon the age of the machine. A 

sample of 12 machines revealed the following ages and maintenance costs 

during the previous year. 

Machine 1 2 3 4 5 6 7 8 9 10 11 12 

Age (years), x 6 5 4 7 5 7 8 9 6 8 4 3 

 Cost (inBirr), y 85 74 76 90 85 87 94 98 81 91 76 74 

 

a) Determine the regression line of Cost (y) on Age (x) 
b) Interpret the meaning of the regression coefficient (that is the slope) 

in this example. 
c) Predict the maintenance cost of a machine that is 10 years old. 
d) Draw a scatter diagram together with the linear regression line.  

Solution: The regression coefficients bo can be estimated by the following 
formulae. 

2
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And the y intercept ao can also be calculated by 

xbya oo   

To get these values in the formulae, let us calculate them using a working 
table and then substitute into the formula as follows: 
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Machine

Age(years), 

x

Cos(inBirr) 

y xy x2

1 6 85 510 36

2 5 74 370 25

3 4 76 304 16

4 7 90 630 49

5 5 85 425 25

6 7 87 609 49

7 8 94 752 64

8 9 98 882 81

9 6 81 486 36

10 8 91 728 64

11 4 65 260 16

12 3 40 120 9

Totals 72 966 6076 470  

Therefore, 3684.7
456

3360

51845640

6955272912

)72()470)(12(

)966)(72()6076)(12(
2










ob  

And  xbya oo 2895.36
12

72
3684.7

12

966









  

a) The linear regression line is given by 

ŷ =36.2895 + 7.3684x 

b) The regression coefficient 7.3684 is the amount of increase in 
maintenance cost in Birr per unit of increase in machine age. 

c) The cost of a machine that has age x=110 is Birr 36.2895 + 7.3684(10) = 
109.74; found by substituting the age x=10 in the regression line. 

b. LINEAR CORRELATION 

In this section we shall consider the problem of measuring the relationship 
between two variables X and Y rather than predicting a value of Y from 
knowledge of the independent variable X, as in our study of linear regression. 
For example, if X represents the amount of money spent yearly on advertising 
by a retail merchandising firm and Y represents their total yearly sales, we 
might ask ourselves whether a decrease in the advertising budget is likely to 
be accompanied by a decrease in the yearly sales. On the other hand, if X 
represents the age of a used automobile and Y represents the retail book 
value of the automobile, we would expect large values of X to correspond to 
small values of Y and small values of X to correspond to large values of Y. 
Correlation analysis attempts to measure the strength of such relationships 
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between two variables by means of a single number called a correlation 
coefficient. 

We define a linear correlation coefficient to be a measure of the linear 
relationship between the two random variables X and Y, and denote it by r. 
That is, r measures the extent to which the points cluster about a straight line. 
Therefore, by constructing a scatter diagram for the n pairs of measurements 
{(xi,yi): i = 1, 2, ..., n} in our random sample (see Figure below), we are able to 
draw certain conclusions concerning r.  

 

Should the points follow closely a straight line of positive slope, we have a 
high positive correlation between the two variables. On the other hand, if the 
points follow closely a straight line of negative slope, we have a high 
negative correlation between the two variables. The correlation between the 
two variables decreases numerically as the scattering of points from a 
straight line increases. If the points follow a strictly random pattern as in the 
Figure below, we have zero correlation and conclude that no linear 
relationship exists between X and Y. 
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It is important to remember that the correlation coefficient between two 
variables is a measure of their linear relationship and a value of r = 0 implies a 
lack of linearity and not a lack of association. Hence, if a strong quadratic 
relationship exists between X and Y as indicated in Figure d above, we shall 
still obtain a zero correlation even though there is a strong nonlinear 
relationship. 

The most widely used measure of linear correlation between two variables is 

called the Pearson product-moment correlation coefficient or simply the 
sample correlation coefficient. We now present a formula for computing the 
correlation coefficient in terms of the original measurements that is 
applicable even when the variables are measured in different units. Thus, if X 
and Y represent height and weight of an individual, respectively, the 
following formula will still provide a measure of the linear relationship 
between these two variables.  

CORRELATION COEFFICIENT: The measure of linear relationship between two variables 

X and Y is estimated by the sample correlation coefficient r, where  
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Where sx and sy are the sample standard deviations of X and Y. 
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The value of r ranges from - 1 to + 1. A value of r = - 1 will occur when all the 
sample points lie exactly on a straight line having a negative slope. If the 
points lie in a straight line having a positive slope we obtain a value of r=+1. 
Hence a perfect linear relationship exists between the values of X and Y in 
our sample when r = 1 . If r is close to + 1 or - 1, the linear relationship 
between the two variables is strong and we say that we have high 
correlation. However, if r is close to zero, the linear relationship between X 
and Y is weak or perhaps nonexistent. 

One must be careful in interpreting r beyond what has been stated above. 
For example, values of r equal 0.4 and 0.8 only mean that we have two 
positive correlations, one somewhat stronger than the other. It is wrong to 
conclude that r = 0.8 indicates a linear relationship twice as strong as that 
indicated by the value r = 0.4. On the other hand, if we consider r2, which is 
usually referred to as the sample coefficient of determination, we have a 
number that expresses the proportion of the total variation in the values of 
the variable Y that can be accounted for or explained by the linear 
relationship with the values of the variable X. Thus a correlation of r = 0.8 
means that 0.64 or 64% of the total variation of the values of Y in our sample is 
accounted for by a linear relationship with the values of X. 

 

Example: 

In economics, the demand function for a product is often estimated by the 
price charged for such a product. The quantity of new crying baby dolls sold 
and the corresponding price charged at 10 stores of a large toy store chain 
for a one week period is shown in the following table. 

Store  1  2  3  4  5  6  7  8  9  10 

Quantity 225 250 280 290 310 340 350 350 360 380 

Price 25 22  20  19  17  16  15  13  13  12 

 

a) Compute and interpret the correlation coefficient. 
b) Calculate the explained and total variation. 
c) Calculate the coefficient of determination and define the relationship 

between price and quantity. 
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Solution: From the data we can obtain the following computations for 
calculating r. 

Store Quantity(y) Price(x) xy x2   y2  

1 225 25 5625 625 50625 

2 250 22 5500 484 62500 

3 280 20 5600 400 78400 

4 290 19 5510 361 84100 

5 310 17 5270 289 96100 

6 340 16 5440 256 115600 

7 350 15 5250 225 122500 

8 350 13 4550 169 122500 

9 360 13 4680 169 129600 

10 380 12 4560 144 144400 

Totals 3135 172 51985 3122 1006325 

Based on the computations from the table, we find 

   
0.98783-

)]3135()1006325)(10)][(172()3122)(10[(

)3135)(172()51985)(10(
222222













  

  
yynxxn

yxxyn
r

 

A correlation coefficient of -0.98783 indicates a very good inverse linear 
relationship between X and Y. Since r2 = 0.975802, we can say that 97.6% of 
the variation in the values of Y is accounted for by a linear relationship with X. 

 

SUMMARY PROPERTIES OF r  

1. The value of r is always between -1and 1(i.e. -1<r<1).  

2. r >0 indicates positive association (positive linear relationship) between x 
and y. 

3. r<0 indicates negative association (negative linear relationship) between 
x and y.  
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4. r= 1 occurs only when perfect linear relationship exists between the two 
variables x and y, i.e., when the points in a scatter plot lie exactly along a 
straight line.  Therefore, values of r close to 1 or –1 indicate that the points 
lie close to a straight line.  

5. r is free of any unit of measurement. It is a dimensionless number and 
hence it is a coefficient. 

6. r=0 indicates no linear relationship between x and y.  

7. The linear association increases in strength as r moves away from 0 toward  
either -1 or 1.  

c. RANK CORRELATION  

Often in correlation analysis, information is not available in the form of 
numerical value like those we used in the examples.  But if we can assign 
rankings of the items in each of the two variables we are studying, a rank 
correlation coefficient can be calculated.  This is a measure of the 
correlation that exists between the two sets of ranks, a measure of the 
degree of association between the variables that we would not have been 
able to calculate otherwise.  

A second reason for learning the method of rank correlation is to be able to 
simplify the process of computing a correlation coefficient from a very large 
set of data for each of two variables.  

RANK CORRELATION COEFFICIENT  

Correlation of ranks is applied either when quantification of some information 
is not possible or where exact magnitudes are not ascertainable. A possible 
answer in any such situation is to do ranking with reference to a particular 
characteristic. Ranks may be assigned either by two persons to a single 
characteristic or by a single person to two different characteristics. 

RANK CORRELATION COEFFICIENT: A nonparametric measure of association between 

two variables X and Y is given by the rank correlation coefficient 
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Where di is the difference between the ranks assigned to xi and yi , and is the 

number of pairs of data. 
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As ranks are assigned in any first N natural numbers, ranking done either way 
offers two rank series. This allows obtaining a measure of correlation between 
ranks, known as Spearman rank correlation coefficient. Denoted by rs it 
measures the degree of relationship between two rank series. 

When there are no ties among either set of measurements, the formula for rs 
reduces to a much simpler equation, which is given as follows: 

The value of rs will usually be close to the value obtained by finding r based 
on numerical measurements and is interpreted in much the same way. As in 
r, the values of rs range from - 1 to + 1. A value of + 1 or- 1 indicates perfect 
association between X and Y, the plus sign occurring for identical rankings 
and the minus sign occurring for reverse rankings. When rs are close to zero, 
we would conclude that the variables are uncorrelated. 

There are some advantages to using rs rather than r:  

a) We no longer assume the underlying relationship between X and Y to be 
linear and therefore, when the data possess a distinct curvilinear 
relationship, the rank correlation coefficient will likely be more reliable 
than the conventional measure.  

b) A second advantage in using the rank correlation coefficient is the fact that 
no assumptions of normality are made concerning the distributions of X and 
Y.  

c) The greatest advantage occurs when one is unable to make meaningful 
numerical measurements but nevertheless can establish rankings. Such is 
the case, for example, when different judges rank a group of individuals 
according to some attribute. The rank correlation coefficient can be used 
in this situation as a measure of the consistency of the two judges. 

Remark: Where ranks are not given, i.e. when we are given the actual data 
and not the ranks, it will be necessary to assign the ranks. Ranks can be 
assigned by taking either the highest value as 1 or the lowest value as 1.  But 
whether we start with the lowest value or the highest value we must 
consistently follow the same method in case of both variables. 

Example 1  

Two judges gave the following ranks (from highest to lowest) to eleven girls who 
contested in a beauty competition.  

Girl A: 1 2 3 4 5 6 7 8 9 10 11 

Rank by Judge A: 3 4 1 2 5 10 11 7 9 8 6 

Rank by Judge B: 2 4 3 1 7 9 6 11 10 5 8 
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Is there an agreement between the independent rankings of the two judges?  

Solution  

Whether or not there is an agreement between the independent rankings of the 
two judges can be ascertained only by finding out the rank correlation between 
the ranks awarded by the two judges.  The differences between the ranks and 
their squares are obtained as follows:  

Girl A: 1 2 3 4 5 6 7 8 9 10 11  

Rank by Judge A: 3 4 1 2 5 10 11 7 9 8 6  

Rank by Judge B: 2 4 3 1 7 9 6 11 10 5 8  

Difference di 1 0 -2 1 -2 1 5 4 1 3 2 Total 

Di2 1 0 4 1 4 1 25 16 1 9 4 66 

Since   66
2

id  and n=11 

          
)1(

6
1

2

2





nn

d
r

i

s    

  

70.0

30.01

)111(11

666
1

2










 

The value of rank correlation sr =0.70, which is quite high Hence it can be 

concluded that there is an agreement between judges with regard to the 
beauty of the girls.  

 

 

The ranks of 12 students according to their marks in Mathematics and statistics 
were as follows:  

Student No.: 1 2 3 4 5 6 7 8 9 10 11 12 

Mathematics: 5 2 1 6 8 11 12 4 3 9 7 10 

Statistics: 4 3 2 7 6 9 10 5 1 11 8 12 

Do students who are good in Mathematics also excel in statistics and vice 
versa?  

 

Rank Correlation in the Case of Tied Ranks 

 SELF ACTIVITY TEST 6-1 
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There may be situations when the ranks assigned in two or more cases are the 
same. For example, suppose the ranking of 6 beauty candidates contestants in 
an interview conducted by an expert are 1, 3, 2, 3, 5, 6. Here out of the 6 ranks, 
two ranks, second and fourth, are the same (3, 3). This being a situation of tie of 
ranks, such ranks may be called tied ranks. 

When tied ranks are obtained, we modify the tied ranks to the average of ranks 
that would have been assigned to them otherwise. Following this, the modified 
ranks will be 1, 3.5, 2, 3, 5, 6. 

The above modification for tied ranks is needed to ensure that the sum of ranks 
remains unaffected whether or not tied ranks exist. Since the suggested 
modification affects the standard deviation of the concerned set of ranks, the 

factor  2

i
d in the equation of rs  is to be corrected as follows: 
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3
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In which  2

c
d denotes the corrected  2

i
d , and 

12

3 tt 
is the correction factor 

and t represents the number of tied ranks in set of ranks. 

It may be noted that in obtaining 2

c
d , the correction factor 

12

3 tt 
 is to be 

added to  2

i
d for every set of tied ranks in any paired rank data.  

Example: In case of two sets of tied ranks, 
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Accordingly, the coefficient of rank correlation rs in the case of tied ranks is 
computed as 
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Where the correction factor 
12

3 tt 
is to be added for each set of tied ranks as in 

the example above. 

  



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 156 

Example: A selection board consisting of two experts for the post of gen 
manager in a company interviewed 10 candidates whom the two experts 
assign ranks as in Cols. (I) and (2) of Table. Since there are tied ranks occurring in 
two railings, the coefficient of rank correlation rs is obtained by using the formula 
given above, as under 

Computation of Coefficient of Rank Correlation rs 

 
Original Ranks Adjusted Ranks  

 

  

Sr. 
No 

Expert I 
Expert 

II 
Expert I 

(Xi) 
Expert II 

(Yi) 
di= (Xi - 

Yi,) 
di2 

(1) (2) (3) (4) (5) (6) (7) 

1 7 8 7 8 -1 1 

2 9 10 9 10 -1 1 

3 2 4 2 4 -2 4 

4 4 .6 4 6 -2 4 

5 5 4 5.5 4 1.5 2.25 

6 5 4 5.5 4 1.5 2.25 

7 8 7 8 7 1 1 

8 10 9 10 9 1 1 

9 3 1 3 1 2 4 

10 1 2 1 2 1 1 

 54 55 55 55 
 
  5.21di2  

 

Since rank 5 occurs twice and rank 4 occur thrice, the coefficient of 
correlation rs is 
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d. SPURIOUS CORRELATION  

Correlation coefficient is not always meaningful unless the two variables 
are properly chosen.  For example, if we find out the correlation between the 
total imports and the number of shoes produced per year, it would not lead to 
any conclusion.  Because there is no cause and effect relationship between the 
total exports and number of persons migrate per year. Such a correlation is 
known as spurious or non-sense correlation between two variables. Another 
example could be the correlation between the number of customers who drink 
Coca Cola each year and the number of TV sets purchased each year.  From 
this discussion, we come to the conclusion that it is more important to see the 
nature of the variables.  If they have cause and effect relationship, and if one 
variable can be explained with the help of the other, then the correlation will 
have sense, otherwise it is spurious.  

 

 

 

Answer the questions below: 

1. Linear correlation coefficients must lie between what two values? 

What value indicates "no linear correlation"? Does this mean no 

correlation at all? 

2. Give one example of directly correlated variables 

3. Give the purposes of linear regression 

4. The input (x) and output (y) of a given business in millions of Birr is given 

below 

Input (x) 2 4 3 1 6 

Output (y) 5 6 4 3 7 

 

a) Find the appropriate regression equation and estimate the amount 
of output for an input of 8 million Birr 

b) Identify the coefficient of regression (the slope) you obtained in (a) 
and interpret it in line with the type of relation.  

c) Compute the sample correlation coefficient , r, and interpret its 
value 

 SELF ACTIVITY TEST 6-2 
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d) Compute rank correlation coefficient for the same data and 
compare it with sample correlation coefficient. 

5. The following sample data show the demand for a product in 000”s 

units and its price in birr in 6 different areas. 

Price in birr 19 24 22 16 17 12 

Demand in 000’s unit 30 7 5 75 70 76 

 

a) Fit a least squares line to predict the demand for the product in 
terms of its price 

b) Estimate the demand if the product is priced Birr 22.   
c) Calculate the sample and rank correlation coefficients and 

comment on the results. 

6. Shown below are the scores of 20 male college professors on a 

measure of satisfaction with their work (y) and a measure of 

satisfaction with their life in general (x).  Also shown are the means, S 

values, and r 

Work (y) Life (x) Work (y) Life (x) 

44 57 49 61 

53 64 39 48 

47 60 60 69 

50 59 46 58 

36 49 48 61 

49 57 43 55 

54 62 57 68 

40 53 47 56 

52 66 51 62 

48 55 45 55 
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90.47y       90.5yS       75.58x        64.5xS          20n         r=0.94 

a) Find the linear regression equation for predicting work satisfaction 
(y) from life satisfaction (x) 

b) Predict work satisfaction (y) score from the x scores of 50 and 70? 

 

7. Find out the Spearman's Rank Correlation Coefficient (rs) and Pearson's 

product moment correlation coefficient (r) for the following data and 

give your comments regarding their results.  

 

Maths 
score 

29 32 53 47 45 32 70 45 70 53 

English 
score 

56 60 72 48 72 35 67 67 75 31 

8. The management of a large furniture store would like to determine if 

there is any relationship the number of people entering the store on a 

given day and sales (in thousands Birr) for that day. The records were 

kept and a random sample of ten days was selected for the study. The 

summary results were as follows:  

                      494,11,206,17,370,658,41,580 22 XYYYXX
 

Assuming a linear relationship: 

a. Calculate linear regression coefficient. 

b. Interpret the meaning of the regression coefficient. 

c. Calculate the linear correlation coefficient and interpret it. 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 160 

7. INTRODUCTION TO SPSS 
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Running Analyses (Frequency)

13

19. Select Analyze- Descriptive Stats- Frequencies

20. Select the desired variables and click the arrow to move them to the right side 

 

Running Analyses (Frequency)

14

21. Click Statistics 

22. Select any stats that you want to see, click Continue 
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Running Analyses (Frequency)

15

23. Click Charts

24. Select the type of chart you want, click Continue, then OK 

 

Running Analyses (Central Tendency)

17

26. Select the desired variables (household income) and click the arrow to move them to the 
right side 

25. Select Analyze- Descriptive Stats- Frequencies
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Running Analyses (Central Tendency)

18

Results will appear

27. Select some measures of central 
tendency and dispersion- click Continue 
then OK 

 

Running Analyses (Correlation)

19

28. Click Analyze- Correlate- Bivariate

29. Move the two variables of interest to the right side (age & income), click OK
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Running Analyses (Correlation)

20

30. Results appear and tell us that the relationship is weak to moderate and results are 
not due to chance
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ANSWERS TO SELF TEST ACTIVITY QUESTIONS  

 

 

 

1. The ABC Company drafted a set of wage and benefit demands to be 
presented to management. To get an idea of worker support for the 
package.  He randomly selects the two largest groups of workers at his 
plant, the machinists (M) and the inspectors (I). He selects 30 of each 
group with the following results: 

OPINION OF 
PACKAGE 

M I 

Strongly support 8 12 

Mildly support 13 5 

Undecided 1 3 

Mildly oppose 3 3 

Strongly oppose 5 7 

iv. What is the probability that a machinist randomly selected from the 
selected group mildly supports the package? 

v. What is the probability that an inspector randomly selected from the 
selected group is undecided about the package? 

vi. What is the probability that an employee randomly selected from the 
group strongly or mildly supports the package?  

vii. What types of probability estimates are these? 
Solution: Calculate the row and column totals 

OPINION OF PACKAGE M I 
Row 
Total 

Strongly support 8 12 20 

Mildly support 13 5 18 

Undecided 1 3 4 

Mildly oppose 3 3 6 

Strongly oppose 5 7 12 

Column Total 30 30 60 

 

 SELF TEST ACTIVITY 1-4 
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i. the probability that a machinist randomly selected from the 

selected group mildly supports the package is equal to 30
13  

ii. the probability that an inspector randomly selected from the 

selected group is undecided about the package is equal to 30
3  

iii. the probability that an employee randomly selected from the 
group strongly or mildly supports the package is calculated as 
follows:  
let  
S=A randomly selected employee from the group strongly supports 
the package 
M= A randomly selected employee from the group mildly supports 
the package 
Hence, the desired probability is 

P (S or M) = P(SM) = P(S) + P(M) = 
60
38

60
18

60
20   

iv. Relative frequency 
 

 SELF TEST ACTIVITY 1-5  

1. Find the errors in each of the following statements: 
a. The probabilities that an automobile salesperson will sell 0, 1, 2, or 3 

cars on any given day in February are, respectively, 0.19, 0.38, 0.29, 
and 0.15. 
 
Solution: The total sum of the given probabilities is greater than one. 
 

b. The probability that it will rain tomorrow is 0.40 and the probability that 
it will not rain tomorrow is 0.52.  
 
Solution: The total probability of two complementary events should be 
one but here we have a sum of 0.40 + 0.52 = 0.92, which is less than 
one. 
 

c. The probabilities that a printer will make 0, 1, 2, 3, or 4 or more mistakes 
in printing a document are, respectively, 0.19, 0.34, - 0.25, 0.43, and 
0.29. 
 
Solution: Even though the total probability is equal one, there is a 
negative probability. Every probability should be non-negative 
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d.  On a single draw from a deck of playing cards the probability of 

selecting a heart is 
4

1
, the probability of selecting a black card is  

2

1
, 

and the probability of  selecting both a heart and a black card is 
8

1
. 

 
Solution: Selecting both a black card and a heart at the same time is 
an impossible event since cards that are heart are also red as well. It 
means that black and red cards are mutually exclusive. 
 

2. If A and B are mutually exclusive events and P(A) = 0.3 and P(B) = 0.5, find 
a. P(A U B); 
b. P(A'); 
c. P(A'∩ B). 

 
Solution: A and B are mutually exclusive means P (A and B) = P(A∩B) 
= 0 

a. P(A U B) = P(A) + P(B) = 0.3 + 0.5 = 0.8 
b. P(A') = 1- P(A) = 1-0.3 = 0.7 
c. P(A'∩ B) = P(B) – P(A∩B) = 0.5 – 0 = 0.5 

 

 

 

 

1. A random sample of 200 employees is classified below according to sex 

and the level of education attained. 

 

 Male Female 

Elementary 70 35 

Secondary 40 25 

College 20 10 

 

If an employee is picked at random from this group, find the probability that 

2. the person is a male, given that the person has a secondary 
education; 

3. the person does not have a college degree, given that the 
person is a female. 

 SELF TEST ACTIVITY 1-6 
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Solution:  
Let  M = A randomly picked employee is a male 
  S = A randomly picked employee has secondary education 
  C = A randomly picked employee has a college degree 
a. The probability that a randomly picked employee is male, given 

that the person has a secondary education is 
 

P(M/S) = 20
200
40 .

)S(n
)SM(n

)S(P
)SM(P




 

 
b. The probability that a randomly picked employee does not have a 

college degree, given that the person is a female is 
 

P(C’/S) = 
6
5

60
50 

)'M(n
)'M'C(n

)'M(P
)'M'C(P 

 

 

 
 
 

1. By investing in a particular stock, a person 
can make a profit in 1 year of Birr5000 with probability 0.4 or take a loss of 
Birr1000 with probability 0.6. What is this person's expected gain? 

 
Solution: Let X = Investing in a particular stock for one year 
  The values of X are x=Birr5,000, -Birr1,000 
 Thus the expected value of X is  

  )xX(Px)X(E = (5000)(0.4) + (-1000)(0.6) 

 = 200 – 600 = -400 
  Therefore, the person’s loses Birr 400 in one year. 
 

 

 

 

1. The Abay car account research team estimated that 20% of all car 
owners in Addis Ababa prefer Abay.  Suppose a random sample of 5 car 
owners is chosen. Find the probability that; 

c. exactly 4 car owners prefer Abay car 

d. none of the car owners prefer Abay car  

 SELF TEST ACTIVITY 1-7  

 SELF TEST ACTIVITY 1-8 
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Solution  

Let X: The number of people who prefer Abay car in a random sample of 
5 car owners.  

Probability that a randomly selected car owner prefer Abay car is p= 0.2, 
q= 1–p = 0.8, n= 5 people (Considering the random sample as 5 random 
trials) 

Therefore, X ~ bin (n=5, p=0.2), which means 

 P(X=x)=
xx

x
5)8.0()2.0)((5

 

a. P(X=4)= 0064.0)8.0)(0016.0(5)8.0()2.0)(( 145

4
  

b. P(X=0)= 32768.05)8.0(0)2.0)(5
0

(   

2. It is estimated that 4000 of the 10,000 voting residents of a town are 
against a new sales tax. If 15 eligible voters are selected at random and 
asked their opinion, what is the probability that at least 2 favor the new 
tax? 

Solution: P (success) = 5
3

5
2

5
2

10000
4000 1p1qand,p  , n = 15 

Let X= the number of eligible voters that favor the new sales tax. 

Then X ~ bin (15, 5
2 ), then the required answer for the question is, 

005172.0

00047.0004702.01

5

3

5

2

0

15

5

3

5

2

1

15
1

)0X(P)1X(P1

)1X(P1

5

3

5

2

x

15
)2X(P

150141

15

2x

x15x

























































































 





 

 

 

 

1. If a receptionist’s phone rings an average of 4 times an hour, find the 
probability of  

 SELF ACTIVITY TEST 1-9 



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 207 

d. no calls in a randomly selected hour, 

e. exactly 2 calls per hour, 

f. 3 or more calls in a duration of 2 hours.  

Solution: 

Let X = the number of times the receptionist’s phone rings per hour  

Then   μ =4= average number of times the receptionist phone rings per 
hour  

 X has the Poisson distribution with parameter μ =4.  

P (X = x)= 


!

44

x

e x

the probability that the phone rings exactly x times/hour  

a. P (X=0)= 0183.0
!0

4 4
04

 


e
e

  

b. P (X=2)= 1465.08
!2

4 4
24

 


e
e

 

c. To answer question c, you have to adjust the average number of 
rings per the time length given, that is, adjusted mean μ 
=4x2=8=average number of times the receptionist phone rings per 2 
hours. This gives the distribution as follows 

P (X = x)=
!

88

x

e x

, and the required you should give is 

P(X>3) =1 – P(X<2)=1P(X=0) P(X=1) P(X=2) 

                =1 
!2

8

!1

8

!0

8 281808 


eee

 

     =1 88 8   ee  8

2

64 e  

              = 1 986.041 8 e  

2. The number of students entering a library of a certain university college 
is on the average 90 per hour.  Find the probability of 1 to 3 students 
entering the library in a minute.  

Solution:  

Let X = the number of students entering the library per minute.  

Given μ =  5.1
60

90
Average number of students entering the library per 

minute (note that 1 hour is 60 minutes.) 
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!

)5.1(
)(

5.1

x

e
xXP

x

 ,   for x = 0, 1, 2, ···. 

         Therefore,  







3

1x

x5.13

1x !x

)5.1(e
)xX(P

 
= 

!3

)5.1(

!2

)5.1(

!1

)5.1( 35.125.15.1 


eee

 

 = 









!3

)5.1(

!2

)5.1(

!1

5.1 32
5.1e  

= 0.711 

     

 

 

2. Training was designed to upgrade the technical skills of factory workers.   A 
study of past participants indicates that the length of time spent on the 
training is normally distributed with mean 500 hours and standard deviation of 
100 hours. 

What is the probability that a randomly selected worker will need 

e) more than 500 hours? 

f) between 600 and 750 hours?  

g) between 450 and 550 hours?  

h) between 350 and 450 hours?  

Solution:  

Let X = the time spent on the training by a randomly selected worker  

Given: X~ N (500,1002) 

a. P (X>500)=P (Z> )
100

500500 
=P (Z>0)=0.5 

b. P (600<X<750)=P ( )
100

500750

100

500600 



Z = P (1<Z<2.5) 

                    

1525.0

3413.04938.0

)10()5.20(





 ZPZP

 

c. )
100

500550

100

550450
( P550)X(450 P





 Z  

 SELF TEST ACTIVITY 1.10  
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3830.0

1915.02

)5.00(2

)5.00()5.00(

)5.05.0(











ZP

ZPZ

ZP

 

d. P (350<X<450)=P ( )
100

500450

100

500350 



Z  

   

2417.0

1915.04332.0

)5.00()5.10(

)5.15.0(

)5.05.1(











ZPZP

ZP

Z

 

 

 

The ranks of 12 students according to their marks in Mathematics and 
statistics were as follows:  

Student No.: 1 2 3 4 5 6 7 8 9 10 11 12 

Mathematics: 5 2 1 6 8 11 12 4 3 9 7 10 

Statistics: 4 3 2 7 6 9 10 5 1 11 8 12 

 

Do students who are good in Mathematics also excel in statistics and vice 
versa?  

Solution  

In order to calculate rs we need to get
2

id   as in the following table: 

Student No.: 1 2 3 4 5 6 7 8 9 10 11 12 

Mathematics: 5 2 1 6 8 11 12 4 3 9 7 10 

Statistics: 4 3 2 7 6 9 10 5 1 11 8 12 

di  1 -1 -1 -1 2 2 2 -1 2 -2 -1 -2 

 SELF ACTIVITY TEST 6-1 
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di2 1 1 1 1 4 4 4 1 4 4 1 4 

 

From the table, we get  30
2

id  

        
)1(

6
1

2

2





nn

d
r i

s  

     

895.0

105.01

14312

306
1










 

The correlation between the ranks of marks in the two subjects is very high.  From 
this, it can be concluded that the students who are good in Mathematics are 
also good in Statistics.  



University of Gondar/CSSH/ Department of Population Studies  

UOG/CSSH/POPS                          Statistical Techniques with Computer Application (POPS 2042) 

 211 

Statistical Tables 

VALUE OF e -λ 
               

λ e -λ  λ e -λ  λ e -λ  λ e -λ  λ e -λ  

0.1 0.9048  2.6 0.0743  5.1 0.0061  7.6 0.0005  10.1 0.0000  

0.2 0.8187  2.7 0.0672  5.2 0.0055  7.7 0.0005  10.2 0.0000  

0.3 0.7408  2.8 0.0608  5.3 0.0050  7.8 0.0004  10.3 0.0000  

0.4 0.6703  2.9 0.0550  5.4 0.0045  7.9 0.0004  10.4 0.0000  

0.5 0.6065  3.0 0.0498  5.5 0.0041  8.0 0.0003  10.5 0.0000  

0.6 0.5488  3.1 0.0450  5.6 0.0037  8.1 0.0003  10.6 0.0000  

0.7 0.4966  3.2 0.0408  5.7 0.0033  8.2 0.0003  10.7 0.0000  

0.8 0.4493  3.3 0.0369  5.8 0.0030  8.3 0.0002  10.8 0.0000  

0.9 0.4066  3.4 0.0334  5.9 0.0027  8.4 0.0002  10.9 0.0000  

1.0 0.3679  3.5 0.0302  6.0 0.0025  8.5 0.0002  11.0 0.0000  

1.1 0.3329  3.6 0.0273  6.1 0.0022  8.6 0.0002  11.1 0.0000  

1.2 0.3012  3.7 0.0247  6.2 0.0020  8.7 0.0002  11.2 0.0000  

1.3 0.2725  3.8 0.0224  6.3 0.0018  8.8 0.0002  11.3 0.0000  

1.4 0.2466  3.9 0.0202  6.4 0.0017  8.9 0.0001  11.4 0.0000  

1.5 0.2231  4.0 0.0183  6.5 0.0015  9.0 0.0001  11.5 0.0000  

1.6 0.2019  4.1 0.0166  6.6 0.0014  9.1 0.0001  11.6 0.0000  

1.7 0.1827  4.2 0.0150  6.7 0.0012  9.2 0.0001  11.7 0.0000  

1.8 0.1653  4.3 0.0136  6.8 0.0011  9.3 0.0001  11.8 0.0000  

1.9 0.1496  4.4 0.0123  6.9 0.0010  9.4 0.0001  11.9 0.0000  

2.0 0.1353  4.5 0.0111  7.0 0.0009  9.5 0.0001  12.0 0.0000  

2.1 0.1225  4.6 0.0101  7.1 0.0008  9.6 0.0001  12.1 0.0000  

2.2 0.1108  4.7 0.0091  7.2 0.0007  9.7 0.0001  12.2 0.0000  

2.3 0.1003  4.8 0.0082  7.3 0.0007  9.8 0.0001  12.3 0.0000  

2.4 0.0907  4.9 0.0074  7.4 0.0006  9.9 0.0001  12.4 0.0000  

2.5 0.0821  5.0 0.0067  7.5 0.0006  10.0 0.0000  12.5 0.0000  
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