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Preface

The mastering of matter at the nanoscale level has enabled a

completely new paradigm of scientific development. The possibility

to tailor a material’s properties by mastering its structure at the

near-molecular level has greatly improved the overall quality of

synthesized materials. Nowadays the link between the properties

of a material and its structure is not only a way to describe the

material’s behavior but also a powerful tool to design improved and

innovative devices.

Electronics has heavily exploited this knowledge to push the level

of integration near the physical limit. But in the last two decades

photonics has also shown a fast evolution toward miniaturized

systems. It is reasonable to assume the two fields will somehow

fuse together in the near future and will complement each other to

overcome their own limits.

The field of nanostructured devices for photonics and electronics

is extremely broad and it cannot be reviewed within a single

monograph; thus this book addresses specific topics of particular

relevance for their scientific novelty and for their importance in

future technological development.

Chapters 2 to 4 describe the properties of photonic systems

as they move from perfectly periodic systems (as in the case of

photonic crystals in Chapter 2) toward aperiodic systems (as for

the bioinspired aperiodic spirals in Chapter 3) and, ultimately,

toward purely random systems described in Chapter 4. Each

chapter contains an introductory part describing the main physics

behind each topic, as well as applications of the photonic systems.

Chapter 5 covers the topic of detectors for the terahertz (THz)

region: this spectral range has a number of possible uses but it

lacks both compact sources and detectors. The use of nanowires
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xii Preface

to develop THz detectors is described here. Chapter 6 deals with

the topic of optomechanics and demonstrates how optical and

mechanical modes can exchange energy. In fact at the nanoscale the

frequency of mechanical modes approaches the gigahertz and can

be effectively coupled with optical modes. Nanodots are among the

most investigated nanostructures and their peculiar properties are

reviewed in Chapter 7, together with applications in optoelectronics

and photonics. The lack of an efficient silicon-based light source has

forced the development of hybrid integration of III–V materials in

silicon photonics: this is the topic reviewed in Chapter 8. Chapter 9

describes one of most investigated photonics research area: optical

biosensing using microresonators. Finally Chapter 10 describes

some recent advances in the development of transistors based on

organic semiconductors.

Writing a monograph treating such different types of correlated

topics would be hardly realized by a single person: I am grateful to

all the researchers who accepted the invitation to contribute to this

monograph.

Paolo Bettotti
Povo
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Chapter 1

Introduction

Paolo Bettotti
Department of Physics, University of Trento, via Sommarive 14,
38123 Trento, Italy
paolo.bettotti@unitn.it

The prefix nano is a Greek word meaning dwarf. Dwarfs were small

beings, and contrary to the brute force attitude of giants, they

were considered intelligent and sly creatures. Dwarfs were skilled

jewelers, able to forge finely magnificent, cutted treasures and magic

arms. Thus, accidentally, the use of the prefix nano proves to be the

proper one to describe the creative way nanotechnology improves

existing technologies and invents new ones.

Nanotechnology is an extremely broad science that aims at

controlling matter and the interaction between matter and energy

at the nanometer scale. There is no exact length scale to define the

realm of what is nano: in its more formal definitions nano refers

to a scale of about 10−9 m, but there are several topics where this

classification breaks. In electronics, nano means the scale at which

quantum effects become important and the behavior of the devices

depends on such effects. A quantum box, typically, has dimensions

of a few nanometers only. On the other hand, nanophotonics refers

to devices able to confine the light within volumes comparable to

the photon wavelength. Thus, the term “nano” acquires a relative

Nanodevices for Photonics and Electronics: Advances and Applications
Edited by Paolo Bettotti
Copyright c© 2016 Pan Stanford Publishing Pte. Ltd.
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2 Introduction

meaning that depends on the energy of the photons and can be

scales over orders of magnitude.

After the first intuition of Greek philosopher Demokrit about

the possibility that matter was constituted by small elementary

“bricks,” the idea to exploit the possibilities given by controlling

matter at the atomic scale was suggested by R. Feynman’s 1959

famous lecture “There’s Plenty of Room at the Bottom.” Later in 1974

the term “nanotechnology” was first used by Prof. N. Taniguchi [1]

and in 1981 Prof. E. Drexler published the first article on molecular

nanotechnology and foresaw some of the possible applications that

may benefit from it [2].

Following its first definition during the 1970s, nanotechnology

was largely driven by the evolution of the electronic industry

because of the striking advantages in terms of miniaturization,

cheapness, and speed achievable to promote a widespread diffusion

of electronic gadgets. The development of microcomputers and the

massive infiltration into the consumer market created a positive

feedback to the micro- (and later nano) electronics development.

Moore’s law is of worldwide renown and, despite its purely

phenomenological origin, still defines a benchmark for the evolution

of central processing units (CPUs). Moore’s law contributed to the

definition of the International Technology Semiconductor Roadmap

(ITSR) [3] and to the development of the semiconductor industry.

The expectations of the ITRS were accepted as a guideline from

the main stakeholders of the semiconductor technology and the

technological development was driven by the predictions defined

within this document. In particular the ITRS clearly underlined the

areas of knowledge gaps that may have slowed down the entire

innovation cycle. The ITRS is a successful example of a worldwide-

accepted tool to plan the development of technological processes

that, in turn, enable the fabrication of innovative products and is has

therefore defined a virtuous feedback.

The outstanding results obtained by the extreme miniaturization

have permitted the exploitation of the small relevant length scales.

For example, nanoelectromechanical devices are now in the lime-

light because of their mechanical resonances and the possibilities

of coupling them and having them interact with electromagnetic

fields. Mechanical resonators with resonant frequencies beyond

© 2016 by Taylor & Francis Group, LLC
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Figure 1.1 Moore’s law expressed in terms of feature size. The trend is to

decrease it by 0.7x every two years.

the gigahertz were demonstrated and optomechanics is nowadays

an active research field with several possibilities in fields such as

sensing and switching.

Despite the large achievements obtained by exploiting the

nanoscale, the miniaturization of the devices cannot proceeds

indefinitely and the ITRS itself predicts the need to lay the

foundations of a post–complementary metal-oxide semiconductor

(CMOS) era [4]. In fact, minimum length scales of CMOS elements are

approaching the fundamental limit constituted by the single-atom-

made device [5].

An interesting way to state Moore’s law is the one based on the

projection of the minimum feature size (Fig. 1.1). A simple linear

extrapolation of the trend predicts that in a couple of decades the

length of the minimum feature would reach the size of a handful of

atoms. Such elementary units pose several questions at the border

between science and philosophy: How many different functions may

be implemented within a few- (or even a single-) atom device? What

is the intrinsic stability of such elementary building blocks?

But even before reaching this science fiction limit, a number of

bottlenecks have to be solved to go ahead with Moore’s predictions:

the size of integrated circuits is scaling at a fast pace and basic

materials used in their fabrication are approaching fundamental

limits (i.e., in terms of electrical conductivity and capacitance). There

is a serious need to find suitable substitute materials or alternative

device designs. An example is the use of copper instead of aluminum

© 2016 by Taylor & Francis Group, LLC
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(a) (b)

Figure 1.2 (a) Power dissipated by several models of CPUs versus gate

length. (b) Clock frequency for the same models of CPUs versus gate length

technology. The appearance of the multicore paradigm coincides with the

inflection point on the frequency scaling graph.

in electrical interconnects and the use of a low-dielectric-constant

material to replace silica [6, 7].

The huge effort spent in the last years to maintain Moore’s

predictions has ended with the introduction of new technological

paradigms: multicore CPUs and parallelization models substitute

high-frequency-clock single-core processors, after the fail of Den-

nard’s scaling model [8], and true 3D interconnections became a

reality with the introduction of 22 nm technology and of the first

3D transistor, which was put on the market by Intel (3-D Tri-Gate

transistors) [9].

The approach to the physical limits of Moore’s scheme can be

inferred by looking at the evolution of the power consumed by

modern CPUs, as shown in Fig. 1.2.

The ITRS community addresses the issue of the physical limit

to miniaturization by increasing the complexity of the functions

performed by devices. This idea is represented by Fig. 1.3: The

performance of a device will not be defined solely in terms of

speed (vertical axis), but also will depend on the complexity of the

operation it will be able to execute (horizontal axis). Thus, the more-

than-Moore approach not only focuses on the sole increase in the

performance of a device (in terms of speed, integration level, and

power consumption), but it tries to optimize the interaction of the

device with the external environment.

© 2016 by Taylor & Francis Group, LLC
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Figure 1.3 More-than-Moore approach couples the standard Moore app-

roach based on increased performance with a parallel increase of the

number of functions performed by the device. The vertical axis indicates

the increase in the miniaturization level, which is also roughly proportional

to the speed of the circuit. The horizontal axis depicts the complexity of the

operation the device will be able to perform.

Considering the lesson learned from the roadmap-driven

approach for the microelectronic industry, the more-than-Moore

scheme wants to broaden the landscape of application of the next

generation of optoelectronic devices by defining few thematic areas

that may take advantage of dedicated roadmaps for their specific

technologies.

A detailed discussion about the timing of this incoming revo-

lution is out of the scope of this introduction and more in-depth

analysis can be found in recent literature [10].

Among the different future scenarios that promise to overcome

the approaching limits of the current nanoelectronic schemes,

photonics is the most mature one and promises striking possibilities.

The large interest in photonics, and particular in integrated

photonics, has been supported by the exponential development of

the Internet and online services. At the same time several important

advantages of photonics were quickly recognized:

• Photons are immune to electromagnetic interference (EMI)

and ground loops. Thus, much robust connection links can

be realized in industrial and harsh environments.

• Photons do not interact among each other (in the linear

regime); thus, several different signals can be indepen-

dently transmitted along a single optical cable without the
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need to perform complex analysis (e.g., Fourier analysis) to

recover the original signals.

• Photons do not dissipate heat and losses are reduced to

extremely low values (∼0.2 dB/km in optical fibers). Thus,

optical signals have to be regenerated only after several tens

of kilometers.

Since the initial development of optical communications, fibers

proved to be the only system to support a large data transfer

bandwidth and shortly substituted the electronic counterpart for

large-distance communications. Nowadays, the limiting distance at

which photonic communication systems compete with electronic

communication systems is becoming shorter and shorter and the

first optical cables for interboard connections recently reached the

market.

In contrast to the electronic paradigm, photonics has been

developed following several radically different implementations: a

number of basic optical functionalities have been achieved using

different materials and fabrication processes. This fact created a

more fragmented technology constituted by different implemen-

tation schemes. Despite this fragmentation, silicon is recognized

as a key enabling material also for photonics because of its

compatibility with the already existing CMOS infrastructure—which

is fundamental to achieving a smooth transition from electronics to

optoelectronics and finally to photonic—and for its full compatibility

with the transparency windows of the optical fibers. On the other

hand, silicon suffers from fundamental limitations that prevent its

ubiquitous use in photonics:

• Silicon is a poor light-emitting material. Thus, efficient

light sources cannot be realized using it. Despite the large

effort spent in the last decades to maximize the light

emission from silicon, the integration of sources made of

III/V semiconductors is at the moment the most efficient

way to integrate a light source onto a silicon-based photonic

integrated circuit (PIC).

• Silicon does not possess second-order optical nonlin-

earities. Some elementary building blocks of PIC—like

modulators—exploit nonlinear phenomena to switch the

© 2016 by Taylor & Francis Group, LLC
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optical signal. Despite the demonstration of optoelectronics

schemes to modulate the silicon refractive index using pn-

junctions [11], other materials permit the realization of

much faster and efficient devices and the full exploitation

of the speed of photonics [12].

Despite these important limitations, silicon is still an actively

investigated material for active photonics and devices with innov-

ative design (such as modulators and switching) are continuously

proposed in the literature [13, 14]. The goal is to maintain as much

of the compatibility with the CMOS platform and, at the same time,

improve the performance to fulfill the requirements of speed and

energy consumption required by the next generation of PICs.

The energy consumption is a key parameter of PICs and

cannot be underestimated. The analysis of the energy required

by the data centers revealed that a nonnegligible amount of the

power produced in developed countries is used to route Internet

traffic only [15]. Considering that the large bandwidth enabled by

photonics will further increase the bandwidth demand of high-

performance computing in the years to come [16], PICs have to

be much more efficient than their electronic counterparts in terms

of energy consumed per operation. If highly efficient systems and

architectures are not designed, the shift of the paradigm from

electronics to photonics would bring only a limited advantage

and the full potential of photonics will not be exploited. Some

recent implementations of PICs require no more than few fJ/bit per

switching operation, a value compatible with the scaling up to exa-

scale computing [17, 18]. Despite these promising results, a real

implementation of such advanced PICs will still require a few years.

During the last decades, nanotechnology has become a truly

interdisciplinary science, with a growing level of interconnections

among different branches. As a concrete example, we can mention

the recently demonstrated experiments that mimic neural networks

to perform complex functions (like pattern or speech recognition).

This results from a network of semiconductor optical amplifiers that

exploit a purely photonic approach and its intrinsic advantages in

performing complex tasks compared to the pure binary scheme [19].

Another example is the use of biological mechanisms to arrange
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molecular-scale devices able to perform specific functions [20]. It

is to be noted that the more-than-Moore approach mentioned above

goes in a similar direction: the possibility to handle complex systems

with highly dynamic behavior paves the way to the realization of

functional architectures capable of executing complex tasks within

a single instruction/operation.

This monograph describes topical examples about how material

nanostructuring is used to modify material properties and to induce

the desired functionalities.

Chapter 2 discusses both the basics as well as the applications of

photonic crystals. This broad class of materials enables tight minia-

turization of photonic devices and will probably find widespread

use in the years to come for the realization of highly integrated

photonic circuits. Chapter 3 introduces the broad class of aperiodic

photonic structures. Their optical properties are considered and

case studies are used to explain their peculiarities (such as the

orbital angular momentum of light) as well as their applications.

Chapter 4 discusses the basics of light localization and demonstrates

how randomly structured materials can be engineered to control

the propagation of light and to enhance its absorption to increase

the efficiency of photovoltaics systems. Nanowire-based devices are

described in Chapter 5. The basic electronic transport properties

of these nanostructures are reviewed and their use as efficient

detectors in the terahertz regime is examined in detail. As

mentioned above the nanoscaling of materials shifts their natural

resonance frequencies to rather large values; thus, the direct

coupling between an electromagnetic field and the mechanical

resonances becomes efficient and can be used to dynamically

modulate their optical properties. Chapter 6 is about the field of

optomechanics and presents some examples of dynamically actu-

ated optical resonators. As the size of the nanostructures is further

reduced, quantum mechanical effects become dominant. In Chapter

7, the use of nanocrystals as elementary functional elements of

quantum photonics is addressed. The fabrication of nanostructure-

based optoelectronic devices requires the integration of several

different materials. To achieve these results, it is of fundamental

importance to develop suitable technological processes that handle

all these materials and permit a proper integration into highly
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controlled micro- and nanoscaled devices. Chapter 8 treats the topic

of hybrid integration and reviews the main technologies and key

achievements obtained in the last years. Chapter 9 describes the use

of photonic microresonaters in the realization of optical biosensors.

Finally Chapter 10 discusses the basic optoelectronic properties

and use of small organic molecules. Organics are lighter, flexible,

and cheaper than their inorganic counterparts. Thus the availability

of reliable technologies based on them can revolutionize several

optoelectronic sectors (from photovoltaics to lighting, from displays

to sensors, to cite but a few).
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mode carrier-plasma optical modulator in zero-change advanced CMOS,

Opt Lett., 38, 15, pp. 2657–2659.

14. Mancinelli, M., Guider, R., Bettotti, P., Masi, M., Vanacharla, M.R., and

Pavesi, L. (2011). Coupled-resonator-induced-transparency concept for

wavelength routing applications, Opt. Express, 19, 13, pp. 12227–12240.

15. Koomey, J.G. (2011). Growth in Data Center Electricity Use 2005 to 2010,

Analytics Press.

16. Manipatruni, S., Lipson, M., and Young, I.A. (2013). Device scaling

considerations for nanophotonic CMOS global interconnects, IEEE J. Sel.
Top. Quant. Electron., 19, 2. doi:10.1109/JSTQE.2013.2239262

17. Notomi, M., Nozaki, K., Matsuo, S., Shinya, A., Sato, T., and Taniyama,

H. (2011). fJ/bit integrated nanophotonics based on photonic crystals,

in 37th European Conference and Exhibition on Optical Communication
(ECOC), pp. 1–3, Geneva, Switzerland.

18. Notomi, M., (2013). Towards femtojoule-per-bit optical communication

in a chip. In 15th International Conference on Transparent Optical
Networks (ICTON), 2013, pp. 1–4, Cartagena, Spain.

19. Larger, L., Soriano, M.C., Brunner, D., Appeltant, L., Gutierrez, J.M.,

Pesquera, L., Mirasso, C.R., and Fischer, I. (2012). Photonic information

processing beyond turing: an optoelectronic implementation of reser-

voir computing, Opt. Express, 20, 3, pp. 3241–3249.

20. Acuna, G.P., Bucher, M., Stein, I.H., Steinhauer, C., Kuzyk, A., Holzmeister,

P., Schreiber, R., Moroz, A., Stefani, F.D., Liedl, T., Simmel, F.C., and Tin-

nefeld, P. (2012). Distance dependence of single-fluorophore quenching

by gold nanoparticles studied on DNA origami, ACS Nano, 6, 4, pp. 3189–

3195.

© 2016 by Taylor & Francis Group, LLC

  

http://newsroom.intel.com
http://www.crcnetbase.com/action/showLinks?crossref=10.1364%2FOE.21.009722
http://www.crcnetbase.com/action/showLinks?crossref=10.1109%2FICTON.2013.6602732
http://www.crcnetbase.com/action/showLinks?crossref=10.1109%2FICTON.2013.6602732
http://www.crcnetbase.com/action/showLinks?crossref=10.1364%2FOL.38.002657
http://www.crcnetbase.com/action/showLinks?crossref=10.1021%2Fnn2050483
http://www.crcnetbase.com/action/showLinks?crossref=10.1007%2F978-3-642-23096-7
http://www.crcnetbase.com/action/showLinks?crossref=10.1007%2F978-3-642-23096-7
http://www.crcnetbase.com/action/showLinks?crossref=10.1364%2FECOC.2011.Mo.1.LeSaleve.3
http://www.crcnetbase.com/action/showLinks?crossref=10.1364%2FECOC.2011.Mo.1.LeSaleve.3
http://www.crcnetbase.com/action/showLinks?crossref=10.1109%2FJLT.2013.2284969
http://www.crcnetbase.com/action/showLinks?crossref=10.1364%2FOE.20.003241
http://www.crcnetbase.com/action/showLinks?crossref=10.1364%2FOE.19.012227
http://www.crcnetbase.com/action/showLinks?crossref=10.1109%2FJSTQE.2013.2239262
http://www.crcnetbase.com/action/showLinks?crossref=10.1109%2FJSTQE.2013.2239262


November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Chapter 2

Photonic Crystals
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2.1 Introduction

Photonic crystals (PCs) are a broad class of materials with peculiar

diffraction and light-guiding properties that are induced by their

structuring on a length scale comparable to that of the wavelengths

they have to interact with. The core capability of PCs is the possibility

to fine-tune the dispersion properties of the bulk host dielectric

through a proper micro-/nanostructuring. That is, the spectral

properties of the material can be modified at will over a broad range

of possibilities in order to attain the desired interaction among the

propagating light and the dielectric host material.

The simpler case of PCs corresponds to a multilayered structure

(also known as dielectric mirror or distributed Bragg mirror, or

DBR [1]). Their story can traced back to the late 1800s [2], when

the studies about interference raised the possibility to realize

antireflection coating (ARC) using multilayered materials. ARCs
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where studied for an entire century before their generalization

to higher dimensions were proposed in the two seminal papers

published in 1987 by Yablonovitch and Pendry, which described 2D

periodic structures with particular optical properties [3, 4]. It is only

after these two publications that a suitable theory and formalism

were developed to fully describe PCs and exploit their rich physics.

After the (nearly contemporary) publication of the first two

seminal papers describing the basic principles of PCs, researchers

realized the outstanding possibilities given by these materials and a

huge interest regarding these micro- and nanostructures developed.

It was immediately recognized that PCs can be used to tune in a very

precise way the interactions between a propagating light beam and

the materials with which it has to interact. This is a fundamental step

in developing photonic devices with tailored properties. In PCs the

tailoring of light–matter interactions can be pushed to such extreme

levels that new optical effects, not achievable in homogeneous

materials, appear. Some examples of these effects are superprism

[5], slow light propagation regime [6], and negative refraction [7].

The great possibilities given by PCs can be understood by looking

at the basic interactions that take place when an electromagnetic

wave impinges on a material. As a photon enters the dielectric,

its electric field polarizes the material itself. In turn this field of

polarization slows down the propagating wave by a factor that is

inversely proportional to the material refractive index (which, in

turn, is bound to the atomic polarizability through the Clausius–

Mossotti (or Lorentz–Lorenz) equation [8]):

4π

3
Nα = ε − 1

ε + 2
, (2.1)

where N is the atomic density and ε is the dielectric constant.

This basic effect is well known in both bulk and integrated optics

and it is exploited in the fabrication of elementary optical building

blocks (e.g., wave retarders and wave plates).

A proper microstructuring of the dielectric permits one to heavily

modify the behavior found in homogeneous media and to carefully

tune the way in which those two fields interact with each other and

affects the way the light propagates through the material.

While the electronic polarization acts on a length scale compa-

rable to the atomic scale, the diffraction/interference effect requires

© 2016 by Taylor & Francis Group, LLC
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an interaction length comparable to the wavelength of the photon.

In other words, the final properties of PCs depend both on the

material that compose them and by their nanostructuring (where

the prefix “nano” refers to a subwavelength scale). In fact the

nanostructure (e.g., both the symmetry and the periodicity) creates

a dielectric lattice composed of elements having different refractive

indexes. Each of these elements induces a controlled dephasing of

the propagating field, while reflections at the interfaces produce

interference that modulates the intensity of the field. The larger the

refractive index contrast (�ε) between the materials that compose

the PC, the greater the effects on the propagating photons.

Most often PCs are periodic structures and they are naturally

classified depending on their dimensionality. A multilayered mate-

rial forms a 1D PC because it repeats itself along a single direction,

while it is homogeneous (i.e., much larger than the wavelengths of

interest) along the other two axes. A material structured on two

different axes (i.e., like a chessboard) is a 2D PC, and finally, a

dielectric that shows periodicities along all the three axes (like opal

gems) is a 3D PC. Figure 2.1 shows a cartoon of these three possible

structures.

Thanks to their relatively simple fabrication technology, 1D PCs

were the first PCs to be deeply investigated. In particular porous

silicon (PSi) enabled the possibilities to fabricate very complex

lattices composed of hundreds of layers and with rather high

refractive index contrast (of up to about 1.0) [9, 10]. Multilayers

obtained by deposition methods (like chemical of physical vapor

deposition) also raised a large interest [11, 12].

Because the PC effects are maximized only for light propagating

along the direction perpendicular to the periodicity, their implemen-

tation in photonic integrated circuits (PICs) is a rather complex task

Figure 2.1 The typical arrangements of (a) 1D, (b) 2D, and (c) 3D PCs.
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and they are used mainly as grating elements for coupling purposes.

They are of interest in the fabrication of vertical cavity surface

emitting lasers (VCSEL), where two DBRs surround the active layer

and form a columnar-shaped laser cavity [13–15].

Two-dimensional PCs were initially studied in the microwave

range using metals and millimeter-sized structures [16]. Later the

advancements in micro- and nanofabrication allowed a reduction of

the length scale of the lattice; thus working frequencies were shifted

accordingly toward the near-infrared range. Two-dimensional PCs

are ideal models of limited usefulness because they do not confine

the light in the plane perpendicular to the periodicity; thus their in-

plane characterization requires very thick samples. So far only a few

systems were fabricated with high enough quality to exhibit optical

properties typical of the pure 2D case [17].

The so-called 2.5-dimensional PCs are among the most inves-

tigated systems: a classical waveguiding mechanism is used to

confine the light in the plane of a dielectric membrane, while the PC

effects are exploited by a proper microstructuring of the membrane

itself [18]. Group III–V materials (GaAs, AlGaAs) were largely used

to fabricate 2D PCs because of their large refractive index, their

efficient light emission, and the high-quality structures that were

easily realized on them [19–21].

Three-dimensional PCs are divided into two main categories,

self-ordered materials (like opals) and nanostructured 3D materials

(like woodpile PCs [22]) that are fabricated using a bottom-up

approach. The former have limited optical quality because of

the large number of defects that are inevitably associated with

macroscopic systems [23]. Opals were studied mainly as matrices

to investigate these modifications induced to the spontaneous

emission rates of an emitter embedded within an environment with

a modified local density of states and as low-cost systems to develop

dynamical PCs (such as sensors and large-area displaying devices)

[24]. Three-dimensional PCs fabricated with a bottom-up approach

have very high optical quality but their fabrication is a complex task

and their use is limited to proof-of-principle demonstration of their

basic optical properties [25, 26].
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2.2 One-Dimensional PCs and Their Dispersion Properties

In this section we approach the design of a 1D PCs by firstly

describing the basics of multilayer optics using classical optics.

Afterward we will introduce an analogy with quantum mechanics to

analyze dispersion of systems with higher dimensionality exploiting

a description based on band diagrams.

The simpler case of a 1D PC corresponds to a multilayered

structure (also known as a DBR [1]). Optical properties of a

1D PC can be described using a classic interference picture, as

typically found in textbooks. The extension to higher dimensionality

requires the introduction of a different formalism that resembles the

Schroedinger equation for electrons in a periodic lattice (and hence

the name “photonic crystals”).

A light beam that impinges onto a multilayer is partially reflected

at each interface. The reflection coefficients are proportional to

the refractive index difference among the two adjacent layers, as

described by the well-known Fresnel coefficients:

rp = n2 cosϑ − n1 cosφ

n2cosϑ + n1 cosφ
tp = 2n1 cosϑ

n2 cosϑ + n1 cosφ

rs = n1 cosϑ − n2 cosφ

n1 cosϑ + n2 cosφ
ts = 2n1 cosϑ

n1 cosϑ + n2 cosφ
,

where r and t are the reflection and transmission coefficients and p
and s indicate, respectively, impinging waves with the electric field

either parallel or orthogonal to the incidence plane.

For the case of normal incidence, these simple formulae clearly

demonstrate that the greater the refractive index difference between

the materials that compose the PC, the stronger the reflections at

each interface, and, ultimately, the larger the modifications induced

to a photon that propagates through the PC.

Fresnel coefficients are useful to describe simple systems com-

posed of one or two interfaces. On the other hand the description

of more complex systems composed of tens or hundreds of layers

is more effectively performed by using the approach called the

transfer matrix method. Several books contain the formal derivation

of the transfer (or scattering) matrix (TM) approach [27]; here we

summarize the main results only.

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

16 Photonic Crystals

x=0 x=

Figure 2.2 Sketch of the four components considered at each layer in a TM

implementation. The subscript (L,R) indicates wherever the wave is either

on the left or on the right side of the layer, while the superscript (+,−) labels

its propagation direction.

TM is a powerful method based on matrix multiplication and

it is used to describe the transport properties of nonhomogeneous

and nonperiodic materials. Each system’s scatterer is modeled as a

potential barrier and a corresponding TM is associated with it. Two

descriptions are usually considered: in the TM case the matrix (M)

expresses the right components impinging on the interface with the

left components that leave the scattering element (see Eq. 2.2); on

the other hand a scattering matrix (S) relates the outgoing terms

with the ingoing terms (see Eq. 2.2). Figure 2.2 sketches symbols

used for the four components (which are typically plane waves).(
	+

R (x = 
)

	−
R (x = 
)

)
= M

(
	+

L (x = 0)

	−
L (x = 0)

)
(2.2)

(
	−

L (x = 0)

	+
R (x = 
)

)
= S

(
	+

L (x = 0)

	−
R (x = 
)

)
(2.3)

The two formalisms are correlated and it is possible to express the

components of one description in terms of the other:

M =
(

M11 M12

M21 M22

)
=

⎛
⎜⎜⎝

S22 S12 − S22 S11

S12

S22

S12

−S11

S12

1

S12

⎞
⎟⎟⎠ (2.4)

S =
(

S11 S12

S21 S22

)
=

⎛
⎜⎜⎝

− M21

M22

1

M22

M22 M11 − M12 M21

M22

M12

M22

⎞
⎟⎟⎠ (2.5)

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Analogy with Quantum Mechanical Schroedinger Equation 17

The physical meaning of the S components become clear if we

assume that only one wave is impinging from the left (	+
R = 0) and

if we normalize its amplitude (|	+
L | = 1); then:

	+
R = S21	

+
L (2.6)

	−
L = S11	

+
L (2.7)

S =
(

S11 S12

S21 S22

)
=
(

r ′ r
t′ t

)
(2.8)

Thus the S matrix elements are the transmission and reflection am-

plitudes (those square values give the transmission and reflection

coefficients, respectively).

Using the matrix approach the transfer function of a complex

system composed of several types of scatterers is easily calculated.

In fact the fields at each successive interface are determined if those

at the previous interface are known. Thus the TM of a stack of films

is given by

MT =
n∏

i=1

Mi (2.9)

MT represents the TM of the entire stack of layers and the product

runs over the n layers.

A particular type of multilayers is the lambda quarter thick layer.

In this case the optical thickness of each layer is equal to

nd = λ0/4, (2.10)

where d id the physical thickness of the layer, λ0 is the central

wavelength of the BG, and n is the refractive index of the layer [28].

This geometry is one of the preferred schemes to fabricate

dielectric mirrors, because it maximizes the width of the bandgap

(BG) and thus the value of the reflection at λ0.

2.3 Analogy with Quantum Mechanical Schroedinger
Equation

The extension of the classical description to higher dimensionality

cases, using the interference description, leads to a cumbersome
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mathematical treatment. Starting from the Maxwell equation it is

possible to derive an eigenvalue formalism that closely resembles

the Schroedinger description of electrons in an atomic potential

[29]. Currently a wave equation is most used to describe the

property of PCs.

Maxwell equations can be rephrased into the so called master
equation (the complete derivation of the result shown here can be

found in [30])

∇ ×
(

1

ε(r)
∇ × H (r)

)
=
(ω

c

)2

H (r) (2.11)

This equation has the form of an eigenvalue problem with an

operator that acts on the magnetic field pattern to produce an

eigenvalue (which is proportional to the square of the mode energy).

From the master equation, it is possible to demonstrate a

deep analogy with the case of electrons in a periodic potential.

For photons, the atomic potential is substituted by the dielectric

constant and the electronic wavefunction by the magnetic field.a

A characteristic of the solution of the eigenvalue equation in a

system with periodic potential is that the eigenmodes obey the Bloch

theorem: If a is the periodic, discrete translational unit of the system,

then

ε(r) = ε(r + ma), (2.12)

with m an integer multiplier. Furthermore because the eigenfunc-

tions must commute with the symmetry operators of the system it is

possible to demonstrate that

Hk(r) = eikx uk(r + a) = eikx uk(r). (2.13)

Equation 2.13 is the known Bloch theorem rephrased for the

photonic case.

The dielectric element of a PC is equivalent to the atomic

sites of a crystalline lattice and photons behave as propagating

electrons. Thus because k is a continuous function, photonic states

are confined to continuous allowed bands. If the system is periodic

the band diagram repeats itself every 2π/a. Thus the extended band

aThe magnetic field is considered because it removes the explicit dependence of the

fields from the dielectric constant and considerably simplifies the solution of the

equations; a generalized approach is otherwise required.
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(a) (b)

Figure 2.3 (a) Band dispersion of a lambda/4 multilayer. The layers have

a refractive index of 3 and 1.5, respectively. (b) Simulated transmission

spectra for the same structure.

representation is generally reduced to the band description within

the first Brillouin zone (BZ) that contains all the information about

the system and it is limited to 0 < k < 2π/a.

Figure 2.3a reports the band diagram of a λ/4 multilayer.

Panel (b) shows the calculated transmission spectra for the same

structure. It is clear that the transmission goes to zero for the energy

range comprised within the PC gap.

The energy axis of Fig. 2.3 is normalized versus the period of

the structure (in units of a/λ). Such normalization exploits the scale

invariance of the master equation [30]. In fact:

• If the lattice period is scaled by a certain factor, a → a
,

then the eigenvalue is scaled accordingly: ω → ω/
.

• The eigenvalues scale as the dielectric constant: If ε(r) →

ε(r) ⇒ ω → ω/
.

The length invariance implies that once a band diagram is computed

for a lattice with a certain symmetry and for a given refractive index

contrast, the result can be used to determine the optical properties

of the PC working at different wavelengths ranges.

As for the electronic case, diffraction takes place at the band

edges and BGs open. Within these energy intervals no photonic
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states are allowed and light propagation is forbidden. Such a

BG corresponds to the stop band of Fig. 2.3: the region of low

transmission originates because photons cannot propagate inside

the PC if their energy falls within the BG.

By looking at the shape of the first band we note that the

dispersion at small k follows a straight line, as it is typical for a

homogeneous medium. In this region wavelengths are much larger

than the typical length scale of the PC; thus the medium behaves

as an effective material and photons do not feel the nanostructure.

Thus the slope of the band resembles that of the light line (the linear

dispersion law for photons that propagate through a homogeneous

medium):

ω(k) = ck
neff

, (2.14)

where neff is an effective refractive index weighted over the PC

microstructure.

At larger energy the photon wavelength becomes comparable

with the period of the PC and dispersive effects appear. The

derivative of the band slope is the group velocity (vg = δω/δk);

thus information about the speed at which photons travel across

the PC can be extracted from the band diagram. At band edges, the

slope tends to zero and the photon is at rest. Here two standing

waves develop: They have the same wavelength (exactly two times

the period), but because two solutions are permitted, they arrange

differently the electromagnetic field within the PC layers; the two

modes split in energy and a BG is formed. Figure 2.4 shows the time-

integrated magnetic field for the first two bands in a 1D PC. Fields

(a) (b)

Figure 2.4 Time-integrated magnetic field in a 1D PC. The striped areas

defined the regions of a high-index material. Both panels sketch the field

distribution at the edge of the first Brillouin zone. (a) Field distribution of

the first band (dielectric band) and (b) field distribution of the second band

(air band).
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(a) (b)

Figure 2.5 (a) Width and attenuation of a λ/4 DBR as a function of the

refractive index contrast. The refractive index contrast values are defined in

the graph legend. (b) Plot of the width of the BG versus the refractive index

contrast; the nonlinear dependence between these two quantities is clear.

are plotted at the edge of the first Brillouin zone. The first band

concentrates the H field within the high-index regions (the striped

area defined the volume of the high dielectric constant), while the

second band ejects the field into the low-index region.

The variational theorem states that photonic modes minimize

their energy by concentrating the fields into the region of high

refractive index. Thus the lower-energy mode maximizes the field

within the regions of high refractive index (and is called dielectric

mode), while the mode that has the maximum of the field in the

low-refractive-index regions lies at higher energy (and is called air

mode).

Figure 2.5 shows the effect on the width of the gap for a

lambda quarter PC, for different refractive index contrasts: the

BG width increases with the refractive index contrast. Figure 2.5a

shows how the width and attenuation of DBRs that satisfy the λ/4

condition increase proportionally to the refractive index contrast

of the materials used to fabricate the DBRs. A smaller refractive

index contrast requires a larger number of periods to achieve a

predetermined attenuation value (the number of period has been

kept fixed for all the data shown in Fig. 2.5a). The bottom axis

is given in wavenumbers to underline the fact that the center

position of the gap does not shift if the λ/4 condition is fulfilled

and to clearly show that the gap widens symmetrically to respect
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its midgap in energy. Figure 2.5b shows how the gap width increase

proportionally to the refractive index contrast and it follows a

sublinear relation. The gap-to-midgap quantity is often used to

quantify the gap width normalized to its central frequency (�ω/ω).

Regarding the dispersive effects, a band with zero dispersion

implies that the photons are stopped within the dielectric (because

vg → 0). This is obviously an ideal condition that cannot be realized

in practice; nevertheless it is demonstrated that higher-order PCs

effectively slow down the speed at which light propagates through

them.

2.4 1D Defect Modes

An interesting question that arise is, How deep can we go exploiting

the analogy among photons and electrons? Can we “dope” the

photonic lattice—as in the semiconductor case—by introducing

defect states?

If each period of a PC behaves as an atomic site (with the atomic

potential replaced by a dielectric one), then by breaking the perfect

periodicity of the lattice, we may introduce defect states within the

photonic BG.

The easiest way to do it is to modify the thickness of a single

layer within an otherwise periodic stack. Such a multilayer is called

a microcavity (MC) and it is composed of two Bragg mirrors (often

quarter wave stacks) that surround a central layer of different

thickness (the cavity). Figure 2.6a reports the cross section of the

structure. Figure 2.6b reports the profile of the field of a defect

mode, that is, the only permitted photonic state within the BG of

the λ/4 stacks (the green and white stripes define the two different

refractive index layers). The plot in red on the left of the field pattern

is the profile of the field and the connection between the modulation

induced on the field and the dielectric constant is clear. Figure 2.6c

compares the transmission spectra for a simple DBR (red dotted

line) with that of the MC (black line). The spectrum of this structure

is rather different form that of a single DBR; in fact while the width

of the BG is nearly unaffected by the presence of the defect layer, a

sharp peak with a high transmission value appears near the middle
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(a) (b) (c)

Figure 2.6 (a) Cross section of a microcavity fabricated in porous silicon.

The lighter and darker bands are layers of a higher and a lower refractive

index, respectively. Such modulation is achieved by inducing a periodic

variation in the porosity of the material. (b) Snapshot of the E-field within

the microcavity obtained from a finite-difference time domain (FDTD)

simulation. It is clear how the field is highly localized within the cavity defect

layer. (c) Transmission spectra of the cavity: the cavity peak appears within

the stop band of the DBR.

of the gap. This peak is the defect state induced by breaking the

symmetry of the periodic lattice.

We know from the variational theorem that photonic modes that

occupy high-index regions tends to minimize their energy. Thus

defects composed of a high-index dielectric pull the mode from

the bottom of the conduction band within the BG. These so-called

dielectric modes are equivalent to an electronic donor defect. On the

other hand if the photonic defect is made of a low-index material

it acts as an electronic acceptor level and it moves up inside the BG

from the valence band.

There are a few important factors that describe the performance

of MCs and permit one to compare different designs.

The quality factor is the ratio between the cavity resonant

wavelength and its width:

Q = ω

δω
= 2π

Estored

E lost

(2.15)

The Q-factor is a measure of the rate at which a cavity loses optical

energy because of its finite size (and imperfections in real samples).

Q−1 is thus a measure of the energy lost at every round trip and is

related to the lifetime of a photon that is trapped within the cavity:

τ = Q/ω = 1/δω.
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Photons are greatly slowed down while they travel across optical

cavities (as shown by their flattened band dispersion). Thus, if

the cavity is excited for a long enough time, it is possible to pile

up a field intensity much larger than that of the incoming field.

Assuming that the mirrors are the lossy elements of the cavity the

field enhancement factor can be estimated from
Icav

Ipump

≈ Q

2π
√

R
(2.16)

The field enhancement within the cavity is exploited to create and

to study a huge number of optical phenomena, and it is of great

importance in several technological applications (e.g., low-threshold

lasers and wavelength conversion in nonlinear [NL] optical devices).

The rich physics of the MCs arises from the heavily modified density

of modes found within the cavities. In fact the mode density within

a homogeneous material and within a cavity is described by the

following equations:

ρNh = d N
dω

= 8πn3ν2

c3
ρNc = 1

�νV
(2.17)

Thus their ratios scale proportionally to

ρNc

ρNh
= 1

8π

(
λ3

n

)(
Q
V

)
, (2.18)

where ρNc is the mode density of the cavity and ρNh that of the

homogeneous medium. d N/dω indicates the number of modes for

the frequency interval; n is the refractive index, ν the frequency, c the

speed of light, and V the volume of the cavity mode. For a constant,

however, this ratio corresponds to the Purcell factor and describes

how the spontaneous emission of an emitter is weighted by

the photon mode density of the volume in which it is inserted [31].

The Purcell factor tells us how much accelerated (or slowed down)

the spontaneous emission of an emitter placed within a cavity is.

The Purcell factor increases proportionally to the ratio Q/V ; thus it

is enhanced in cavities with narrow linewidths and small volumes.

This factor is of great interest in laser technology because it can

be used to reduce the lasing threshold. In fact the fraction of light

emitted into a given laser mode can be approximated by the so-

called emission coupling factor:

β = P e
1 + P e

, (2.19)
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where P e is the Purcell enhancement, that is, the increase of the

spontaneous emission of an exciton in a cavity, compared to its bulk

value. If most of the light is emitted into a lasing mode, the losses due

to spontaneous emission into nonlasing modes are greatly reduced

as well as the laser threshold.

As for the electronic case the dispersion of an ideal defect

is a flat line with an energy that falls within the BG region. Its

energy position depends on both the material and the geometrical

properties of the defect and can be tuned to the desired frequency

by playing with these two parameters.

Defect modes are of interest not only for their stationary solution

but also for their dynamic behavior. In fact photons are slowed

down while traveling through a defect and pulses are subject to

dispersion effects. Thus modeling of MCs is generally performed

using simulation methods able to handle time-dependent events

(like FDTD or the finite elements method) rather than by simply

looking at the eigenstate (like using plane wave expansion codes).

In an ideal case dielectric and air defect modes have very similar

spectral features. In real samples, however, the finite size of the PC

introduces significant differences on these two types of defects that

reflect into their final properties. In particular an air mode (which

is a cavity formed by a material with a locally reduced refractive

index) typically has a smaller Q-factor because of the greater losses

associated with it. These are due to the combined effect of the lower

local refractive index that reduces the light confinement and by the

increased losses due to stronger scattering of the field outside the

volume of the cavity. For these reasons dielectric bands are the most

investigated in literature.

2.5 Two-Dimensional Photonic Crystals

Because of their limited dimensionality, 1D PCs cannot be used in the

realization of a complex PIC and their use in optics is mainly limited

to macroscopic systems (e.g., optical filters).

A much greater control over light propagation and mode

confinement is achieved in dielectric media structured along

two dimensions. Naively such systems can be thought as the
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superposition of more 1D PCs tilted by a certain angle. Because of the

diffractive character of light propagation in 2D PCs and of the strong

coupling that happens at each lattice point, optical properties of 2D

PCs cannot be described as a linear combination of 1D lattices. Thus

the classic description that makes use of the interference cannot

handle efficiently this multidimensional problem and we have to

revert to the wave equation description.

Compared to the 1D case, bidimensional PCs permit to choose

among a much broader type of lattice geometries and topologies:

their optical properties are heavily dependent on them and different

structures can be used to enhance particular effects. The two most

common types of geometry are square and triangular lattices, but

several other geometries have been so far investigated, such as the

Kagomé lattice [32], the hexagonal, and the quasicrystalline [33, 34],

to cite but a few. Furthermore we can select between two different

types of lattice topologies: either a connected high-index matrix

with low-index scatterers embedded in it or a low-index connected

medium with high-index scatterers (like the structure shown in

see Fig. 2.1b). In a truly 2D configuration (of infinite height) these

two dispositions have similar properties in terms of mode guiding

and mode confinement, but in a real sample with finite height, the

out-of-planea coupling of the radiation plays an important role and

determines the final losses of the PC. We will see in the following

figure that the connected high-index matrix is the de facto solution

because of its smaller losses.

Figure 2.7 shows the band dispersion for a square and a

triangular lattice of air holes drilled in a silicon matrix (ε = 12.25).

The radius of the holes is fixed to 0.5a (where a is the lattice period)

in order to highlight the different band structures induced by the

symmetry of the lattice for PCs having a similar filling fraction.

An important difference compared to the 1D case is that in multi-

dimensional PCs the two polarizations are no longer degenerate and

the gaps open at different energies and have different widths. This

is a consequence of the different distribution of the fields in the

high- and low-index regions. In fact light that propagates along the

aIn a 2D PC the plane of propagation is the one perpendicular to the axis of the

scatterers.
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Figure 2.7 Band dispersion for a (a) square and a (b) triangular lattice

of holes in a dielectric matrix (ε = 12.25). The insets in the bottom of

the graphs sketch the direct and the reciprocal lattices with black holes

and polygons, respectively. High-symmetry points are defined with their

usual labels. In both panels black dashed lines are for transverse electric

(TE)-polarized bands, while red lines are for transverse magnetic (TM)

polarization.

PC “sees” the microstructure and its reduced symmetry. In an ideal

1D PC the light propagates across a series of parallel interfaces that

define the layers and that extend infinitively in the plane normal

to the propagation direction. Thus both polarizations are invariants

under any rotation operation and must have the same energy. On the

other hand in a 2D PC, electromagnetic fields oscillating in different

directions interact differently with the dielectric, for example, a field

that oscillates parallel to the hole long axis feels a microstructure

different from the one seen by a field that lies in the perpendicular

plane.

It is possible to demonstrate that fields components in a 2D PC

can be classified in terms of their symmetry under mirror operation

to respect the plane perpendicular to the hole long axis [30]. These

two polarizations confined either the E field or the H field in

the xy plane. The former case is called TE and has E x , E y , Hz as

components, while the other is called TM and its components are

Hx , Hy , E z.

The lifting of the degeneracy between the TE and TM po-

larizations has important consequences. The green rectangle in

Fig. 2.7a depicts the BG that opens for the TM polarization (red

lines). No gaps are present between the first two bands for the TE

case (black lines). Thus a square lattice of holes cannot perfectly

inhibit the propagation of unpolarized light. Figure 2.7b shows the
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band dispersion for the triangular lattice; here the blue region

underlines the energy interval in which neither TE nor TM modes

can propagate. In this energy range the PC behaves effectively as

an ideal mirror that perfectly reflects any photons with energy

comprised within the BG width. The two insets are cartoon views

that overlap the direct and reciprocal lattices to underline the high-

symmetry points considered in the band diagrams. The size of the

scatteres in the direct lattice is not in scale with the simulated

structures.

The width of both partial and complete BGs is defined by the

symmetry, the refractive index contrast, and the filling factor (f.f.) of

the structure. The BG map of Fig. 2.8 shows how the width of the gap

of a triangular lattice of holes in silicon changes versus the structure

f.f., for both polarizations. The f.f. is defined as the ratio between

the size of elementary scatterer (e.g., the radius of the holes) and the

lattice period. The width of the BG depends heavily on the size of

the scatterers, but because of the scalability of the Maxwell

equations, the behavior of a given symmetry can be scaled to

different lengths (that is why the y axis is given in a/λ units). The red

area defines the region where a gap for the TE polarization opens,

while the blue areas define the TM gaps. The complete gap opens up

in a narrow region roughly comprised between 0.4 and 0.5 f.f., where

both TE and TM gaps overlap.

It is of interest to note that gap that falls at high energy and

that are narrow in the f.f. coordinate are more sensible to the

unavoidable imperfections generated during the fabrication. Thus

they may not be properly reproduced in real samples. To note

that opening of a complete BG requires refractive index contrast

definitely larger than that required for the opening of a partial

gap.a Each lattice geometry has its own BG map: the number of

gaps sustained depends on the lattice symmetry, the refractive index

contrast, and the f.f. Several examples of gap maps can be found in

[30].

Soon after their discovery, there was a rush to find the geometry

that maximizes the complete BG. It turned out that it is favored

ain general, the smaller the dimensionality of the PC, the smaller is the refractive

index required to open a gap: in 1D PC gaps open even for�n → 0.
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Figure 2.8 Map of gaps for a triangular lattice of holes. The connectivity of

the triangular lattice favors the opening of large TE gaps (defined by the red

areas) while TM gaps (in blue) are narrower. The complete gap opens up in

the region of f.f. between 0.4 and 0.5.

in lattices with high symmetry (e.g., triangular, hexagonal, and

quasicrystal-like), while lattices of reduced symmetry (e.g., square,

rectangular) do not show it. This fact can be naively described

considering that while TE gaps are wider in structures made of

connected high-index regions, the width of the TM gaps is larger in

lattices composed of nonconnected high-index regions. Thus lattices

with high symmetry approximate those two limiting cases and, at

the same time, maintain a relatively high degree of isotropy in the

plane that permits the overlap between the gaps of the two different

polarizations.

2.6 2D Defect Modes

Defects are probably the most important elements to provide

functionality to any PIC. Compared to the 1D case, 2D systems

have larger flexibility and defects can be grouped into two main

categories, localized and extended.

A localized defect is formed by modifying the size of one or few

neighbor scatterers. Optical cavities rely to this category: the defect
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Figure 2.9 Evolution of cavity modes versus cavity geometry for an L1

defect state in a square lattice. Solid columns have an ε = 12.25, modes

are TM polarized, and the inset represents the patterns of the E z field

component.

has a finite size and is used to localize and store energy within

a small volume. A cavity can be formed by either an increase or

a decrease of the volume of the perturbed scatterers. The energy

position of the allowed states will move toward the dielectric band

(if the local refractive index increases) or toward the air band (if the

local refractive index decreases).

The simplest case of an MC is formed by removing a single hole

from an otherwise perfect periodic lattice. As for the 1D case, the

Q-factor of this cavity is defined by the refractive index contrast of

the materials that composed the PC and by the number of periods

surrounding the defect site. Figure 2.9 shows some examples of

defects induced in a square lattice of dielectric columns by varying

the radius of the defect site. The defect investigated is called L1

because it is formed by removing a single lattice site. The shaded

gray areas define the BG. If the defect site contains a column with

null radius (i.e., a single column is removed from the lattice) a

defect state is introduced well inside the BG (the inset shown the

corresponding E z field component). As expected, by increasing the

radius of the defect the energy of the defect decreases.

For the geometry considered here, if the radius of the defect

column is smaller than that of the unperturbed lattice, monopole
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Figure 2.10 Some of the defect states supported by an L3 cavity. The labels

describe how the E z component transforms under mirror symmetry to

respect the x = 0 and the y = 0 plane, respectively.

states only are sustained. A further increase of the defect size

introduces several other states that differs for their symmetry

(monopole, dipole, quadrupole, etc.) [35]. On the right part of Fig. 2.9

a few dipole states are shown. These defects are doubly degenerate;

thus each of them is composed by two states that differ only for a 90◦

rotation of the filed pattern, that is, a symmetry operation spanned

by the symmetry group of the square lattice (only one state is shown

the figure).

A different, commonly investigated, defect is the L3, where three

adjacent sites are perturbed. This geometry was the first one that

permitted the fabrication of a PC MC with a Q-factor larger than

104 [36]. Figure 2.10 reports some of the resonant modes that are

sustained in an L3 cavity. In an L3 cavity the larger volume of the

resonator (compared to the L1 case) shows a higher density of

localized states that are classified according to their energy and their

symmetry. For a complete discussion about the modes in an L-nth

cavity refer to [37].

More refined geometries for 2D cavities and their tuning are

discussed in Section 2.8, where the out-of-plane losses from a thin

slab are also taken into account.

An extended defect has a size that may be comparable with that

of the PIC. For examples, waveguides (WGs) are extended defects

and are created within a 2D lattice by modifying the size of neighbor

scatterers along a continuous path; thus lines of higher effective
index are created inside the lattice. Photons are forced to propagate

along those paths because they are surrounded by dielectric mirrors
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Figure 2.11 Simulated dispersions for different types of WGs in a square

lattice. The WGs differ for the magnitude of the perturbation of the original

lattice: the steeper the guided mode dispersion, the larger the difference

between the size of the scatterers that compose the lattice and those that

define the WG.

that reflect them irrespective of their incident direction (in case the

2D lattice has a complete BG).

Figure 2.11 reports the band structures for several types of

WGs obtained by modifying the size of the scatterers along a single

line in a square lattice of columns. The different WGs show large

variation in their dispersion. The larger the difference between the

size of the scatterers that define the WG and that of the unperturbed

lattice, the steeper the dispersion of the guided modes. This fact can

be qualitatively described, considering the role that the scattering

events have in flattening out the band dispersion: a guided mode

that propagates within a classical silicon WG resembles the case of a

PC WG with no scatterers within the WG core and assumes a group

velocity of about c/neff. On the other hand modes that propagate

along WGs that contain large scatterers, feel a medium with a higher

refractive index. In fact the scattering events that take place at each

lattice site effectively slow down the light. The result is a reduced

group velocity and more and more flattened band dispersion. In the

limiting case in which the scatterers within the WG have the same

size as those of the lattice, the guided mode must coincide with
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(a) (b)

Figure 2.12 (a) Cartoon view of an add–drop filter. A pulse entering from

the Input port interacts with the cavity site. The evanescent coupling with

the defect routes the resonant frequencies out from the Drop port. All the

other components exit from the Through port. (b) Scheme of a coupled-

cavity waveguide. In this device the waveguide region is formed by a series

of cavities. Photons propagate through a hopping mechanism.

the dielectric band (generally rather flat). An important difference

between PC WGs and classical dielectric guides is the fact that PC

structures can achieve an extremely small bending radius: 90◦ and

even 120◦ turns were demonstrated with reasonable losses [38, 39].

Note that a significant part of the losses in sharp PC bends is

due to reflections at the bending site and that these losses can be

minimized by a proper perturbation of a few lattice sites localized

around the bend itself [40].

WGs and MCs are very often coupled within the same PIC. WGs

are the natural element to excite an MC and the basic structure

composed of their interaction is called add–drop filter [41]. A scheme

of an add–drop filter is shown in Fig. 2.12: A pulse propagates

along the input WG and is coupled to the MC through its evanescent

tail that extends to the cavity site. Once the MC is excited, only its

resonant modes are coupled to the upper WG (named Drop channel)

and routed along the Drop port. Add–drop filters are very common

elements because they are used to demultiplex and to route the

desired wavelengths along predetermined directions.

WGs and MCs can be combined together to obtain the so-called

coupled-cavity waveguides (CCWGs). These structures combine

several aspects of both cavities and WGs and permit one to carefully

tune the dispersion of light pulses that propagate through them

by exploiting the delays induced by the cavities placed along the

WGs. Compared to a classical PC WG the CCWG permits one to

obtain narrower bandwidths of the cavity band. This is because

the photons propagate exploiting a hopping mechanism across the
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coupled cavities. A simple equation derived from a tight-binding

model can be used to fit the band dispersion [42]

f (k) = f0(1 + � f
f0

cos(kd)), (2.20)

where f is the mode frequency, f0 is the frequency of an isolated,

unperturbed cavity, � f is the bandwidth of the guided modes, k is

the wavevector, and d is the distance between adjacent cavities. The

ratio � f/ f0 quantifies the strength of the coupling among adjacent

cavity sites (and is defined as the hopping parameter) [43].

2.7 Exploiting the 2D PC Dispersion Properties

The large optical anisotropy of PCs is a key element of their

usefulness in that it can be tailored to achieve light dispersion effects

that are otherwise not obtainable with optical homogeneous media.

To understand the basics of the light propagation within a 2D

PC, we start by describing how light is diffracted at the interface

between two homogeneous media. In this case the light dispersion

is a linear function:

ω2(k) =
( c

n

)2

(k2
x + k2

y ), (2.21)

where ω is the frequency of the light, c the speed of light, n
the medium refractive index, and ki the propagating wavevector

along the i direction. In a homogeneous medium, if we consider

all possible incident angles, we note that the isofrequency surface

generates a cone (Fig. 2.13 shows a section of the cone along the

incidence plane).

Light propagating across the boundary of two materials with

different refractive indexes conserves the tangential components of

the k-vector. Snell’s law can be easily verified using this scheme, as

shown in Fig. 2.13. The two circles define the isofrequency contours

for monochromatic light that travels across the two materials, and

the radius of the circles is proportional to the magnitude of the

photon k-vector. The right half of the circumferences considers

a general case of an incident photon (red arrow). By setting the

continuity of the tangential components we find the directions for

both refracted (cyan arrow) and reflected photons (green arrow). In
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Figure 2.13 Snell’s law described using the isofrequency contour and a k-

based description of propagating photons. The thick black line sketches the

interface between the two materials. Red and cyan arrows are the incident

and refracted beams, respectively. The green arrow on the right part of the

figure is the reflected beam. The left half of the circles depicts the case of the

limit angle.

the left half of the circumferences the case of the limit angle (gray

arrows) is described.

The description of refraction on the basis of the k-vector permits

the analysis of the complex band dispersion of the 2D PC in a simple

way and to get a clear vision of the possible refracted beams and of

their propagation directions. The general formula that describes the

refraction at the interface with a 2D periodic structure is analogous

to the law of diffraction grating:

krefl,‖ − kinc,‖ = m1G1 + m2G2 (2.22)

The subscripts of the k-vectors refer to the reflected and incident

beam, respectively, while m and G are the integer coefficient and

the vectors of the periodic lattice, respectively. Energy conservation

requires that all the k-vectors have to be of the same magnitude.

Thus the possible solutions (reflected, refracted, and diffracted)

must lie on a circumference of radius nω/c.

In the case of a PC lattice, the solutions do not form a continuous

spectrum that lies on the circle but are restricted to a discrete

set that represents the symmetry of the lattice itself [44, 45]. We
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Figure 2.14 (a) Band dispersion for the first three bands of a square lattice

of columns. The light-green surface represents the light cone. (b) Projection

of the second band. The isofrequency lines have a square-like shape and may

be used to achieve self-collimation or superprism regimes.

mentioned that the symmetry of the PCs defines the way they

diffract the light. Here we show some examples based on a 2D lattice

of cylindrical scatterers that span a square lattice.

Scatterers are supposed to be cylinders of radius 0.25a and

having a refractive index of 3.5. Figure 2.14a reports a 3D view of the

first three band dispersions for TM polarization. The lowest band

(blue-/cyan-shaded surface) shows the typical linear behavior at a

small k, from the � point outward, and it stays below the light cone

(depicted by the transparent green-colored cone). The photonic

BG corresponds to the minimum energy separation between the

first and the second band (in yellow/orange). The black contour

lines draw the isofrequency lines for each band. In a homogeneous

material they should appear as circles but the diffractive behavior of
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the PC force them to assume heavily distorted shapes. Figure 2.14b is

the projection of the isofrequency contour for the second band. Two

limiting cases of band dispersion are visible here, sharp vertexes

and flat profiles. Considering the discussion above about the use

of isofrequency lines to predict the diffraction of a light beam,

the sharp vertexes are associated with a high angular dispersion

for slight variation of the impinging photon direction. This fact

has been exploited in the superprism effect, where photons of

slightly different wavelengths are spatially separated, exploiting

the different diffraction directions [46, 47]. Efficient and compact

wavelength division multiplexers (WDMs) based on this effect were

demonstrated.

On the other hand flat isofrequency contour lines are used to

achieve the self-collimated regime. In this case the flat shape of

the isocontour permits collimating of photons that impinge upon

the PC interface with different angular directions into a beam that

propagates normally to the isofrequency line. Figure 2.15 shows

an example of a self-collimated beam. Figure 2.15a describes how

the diffraction creates a collimated beam: waves emerging with

different k-vectors are converted into a collimated beam exploiting

(a) (b) (c)

Figure 2.15 FDTD simulation of a self-collimated beam propagating along

a square lattice of dielectric columns. The source emits the E x component.

(a) Band diagram with the isofrequency contour considered in red. The

green arrows depict the effect of the self-collimation: waves propagating

with different k-vectors are diffracted into a collimated beam. (b) Self-

collimated beam excited at a frequency of 0.5; this value corresponds to

the flat dispersion region shown above. (c) Beam excited at a frequency of

0.225. This mode belongs to the first band and it clearly diverges after a

short propagation distance.
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the flat region of the band dispersion of a narrow energy interval.

Figure 2.15b shows the propagation of a self-collimated beam: the

beam propagates for several tens of lattice periods without showing

appreciable beam divergence. In Fig. 2.15c a frequency smaller than

the optimal one propagates with clear divergence. Rather complicate

structures were so far proposed in the literature with mirrors and

beam splitter elements integrated into a 2D lattice. These circuits

are able to route the light beam without the need of explicitly defined

WGs [48, 49].

2.8 2.5-Dimensional Photonic Crystals

The 2D systems discussed above assume an infinite length of the

PC parallel to the longitudinal axis of the scatterers. Real samples

may have a thickness of at most a few tens of wavelengths.

This limitation is imposed by nearly all the fabrication techniques

that rely either on deposition or on etching methods. Deposition

methods are inherently slow, and generally, the higher the control

over the deposited thickness, the smaller the deposition rate. Thus

the fabrication of a 1D DBR of a few tens of layers may take several

hours to complete. On the other hand etching methods have limited

anisotropy and the shape of the scatterers is not perfectly controlled

for high-aspect-ratio structures. Furthermore large roughness is

often created onto all the surfaces of the PC.

Still, without effective confinement along the direction perpen-

dicular to the PC plane, 2D structures will not be a useful system to

fabricate real PICs.

The term “2.5D PC” is used to indicate systems that are struc-

tured as a 2D PC in the plane but exploit a guiding mechanism—

typically based on total internal reflection—along the vertical

direction. This is generally accomplished by etching the 2D lattice

inside a thin film made of high-index material, surrounded by low-

index claddings. The thickness of the thin film is such that it supports

one or more guided modes.

This is an elegant solution that matches the capability of fine-

tailoring the optical properties of the PC with a realistic fabrication

process. In fact 2.5D PCs are fabricated in thin layers deposited with
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conventional deposition techniques (such as chemical or physical

vapor deposition) on top of a low-index substrate (often silica).

One of the advantages of this process is its compatibility with

the standard complementary metal-oxide semiconductor (CMOS)

platform that supplies high-quality materials (like the silicon-on-

insulator substrates) and state-of-the-art fabrication technologies

able to achieve spatial resolution of a few nanometers.

The main results discussed above regarding pure 2D systems

can be transferred in the 2.5D case; the main difference is that in

a thin slab of dielectric material the photonic modes have to fulfill

both the PC and the total internal reflection conditions imposed

by the finite height of the slab. This means that the supported

solutions (guided modes) are reduced compared to the 2D case

because all those modes that propagate with a k-vector projection

above the corresponding limit angle couple with the continuum of

the unbound radiation modes. Thus the band diagram of a 2.5D PC

is confined below the light cones that is defined by the refractive

index of the cladding(s) that surround the slab. Figure 2.16 reports

the band diagram for a triangular lattice of holes drilled into a

silicon slab. The simulation considered a symmetric slab (ε = 12.25

surrounded by air on both sides) of thickness 0.5a having holes

of radius 0.25a. Red dotted lines depict the TE modes, while the

black continuous lines are TM polarized. The continuum of radiation

modes is defined by the gray area. In a 2D slab the radius of the holes

is generally much smaller than the one that maximize the gap width

(a) (b)

Figure 2.16 (a) Band diagram of a 2D slab. The gray area defines the

continuum of radiation modes that are not guided within the slab. The

guided modes are only those contained on the PC bands below the light

cone. (b) 3D rendering of the simulated slab: the slab has a thickness of 0.5a,

the hole radius is 0.25a, and the refractive index of the material is 12.25.
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(r ≈ 0.45). In fact, a slab with very large gap in the plane would

have unacceptably large losses due to the out of plane scattering that

would be generated at the surface of the holes. Thus in order to keep

a reasonable confinement of the mode in the vertical direction the

f.f. of the PC have to be kept to rather low values.

The symmetric structure still allows for a separation of the two

polarizations. In the more common case of a slab supported by

a solid substrate, the separation of the TE and TM modes cannot

formally applied but if the index of the substrate is much less than

that of the slab (which is generally the case in order to have a good

index confinement along the vertical direction), then the modes keep

a high degree of parity and can still be classified looking at the

symmetry of their field patterns.

The presence of the light cone produces a fundamental change in

the confinement properties of the PC. In fact any MC formed within a

slab will have components that couple with the radiation modes and

this fact defines a limit on the maximum quality factor achievable for

an MC in a slab. Despite this limitation an MC with an extremely high

Q-factor can be realized in this thin dielectric layer.

As described by Eq. 2.18 the ratio Q/V is of paramount

importance for several applications of MCs. In the case of rather

weak confinement of the photonic mode, the Q-factor of the

MC is generally proportional to its volume [37]. This fact can

be phenomenologically explained, considering that the bigger the

cavity, the longer the time required for a photon to travel across

it and, eventually, escape. Moreover a large cavity may have a high

confinement factor and then only a negligible part of the mode

interacts with its boundaries. The disadvantages of large MCs are the

limited integration level they can achieve and the large power they

need to operate. On the other hand, MCs with a large Q/V ratio tend

to have a Q-factor that decreases proportionally to their volume (this

is the typical case for PC slabs). In this case the tightly confined cavity

mode interacts strongly with the MC surface and the out-of-plane

scattering becomes one of the main sources of losses that limits the

achievable Q-factor. In a slab PC the Q-factor is often factorized into

planar and vertical components:

1

Qtot

= 1

Qvert

+ 1

Qplan

, (2.23)
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where Qtot is the total cavity Q-factor, Qtvert is the Q-factor in the

direction perpendicular to the slab plane, and Qplan is the one in the

plane of the slab [50].

Thus the maximization of the confinement of photonic modes

in tiny cavities is an active research topic with several implications

both in fundamental and in applied science. Unfortunately it is also a

formidable task that has to solve a reverse engineering problem and

it does not admit a unique solution.

During the years several approaches were proposed to maximize

the Q/V ratio. The general idea behind all the optimization methods

is that of tapering. In its most generic form, tapering consists of

the modification of a few, selected elements around the region of

interest to permit an adiabatic transition of the optical modes across

regions with different propagation properties.

The first attempts, to increase the Q-factor, deformed the holes

around the defect site. With this trick the vertical Q-factor has been

increased by an order of magnitude compared to simply shifting

some holes from their lattice position [51].

The most promising methods to model high-Q-factor MCs are:

• k−space optimization.

This method was initially proposed in [52]. It can be proved

that the power radiated (lost) by modes that couple with the

radiation modes depends only on k-vectors that lie within

the light cone. Thus these modes fulfill the equation


k‖ < k = 2π

λ0

, (2.24)

where 
k‖ is the component of the k-vector lying in the

plane of the slab and λ0 is the free-space wavelength.

Later the technique was formalized with a more in-depth

description [53] and the estimated quality factor increases

up to 105, while keeping the modal volume well below

λ3. More recently a significant increase in the measured

total Q-factor was achieved by shifting the two holes that

surround the defect site along its major axis [54]. The

drawback of this approach is that the increase shows a

sublinear dependence with the number of scatterers moved
during the optimization and no general rules exist to
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determine which sites have to be perturbed and how they

should be shifted from their original position. Thus an in-

depth optimization requires a time-consuming trial-and-

error approach because of the long simulation time.

• Genetic algorithm.

Genetic (or evolutionary) algorithms are iterative methods

that take some trial solutions as input and evolve them,

following a certain scheme, to improve the fitness of

the next-generation solutions, compared to a convergence

criteria. These methods have been shown to be a powerful

tool in that they can optimize specific parameters in order

to achieve predefined optical properties and are not only

related to the maximization of the Q-factor. Their main

limitation is the long time required to achieve satisfactory

designs [55, 56].

• Photonic heterostructures.

A different approach was recently proposed. It is based on

the formation of photonic heterostructures [57]. These are

analogous of the electronic case; the main difference is the

fact that the modulation of the potential is achieved by a

slight modification of the lattice parameters along the WG

length. Figure 2.17 represents the typical geometry of a

photonic heterostructure [58]: the lattice period of a PC WG

is symmetrically stretched around a central position (while

it is unmodified along the perpendicular direction). The

scale is greatly exaggerated in the figure (the modification

of the period is of the order of percent). In the right part

the band diagram of the two WG sections is qualitatively

described: the bandwidths of the WG modes are shifted

according to the different lattice periods. Thus along the

WG section with the b lattice there exist modes with energy

that falls within the BG region of the sections with period

a. The energy of the mode of a heterostructure cavity is

defined by the length of the WG and the profile of the

electromagnetic field can be engineered to match the ideal

Gaussian envelope profile, which is the one that minimizes

the out-of-plane losses; thus, quality factors of these cavities

go well beyond 106 [59].
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Figure 2.17 Schematic view of a photonic double heterostructure. (a) Top

view of the 2D PC lattice. Three WG sections are placed sequentially: WGa ,

WGb, and WGa . They differ in the lattice period, which has been slightly

modified in these two types of WGs. The cavity is formed within the WGb

section. (b) Cartoon of the WG dispersion for the two different lattice

periods. The section with the larger period (WGb, dashed line) supports a

propagating mode at lower energies. But these modes are within the gap of

the two external sections WGa (solid line) and are thus localized within the

central region.

In all the aforementioned cases an important issue is the coupling

among the PC-based devices with classic dielectric WGs or optical

fibers. Mode matching has to be performed each time a propagating

mode from a classical WG (or optical fiber) has to enter a PC

region. Therefore both the mode profile (e.g., mode size needs to

be adapted if the guiding sections have different sizes) and the

propagating parameters have to change to satisfy the different

propagation conditions relative to the different guiding mechanisms.

In particular the coupling efficiency depends on which section, along

the period of the PC, defines the interface between the classical WG

(or fiber) and the PC section [60, 61]. Coupling is also important to

maximize the amount of light emitted along predefined directions

out of the slab plane [62] and to efficiently couple the mode with the

slow light regime, where a group index in excess of hundreds can be

achieved [63].

2.9 Three-Dimensional Photonic Crystals

Three-dimensional PCs are dielectrics structured periodically along

all three directions. Ideally they have the most intriguing properties
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because the emission dynamics can be controlled to a great extent

(e.g., an ideal 3D cavity would be able to store a photon for an

indefinitely long time within a subwavelength volume). The problem

is that their fabrication either is based on self-assembling processes

that produce materials of limited quality or is an extremely

complicated process still not compatible with the realization of real

devices.

Two types of approaches are pursued for their fabrication,

bottom up and top down. The bottom-up approach exploits self-

assembling mechanisms and is generally used for the fabrication of

opal-based 3D PCs. Solutions of monodispersed spheres (often silica,

polystyrene, or titania) are left to arrange, under well-controlled

drying conditions, to form face-centered-cubic (fcc) lattices (an fcc

lattice does not shows a complete gap [64]). Large and macroscopic

samples are formed with this technique but their quality is severely

limited by the numerous defects that always form within them [65–

67]. On the other hand the introduction of predefined defects at a

specific site is a challenge still to be solved. Some tests demonstrated

the possibility to introduce planar defects within the opal [68, 69]

but the realization of a true 3D cavity has still to be demonstrated

and this fact prevents the use of opals in 3D PICs.

Despite these limitations opals were actively investigated be-

cause of their simple fabrication method and the possibility to

infiltrate the void between the sphere with dye-containing solutions

and to study the behavior of emitters embedded within a 3D PC [70].

Their simple fabrication method allows the realization of large-

area samples with enough high quality to be used in real market

applications, as demonstrated by the several companies that supply

opal-based optical filers and tunable displays.

An interesting structure is the inverted opals. This is the negative

of the fcc mentioned above and is obtained by first fabricating a

direct opal and then infiltrating the voids with a high-index material

[71]. Compared to the direct type, the inverted structures shows

a complete BG. Obviously the fabrication process is much more

complex because the infiltration step has to be perfectly controlled

in order to avoid the formation of partially filled volumes and

also the complete removal of the spheres that define the direct

lattice.
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(a) (b)

Figure 2.18 (a) Scheme of yablonovite: three holes are drilled at every

site of a 2D triangular lattice. (b) A woodpile PC is realized by overlapping

orthogonally oriented arrays of sticks.

A much higher control over 3D PCs is obtained using top-

down fabrication techniques. In this case the PC is realized by

arranging/creating nearly every dielectric element. Two of the first

investigated lattices were the yablonovite [72] and the woodpile

[73] (shown in Fig. 2.18). The yablonovite has a complete gap in 3D

and is fabricated by defining a triangular lattice on the surface of

the sample and then by drilling, at each lattice site, three holes at

35◦ from the normal and rotated by 120◦ around the azimuth. The

woodpile [73, 74] is based on layer-by-layer fabrication with arrays

of rectangular sticks piled up after being rotated by 90◦ to respect

the adjacent ones. Also this structure shows a complete gap in 3D if

high-index materials are used for its realization. Compared to opals

the introduction of defects in controlled positions can be achieved,

but again, the fabrication process is extremely complicated and only

proof-of-principle demonstrations of localized and extended defects

were so far demonstrated [75, 76].

2.10 Nonlinear Optics

The noninteracting nature of photons is one of the main advantages

of photonics compared to electronics. But at high field intensities the

linear behavior of photons breaks up and light can be manipulated

using light itself. A detailed description of NL optics can be found in
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several monographs [77, 78]; here we resume the main equations

and how NL systems can effectively exploit the properties of PCs.

At high field intensities, the polarization (P) is described by a sum

of NL terms:

P = ε0[χ1E + χ2EE + χ3EEE + . . .] = P1 + P2 + P3 + . . . (2.25)

Thus photons with different energies are coupled by the NL terms

and may interact among each other to exchange energy. The simplest

cases are the generation of harmonics: a strong beam enters an NL

material and generates harmonics at frequencies that are multiples

of the pumping beam.

The NL terms are generated locally and they have to be

phase-matched in order to interfere constructively and sustain a

propagating beam. It is possible to demonstrate that a perfect phase

matching among all the interacting beams maximizes the efficiency

of the NL conversion:

�k = 0 (2.26)

In a homogeneous, bulk material, phase matching is achieved by

proper shaping (cutting) of the NL crystal and careful alignment

of the optical beams incident to it. But even in this way the linear

dispersion of the refractive index often prevents the possibility

to achieve interaction lengths long enough to effectively exchange

power among the beams. To overcome these limitations NL systems

use the so-called quasi-phase-matching condition that is achieved

by a periodic reversal of the NL interaction in order to maintain the

dephasing below 2π .

In the case of PCs, the periodicity of the lattice increases

the probability to fulfill the phase matching: the reciprocal vectors

of the lattice can be summed to those of the interacting beams to

minimize their phase mismatch (as shown in Fig. 2.19). For example,

in the case of the generation of a 2nd harmonic signal in a PC, the

phase-matching condition is written as [79]

k2ω − 2kω − G = 0. (2.27)

Furthermore the flattened band dispersion of the PCs permits one

to increase the performance of NL devices by a factor roughly

proportional to (c/vg)2 [80].
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Figure 2.19 Example of phase matching of a 2nd harmonic generation

process in a triangular lattice: the reciprocal lattice and its high symmetry

points are shown.

Thus efficient NL effects have been demonstrated [81, 82] but

despite these promising results several issues haven’t been solved

yet: severe losses come from both coupling [83, 84] and propagation

of slow light modes [85, 86]. Furthermore group velocity dispersion

has to be considered in order to keep high pulse intensity during the

propagation along slow light WGs [87, 88].

2.11 Conclusions

PCs are still in the limelight of research on integrated photonics.

Their great control over light dispersion permits the fabrication

of artificial materials with highly controlled optical properties and

allows the realization of complex PICs. This is a fundamental step

toward an increased level of integration in optical circuits and

maximization of the number of devices and thus the complexity of

the operations that can be performed by PICs.

Currently only 1D systems have found real application as

antireflective coatings and cavities in vertical cavity surface emitting

lasers (VCSEL). This is mainly due to the high control obtained in

the thin-layer deposition systems. PCs with higher dimensionality

require further improvement of the nanofabrication technologies to

achieve a level of reliability compatible with an industrial standard.

Nevertheless the fast improvement of micro- and nanotechnologies

will allow one to fabricate high-quality 2D PCs in the next few years.
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The possibilities given by PCs of confining light within sub-

wavelength volume in cavities with an extremely high Q-factor and

of routing light pulses along sharp bends are key parameters to

realize highly integrated PICs. Seminal papers about basic optical

circuits in PC were published in [89–91]: WGs and MCs are the

most important functional elements and from their combination

several logic devices were demonstrated [92, 93]. During the last

few years the advancements in the design of MCs in the k−space

and the implementation of PC heterostructures have greatly pushed

toward the fabrication of extremely high-quality-factor resonators.

All these results will be the foundation of the next era of integrated

photonics.
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In this chapter, we present our work on the engineering of aperiodic

spiral order for nanophotonic device applications. After introducing

the guiding ideas behind aperiodic nanophotonics, we discuss the

distinctive structural and optical properties of arrays of metal–

dielectric nanoparticles with Vogel spiral geometry. This fascinating

class of optical nanostructures offers unprecedented opportunities

to manipulate light scattering and resonant phenomena over broad

frequency spectra. In particular, photonic Vogel spirals support large

photonic bandgaps (PBGs) as well as a high density of radially

localized optical modes that cannot be found in regular photonic

crystals or quasicrystal structures, and are ideally suited to boost

polarization-insensitive light–matter coupling on planar substrates.

In addition, optical Vogel spirals feature distinctive scattering

resonances carrying orbital angular momentum (OAM) of light with
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a rich azimuthal spectrum, uniquely tailored by their distinctive

aperiodic geometry. The direct generation and manipulation of

structured light on optical chips using nanophotonic Vogel spirals

provide exciting opportunities for engineering applications to

broadband optical sources, secure communication, photovoltaics,

and optical sensing.

3.1 Introduction to Aperiodic Photonic Structures

The distinguishing feature of periodic optical media is the formation

of extended eigenmodes supporting continuous energy bands [1].

On the other hand, disordered optical media with randomly fluctu-

ating optical constants, referred to as random media, can give rise

to exponentially localized eigenmodes and support singular energy

spectra with isolated δ-peaks [2]. A substantial amount of work

has been devoted in the past years to better understand transport,

localization, and wave phenomena in disordered random media [2–

6]. These activities unveiled fascinating analogies between the be-

havior of electronic and optical excitations, such as disorder-induced

Anderson light localization [6, 7], the photonic Hall effect [8], optical

magnetoresistance [9], universal conductance fluctuations of light

waves [10], and optical negative temperature coefficient resistance

[5]. However, the engineering applications of random media are

still very limited. In fact, random structures, while providing a

convenient path to field localization, are not reproducible and lack

simple design rules for deterministic optimization.

On the other hand, aperiodic optical media generated by

mathematical rules, known as deterministic aperiodic structures,

have recently attracted significant attention in the optics and elec-

tronics communities due to their simplicity of design, fabrication,

and compatibility with current material deposition and device

fabrication technologies [12–16]. Initial work, mostly confined to

theoretical investigations of 1D aperiodic systems [17–24], has

fully succeeded in stimulating broader experimental/theoretical

studies of optical nanostructures that leverage deterministic ape-

riodic order as a comprehensive strategy to achieve new device

functionalities. In addition to the numerous applications to optical
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sensing, light emission, photodetection, and nonlinear optics [13,

16], the study of deterministic aperiodic optical structures is

a highly interdisciplinary research field, conceptually rooted in

discrete geometry (i.e., tiling theory, point patterns theory, and

mathematical crystallography [25–27]), symbolic dynamics [28–

30], and number theory [31–33]. As a result, the optics of aperiodic

media generates many exciting and cross-disciplinary opportunities

that only recently began to be actively pursued [24]. The scope

of this chapter is to provide a general background and to discuss

the manipulation of light using plasmonic deterministic aperiodic

nanostructures (DANS) with Vogel spiral geometry [16, 34]. As we

will specifically discuss in this book chapter, DANS with isotropic

Fourier space can be designed in the absence of Bragg peaks

based on the concept of aperiodic Vogel spiral geometry [35].

It is our goal to show that Vogel spiral arrays of nanoparticles

provide an appealing engineering approach for the control of

polarization-insensitive planar diffraction phenomena, which result

in the enhancement of linear and nonlinear light–matter interactions
in photonic–plasmonic nanostructures [34, 36, 37].

3.2 Periodic and Aperiodic Order

One of the greatest intellectual triumphs of the twentieth century

is the discovery of aperiodic order in the mathematical and physical

sciences.

Periodic structures repeat a basic motif or building block in 3D

space. In general, a vector function of position vector r satisfying the

condition �(r + R0) = �(r) describes spatially periodic patterns

because it is invariant under the set of translations generated by

the vector R0. As a result, we say that periodic structures display

long-range order characterized by translational invariance symmetry
along certain spatial directions.

The regularity of inorganic crystals best exemplifies periodic

order since a certain atomic configuration, known as the base,

repeats in space according to an underlying periodic lattice,

thus defining a crystal structure. A fundamental property of the

diffraction patterns of periodic structures is the presence of well-
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defined and sharp (i.e., δ-like) peaks indicating long-range order. As

a result, the reciprocal Fourier space of periodic and multiperiodic

systems is discrete (i.e., pure-point), with Bragg peaks positioned

at rational multiples of the primitive reciprocal space vectors. This

picture best exemplifies the notion of periodic arrangement of

atoms that is at the origin of the traditional classification scheme of

materials into the two broad categories of crystalline and amorphous
structures.

The mathematical study of symmetry, planar tilings,a and

discrete point patterns (i.e., Delone sets) paved the way for the

discovery of aperiodic order in geometry. The study of tilings and

point patterns has only recently been formalized using the advanced

group-theoretic methods of mathematical crystallography and

provides the natural framework to fully understand quasiperiodic

and aperiodic structures. However, it was not until 1974 when

the mathematician Roger Penrose discovered the existence of two

simple polygonal shapes capable of tiling the infinite Euclidean

plane without spatial periodicity. It was realized in the early 1980s

that the diffraction patterns associated with such aperiodic point

sets consist of sharp diffraction peaks with icosahedral point-group

symmetry, which includes the pentagonal symmetry. It then became

clear that the presence of sharp peaks in the diffraction spectra

of materials does not necessarily imply structural periodicity. It

was the pioneering experimental work of Dan Shechtmanb that

experimentally demonstrated aperiodic material structures with

a new type of long-range order, called quasicrystals. In 1984,

when studying the electron diffraction spectra from certain metallic

alloys (Al6Mn), Shechtman et al. [38], discovered sharp diffraction

peaks arranged with icosahedral point group symmetry, which

aTilings or tessellations are a collection of plane figures (i.e., tiles) that fill the plane

without leaving any empty space. Early attempts to tile planar regions of finite size
using a combinations of pentagonal and decagonal tiles were already explored by

Johannes Kepler, arguably the founder of the mathematical theory of tilings, in his

book Harmonices Mundi published in 1619.
bShechtman was awarded the Nobel Prize in Chemistry in 2011 for “the discovery

of quasicrystals.” However, his discovery was very controversial. He was even asked

to leave his research group in the course of defending the validity of his findings.

Eventually, Shechtman’s work forced scientists to redefine their very conception of

matter.
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is incompatible with lattice periodicity [27, 38]. Moreover, the

sharpness of the experimental diffraction peaks, which is a measure

of the coherence of spatial interference patterns, turned out to

be comparable with the one of ordinary periodic crystals. From

a theoretical standpoint, it was subsequently discovered that 3D

icosahedral structures can be obtained by projecting periodic
crystals from a 6D superspace according to the mathematical rules

of quasicrystallography [25, 26]. Stimulated by these findings, Dov

Levine and Paul Steinhardt promptly formulated the notion of

aperiodic crystals or quasicrystals in a seminal paper titled [39]

“Quasicrystals: A New Class of Ordered Structures.”

In response to these breakthrough discoveries, the International

Union of Crystallography (IUCr) reformulated the concept of crystal

structure as “any solid having an essentially discrete diffraction

diagram,” irrespective of spatial periodicity. This novel definition

shifts the key feature of the crystal structure from direct to

reciprocal Fourier space [13] and regards the presence of a pure-

point diffraction spectrum as the essential attribute of crystalline

order, either periodic or quasiperiodic.

3.3 Classification of Aperiodic Structures

Traditionally, optical media have been classified as either periodic

or aperiodic, without the need of further distinctions. However,

the word “aperiodic” encompasses a very broad range of different

concepts that describe complex structures characterized by varying

degrees of order and spatial correlations, ranging from quasiperi-

odic crystals to more disordered amorphous materials with diffuse

diffraction spectra.

Moreover, structures featuring mixed spectra, containing dis-

crete peaks embedded within a diffuse background, have also

been investigated in science and technology [13]. Therefore, the

dichotomy between periodic and amorphous structures is completely
inadequate and needs to be surpassed in favor of a more accurate

classification. Aperiodic structures have been recently classified

according to the nature of their (spatial) Fourier and energy
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Figure 3.1 (a) Periodic square array, (b) Penrose array, (c) randomized

periodic lattice, (d) periodic array reciprocal space, (e) Penrose array

reciprocal space, and (f) randomized array reciprocal space.

spectra, which correspond to mathematical spectral measures.a

In optics, these spectral measures are often identified with the

characteristic diffraction patterns and/or the optical mode spectra

(e.g., local density of states [LDOS]). According to Lebesgue’s

decomposition theorem [40], any set theoretic measure can be

uniquely decomposed into three primitive spectral components, or

a mixture of them, namely pure-point (μP), singular continuousb

(μSC), and absolutely continuous spectral components (μAC), such

thatμ = μP ∪μSC ∪μAC. On the basis of this approach, Maciá Barber

recently proposed [12] a classification approach for aperiodic

structures that subdivides them according to a matrix with nine

entries, corresponding to the possible combinations of the three

fundamental spectral measures associated with spatial Fourier and

energy spectra (see Fig. 3.2). Random media are characterized by

uncorrelated structural fluctuations, resulting in continuous spatial

aA measure on a set is a function that assigns a nonnegative real number to each

suitable subset of that set, intuitively interpreted as its size. The measure function

must satisfy certain axioms such as countable additivity and null empty set (i.e.,

being zero for an empty set). As a result, a measure is a generalization of the usual

concepts of length, area, and volume.
bSingular-continuous structures support Fourier spectra and can be covered by an

ensemble of open intervals with an arbitrarily small total length.
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Figure 3.2 Classification matrix of aperiodic systems based on their

spectral properties. Structures are distinguished according to the spectral

measures of their Fourier spatial spectra and Hamiltonian energy spectra.

Adapted from Ref. [12] with kind permission of Enrique Macia Barber.

Fourier spectra. However, random or amorphous systems have

singular energy spectra (i.e., pure-point), since disorder-induced

localized states appear at discrete resonant frequencies whenever

the electronic/optical diffusive transport breaks down (i.e., in the

limit of strong multiple scattering). On the other hand, periodic

structures support well-defined and sharp diffraction Bragg peaks

associated to long-range periodic order, but their energy spectra

form continuous energy bands. We represent these two extreme

cases by the lower-right and top-left entries in the classification

diagram shown in Fig. 3.2. After the discovery of quasicrystals, it

was clearly realized that the rich domain of deterministic aperiodic

structures could bridge the remaining gaps in the spectral theory of

aperiodic systems beyond random and periodic structures.

In fact, the energy spectrum of the self-similar (i.e., fractal)

systems considered to date appears to be singular continuous

and supported on a Cantor set of zero Lebesgue measures. As a

result, this spectrum exhibits an infinity hierarchy of gaps with
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vanishing bandwidth in the thermodynamic limit (i.e., for infinitely

large systems). This fascinating property has been rigorously

demonstrated for aperiodic systems based on the Fibonacci, Thue–

Morse (which additionally features a singular continuous spatial

Fourier spectrum), and period-doubling sequences. It is interesting

to note that at present no rigorous results exist on the energy

spectrum of the elementary excitations of aperiodic structures with

aperiodic spiral order.

Spiral arrays are long-range-ordered but do not possess transla-

tional and rotational symmetries. In particular, their spatial Fourier

transform does not exhibit well-defined diffraction peaks but

rather diffuse rings similar to amorphous materials with absolutely

continuous spatial spectra. Our recent theoretical and experimental

works on the optical resonances of aperiodic Vogel spirals, later

reviewed in this chapter, show that such systems can support energy

spectra with tunable characteristics and allow us to tentatively

classify them, as represented in Fig. 3.2.

A key question in the theory of aperiodic systems regards the

relationship between their atomic topological order, determined

by a given aperiodic density function, and the physical properties

stemming from their structure [41]. Of particular interest is

the gap-labeling theorem, which provides a relationship between

reciprocal space (Fourier) spectra and Hamiltonian energy spectra.

This theorem, which originates within the tight-binding theory

of aperiodic electronic systems, relates the position of a number

of gaps in the energy spectra of elementary excitations to the

singularities of the Fourier transform of the structure [42, 43].

The nature of the spectral measure associated to the spatial

Fourier spectrum of a given structure, which is related to the main

features of the diffraction pattern, can be quantitatively described by

considering the expression

IN(q) = |FN(q)|2, (3.1)

where IN(q) is the intensity of the diffraction peaks, N measures

the system size, q denotes the scattering wavevector, and FN is the

Fourier transform of the appropriate density function that describes

the geometry of the structure (e.g., atomic or electronic density,

permittivity or refractive index modulation, etc.). The diffraction
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spectra in the thermodynamic limit can be conveniently described

by the integrated intensity (counting) function (IIF) defined as [13]

H (q) = lim
N→∞

∫ q

0

IN(q′)
N

dq′. (3.2)

This function represents the normalized distribution of the dif-

fracted intensity peaks up to a given point (q) in the reciprocal space.

A completely analogous function can be introduced to study the

energy spectra by replacing the normalized intensity distribution

with the appropriate spectral measure associated with the density

of electronic, vibrational, or optical states.

On the basis of this approach, we can directly visualize the main

features of different Lebesgue measures. In what follows we will

illustrate this fact in relation to diffraction measures (i.e., spatial

Fourier spectra). In particular, in the case of both periodic and

quasiperiodic crystals, there will be reciprocal space intervals where

the diffraction intensity vanishes along a given q axis, so the IIF

remains constant. These intervals are separated by diffraction Bragg

peaks where the IIF has finite jumps, according to the equation

H (q) =
∫ q

0

∑
n

cnδ(q′ − qn)dq′, (3.3)

where the sum runs over a countable set of Bragg peaks. A measure

described by Eq. 3.3 is said to be pure-point. As an example, the

spatial Fourier spectrum of Fibonacci quasiperiodic structures has a

pure-point measure displaying a countable set of diffraction peaks.

On the other hand, the spatial Fourier spectrum of Thue–Morse

aperiodic structures is no longer composed of a countable set of

Bragg points separated by well-defined intervals. In fact, it does

not contain δ-peaks and it has a structure similar to a Cantor set.

More precisely, in the thermodynamic limit Thue–Morse structures

are characterized by a singular-continuous measure, meaning that

the support of their Fourier spectrum can be covered by an ensemble

of open intervals with an arbitrary small total length [13].

The third type of primitive spectral measure component is exem-

plified by the Rudin–Shapiro structures, which possess absolutely

continuous Fourier spectra. In the case of a diffuse Fourier spectrum

the contribution to the IIF of any interval on a given q axis is roughly

proportional to its length, making the IIF plot to appear linear. By
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Figure 3.3 (a) H(q) plot for periodic square array, plotting the first three

Brillouin zones. (b) H (q) plots for Fibonacci, Rudin–Shapiro, and Thue–

Morse arrays, plotting spatial frequencies up to 1/�, where� is the average

minimum center-to-center separation.

making these intervals arbitrarily small, it can be proved that any

single point in the diffraction spectrum has zero weight and the

IIF is both continuous and differentiable. Interestingly, this property

is also shared with disordered random systems. In Fig. 3.3a we

show the calculated IIF curves for a square periodic array limited

to contributions from the first three Brillouin zones. In Fig. 3.3b

we plot the IIF restricted to the first pseudo-Brillouin zones for

Fibonacci, Rudin–Shapiro, and Thue–Morse arrays. The results in

Fig. 3.3 clearly demonstrate the distinctive spectral features of the

structures.

3.4 Rotational Symmetry in Aperiodic Structures

In 3D space, crystal structures are mathematically described by

their 32 point-group symmetries,a which are combinations of pure

rotation, mirror, and roto-inversion operations fully compatible with

the translational symmetry of the 14 Bravais lattices. The addition

aA point group is a group of geometric symmetries (i.e., isometries) leaving a point

fixed. Point groups can exist in Euclidean space of any dimension. The discrete point

groups in two dimensions are used to describe the symmetries of an ornament.

There are infinitely many discrete point groups in each number of dimensions.

However, the crystallographic restriction theorem demonstrates that only a finite

number of them is compatible with translational invariance symmetry.
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of translation operations defines the crystallographic space groups,

which have been completely enumerated in 230 different types by

Fedorov and Schoenflies in 1890. One of the deepest results of

classical crystallography states that the combination of translations

with rotations restricts the total number of available rotational

symmetries to the ones compatible with the periodicity of the

lattice [27]. This important result is known as the crystallographic
restriction. We say that a structure possesses an n-fold rotational

symmetry if it is left unchanged when rotated by an angle 2π/n,

and the integer n is called the order of the rotational symmetry

(or the order of its symmetry axis). It can be shown that only

rotational symmetries of order n = 2, 3, 4, 6 fulfill the translational

symmetry requirements of 2D and 3D periodic lattices in Euclidean

space [25–27], therefore excluding n = 5 and n > 6. As a result,

the pentagonal symmetry, very often encountered in biological

systems as in the pentamerism of viruses, microorganisms such

as radiolarians, plants, and a number of marine animals (i.e., sea

stars, urchins, crinoids, etc.) has been long neglected in inorganic

materials until noncrystallographic symmetries were discovered in

quasicrystals.

Aperiodic tilings displaying an arbitrary degree of rotational
symmetry can be deterministically constructed using a purely

algebraic approach [44]. In Fig. 3.4 we display four remarkable

aperiodic point patterns featuring increasing rotational symmetry,

along with the corresponding spatial Fourier spectra. We notice that

aperiodic structures feature a nonperiodic reciprocal space, which

can accommodate a larger number of rotational symmetries (as

well as more abstract types of group symmetries). However, the

diffraction k-vectors of aperiodic Fourier space lose their global
meaning and should be regarded merely as locally defined spatial
frequency components.

In Fig. 3.4a we show a deterministic point pattern obtained

using the Danzer inflation rule [45], which has 14-fold rotational

symmetry. The corresponding reciprocal space is shown in Fig. 3.4h.

Deterministic point patterns with increasing degree of rotational

symmetry up to infinite order (i.e., continuous circular symmetry)

have also been demonstrated [46] using a simple iterative procedure

that decomposes a triangle into congruent copies.
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Figure 3.4 (a) Danzer array, generation 4; (b) pinwheel array (5th iteration

order); (c) Delaunay triangulated pinwheel centroid (DTPC) array; (d)

golden angle Vogel spiral; (e) golden angle Vogel spiral reciprocal space;

(f) DTPC reciprocal space; (g) pinwheel reciprocal space; and (h) Danzer

reciprocal space.

The resulting structure, called pinwheel tiling, has triangular

elements (i.e., tiles) that appear in infinitely many orientations,

and in the limit of infinite size, its diffraction pattern displays

continuous (infinity-fold) rotational symmetry. Radin has shown

that there are no discrete components in the pinwheel diffraction

spectrum [46]. However, it is currently unknown if the spectrum

is continuous or singular continuous. A point pattern obtained

from the pinwheel tiling and the corresponding Fourier spectrum

are displayed in Fig. 3.4b,g. Our group recently investigated [47]

pinwheel arrays of resonant metallic nanoparticles and reported

isotropic structural coloration of metal films using a homogenized
pinwheel pattern. This pattern, which is called Delaunay triangulated

pinwheel centroid (DTPC), is obtained from a regular pinwheel

lattice by a homogenization procedure that performs a Delaunay

triangulation of the array and positions additional nanoparticles in

the center of mass (i.e., baricenter) of the triangular elements (Fig.

3.4c). The DTPC, which is an example of a deterministic isotropic and

homogeneous particle array, shares the same rotational symmetry

of the regular pinwheel array but features a more uniform spatial

distribution of nanoparticles with strongly reduced clustering, as

evident in Fig. 3.4c. The calculated reciprocal space of the DTPC

pattern is displayed in Fig. 3.4f. We notice the higher degree of
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spatial uniformity of the DTPC when compared to the regular

pinwheel (Fig. 3.4b) pattern. Local structural correlations, which

are due to the finite size of the regular pinwheel array, results

in well-defined scattering peaks in the pinwheel reciprocal space,

shown in Fig. 3.4g. These correlations are absent in the reciprocal

space of the DTPC array (Fig. 3.4f) due to its higher degree of

spatial uniformity that better approximates uncorrelated disorder.

Using DTPC plasmonic arrays, it was possible to obtain bright-

green coloration of Au films with greatly reduced angular sensitivity

and enhanced color uniformity compared to both periodic and

random arrays [47]. Finally, we can appreciate from Fig. 3.4 that the

Fourier spectra become more diffuse when increasing the degree of

rotational symmetry toward isotropic structures such as the golden

angle (GA) Vogel spiral, shown in panels (d and c). This general

trend is manifested by amorphous/liquid random media and it is

displayed by the broad family of deterministic aperiodic structures

known as Vogel spirals. The structural and optical properties of

Vogel spiral point patterns will be discussed in great detail in the

rest of this chapter.

3.4.1 Aperiodic Spiral Order: From Phyllotaxis to
Nanophotonics

Spiral lattices are interesting examples of long-range ordered

systems where both translational and orientational symmetries are

missing. Spiral curves can be generated by simple mathematical

rules, which can adopt many forms in polar coordinates, such as

r = aθ (Archimedean), r = a
√
θ (Fermat’s or parabolic), r = aeθ

(logarithmic), etc. A spiral array is generated from a spiral curve

simply by restricting r and θ according to an integer quantization

condition θn = φn and rn = f (n), where φ = 2π/γ is the divergence

angle that measures the angular separation between consecutive

radius vectors and f (n) is a prescribed function (e.g., linear,

quadratic, etc.). When γ is an irrational number, the divergence

angle yields irrational fractions of 2π and the resulting spiral array

entirely lacks rotational symmetry.

The spiral geometry is manifested by a large number of

physical systems (Fig. 3.5) and it plays an important role in
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Figure 3.5 (a) Seed head of sunflower, Helianthus annuus, beautifully

featuring the golden angle (GA) spiral geometry (b) phyllotaxis of spiral

aloe, Aloe polyphylla. (c) Nautilus shell’s logarithmic growth spiral. (d)

Pinwheel spiral galaxy (also known as NGC 5457). Source: Wikipedia.

the morphological studies of plants and animals [48]. The most

interesting examples of aperiodic spiral arrays are given by the

so-called Vogel spirals, which have been deeply investigated by

mathematicians, botanists, and theoretical biologists [49] in relation

to the fascinating geometrical problems of phyllotaxis [48, 50, 51].

Phyllotaxis (from the Greek phullon, leaf, and taxis, arrangement) is

concerned with understanding the spatial patterns of leaves, bracts,

and florets on plant stems (e.g., the spiral arrangement of florets in

the capituli of sunflowers and daisies). The field of phyllotaxis goes

back to Leonardo Da Vinci (1452–1519), who described the spiral

arrangements of leaves, and Kepler (1571–1639), who observed the

frequent occurrence of the number 5 in plants [52]. The history of

mathematical phyllotaxis started in the first half of the nineteenth

century when the brothers L. and A. Bravais presented the first

quantitative treatment of the phenomenon and recognized the

relevance of the theory of continued fractions in this area (i.e., the

cylindrical representation of phyllotaxis).
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The science of phyllotaxis, born as a branch of botany, has

subsequently evolved into a multidisciplinary research field that

combines mathematical crystallography, L-systemsa theory and

computer graphics with anatomical, cellular, physiological, and

paleontological observations to explain the outstanding patterns

encountered in plant morphogenesis and, more generally, in

mathematical biology (e.g., patterns found in the structures of

polymers, viruses, jellyfishes, proteins, etc.).

Vogel spiral point patterns are defined in polar coordinates (r, θ)

by the following equations [13, 53, 54]:

rn = a0

√
n

θn = nα,
(3.4)

where n = 0, 1, 2, . . . is an integer index, a0 is a constant scaling

factor, and α is an irrational number known as the divergence angle.

This angle specifies the constant aperture between successive point

particles in the array. Irrational numbers (ξ) can be used to generate

irrational divergence angles (α◦, in degrees) by the relationship α◦ =
360◦ − [ξ − f loor(ξ)] · 360◦. The value α ≈ 137.508◦ approximates

the irrational GA, which generates the so-called Fibonacci GA spiral,

shown in Fig. 3.4d. Rational approximations to the GA can be

obtained by the formula α = 360 · (1 + p/q) − 1 where p and q < p
are consecutive Fibonacci numbers.

The spatial structure of the GA spiral can be decomposed

into clockwise (CW) and counterclockwise (CCW) families of out-

spiraling particles lines, known as parastichies, which stretch out

from the center of the structure. The number of spiral arms in each

family of parastichies is given by consecutive Fibonacci numbers

[53]. A pair of spiral families (i.e., parastichy pair) formed by m-

spirals in one direction and n-spirals in the opposite direction is

denoted by (m, n).b

aL-systems, or Lindenmayer systems, were introduced and developed in 1968 by the

Hungarian theoretical biologist and botanist Aristid Lindenmayer (1925–1989). L-

systems are used to model the growth processes of plant development but also

the morphology of a variety of organisms. In addition, L-systems can be used to

generate self-similar fractals and certain classes of aperiodic tilings such as the

Penrose lattice.
bA large sunflower’s head (i.e., the capitulum) features two sets of parastichies (i.e.,

spirals) running in opposite directions with Fibonacci numbers (34, 55).
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We notice that since the GA is an irrational number, the GA spiral

lacks both translational and rotational symmetry. Accordingly, its

spatial Fourier spectrum does not exhibit well-defined Bragg peaks,

as for standard photonic crystals and quasicrystals, but rather it

features a broad and diffuse circular ring whose spectral position

is determined by the particles’ geometry.

More generally, different types of aperiodic Vogel spirals can be

generated by choosing other irrational values of the divergence an-

gle, giving rise to vastly different spiral geometries all characterized

by isotropic Fourier spectra.

A very general mathematical theorem, known as the fundamental

theorem of phyllotaxis, relates the numbers of visible parastichy

pairs (m, n) with the divergence angle of the spiral [51, 52]. We

show in Fig. 3.6 three representative examples of aperiodic spirals

generated by irrational divergence angles referred to as τ -, μ-,

and π -spiral arrays, obtained using the approximated values

listed in Table 3.1. We notice that Vogel spirals with remarkably

different structural properties can be obtained by choosing only

slightly different values for the divergence angle, thus providing an

opportunity to tailor and explore distinctively different degrees of

aperiodic structural order.

Figure 3.6 (a) τ -spiral array, (b) μ-spiral array, (c) π -spiral array, (d)

π -spiral reciprocal space, (e) μ-spiral reciprocal space, and (f) τ -spiral

reciprocal space.
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Table 3.1 Divergence angles utilized for the irrational and perturbed GA

spirals

Label ξ Divergence Angle (◦) Label ξ Divergence Angle (◦)

τ (2 + √
8)/2 210.883118 GA (1 + √

5)/2 137.507764

μ (5 + √
29)/2 290.670335

π 3.14159. . . 309.026645

α1 137.30000

α2 137.369255 β1 137.523137

α3 137.403882 β2 137.553882

α4 137.473137 β3 137.569255

GA (1 + √
5)/2 137.507764 β4 137.600000

Aperiodic Vogel spiral arrays of nanoparticles are rapidly emerg-

ing as a powerful nanophotonics platform with distinctive optical

properties of interest to a number of engineering applications

[36, 55, 56a]. This fascinating category of deterministic aperiodic

media features circularly symmetric scattering rings in Fourier

space entirely controlled by simple generation rules that induce a

very rich structural complexity.

Trevino et al. [37] have recently described the structure of

Vogel spiral arrays of nanoparticles using multifractal geometry

and discovered that such structures feature a degree of local

order in between short-range correlated amorphous/liquid systems

and uncorrelated random systems. Moreover, it has been recently

demonstrated that Vogel spiral arrays of metallic nanoparticles

feature distinctive structural resonances and produce polarization-

insensitive, planar light diffraction across a broad spectral range,

referred to as circular light scattering [34].

This interesting phenomenon originates from the circular

symmetry of the reciprocal space of Vogel spirals, and it can be

simply understood within standard Fourier optics (i.e., neglecting

near-field interactions among neighboring particles and the vector

character of light). In fact, the condition for light waves normally

incident on an array of particles to be diffracted into the plane

of the array requires the longitudinal wavevector component of

light to identically vanish, that is, kz = 0. This requirement is

equivalent to the well-known Rayleigh condition that determines the

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

74 Engineering Aperiodic Spiral Order in Nanophotonics

transition between the propagation and cutoff of the first diffractive

order in periodic gratings so that diffracted waves travel along the

grating surface [56b]. The Rayleigh cutoff condition depends on the

wavelength λ and on the transverse spatial frequencies νx and νy of

the diffracting element, according to

kz = 2π
√

(1/λ)2 − ν2
x − ν2

y = 0 (3.5)

Equation 3.5 is satisfied on a circle of radius 1/λ in the reciprocal

space of the array. As a result, diffractive elements possessing

circularly symmetric Fourier space naturally satisfy the Rayleigh

condition irrespective of the incident polarization and diffract

normal incident radiation into evanescent surface modes.

We say that the resonant condition expressed by Eq. 3.5 gives rise

to planar omnidirectional diffraction. It is important to notice that

differently from periodic crystals and quasicrystals with rotational

symmetries of finite order, Vogel spirals satisfy the resonant

condition for planar diffraction over a broader range of wavelengths

because they display thick isotropic rings in reciprocal space (see

Fig. 3.7) uniquely determined by the generation parameters of

the structures. The planar diffraction property of Vogel spirals

is ideally suited to enhance light–matter interactions on planar

substrates [34] and recently led to the demonstration of thin-

film solar cell absorption enhancement [36], light emission [55,

57], and second harmonic generation enhancement [58] using

metal–dielectric arrays. Another fascinating feature of Vogel spiral

diffracting elements is their ability to support distinctive scattering

resonances carrying well-defined numerical sequences of orbital

angular momentum (OAM) of light, potentially leading to novel

applications in singular optics and optical cryptography [59–61].

3.4.2 Structural Properties of Vogel Spirals

Previous studies have focused on the three most investigated types

of aperiodic spirals, including the GA spiral and two other Vogel

spirals obtained by the following choice of divergence angles: 137.3◦

(i.e., α1-spiral) and 137.6◦ (i.e., β4-spiral) [34, 50, 53]. The α1 and

β4-spirals are called nearly golden spirals because their divergence

angles are numerically very close to the GA value, but their families
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Figure 3.7 Vogel spiral array consisting of 1000 particles, created with

a divergence angle of (a) 137.3◦ (α1), (b) 137.3692546◦ ((α2)), (c)

137.4038819◦ ((α3)), (d) 137.4731367◦ ((α4)), (e) 137.5077641◦ (GA), (f)

137.5231367◦ (β1), (g) 137.553882◦ (β2), (h) 137.5692547◦ (β3), and (i)

137.6◦ (β4). Reproduced from Ref. [37] with permission from OSA.

of diverging arms, known as parastichies, are considerably fewer. In

a recent paper Trevino et al. [37] extended the analysis of aperiodic

Vogel spirals to structures generated with divergence angles that are

equispaced between the α1-spiral and the GA spiral and between the

GA and β4, as summarized in Table 3.1.

These spiral structures, shown in Fig. 3.7, can be considered as

one-parameter (i.e., the divergence angle α) structural perturbation
of the GA spiral and possess fascinating geometrical features, which

are responsible for unique mode localization properties and optical

spectra [37].

When the divergence angle is varied either above (supra-GA or β-

series) or below the GA (sub-GA or α-series), the center region of the

spiral where both sets of parastichies (CW and CCW) exist shrinks to

a point. The outer regions are left with parastichies that rotate only

CW for divergence angles greater than the GA and CCW for those

below, thus providing deterministic aperiodic structures that display
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a distinctively chiral geometry. For the spirals with larger deviation

from the GA (α1 and β4 in Fig. 3.7), gaps appear in the center head of

the spirals and the resulting point patterns mostly consist of either

CW- or CCW-spiraling arms. We also notice that stronger structural

perturbations (i.e., further increase in the diverge angle) lead to

less interesting spiral structures containing only radially diverging

parastichies (not investigated here).

To better understand the consequences of the divergence angle

perturbation on the optical properties of Vogel spiral arrays, we

have investigated their spatial Fourier spectra. Figure 3.8 displays

the 2D spatial Fourier spectra obtained by calculating the amplitude

of the discrete Fourier transform (DFT) of the spiral arrays shown in

Fig. 3.7.

We can appreciate that all the spectra in Fig. 3.8 lack Bragg

peaks and display diffuse circular rings (Fig. 3.8a–i). The many

spatial frequency components in Vogel spirals give rise to a diffuse

background, as for amorphous and random systems. Interestingly,

despite the lack of rotational symmetry of Vogel spirals, their Fourier

spectra are highly isotropic (approaching circular symmetry) as a

consequence of a high degree of statistical isotropy [34, 60].

As previously reported [34, 60, 62], the GA spiral features

a well-defined and broad scattering ring in the center of the

reciprocal space (Fig. 3.8e), which corresponds to the dominant

spatial frequency of the structure [60].

Perturbing the GA spiral by varying the divergence angle from

the GA creates more disordered Vogel spirals and results in the

formation of multiple scattering rings, associated with additional

characteristic length scales, embedded in a diffuse background of

fluctuating spots with weaker intensity. In the perturbed Vogel spi-
rals (i.e., Fig. 3.8a,b,d,g–i) different patterns of spatial organization

at finer scales are clearly discernable in the diffuse background. The

onset of these substructures in Fourier space reflects the gradual

removal of statistical isotropy of the GA spiral, which transitions

to less homogeneous substructures with variable degrees of local

order.

To better characterize the degree of local order in Vogel spirals

we resort to analytical tools that are more suitable for the detection

of local spatial variations. Our group has recently studied the local
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Figure 3.8 Calculated spatial Fourier spectrum of the spiral structures

show in Fig. 3.7. The reciprocal space structure of an (a) α1-spiral, (b) α2-

spiral, (c) α3-spiral, (d) α4-spiral, (e) GA spiral, (f) β1-spiral (g) β2-spiral,

(h) β3-spiral, and (i) β4-spiral are plotted. Reproduced from Ref. [37] with

permission from OSA.

geometrical structure of Vogel spirals by the powerful methods of

spatial correlation functions [37]. A comprehensive discussion of all

these aspects can be found in Ref. [37].

The pair correlation function, g(r), also known as the radial

density distribution function, is employed to evaluate the probability

of finding two particles separated by a distance r , thus measuring

the local (correlation) order in the structure. Figure 3.9a displays the

calculated g(r) for spiral arrays with irrational divergence angles τ ,

μ, and π (see Table 3.1), while in Fig. 3.9b we show the results of

the analysis for arrays generated with divergence angles between

α1 and the GA (α-series). To better capture the geometrical features

associated with the structure (i.e., array pattern) of Vogel spirals,

the g(r) was calculated directly from the array point patterns (i.e.,

no element pattern associated with finite-size particles) using the
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Figure 3.9 (a) Pair correlation function g(r) for irrational angle spiral

arrays and (b) arrays with divergence angles between α1 and the golden

angle.

library spatstat [63] within the R statistical analysis package. The

pair correlation function is calculated as

g(r) = K ′(r)

2πr
, (3.6)

where r is the radius of the observation window and K ′(r) is the

first derivative of the reduced second moment function (Ripley’s K

function) [64]. The results of the pair correlation analysis shown

in Fig. 3.9 reveal a fascinating aspect of the geometry of Vogel

spirals, namely their structural similarity to monoatomic gases

and liquids. We can clearly appreciate from Fig. 3.9 that the GA

spiral exhibits several oscillating peaks, indicating that for certain

radial separations, corresponding to local coordination shells, it

is more likely to find particles in the array. A similar oscillating

behavior for g(r) can be observed when studying the structure of

liquids by X-ray scattering [65]. We also notice that the g(r) of

the most perturbed (i.e., more disordered) Vogel spiral (Fig. 3.9b,

α1-spiral) features strongly damped oscillations against a constant

background, similarly as the g(r) measured for a gas of random

particles. Between these two extremes (α2 to α4) a varying degree

of local order can be observed for the other spirals in the series.

These results demonstrate that the degree of local order in Vogel

spiral structures can be deterministically controlled between the

correlation properties of photonic amorphous structures [66, 67]

and uncorrelated random systems by continuously varying the

divergence angle α, which acts as an order parameter.
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Figure 3.10 Statistical distribution of spiral structures shown in Fig. 3.7.

Values represent the distance between neighboring particles, d, normalized

to the most probable value d0, obtained by Delaunay triangulation

(increasing numerical values from blue to red color). The y axis displays

the fraction of d in the total distribution. Reproduced from Ref. [37] with

permission from OSA.

We have also investigated the spatial distribution of the distance

d between first neighboring particles by performing a Delaunay

triangulation of the spiral array [60, 62]. This technique provides

information on the statistical distribution of the first neighbor

distance d and provides a measure of the spatial uniformity of point

patterns [68]. In Fig. 3.10 we show the calculated statistical distrib-

ution, obtained by the Delaunay triangulation, of the parameter d
normalized by d0, which corresponds to the most probable value

(where the distribution is peaked). In all the investigated structures

(shown in Fig. 3.7), the most probable value d0 is generally found

to be close to the average interparticle separation. However, the

distributions of neighboring particles in Fig. 3.10 are distinctively

non-Gaussian in nature and display slowly decaying tails, similar to

the heavy tails often encountered in mathematical finance. These

characteristic fluctuations are very pronounced for the two series of
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Figure 3.11 (a–i) Delaunay triangulation of spiral structures shown in

Fig. 3.7. (l–n) Delaunay triangulation of irrational angle spiral structures τ ,

μ, andπ . The line segments that connect neighboring circles are color-coded

by their lengths d. The colors are consistent with those in Fig. 3.10.

perturbed GA spirals, consistent with their reduced degree of spatial

homogeneity.

All the distributions in Fig. 3.10 are broad with varying numbers

of sharp peaks corresponding to different correlation lengths,

consistent with the presence of the fine substructures already

captured in Fourier space (Fig. 3.8).

Next, we performed spatial Delaunay triangulation analysis to

visualize the spatial locations on the spirals where the different

correlation lengths (i.e., distribution spikes) appear more frequently.

In Fig. 3.11 we directly visualize the spatial map of the first

neighbors’ connectivity of the Vogel spirals. Each line segment in

Fig. 3.11 connects two neighboring particles on the spirals, and the
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connectivity length d is color-coded consistently with the scale of

Fig. 3.10 (i.e., increasing numerical values from blue to red color).

The nonuniform color distributions shown in Fig. 3.11 graphically

represent the distinctive spatial order of Vogel spirals. In particular,

we clearly notice that circular symmetry is found in the distribution

of particles for all the spirals, including the strongly inhomogeneous

α- and β-series as well as the irrational angle spirals τ , μ, and

π . As recently demonstrated by Trevino et al. [37], regions of

markedly different values of d define radial heterostructures that can

efficiently trap radiation in regions with different lattice constants,

similar to the case of the concentric rings of omniguide Bragg fibers.

The index contrast between radially adjacent rings traps radiation

by Bragg scattering along different circular loops. The circular

regions evidenced in the spatial map of local particle coordination

in Fig. 3.11 well correspond to the scattering rings observed in

the Fourier spectra (Fig. 3.8). This analysis unveils very general

structural features of aperiodic Vogel spirals generated by irrational

divergence angles and can guide the design of photonic–plasmonic

structures that support a large density of distinctively localized

optical resonances with a large degree of azimuthal symmetry. In

particular, the radially localized azimuthal modes of perturbed and

irrational-angle aperiodic spirals are extremely attractive for the

engineering of novel light sources, laser devices, and optical sensors

that combine a broad spectrum of localized eigenmodes with open

dielectric pillar structures for increased refractive index sensitivity

to environmental perturbations.

3.5 Optical Resonances of Vogel Spiral Arrays

PBG structures have received a lot of attention in recent years

[1]. The ability to engineer spectral gaps in the electromagnetic

wave spectrum and create highly localized modes opens the door to

numerous exciting applications, including high-Q cavities [69], PBG

novel optical waveguides [70] and enhanced light-emitting diodes

(LEDs) [71] and lasing structures [72]. Many of these applications

rely on photonic crystals that possess a complete PBG, which is

readily achieved in quasiperiodic lattices with a higher degree of
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rotational symmetry [73]. However, while photonic quasicrystals

have been mostly investigated for the engineering of isotropic PBGs,

the more general study of 2D structures with deterministic aperiodic

order offers additional opportunities to manipulate light transport

by engineering a broader spectrum of optical modes with distinctive

localization properties [16].

In this section, we review our systematic study of the structural

properties, photonic gaps, and band-edge modes of 2D Vogel spiral

arrays of dielectric cylinders in air. Specifically, a number of Vogel

spiral arrays generated by a gradual structural perturbation of the

GA spiral will be studied.

The divergence angle is varied in a equispaced fashion between

α1(137.3◦) and the GA and also between the GA and β4(137.6◦),

as summarized in Table 3.1. The optical properties of Vogel spirals

are now investigated by numerically calculating their LDOS across

the large wavelength interval from 0.4 μm to 2 μm. This choice is

mostly motivated by the engineering polarization insensitive and

localized band-edge modes for applications to broadband solar

energy conversion. Calculations were performed for all arrays

shown in Fig. 3.7, consisting of N = 1000 dielectric cylinders, 200

nm in diameter, with a permittivity ε = 10.5 embedded in air, for

which transverse magnetic (TM) PBGs are favored.

All arrays are generated using a scaling factor, α, equal to 3 ×
10−7. The LDOS is calculated at the center of the spiral structure

using the well-known relation g(r, ω) = (2ω/πc2)Im[G(r, r ′, ω)],

where [G(r, r ′, ω) is Green’s function for the propagation of the

E z component from point r to r ′. The numerical calculations

are implemented using the finite-element method within COMSOL

Multiphysics (version 3.5a). A perfectly matched layer (PML) is

utilized to absorb all radiation leaking toward the computational

window. In Fig. 3.12a,b we display the calculated LDOS for the

spiral arrays in the α- and β-series as a function of frequency (ω)

normalized by the GA spiral bandgap center frequency (ω0 = 13.2 ·
1014 Hz), respectively. For comparison, the LDOS of the GA spiral is

also reported in both panels.

The results in Fig. 3.12 demonstrate the existence of a central

large LDOS bandgap for all the investigated structures, which

originates from the Mie resonances of the individual cylinders,
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Figure 3.12 LDOS calculated at the center of the each spiral array as a

function of normalized frequency for spiral arrays with divergence angles

between (a) α1 and the golden angle and (b) between the golden angle and

β4. Reproduced from Ref. [37] with permission from OSA.

as previously demonstrated by Pollard et al. for the GA spiral

[62]. However, we also observed that the edges of these bandgaps

split into a large number of secondary gap regions of smaller

amplitudes (i.e., subgaps) separated by narrow resonant states that

reach, in different proportions, into the central gap region as the

inhomogeneity of the structures is increased from the GA spiral.

The width, shape, and fine resonant structure of these band-edge

features are determined by the unique array geometries. A large

peak located inside the gap at ω/ω0 = 1.122(1.273 μm) represents

a defect mode localized at the center of the spiral array where

a small air region free of dielectric cylinders acts as a structural

defect. Several peaks corresponding to localized modes appear both

along the band edges and within the gap. These dense series of

photonic band-edge modes have been observed for all types of

Vogel spirals and correspond to spatially localized modes due to

the inhomogeneous distribution of neighboring particles. A more

detailed study of the formation of mechanism of these modes in

a GA spiral is presented in Ref. [60]. The results are extended

to all the investigated Vogel spirals based on the knowledge of

their first neighbor connectivity structure, shown in Fig. 3.11. In

particular, we note that localized band-edge modes are supported

when ring-shaped regions of similar interparticle separation d in
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Fig. 3.11 are sandwiched between two other regions of distinctively

different values of d, thus creating a photonic heterostructure that

can efficiently localize optical modes. In this picture, the outer

regions of the spirals act as effective barriers that confine different

classes of modes within the middle spirals regions. According to

this mode localization mechanism, the reduced number of band-

edge modes calculated for spirals α4 and β4 is attributed to the

monotonic decrease (i.e., gradual fading) of interparticle separations

when moving away from the central regions of the spirals, consistent

with the corresponding Delaunay triangulation maps in Fig. 3.11.

In particular, since these strongly perturbed spiral structures do

not display clearly contrasted (i.e., sandwiched) areas of differing

interparticle separations, their band-edge LDOS is strongly reduced

and circularly symmetric band-edge modes cannot be formed. In the

next section it will be demonstrated that the distinctive geometrical

structure of Vogel spirals and their photonic LDOS spectra display

multifractal scaling.

3.5.1 Multifractal Scaling of Vogel Spirals

In this section, we review our work on the application of multifractal

analysis as a way to characterize the inhomogeneous structures of

Vogel spirals arrays as well as their LDOS spectra [37]. Geometrical

objects display fractal behavior if they display scale-invariance

symmetry, or self-similarity, that is, a part of the object resembles

the whole object [74]. Fractal objects are described by noninteger

fractal dimensions and display power-law scaling in their structural

(i.e., density–density correlation, structure factor) and dynamical

(i.e., density of modes) properties [65, 75].

The relevance of fractals to physical sciences and other disci-

plines (i.e., economics) was originally pointed out by the pioneering

work of Mandelbrot [76]. However, the complex geometry of physi-

cal structures and multiscale physical phenomena (i.e., turbulence)

cannot be entirely captured by homogeneous fractals with a single

fractal dimension (i.e., monofractals). In general, a spectrum of local

scaling exponents associated with different spatial regions needs

to be considered. For this purpose, the concept of multifractals, or

inhomogeneous fractals, has been more recently introduced [77,
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78] and a rigorous multifractal formalism has been developed to

quantitatively describe local fractal scaling [79].

In general, when dealing with multifractal objects on which

a local measure μ is defined (i.e., a mass density, a velocity, an

electrical signal, or some other scalar physical parameter defined

on the fractal object), the (local) singularity strength α(x) of the

multifractal measure μ obeys the local scaling law:

μ(Bx (ε)) ≈ εα(x), (3.7)

where Bx (ε) is a ball (i.e., interval) centered at x and of size ε. The

smaller the exponent α(x), the more singular the measure around x
(i.e., local singularity). The multifractal spectrum f (α), also known

as the singularity spectrum, characterizes the statistical distribution

of the singularity exponent α(x) of a multifractal measure. If we

cover the support of the measure μ with balls of size ε, the number

of balls Nα(ε) that, for a given α, scales like εα behaves as

Nα(ε) ≈ ε− f (α). (3.8)

In the limit of vanishingly small ε, f (α) coincides with the fractal

dimension of the set of all points x with scaling index α [75]. The

spectrum f (α) was originally introduced by Frisch and Parisi [79]

to investigate the energy dissipation of turbulent fluids. From a

physical point of view, the multifractal spectrum is a quantitative

measure of structural inhomogeneity. As shown by Arneodo et al.

[80], the multifractal spectrum is well suited for characterizing

complex spatial signals because it can efficiently resolve their

local fluctuations. Examples of multifractal structures/phenomena

are commonly encountered in dynamical systems theory (e.g.,

strange attractors of nonlinear maps), physics (e.g., diffusion-

limited aggregates, turbulence), engineering (e.g., random resistive

networks, image analysis), geophysics (e.g., rock shapes, creeks),

and even finance (e.g., stock market fluctuations). In the case of

singular measures with a recursive multiplicative structure (i.e.,

the devil’s staircase), the multifractal spectrum can be calculated

analytically [81]. However, in general, multifractal spectra are

computed numerically.

In our work, the multifractal spectra of Vogel spirals and

of their LDOS spectra were calculated for the first time. The
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multifractal singularity spectrum of each spiral structure was

calculated from the corresponding 600 dpi bitmap image, using

the direct Chhabra–Jensen algorithm [82] implemented in the

routine FracLac (version 2.5) [83] developed for the National

Institutes of Health (NIH)-distributed Image-J software package

[84]. All relevant implementation details can be found in Ref. [37].

Multifractal measures involve singularities of different strengths

and their f (α) spectrum generally displays a single humped shape

(i.e., downward concavity), which extends over a compact interval

[αmin, αmax], where αmin (respectively, αmax) corresponds to the

strongest (respectively, the weakest) singularities. The maximum

value of f (α) corresponds to the (average) box-counting dimension

of the multifractal object, while the difference �α = αmax − αmin

can be used as a parameter reflecting the fluctuations in the length

scales of the intensity measure [85]. The calculated multifractal

spectra are shown in Fig. 3.13a,b for the spiral arrays in the α- and

β-series, respectively. All spirals exhibit clear multifractal behavior

with singularity spectra of characteristic downward concavity,

demonstrating the multifractal nature of the geometrical structure

of Vogel spirals. We notice in Fig. 3.13a,b that the GA spiral features

the largest fractal dimensionality (D f = 1.873), which is consistent

with its more regular structure. We also notice that the �α for

the GA spiral is the largest, consistently with the diffuse nature

(absolutely continuous) of its Fourier spectrum. On the other hand,

the less homogeneous α1-spiral structure features the lowest fractal

dimensionality (D f = 1.706), consistent with a larger degree of

structural disorder. All other spirals in the α-series were found to

vary in between these two extremes. These results demonstrate that

multifractal analysis is suitable to detect the small local structural

differences among Vogel spirals obtained by very small variations in

the divergence angle α.

In Ref. [37] we have also demonstrated the multifractal geometry

of the LDOS spectra of Vogel spirals. The connection between the

multifractality of geometrical structures and the corresponding

energy or LDOS spectra is far from trivial in general. In fact,

multifractal energy spectra have been discovered for deterministic

quasiperiodic and aperiodic systems that do not display any

fractality in their spatial arrangement, despite the fact that they
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Figure 3.13 Multifractal singularity spectra fα of direct space spiral arrays

(N = 1000) with divergence angles between (a)α1 and the golden angle and

(b) between the golden angle and β4. Multifractal spectra for spiral LDOS

with divergence angles between (c)α1 and the golden angle and (d) between

the golden angle and β4. Reproduced from Ref. [37] with permission from

OSA.

are generated by fractal recursion rules. Typical examples are

Fibonacci optical quasicrystals and Thue–Morse structures [85].

Optical structures with multifractal eigenmode density (or energy

spectra) often display a rich and fascinating behavior, leading to the

formation of a hierarchy of satellite pseudogaps, called fractal gaps,

and of critically localized eigenmodes when the size of the system

is increased [86]. Moreover, dynamical excitations in fractals, or

fracton modes, have been found to originate from multiple scattering

in aperiodic environments with multiscale local correlations, which

are described by multifractal geometry [54].

To demonstrate the multifractal character of the LDOS spectra

of Vogel spirals, we performed wavelet-based multifractal analysis

[87], as detailed in Ref. [37]. This approach is particularly suited

to analyze signals with nonisolated singularities, such as the LDOS

spectra shown in Fig. 3.12. The wavelet transform (WT) of a function

f is a decomposition into elementary space–scale contributions,
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associated with so-called wavelets that are constructed from one

single function 	 by means of translations and dilation operations.

The WT of the function f is defined as

W	[ f ](b, a) = 1

a

∫ +∞

−∞
	̄

(
x − b

a

)
f (x)dx , (3.9)

where α is the real scale parameter, β is the real translation

parameter, and 	̄ is the complex conjugate of	 . Usually, the wavelet

	 is only required to be a zero-average function. However, for

the type of singularity tracking required for multifractal analysis,

it is additionally required for the wavelet to have a certain

number of vanishing moments [87]. Frequently used real-valued

analyzing wavelets satisfying this last condition are given by the

integer derivatives of the Gaussian function, and the first derivative

Gaussian wavelet is used in our multifractal analysis of the LDOS. In

the wavelet-based approach, the multifractal spectrum is obtained

by the so-called wavelet transform modulus maxima (WTMM)

method [87] using the global partition function Z (q, a) originally

introduced by Arneodo et al. [80, 81]. For each q, from the scaling

behavior of the partition function at fine scales one can obtain the

scaling exponent τ (q):

Z (q, a) ≈ aτ (a) (3.10)

The singularity (multifractal) spectrum f (α) is derived from τ (q)

by a Legendre transform [87, 88]. To analyze the LDOS of photonic

Vogel spirals, the aforementioned WTMM method within the free

library of Matlab wavelet routines WaveLab850 [89] has been

implemented. The code has been carefully tested against a number

of analytical multifractals (e.g., devil’s staircase) and found to

generate results in excellent agreement with known analytical

spectra. The calculated LDOS singularity spectra are shown in Fig.

3.13c,d for the α- and β-spiral series, respectively. For comparison,

the LDOS of the GA spiral is also reported in both panels. The

data shown in Fig. 3.13c,d demonstrate the multifractal nature

of the LDOS spectra of Vogel spirals with singularity spectra of

characteristic downward concavity. The average fractal dimensions

of the LDOS were found in the range of D f ≈ 0.6 − 0.74, with the

two extremes belonging to the α-series (i.e., α1 and α2, respectively).

The strength of the LDOS singularity is measured by the value of
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α0 = αmax, which is the singularity exponent corresponding to the

peak of the f (α) spectrum. In Fig. 3.13c, we notice that the singular

character of the LDOS spectra steadily increases from spiral α1 to

the GA spiral across the α-series. On the other hand, a more complex

behavior is observed across the β-series, where the strength of the

LDOS singularity increases from β2 to β4-spirals.

3.5.2 Optical Mode Analysis of Vogel Spirals

In this section we summarize our main results from the analysis of

optical modes in Vogel spirals. In particular, we focus on the high-

frequency multifractal band edge, where the field patterns of the

modes show the highest intensity in the air regions between the

dielectric cylinders and thus are best suitable for sensing and lasing

applications where gain materials can easily be embedded between

rods [90]. The spatial profile of the modal fields and their complex

eigenfrequencies ω = ωr + iωi were calculated using eigenmode

analysis within COMSOL. Complex mode frequencies naturally arise

from radiation leakage through the open boundary of the arrays.

The imaginary components of the complex mode frequencies give

the leakage rates of the mode, from which the quality factor can be

defined as Q = ωr/2ωi . The calculated quality factors of the modes

are plotted in Fig. 3.14a for the α1-spiral and in Fig. 3.14b for the

GA spiral and the β4-spiral as a function of normalized frequency.

The analysis is limited to only these three structures since they

Figure 3.14 Quality factors of the air band edge modes for (a) α1-spiral and

(b) GA spiral and β4-spiral versus normalized frequency. Reproduced from

Ref. [37] with permission from OSA.
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Figure 3.15 Spatial distributions of electric field E z for the first three band-

edge modes of (a–c) class B in an α1-spiral, (d–f) class A in a g-spiral, and

(g–i) class A in a β4-spiral. Spectrally located at ω/ω0 (a) 0.9248, (b) 0.9290,

(c) 0.9376, (d) 1.1629, (e) 1.1638, (f) 1.1657, (g) 1.1781, (h) 1.1900, and (i)

1.2152. Reproduced from Ref. [37] with permission from OSA.

cover the full perturbation spectrum and are representative of the

general behavior of the localized band-edge modes in Vogel spirals.

By examining the spatial electric field patterns of the modes across

the air band edge of Vogel spirals we discovered that it is possible to

group them into several different classes [60].

Moreover, the Q-factors of modes in the same class depend

linearly on frequency, as shown in Fig. 3.15. In particular, their

quality factors are found to linearly decrease as the modes in

each class move further away from the central PBG region. The

frequency range spanned by each class of modes depends on the

class and the spiral type. As an example, in Fig. 3.15 we show

the calculated electric field distributions (E z component) for the

first three band-edge modes in class B of the α1-spiral and GA

spiral, as well as the first three band-edge modes in class A of

the β4-spiral. Each spiral band-edge mode is accompanied by a
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degenerate mode at the same frequency but with a complementary

spatial pattern, rotated approximately by 180◦ (not shown here). We

notice in Fig. 3.15 that modes belonging to each class are (radially)

confined within rings of different radii and display more azimuthal

oscillations as the frequency moves away from the center of the

PBG. A detailed analysis of the mechanism of mode confinement and

mode splitting into different classes for the GA spiral can be found

in Ref. [60]. In particular, we demonstrate that for the GA spiral

the field patterns of band-edge modes originate via Bragg scattering

occurring perpendicular to the curved parastichies formed by the

dielectric pillars. We have also established that a similar behavior

occurs for all Vogel spirals with an irrational divergence angle,

examined here, each characterized by a unique configuration of

parastichies that reflect into characteristic spatial patterns of the

modes. As an example, we show in Fig. 3.16 representative localized

eigenmodes at the band edge of μ-, τ -, and π -spirals as well.

Figure 3.16 Spatial distributions of electric field E z for the first three band-

edge modes of (a–c) in a τ -spiral, (d–f) class A in a τ -spiral, and (g–i) class

A in a π -spiral.
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Figure 3.17 (a–c) Spatial distributions of electric field E z class B band-

edge modes in a GA spiral with increasing number of particles. (d) LDOS

calculated at the center of GA spirals with increasing particle numbers.

(e–g) Spatial distributions of electric field E z class A band-edge modes in

a β4-spiral with increasing number of particles and (h) calculated LDOS

spectra. Adapted from Ref. [37] with permission from OSA.

Finally we discuss the size scaling of the LDOS and of the band-

edge modes for the three most representative spiral structures

(GA, α1, and β4). The LDOS is again computed at the center of

the array, utilizing the same methodology described previously. In

Fig. 3.17a–h the calculated LDOS for the three spiral types with a

progressively decreasing number of cylinders from 1000 to 150 is

shown. Also included in Fig. 3.17 are representative air band-edge

modes calculated for a spiral with decreasing size (from panels a

to c). Examining the size-scaling behavior of the LDOS of the spiral

arrays shown in Fig. 3.17a–h certain general characteristics can

be noticed. First of all, for each spiral the frequency positions and

overall widths of the principal TM gaps remain unaffected when

scaling the number of particles, but the gaps become deeper as

the number of particles is increased. This is consistent with the

known fact that the main gaps supported by arrays of dielectric

cylinders are dominated by the single-cylinder Mie resonances for

TM polarization. Moreover, the frequency position of the most

localized resonant mode inside the gap remains almost constant

when varying the particles number, while its intensity decreases

with the bandgap depth. This implies that this mode is created by the
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Figure 3.18 (a–c) Spatial distributions of electric field E z for localized

band-edge modes in τ -, μ-, and π -spirals, respectively. (d) Calculated LSOD

spectra (1000 particles).

small number of cylinders at the center, which is defined in the first

few generated particles. However, the most striking feature of the

LDOS scaling, evident in Fig. 3.17, is the generation of a multitude of

secondary subgaps of smaller intensity as the number of cylinders is

increased. As the number of dielectric cylinders is increased, regions

with different spatial distributions of cylinders are created in the

spirals, resulting in many more spatial frequency components. As

previously shown, these are key components in creating new classes

of modes, leading to the distinctive behavior of fractal band-edge

modes. This phenomenon has also been recently observed in τ -, μ-,

and π -spirals (Fig. 3.18), reflecting a general feature of Vogel arrays

with irrational divergence.

The results reviewed in this section demonstrate the localized

nature of the air band-edge modes that densely populate the

multifractal LDOS spectra of Vogel spirals.
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3.6 Device Applications of Vogel Spirals

3.6.1 Absorption Enhancement in Thin-Film Silicon

The solar cell market is predominately based on crystalline silicon

(c-Si) wafers with absorbing layer thickness in between 100 μm

and 300 μm to guarantee complete light absorption and effective

carrier collection. However, the increasing material costs related to

the fabrication of highly pure c-Si and the ever-growing efficiency

demands of the solar industry have motivated novel approaches

to increase light absorption in cells with reduced active thickness.

In particular, promising approaches consist of the engineering

of thin-film noncrystalline (amorphous or polycrystalline Si) and

nanocrystalline Si (Si-ncs) structures [91, 92].

Amorphous and nanocrystalline materials can be fabricated with

strongly reduced thermal budgets, costs, and much larger volumes

compared to traditional Si wafers. However, their shorter diffusion

lengths, limited by defects and grain boundaries, restrict the active

cell thicknesses to approximately a few hundreds of nanometers,

severely decreasing the probability of photon absorption. This has

recently spurred the search for advanced photon-recycling and

light-trapping schemes capable of increasing the optical paths of

photons, and therefore the absorption probability, in ultrathin-film

Si solar cells (<200 nm thick) [93–97]. Recent studies have shown

that metal nanostructures can lead to effective light trapping into

thin-film solar cells, improving the overall efficiency due to the

enhancement of optical cross sections associated with the excitation

of localized surface plasmon (LSP) modes [98–101].

A commonly utilized geometry consists of the fabrication of

metal–dielectric nanoparticles on the front/bottom surface of the

absorbing cell structure. When the nanoparticles shapes and filling

fraction are correctly designed, incident light is preferentially scat-

tered into the thin-film absorbing Si layer over an increased angular

range, effectively enhancing the material absorption into thin films

[102–105]. Plasmon-enhanced light absorption in thin-film Si solar

cells has been demonstrated using periodic arrays of gold (Au) or

silver (Ag) nanoparticles, which give rise to the best enhancement

in the spectral regions where evanescent diffraction grating orders
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spectrally overlap the broader LSP resonances characteristic of

metallic nanoparticles. However, polarization sensitivity and the

narrow frequency range for effective photonic–plasmonic coupling

in periodic grating structures inherently limit these approaches.

Recently, quasiperiodic nanohole arrays in metallic thin membranes

have also been investigated and have led to significant enhancement

of light absorption in thin-film organic solar cell structures [106].

To broaden the spectral region of enhancement, it is crucial

to engineer aperiodic nanoparticle arrays with a higher density of
spatial frequencies and a high degree of rotational symmetry without

resorting to uncontrollable random systems. Recent studies have

proposed to utilize plasmonic arrays with aperiodic quasicrystal

structures, such as Penrose lattices, which exhibit noncrystallo-

graphic rotational symmetries [97, 106]. Such arrays give rise to

enhanced scattering along multiple directions and over a broader

wavelength range, producing coherent wave interactions among an

increased number of neighboring particles. Densely packed arrays of

nanoparticles/nanoholes with continuous circular symmetry would

provide an ideal solution for thin-film solar cells with polarization

isotropy and efficient planar light diffraction within targeted

spectral and angular ranges.

Trevino et al. [36] have recently proposed to utilize plasmonic

aperiodic Vogel spiral arrays as a viable strategy to achieve wide-

angle light scattering for broadband and polarization-insensitive

absorption enhancement in thin-film Si solar cells. This property

is ideal to manipulate light trapping in thin-film Si solar cells.

Following this approach, our group recently designed and fabricated

GA arrays of Au nanoparticles atop an ultrathin-film (i.e., 50 nm

thick absorbing amorphous Si layer) silicon-on-insulator (SOI)

Schottky photodetector structure, as sketched in Fig. 3.19, and

demonstrated experimentally larger photocurrent enhancement in

the 600–950 nm spectral range compared to optimized nanoparticle

gratings [36]. The relation between the spatial Fourier spectrum of

GA arrays of Au nanoparticles and the large angular distribution

of scattered radiation in the forward-scattering hemisphere has

been rigorously investigated by calculating the angular radiation

diagrams using the coupled dipole approximation (CDA) methods

for particles with ellipsoidal shape [107].
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This CDA approach is particularly suited to efficiently treat large-

scale plasmonic systems of small and well-separated nanoparticles,

and it has been previously validated against semianalytical multiple

scattering methods [108]. In our work, all nanoparticles were

modeled by oblate spheroids with a 100 nm diameter and a 30 nm

height. Moreover, the arrays are embedded in Si and normally

excited by a linearly polarized plane wave. The parameter of

interest for the understanding of the angular scattering properties

is the differential scattering cross section, which describes the

angular distribution of electromagnetic power density scattered

at a given wavelength within a unit solid angle centered around

an angular direction (θ , φ) per unit incident irradiance [47]. In

the case of arrays composed of dispersive metal nanoparticles,

the power scattered from a particular structure is generally a

function of both the geometrical parameters of the array and the

wavelength of the incident radiation. Full information on angular

scattering is thus captured by calculating the averaged differential

scattering cross section, where the average is performed on the

azimuthal angle φ and the scattered intensity is normalized to

the maximum value (i.e., forward-scattering peak). By plotting the

azimuthally averaged differential scattering cross section versus

the inclination angle, we obtain the radiation diagrams of the

arrays. In Fig. 3.19c,d we show (plotted in decibel scale) the

calculated radiation diagrams for a periodic grating structure and

the optimized GA arrays at three different wavelengths λB =
480 nm, λG = 550 nm, and λR = 610 nm (i.e., corresponding

to blue, green, and red colors), respectively. Differently from

the well-known case of periodic structures, where the scattered

radiation is preferentially redistributed along the directions of

coherent Bragg scattering (Fig. 3.19c), the radiation diagram of GA

arrays is significantly broadened at large angles (i.e., >30◦) for

all the investigated wavelengths, demonstrating broadband wide-

angle scattering behavior (Fig. 3.19d). By combining experimental

absorption enhancement and photocurrent measurements with

CDA and full-vector 3D finite-difference time domain (FDTD)

simulations, we recently demonstrated [36] that broadband wide-

angle scattering in GA spiral arrays redirects a larger fraction of the

incident radiation into the absorbing Si substrate. Moreover, this
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Figure 3.19 (a, b) Schematics of the device cross section of the SOI Schottky

photodetector with plasmonic arrays integrated onto the absorbing surface.

(c, d) Calculated radiation diagrams as a function of the inclination angle

for a GA spiral (c) and a periodic array (d) for three different wavelengths,

namely 480 nm (blue), 520 nm (green), and 650 nm (red). (e) Spiral

array photocurrent with average center-to-center spacing of 425 nm (red)

and empty neighbor reference cells (black). (f) Integrated photocurrent

enhancement ratio for GA spiral (red) and periodic (black dashed) arrays

of different center-to-center particle spacing. Adapted from Ref. [36] with

permission from OSA.

effect increases the optical path of photons in the photodetector,

as well as enhancing the coupling to LSPs in the array plane. In

Fig. 3.19e we show the measured photocurrent spectra for the

best-performing GA spiral photodetector device. The reference line

shows the photocurrent spectra measured on the unpatterned

devices in the nearest reference cells. A maximum photocurrent

enhancement of approximately a factor of 3 is measured for the

GA spiral at 950 nm. Such increase in photocurrent results from
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the interplay of plasmonic–photonic coupling in GA spirals, which

contribute to the overall enhancement as follows: by providing more

efficient coupling of incident radiation into the thin Si layer due to

photonic wide-angle scattering and by enhancing the intensity of

the near fields around the nanoparticles at the Si interface owing to

better LSP coupling in the plane of the array compared to periodic

structures.

A detailed comparison with optimized periodic grating struc-

tures is discussed in Ref. [36]. In Fig. 3.19f we show the integrated

photocurrent enhancement ratio, calculated by the ratio of the

integrated photocurrent spectrum of the device with and without

plasmonic arrays. The ratios falling below the dotted line indicate

devices with overall reduced performance when compared to

their neighboring empty reference cells. We see in Fig. 3.19f

that both GA spirals and periodic arrays exhibit an optimization

trend with respect to the interparticle spacing, yielding maximum

integrated enhancements of 8% and 31% over the reference

cells, respectively. We observe finally that the experimentally

measured 31% integrated enhancement of GA spiral arrays has

been demonstrated covering only 25% of the active photodetector

area by GA arrays (Fig. 3.19e, inset). The significant photocurrent

enhancement values demonstrated for devices coupled to GA spirals

highlight the potential for even greater performances in the case of

complete coverage of the device area. Moreover, rapid and scalable

room-temperature nanoimprint techniques have been successfully

utilized to achieve cost-effective replication of spiral nanoparticle

arrays [109].

3.6.2 Radiation Engineering with Erbium-Doped Vogel
Arrays

In this section we summarize our main results on the engineering

of active Vogel spiral nanostructures for enhanced omnidirectional

light extraction and the coupling of 1.55 μm radiation into distinctive

optical resonances carrying of OAM of light in Si-based materials. In

particular, we review the light extraction and emission properties

of active arrays by focusing on Er-doped Si-rich nitride (Er:SRN)

nanopillar structures, which can be reliably fabricated with a high
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degree of accuracy using well-established Si-compatible processing.

To design active pillar arrays for light extraction, the pillar height and

the geometrical parameters of the arrays have been independently

designed. FDTD simulations were utilized to optimize the height

of the nanopillars, while extraction calculations based on Bragg

scattering theory are employed to optimize the pillar spacing for

a given array geometry [55]. A schematic of the FDTD-simulated

structures is shown in the inset of Fig. 3.20a, consisting of a thin

waveguiding layer of SRN (n = 2.1) on an SiO2 substrate (n = 1.4)

with a periodic grating of SRN pillars placed atop in order to extract

the guided radiation.

A mode source is injected into the SRN waveguiding layer and

the radiation extracted from this mode, both into air and into the

substrate, is quantified by calculating the optical power transmitted

through two power monitors positioned 10 μm above and below

the device. The extracted power at 1.55 μm is plotted in Fig. 3.20a

as a function of the pillar height. The results show a maximum

in the power diffracted into air for a pillar height of 350 nm,

exceeding the amount of power diffracted into the substrate by a

factor of 2. However, the large optical size (i.e., geometrical size

with respect to the wavelength) of the investigated aperiodic arrays

prevents direct numerical simulations. Therefore, we have identified

the optimal pillar spacing for any given array geometry by resorting

to analytical Bragg scattering theory [110], which is a powerful

and efficient method utilized for the design of LED extraction

when strong photonic coupling effects can be neglected (i.e., weak

coupling regime or single scattering). Calculation of extracted light

using the Bragg scattering method enables the exploration of a large

parameter space at relatively low computational cost and provides

an opportunity to optimize the lattice spacing and filling fraction of

different aperiodic arrays.

In the case of weak scattering, the extraction of light is described

by Bragg’s law of diffraction: βd = βi + G, where βi is the input

waveguide k-vector, βd is the extracted (i.e., final) k-vector, and

G is a reciprocal space vector obtained by computing the Fourier

transform of the corresponding array. On the basis of Bragg’s law

of diffraction, we notice that if the input waveguide k-vector with

amplitude |βi > |k0| (k0 = 2π/λ is the free-space wavevector at
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Figure 3.20 (a) Extraction of a guided mode by SRN pillars to air and the

substrate, with an inset of the device showing a mode injected into the

SRN layer. Fourier transforms of an (b) A7 Archimedean lattice and a (c)

GA spiral. (d) Representation of vector arrangement relevant to the Bragg

scattering calculations. Reprinted with permission from Ref. [55]. Copyright

2012, AIP Publishing LLC.

wavelength λ) interacts with a suitable reciprocal space vector G,

giving rise to a final k-vector βd with amplitude |βd| < |k0|, then the

input waveguide mode is folded back into the light cone and can be

extracted from the device. Therefore, knowing the input waveguide

k-vector βi and the reciprocal vectors Ḡ of the structure, we can

design the overall extraction efficiency of a given array exclusively

on the basis of geometrical arguments. Figure 3.20d illustrates an

example of such Bragg scattering calculations, where the points

along the green circle correspond to possible k-vectors, resulting

from the interaction βi + G. As an example, in Fig. 3.20d we show

two vectors, named k̄1 = β̄1 + Ḡ and k̄2 = β̄2 + Ḡ, of which k̄1

is extracted to the light cone, while k̄2 is not. On the basis of this

geometrical construction, we can define the extraction efficiency for

the waveguide mode β1 as

κ(βi , G) ∝
{ |εG|2 if |βi − G| < k0

0 else
, (3.11)

where εG is the complex amplitude of the array Fourier transform at

Ḡ. The arc length 
 = φβi , shown in Fig. 3.20d in white, determines

the in-plane directions for βi that can be extracted by a given Ḡ.

Maximum efficiency is achieved for |Ḡ| = |βi |, which determines

the optimal vector amplitude for extracting a randomly oriented
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input. The total extraction efficiency κtot of a given array geometry is

therefore calculated by the integration over all the reciprocal space

vectors compatible with the arc length 
 [55]:

κtot(βi ) ∝ βi

∑
G

φ(βi , G)|εG|2 (3.12)

This analysis makes us clearly appreciate that the optimal Fourier
space for light extraction consists of a circle of radius βi . This

condition guarantees the highest Bragg extraction efficiency for a

randomly oriented set of input wavevectors, and it is naturally met

by engineering isotropic Fourier space. A detailed comparison of

Bragg light extraction for a number of deterministic aperiodic arrays

with varying rotational symmetry in Fourier space can be found in

Ref. [55]. These results demonstrate clearly the importance of the

arrays’ aperiodic isotropic geometry for light extraction. However,

we also note that for a given array geometry, the effectiveness of

Fourier components in determining the overall extraction depends

on the refractive index contrast (i.e., choice of materials). In

particular, light extraction with isotropic Fourier space is expected

to be even more efficient in the low-refractive-index regime, where

a longer interaction length enables better sampling of the extended

aperiodic geometry.

To demonstrate the concept of omnidirectional light extraction
in Si-based devices, aperiodic pillar arrays were fabricated from

Er:SRN using radio frequency (RF) magnetron sputtering, electron

beam lithography (EBL), and reactive ion etching (RIE) [55].

Scanning electron micrographs (SEMs) of fabricated pinwheel and

GA spiral devices are shown in Fig. 3.21a–d. All the fabricated

arrays have been truncated using circular masks of identical size

in order to ensure that pumping conditions are identical during the

photoluminescence (PL) optical measurements.

The optical characterization of the fabricated structures is

performed by leaky-mode PL spectroscopy to quantify the extrac-

tion enhancement of nanopillar arrays with increasing degrees of

rotational symmetry in Fourier space [55]. The emission spectra of

Er corresponding to the optimized array structures are displayed in

Fig. 3.21e, together with the emission of the reference unpatterned

device. All pillar arrays show a large increase in the emission signal

due to enhanced extraction. Figure 3.21f demonstrates a significant

increase in extraction efficiency for all the arrays with a maximum
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Figure 3.21 (a) Pinwheel nanopillar array and (c) GA spiral nanopillar

array fabricated in Er:SRN. (c, d) Close-ups of each array to highlight the

geometry. An inset of a single pillar is shown in the lower-right corner of (d)

with a height of 350 nm. The arrays are 50 μm in diameter. (f) Measured

Er emission extraction coefficient for GA spiral and pinwheel active pillar

arrays of varying nanopillar spacing. (e) Measured Er emission spectra from

optimized pillar arrays and unpatterned (background) sample. Reprinted

with permission from Ref. [55]. Copyright 2012, AIP Publishing LLC.

extraction of approximately a factor of 10 achieved for the optimal

GA isotropic geometry.

The transmission spectra of the arrays were also measured at

the laser pump wavelength and showed only a very minor variation

in pumping efficiency among the different structures. Therefore,

the trends in Fig. 3.21 result directly from the optimization of the

array geometry for extraction efficiency, in very good agreement

with the theoretical trends based on the Bragg scattering analysis.

In addition, by imaging Er radiation in direct and reciprocal space,

in Ref. [55] we show that active GA spirals support angularly
isotropic emission patterns with distinctive optical resonances

© 2016 by Taylor & Francis Group, LLC

  

http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-4&iName=master.img-039.jpg&w=229&h=230


November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Device Applications of Vogel Spirals 103

carrying OAM of light. These findings offer unique opportunities

for the engineering of novel active nanostructures that leverage

isotropic emission patterns and structured light for secure optical

communication, sensing, imaging, and enhanced light sources on a

Si platform [61].

3.6.3 Engineering the Orbital Angular Momentum of Light

It has long been established that electromagnetic fields carry linear

momentum and angular spin. However, the possibility for optical

fields to additionally carry OAM has only recently been realized

[111, 112].

In general, OAM arises through the azimuthal phase dependence

of the complex optical field. Optical OAM has recently found uses

in rotating optical traps [113], secure optical communication [114],

and increasing data transfer rates through OAM multiplexing for

fiber-based systems [115]. Moreover, recent advances in the science

and technology of OAM have provided the possibility to detect light

waves carrying simultaneously multiple OAM values [116]. However,

the controlled generation of optical waves that can simultaneously

carry large values of OAM still remains very challenging.

Currently, the generation of OAM is achieved by converting

Gaussian laser modes to Laguerre–Gaussian (LG) modes with

explicit azimuthal phase dependence. This can be accomplished

using a system of cylindrical lenses [117] or spatial light modulators

(SLMs) [118]. However, SLMs are expensive and their pixel size

limits the complexity of patterns that can be created. More recently,

the generation of OAM from planar plasmonic devices has also been

demonstrated [34, 119]. Unfortunately, though, most of the current

generation methods are limited to creating OAM states with only a

few azimuthal values.

Our group recently discovered that Vogel spiral arrays of metallic

nanoparticles, when illuminated by optical beams, give rise to

diffracted light carrying OAM patterns with large and tunable

azimuthal numbers [34, 59, 60]. Dal Negro et al. [59] developed an

analytical model that captured in closed-form solution the Fourier–

Hankel spectral properties of arbitrary Vogel spiral arrays and

applied it to the engineering of complex OAM states in the far-field
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diffraction region. Within the framework of scalar Fourier optics,

the Fourier spectrum (i.e., Fraunhofer diffraction pattern) of Vogel

spirals is described by the complex sum [59]

E∞(νr , νθ ) = E0

N∑
n=1

e j2π
√

na0νr cos(νθ−nα), (3.13)

where the variables (νr , νθ ) are Fourier conjugates of the direct-

space cylindrical coordinates (r, θ) used to represent the Vogel spiral

array, α is the irrational divergence angle, a0 is a constant scaling

factor, and N is the number of particles in the array [59].

Fourier–Hankel modal decomposition can be used to analyze a

superposition of OAM states in the far field and to determine their

relative contributions to the overall diffracted beam. Decomposition

of ρ(r, θ) into a basis [60, 120] set with helical phase fronts

is accomplished through Fourier–Hankel decomposition (FHD)

according to

f (m, kr ) = 1

2π

∫ ∞

0

∫ 2π

0

rdrdθρ(r, θ) J m(krr)eimθ , (3.14)

where J m is the mth order Bessel function. In this decomposition, the

mth order function identifies OAM states with azimuthal number m,

accommodating both positive and negative integer m values.

By analytically performing FHD analysis, Dal Negro et al. [59]

demonstrated that diffracted optical beams by Vogel spirals carry

OAM values distributed according to aperiodic numerical sequences

determined by an irrational divergence angle α. More precisely,

OAM values transmitted in the far-field region are given by the

rational approximations of the continued fraction expansion of the

irrational divergence angles of Vogel spirals [59]. In particular, wave

diffraction by GA arrays generates a Fibonacci sequence of OAM

values in the Fraunhofer far-field region. This fascinating property

of Vogel spirals can be understood quantitatively by considering the

analytical solution of the FHD of the far-field radiation pattern, given

by [59]

f (m, kr ) =
N∑

n=1

A(kr )eimnα , (3.15)

where A(kr ) is a kr -dependent coefficient, which can be ignored

since we are concerned with the azimuthal dependence contained

in f (m).
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We see from the result in Eq. 3.15 that when the product mα is an

integer, the N contributing waves will be exactly in phase to produce

an OAM peak with azimuthal number m. However, for an irrational

angle α, this condition will never be exactly met. Nevertheless,

using the theory of continued expansion in rational fractions we

can design structures that approximately match the required integer

condition for the mα product, thus producing well-defined OAM peaks
by design. An arbitrary divergence angle α is uniquely associated to

an irrational number ξ that admits precisely one infinite continued

fraction representation (and vice versa) in the form [32, 33]

ξ = [a0; a1, a2, a3, . . .] = a0 + 1

a1 + 1

a2+ 1

a3+ 1
a4+. . . .

(3.16)

The rational approximations (i.e., fractions) are called the con-
vergents of the continued fraction. Once the continued fraction

expansion of ξ has been obtained, well-defined recursion rules

exist to quickly generate the successive convergents. In fact, each

convergent can be expressed explicitly in terms of the continued

fraction as the ratio of certain multivariate polynomials called con-

tinuants. If two convergents are found, with numerators p1, p2, . . .

and denominators q1, q2, . . . , then the successive convergents are

given by the formula

pn

qn
= an pn−1 + pn−2

anqn−1 + qn−2

, (3.17)

Thus to generate new terms into a rational approximation only the

two previous convergents are necessary. The initial or seed values

required for the evaluation of the first two terms are (0,1) and

(1,0) for ( p−2, p−1) and (q−2, q−1), respectively. It is clear from

the discussion above that for spirals generated by an arbitrary

irrational number ξ , azimuthal peaks of order m (i.e., Bessel order

m) will appear in its FHD due to the denominators qn of the

rational approximations (i.e., the convergents) of ξ ≈ pn/qn. In

fact, for all integer Bessel orders m = qn the exponential sum in

Eq. 3.15 will give in-phase contributions to the FHD and produce

strong azimuthal peaks. Therefore, Vogel spirals “encode” in their

OAM spectra well-defined numerical sequences of azimuthal orders

determined by the denominators qn in Eq. 3.15. It is important to
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Figure 3.22 (a) Analytically calculated far-field radiation pattern of GA

spiral with 2000 particles at a wavelength of 633 nm for a structure

with a0 = 14.5 μm. The far-field radiation pattern has been truncated

with an angular aperture of 4◦. (b) Fourier–Hankel transform of far-field

scattered radiation by GA spiral summed over the radial wavenumbers

kr . The numbers in the figures indicate the azimuthal Bessel order of the

corresponding FHD peaks. Adapted from Ref. [59] with permission from

OSA.

realize that using the approach just introduced it becomes possible

to generate light with controllable OAM spectra by plasmon-

enhanced diffraction in aperiodic arrays of nanoparticles. Since

we are primarily concerned with the azimuthal component f (m)

of OAM, we can sum f (m, kr ) over the radial wavenumbers kr .

Figure 3.22 demonstrates the very rich structure of OAM peaks of

the scattered radiation enabled by the aperiodic geometry control

of Vogel spirals. These peaks exactly occur at azimuthal numbers

(labeled in the figures) corresponding to the different denominators

of the rational approximations of the irrational divergence angles

used to generate the spirals, as previously discussed. In the

particular case of the GA spiral arrays shown in Fig. 3.22b we obtain

a Fibonacci sequence of OAM values that is coded in the far-field

region of the radiation.

Using phase-delayed interferometric measurements, Lawrence

et al. [56a] have recently measured experimentally the complex

electric field distribution of scattered radiation by Vogel spirals

and demonstrated for the first time structured light carrying

multiple values of OAM in the far-field region of arrays of metallic

nanoparticles, in excellent agreement with the analytical theory
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[59]. In addition, by engineering light-emitting GA nanopillar

arrays using Er-doped SiN [55], we have recently demonstrated

direct excitation of optical modes carrying Fibonacci-valued OAM

sequences.

3.6.4 Diffracted Beam Propagation from Aperiodic Chiral
Spirals

In this section we will review our recent work addressing the

interplay between Vogel spiral order and well-defined CCW chirality

in α1 dielectric spirals [121]. Light scattering and diffraction in

these complex optical systems gives rise to fascinating self-imaging

properties that can be of interest to a number of applications in

singular optics. In particular, we will discuss the evolution of a

scattered plane wave as it propagates away from the plane of a

diffracting array of apertures with α1 chiral geometry toward the

far-field region. This analysis will also provide physical insights into

the formation of the structured far fields with multiple OAM states,

which are a distinctive feature of diffracting arrays.

To efficiently investigate the paraxial free propagation of the

scattered field intensity over a larger range of distances from the

spiral (i.e., object) plane, we have resorted to the method of frac-

tional Fourier transformation (FRFT). This approach provides an

equivalent formulation of the paraxial wave propagation and Fresnel

scalar diffraction theory [122] and considers light propagation as a

process of continual fractional transformation of increasing order.

The FRFT is a well-known generalization in fractional calculus of the

familiar Fourier transform operation [123], and it has successfully

been applied to the study of quadratic phase systems, imaging

systems, and diffraction problems in general [122, 124, 125].

Given a function f (u), under the same conditions in which the

standard Fourier transform exists, we can define the ath-order FRFT

fa(u) with a being a real number in several equivalent ways. The

most direct definition of the FRFT is given in terms of the linear

integral transform

fa(u) =
∫ ∞

∞
Ka(u, u′) f (u′)du′, (3.18)
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with a kernel defined as in Refs. [124, 128]

Ka(u, u′) ≡ Aαexp[iπ(cotαu2 − 2cscαuu′ + cotαu′2)]

Aα ≡
√

(1 − icotα) (3.19)

α ≡ aπ
2

for a �= 2n and Ka(u, u′) = δ(u − u′) when a = 4n and Ka(u, u′) =
δ(u + u′) when a = 4n ± 2, with n being an integer. The ath-

order fractional transform defined above is sometimes called the

αth-order transform and it coincides with the standard (i.e., integer)

Fourier transform for a = 1 or α = π/2. More information on

alternative definitions, generalizations, and the many fascinating

properties of FRFTs can be found in Refs. [122, 126]. The FRFT of

a function can be roughly thought of as the Fourier transform to

the nth power, where n need not be an integer. Moreover, being a

particular type of linear canonical transformation, the FRFT maps a

function to any intermediate domain between time and frequency

and can be interpreted as a rotation in the time–frequency domain.

The main advantage of the FRFT method compared to numerical

simulation relies on its superior computational efficiency, which

enables more extended investigations of the qualitative behavior of

the intensity propagation over a large range. In what follows, we

computed the 2D FRFT according to Refs. [127, 128] and studied

the propagation of the diffracted field up to 50 μm above the spiral

plane.

In Fig. 3.23 we show a few representative simulations that

display the calculated diffracted intensity at different distances from

the spiral plane, as specified in the caption. We can clearly appreciate

in Fig. 3.23f,g situations in which the diffracted field patterns are

clearly rotated with respect to the geometry of the parastichies

arms. The emergence of this characteristic rotation phenomenon,

which we also reported using full-vector FDTD calculations [121],

is very robust, since the FRFT field simulations do not consider

material dispersion properties or the detailed particle shapes. In

fact, this intriguing effect originates from the coherent interactions

of (singly) diffracted wavelets. In particular, we can appreciate from

the field evolution shown in Fig. 3.23 that the central area of the

spiral couples radiation into directions that are orthogonal to the
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Figure 3.23 Magnitude of electric field propagated to different planes using

fractional Fourier transform. Propagation distances for panels (a–h) are

10 nm, 78 nm, 107 nm, 0.457 μm, 0.836 μm, 1.95 μm, 2.68 μm, and

6.5 μm, respectively. Panel (i) shows the analytical far field in log10 scale.

The structure is excited by a normally incident plane wave at 1550 nm.

surrounding parastichies’ arms. These secondary lines of scattered

radiation spatially define a complementary set of parastichies’ arms

that are responsible for the inversion of the intensity pattern at

short distances from the object plane. As the intensity propagation

unfolds, the diffracted wavelets coherently reinforce each other

along, distinctively rotating ring-like structures observed in Fig.

3.23d,e, which gradually transition at larger distances into the

circularly symmetric far-field patterns of Vogel spirals (Fig. 3.23i)

[34, 37]. This distinct rotation of the diffracted intensity pattern

observed in chiral spiral arrays provides clear evidence of net

OAM transfer within a few micrometers from the object, which

could be exploited to realize optical torques and novel tweezers

based on planar plasmonic nanostructures. The near-field coupling

and propagation behavior of electromagnetic energy scattered at
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1.56 μm by arrays of silicon nitride nanopillars with Vogel spiral

geometry has been also investigated experimentally in Ref. [121].

By using scanning near-field optical microscopy in partnership

with full-vector FDTD numerical simulations, Intonti et al. [121]

demonstrate a characteristic rotation of the scattered field pattern

by a Vogel spiral consistent with the predicted net transfer of OAM

in the Fresnel zone, within a few micrometers from the plane of the

array.

We believe that the unique interplay between aperiodic order

and chiral structures such as the investigated α1-spiral can provide

novel opportunities for the manipulation of subwavelength optical

fields and disclose richer scenarios for the engineering of focusing

and self-imaging phenomena in nanophotonics.

3.6.5 Experimental Demonstration of OAM Generation
and Control

In this final section we will review our experimental demonstration

of broad OAM azimuthal spectra in the radiation scattered by plas-

monic Vogel spirals. The controlled generation and manipulation

of OAM states with large values of azimuthal numbers have very

recently been demonstrated experimentally by Lawrence et al. [56a]

using various types of Vogel arrays of metal nanoparticles. The

OAM content of a diffracted optical wave at 633 nm was analyzed

using phase-stepped interferometric measurements to recover the

complex optical field [56a]. Fourier–Hankel modal decomposition of

scattered radiation was performed to demonstrate the generation of

OAM sequences from Vogel spirals. Nanoparticle arrays with GA, τ ,

μ, and π aperiodic geometries were fabricated using EBL on quartz

substrates. The fabrication process flow is detailed in Ref. [56a]. The

SEMs of fabricated arrays are shown in Fig. 3.24a–c. In Fig. 3.25 we

compare the measured and calculated far-field diffraction patterns

for the fabricated structures. A HeNe laser was utilized in these

experiments and weakly focused to a spot size of 50 μm from

the rear of the sample and the scattered light from the array was

collected by a 50X (NA = 0.75) objective. Two additional lenses were

added to image the far field at the plane of the charge-coupled device

(CCD) [56a]. In Fig. 3.25a,b we show the calculated Fraunhofer far
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Figure 3.24 SEM micrographs of (a) GA spiral, (b) τ -spiral, (c) π -spiral, and

(d) μ-spiral gold nanoparticle arrays on a fused silica substrate.

field and the corresponding azimuthal OAM spectrum of the GA

spiral array.

To measure the phase of the far-field scattered radiation, a ref-

erence beam was reflected from the piezo-stage-mounted mirrors,

expanded, and directed to the CCD. A schematics of the experimental

setup is shown in Fig. 3.26a. Multiple interference patterns were

collected by increasing the piezo bias voltage, scanning the phase

of the reference beam. A phase retrieval algorithm was finally used

to recover the phase of the scattered light relative to the one of the

reference beam [56a].

As representative examples, we show in Fig. 3.26 the comparison

between analytically calculated and experimentally measured phase

portraits for the far-field scattered radiation by GA and μ-spirals

[56a]. The shaded areas in Fig. 3.26 indicate the limits (angular

range) where the measurement of the scattered light is inaccurate

due to the limitations of the experimental setup [56a]. Very similar

results were obtained for the τ - and π-spirals (not shown here). The

insets in the reconstructed phase portraits in Fig. 3.26 highlight the

complex distribution of optical vortices at positions that well match

the analytical calculations.
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Figure 3.25 Measured far-field diffraction patterns for the (a) GA spiral, (b)

τ -spiral, (c) π -spiral, and (d) μ-spiral arrays corresponding to the samples

shown in Fig. 3.24.

Modal decomposition was used to analyze a superposition of

OAM-carrying modes in the far-field pattern and determine their

relative contribution [120]. Decomposition into a basis set with

azimuthal dependence is accomplished through FHD according to

the Eq. 3.14. We recall that in this decomposition the mth-order

function carries OAM with azimuthal number m, accommodating

both positive and negative integer values for m. In Figs. 3.27 and

3.28 we summed the FHD of the calculated and experimentally

measured far-field radiation from the fabricated spirals. The sum

was performed over the radial wavenumbers kr since we are

primarily concerned with the azimuthal component of the field.

We should notice in Figs. 3.27 and 3.28 that the azimuthal spectra

exhibits a number of peaks at numbers corresponding to the

denominators of the rational approximations (i.e., convergents) of

the irrational divergence angles used to generate the spirals [59].

For the GA spiral the encoding of the Fibonacci sequence up

to azimuthal number 144 was experimentally demonstrated in the

measured OAM spectrum. The τ -spiral has a similar number of
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Figure 3.26 (a) Optical setup used for the complex amplitude retrieval.

(b, c) Analytically calculated phase portrait of far-field radiation from GA

and μ-spirals, respectively. (d, e) Experimentally measured phase portrait

from GA and μ-spirals, respectively. Shaded areas indicate regions where

the field intensity is too low to measure the phase accurately. These regions

are ignored in the FHD. Adapted from Ref. [56a] with permission from OSA.

convergents in our region of interest and allowed us to demonstrate

OAM peaks up to azimuthal number 169. However, these peaks are

significantly broadened by the aperturing of the beam [59]. On the

other hand, we can see in Fig. 3.28 that the μ- and π-spirals have

significantly fewer convergents in our region of interest. However,

OAM peaks are still clearly observed at linear combinations of the

convergents despite the significant broadening due to the imperfect

experimental alignment.

The measured values of OAM peaks can be fully explained

on the basis of the analytical far-field diffraction theory [59]. In

particular, peaks in the measured OAM spectra of arbitrary Vogel

spirals are always observed at numbers corresponding to rational

approximations of the corresponding divergence angles. A full list

of analytically calculated and experimentally measured FHD peak

positions can be found in Ref. [56a].
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Figure 3.27 Experimentally measured Fourier–Hankel transforms of far-

field scattered radiation by a (a) GA spiral and a (b) τ -spiral, respectively,

summed over the radial wavenumbers kr . The numbers in the figures

indicate the azimuthal Bessel order of the corresponding FHD peaks.

Analytically calculated Fourier–Hankel transforms of far-field scattered

radiation by a (c) GA spiral and a (d) τ -spiral.

These results demonstrate the ability to design and generate

structured light with extremely complex orbital patterns simul-

taneously carrying a large number of azimuthal values in the

far-field zone. On the basis of the flexible platform of Vogel

spiral nanophotonic structures it is possible to engineer novel

light sources capable of radiating complex optical beams with

programmed OAM spectra or coupling them into conventional

communication systems. This unique ability promises to greatly

expand the spatial multiplexing capabilities currently available in

integrated optical communication systems by realizing information

coding with higher-dimensional azimuthal Hilbert spaces. This
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Figure 3.28 Experimentally measured Fourier–Hankel transforms of far-

field scattered radiation by a (a) μ-spiral and a (b) π -spiral, respectively,

summed over the radial wavenumbers kr . The numbers in the figures

indicate the azimuthal Bessel order of the corresponding FHD peaks.

Analytically calculated Fourier–Hankel transforms of far-field scattered

radiation by a (c) μ-spiral and a (d) π -spiral.

functionality could drastically expand the present capabilities of

both classical and quantum information systems [61].

3.7 Outlook and Conclusions

In this chapter, we presented a comprehensive overview of our

recent work on the engineering of optical nanostructures with

Vogel spiral geometry. Specifically, we discussed the relevant back-

ground, structure–property relationships, and the light-scattering

properties of arrays with different types of Vogel spiral order. These
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structures define a novel platform for the enhancement of light

emission/absorption and the manipulation of OAM of light. Our

discussion has particularly emphasized the importance of photonic

diffraction phenomena in isotropic Fourier space, which could

provide novel opportunities to manipulate light–matter interactions

on the nanoscale.

The computational and experimental results presented in this

chapter demonstrate the significance of aperiodic structures with

spiral order and their potential for innovation in basic science

and technological applications. In particular, the ability to create

novel complex optical beams with designed OAM spectra using

resonant plasmonic nanoparticle arrays suitable for planar device

integration promises to impact several fields in optical trapping and

sensing technologies. Moreover, light scattering by aperiodic Vogel

spirals makes possible the information encoding in a larger Hilbert

space azimuthal bases, which is currently of great interest for both

classical and quantum cryptography.
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12. Maciá, E. (2006). The role of aperiodic order in science and technology,

Rep. Progress Phys., 69, 2, pp. 397–441.
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4.1 Introduction

Electromagnetic waves are all around us. The extreme large-

frequency spectrum allows us to perceive the world on different

length scales, from a few hundreds of nanometers for visible light to

centimeters for radar waves. Any source of visible light, the sun or a

simple lamp, emits light rays that are reflected, refracted, diffracted,

absorbed, re-emitted, and scattered from every single piece of

matter or even from isolated atoms or molecules encountered on

its path. Light rays that reach our eyes have undergone a huge

amount of such events and store a lot of information. Trying to

decode information from the scattered light that reaches our eyes

is something that our brain does continuously in our daily lives,

allowing us to perceive and have an image of the surrounding world.

Nevertheless there exist situations where the scattering events

that light rays perform from the source to the sensor are many and
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randomly distributed in space and time. This situation occurs, for

example, when we look at an object placed behind an opaque screen

or when we try to read a neon sign on a very foggy day. In both

cases, the directions of the light rays coming from the source are

scrambled in space and consequently our eyes are not able to resolve

the exact shape or profile of the source. Anyhow the lack of ability

to see through the fog or through an opaque screen does not mean

that the light rays are not carrying the information. More in general,

encoding the information carried by multiple scattered light rays

remains a formidable task to deal with.

Diffusion theory proves to be a very useful model to describe

the multiple scattering regime that take place in opaque media [1].

In these systems light undergoes a large amount of independent

scattering events from randomly positioned particles and therefore

interference between different paths is smoothed out by the dis-

order. The final transport properties become mostly independent,

both from the wave nature and from the particular nature of the

scatterers.

The first scientific description of diffusion-like mechanisms is

due to Robert Brown, who studied the motion of pollen in water

[2]. To have a mathematical and physical description of such a

phenomenon we had to wait until 1905, the year in which Albert

Einstein published his famous paper about the Brownian random

walk [3]. Particles that undergo Brownian-like motion, change their

direction randomly in every single step, but their average position

after a large number of steps is always the same. Nevertheless,

as time goes by, a particle will explore all the available space,

although the average distance explored increases slowly. In one or

two dimensions a particle will eventually experience all the space,

visiting the same point a large number of times. This is not true in

three dimensions, where a particle will never come back to a point

where it already passed.

The evolution of the probability to find, at a given point and at

a given time, a particle that undergoes a Brownian random walk

is the solution of the diffusion equation. This equation describes

the average motion of particles and it has nothing to do with the

microscopic properties of the system, that is, the irregular motion of

each particle. One simple example to picture diffusion-like processes

© 2016 by Taylor & Francis Group, LLC
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is to follow the evolution of a small drop of coffee dropped in a

glass of milk. After a transient time where coffee filaments and

droplets evolve in a very complicated way, the coffee cloud expands

slowly. This is roughly the same picture that we have to figure out

when we think about a light stream that propagates within a system

composed of a disordered arrangement of scattering centers. In this

case the multiple scattering path can be described as a random walk.

In such systems the light intensity diffuses in much the same way as

coffee in milk.

The first study to use the diffusion equation to study propagation

of visible light was done in the field of astrophysics. The target

was to extract information from interstellar light passing through

the dust present in outer space. The huge steps forward made in

these last years in the comprehension of the multiple scattering

processes allow us now to understand better the mesoscopic

physics of waves in disordered materials and thus to conceive new

techniques to increase the overall efficiency of solar cells [4], to see

through opaque media [5, 6], or to better understand and reproduce

biomimetic-based materials [7]. Moreover, from a broader point

of view, the study of multiple scattering of light also allows us to

understand how other kinds of waves, like mechanical or matter

waves, behave in disordered media [8–10]. Indeed, regardless of

the waves we are considering, the equations that describe their

evolution can be, formally, written in a similar way. The main

advantage to using light is to understand the basic physics of

multiple scattering besides the near independence of the transport

properties from temperature effects and also in the absence of

mutual interactions between photons (in the linear regime). These

features make experiments with light easier to interpret.

A complete different scenario is realized when light propagates

through a strongly scattering medium, a regime that is achieved

when the degree of disorder is very strong, eventually inhibiting the

diffusion of light through the material itself. This regime, known as

the localization regime goes beyond the diffusion picture, because

the diffusion constant goes to zero, and it is characterized by the

interference mechanism between multiple scattered closed paths

that are not connected with the boundary of the system. The

first step in the localization phenomena in disordered materials
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has been made by P. W. Anderson in the context of disordered

semiconductor materials, thus dealing with electron wave packets

[11]. Indeed, in 1958, Anderson published the famous paper entitled

“Absence of Diffusion in Certain Random Lattices,” which despite

initial skepticism from the scientific community earned him the

Nobel Prize in 1977. In the eighties, the original idea of Anderson,

that a sufficient amount of structural disorder in a perfect lattice

could lead to spatial localization of the propagating wave, was

extended to the case of light waves. This allowed us to understand

novel optical phenomena in disordered photonic systems, like the

coherent back-scattering mechanism, and the possibility to confine

light very efficiently in extremely small modal volume [12–14]. Only

at the end of the nineties and in the first year of the new century,

the localization of light in 1D, 2D, and 3D disordered photonic

systems has been proved experimentally [15–19]. Nowadays the

knowledge gained of the physics of disordered photonic systems

allows us to design artificial materials for applications in the field

of renewable energy [4], as well as materials for the study of new

transport regimes of light, which are observed in peculiar realization

of disorder [20].

Finally the opposite situation of localization of waves is the

superdiffusion mechanism. Superdiffusion is characterized by the

fact that light propagates at a velocity faster than the velocity set

by the diffusion. It can be observed in inhomogeneous disordered

photonic systems, like Levy glasses, and it has attracted a lot of

attention in this last years because it pave the way for the right

optical system to study and characterize superdiffusive phenomena

that occur in other fields, like foraging in animals, the flow in a

turbulent fluid, and the flow of banknotes all around the world.

Superdiffusion of light has been recently demonstrated in artificially

created photonic systems [21]. In the following section we will

provide some key concepts about the basic principles underlying the

phenomenon of diffusion and localization of electromagnetic waves.

We will provide also some practical examples of devices that make

use of such phenomena.
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4.2 Diffusion

The standard approach to studying propagation of waves in

disordered media is to use the diffusion equation. This approach

neglects any kind of interference effects, but it is able to grasp the

main physics of propagation of waves in disordered media.

The materials with which we deal every day are disordered

on optical length scales and are constituted of a random packing

of small units, each of these units scattering light. For example,

biological tissues contain cells, whose typical sizes are between

1 μm and a few tens of microns; concrete is made of grains,

microns to millimeters in size; and paint is made from submicron

grains. The transport of light in these materials is driven by a

multiple scattering process that gives the opaque aspect to objects.

Inside these materials the transport of light is the result of the

interference between the incident wave and the wave scattered by

every single constituent. This intricate situation makes that the wave

intensity distribution inside the system is extremely complex, and

depends on the exact position of every scatterer in that specific

disorder realization. The most striking effect resulting from this

complexity is the speckle pattern (Fig. 4.1).

The speckle pattern is the spatial profile of a coherent wave

transmitted (or reflected) though an opaque material. It is consti-

tuted of a random intensity distribution of bright spots and dark

=        I = 0

= 0=        I = Imaxa) b)

Figure 4.1 (a) The electromagnetic field incident on a disordered medium

accumulates a random phase during its propagation. In each point, the

intensity of the field is the sum of all these random-phased contributions,

which implies a random intensity distribution. (b) Example of a speckle

pattern obtained by shining a sheet of paper with laser light. The bright and

dark spots are the speckles.
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spots, where the intensity goes to zero. A typical speckle pattern

can be observed by shining an opaque material with a laser pointer

and looking at the transmitted light on the wall. Nevertheless in

daily life we are used to seeing the transmission and reflection from

opaque materials as a smooth and diffuse illumination. This is due

to the common light sources that are incoherent and broadband,

thus providing a mechanism to smooth out the speckle fluctuations

by averaging the intensity distribution over wavelength. Moreover,

movements of the scatterers, in fluids, glasses, or moving media,

provide another mechanism that averages out interference effects

and provides the familiar diffuse aspect to light coming from opaque

systems. By contrast the description of the averaged transport of

light intensity is less complicated than the full description of wave

transport. Indeed, by averaging over disorder the wave equation,

it is possible to describe the transport of the intensity of light in

terms of a random walk that leads to the diffusion equation. Given

the complexity of the topic, in the following sections we will only

show the main steps of how to derive the diffusion equation in a

rigorous way, starting from the equation for electromagnetic waves.

The full treatment with further details can be found in the book by

E. Akkermans and G. Montambaux [22] or in the book by P. Sheng

[23]. There are also many reviews that deal with the propagation

of waves in disordered systems in the mesoscopic regime. Among all

these we suggest the review by T. M. Nieuwenhuizen and M. C. W. van

Rossum [24] that treats in a deeper way the problem of the multiple

scattering of classical waves.

4.3 Light Transport: Microscopical Description

To describe the transport of an electromagnetic wave in a disordered

medium, we have to solve the wave equation, taking into account the

random permittivity of the material. For the sake of simplicity we

consider light as a scalar wave, neglecting all effects of polarization,

but it is possible to generalize the approach for vector waves. The

vectorial model shows that the scalar wave approach is a good

approximation if the scattering is isotropic on average. More in

general, the mean free path and diffusion constant become tensorial
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quantities. In the following section we will study multiple scattering

in isotropic materials, where a scalar approximation is valid. The

wave equation thus reads

[∇2 + k0ε(r)]E (r, k0) = j(r) (4.1)

where E (r, k0) is the electromagnetic field, k0 is the free-space

wavevector, j(r) is the source current density, and ε(r) is the

position-dependent permittivity. We now make the assumption that

the disordered material is composed by a set of randomly placed

scatterers, having a certain polarizability α(r). In this case, the

permittivity is given by

ε(r) = 1 +�iα(r − ri ). (4.2)

For simplicity it is possible to assume that the size of the

scatterers is much smaller than the wavelength. This implies that

each scatterer can be described as a point dipole, which allows

us to simplify α(r − ri ) = αδ(r − ri ). One of the most useful

approaches to solve Eq. 4.1 is to use the Green’s function method,

which allows us to get the solution for any source distribution

inside the system. This approach describes multiple scattering by

decomposing light transport in a sequence of scattering events with

free-space propagation in between.

Green’s function g(r, r0; k0) describes the electric field at the

point r due to a point source at the point r0:

[∇2 + k0ε(r)]g(r, r0; k0) = δ(r − r0) (4.3)

To derive the general solution of the wave equation we can use

the linearity of Maxwell’s equations with respect to the electric field.

The electromagnetic field due to a sum of sources distributed with a

source density j(r) is given by

E (r) =
∫

dr ′ j(r′)g(r, r′; k0). (4.4)

Because the Green’s function formalism allows us to decompose

the propagation of light within a disordered medium in a sequence

of scattering events, it makes sense to solve Eq. 4.3 in free space and

in the single scattering configuration. In free space ε(r) = 1 and in

3D space Green;s function is

gR , A(r, r0; k0) = − 1

|r − r0|e±ik0|r−r0|, (4.5)
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where the subscripts R and A correspond to the anticasual (− minus

sign) and casual (+ plus sign) solutions. The two solutions are the

advanced Green’s function (gA
0 ) and the retarded Green’s function

(gR
0 ). They represent a spherical field distribution in free space that

expands (causal solution) around the source or contracts onto it

(anticausal solution). The two solution are related by

gA
0 (r, r0; k0) = gR

0 (r, r0; k0)∗. (4.6)

Because the world is causal, we have to use the retarded Green’s

function to calculate the electromagnetic field distribution:

E (r) =
∫

gR
0 (r, r′; k0) j(r′)dr′. (4.7)

In the following section, the retarded Green’s function will be

noted by g.

4.3.1 Single Scattering

Let’s suppose we have one single scattering center in empty space.

The wave equation becomes

[∇2 + k2
0]g(r, r0; k0) = δ(r − r0) + V1(r)g(r, r0; k0), (4.8)

where V1(r) = −k2
0α(r) is the single scattering potential. Using

Eq. 4.7, the wave equation can be written as follows:

g(r, r0; k0) = g0(r, r0; k0) +
∫

dr1g0(r, r1; k0)V1(r1)g(r1, r0; k0),

(4.9)

which represents a self-consistent equation that can be solved by

expanding the second term in an iterative way. The solution of the

wave equation is then expressed as an expansion of the free-space

Green’s function

g(r, r0; k0) = g0(r, r0; k0) +
∫

dr1g0(r, r1; k0)V1(r1)g0(r1, r0; k0)

+
∫

dr1dr2g0(r, r2; k0)V1(r2)

×g0(r2, r1; k0)V1(r1)g0(r1, r0; k0) + . . . (4.10)

The above equation can be written in diagrammatic form by

using the following conventions for the free-space Green’s function
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and the scattering potential:

g0 = (4.11)

V = ◦ (4.12)

With the above definitions, Eq. 4.10 can be written in a more

readable form:

g = + ◦ + ◦ ◦ + ◦ ◦ ◦ + . . . ,

(4.13)

where the dotted line (◦ ◦) connects scattering events that

happen on the same scattering center. This is indeed the key concept

of the scattering mechanism of light. Indeed, despite the fact that

we are dealing with a single scattering in empty space, the resulting

Green’s function (i.e., the scattered electric field) is the sum of

many amplitudes, that is, the sum of the field that comes directly

from the source, plus the field scattered once by the scatterer,

plus the field recurrently scattered. Indeed the electromagnetic

polarizability of the scatterer is driven by the total field, that is,

the sum of the incident field and the field emitted by the scatterer

itself. In other words the incident field polarizes the scatterer, which

emits an electromagnetic field, which modifies its own polarization,

which modifies consequently the scattered field, and so on. This is

essentially a self-consistent process that can be further schematized

by defining the t-matrix, which in diagrammatic form reads as

follows:

t = × = ◦ + ◦ ◦ + ◦ ◦ ◦ + ◦ ◦ ◦ ◦ + . . . (4.14)

The t-matrix completely describes how a scatterer radiates the

scattered field from the incident field. The definition of the t-matrix

is very convenient also because it allows us to express Green’s

function as

g = + × . (4.15)

The meaning of this equation in very simple. Indeed, the

electromagnetic field traveling from one point in space to the other

is the sum of the nonscattered field, plus the field radiated by the

scatterer, taking fully into account the self-consistent contribution

of the scatterer.
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4.3.2 Multiple Scattering

Because the transport of the electromagnetic field in a multiple

scattering regime is a sequence of free-space propagations and

scattering events, we are now in the right condition to evaluate it. We

start again from the wave equation with a potential that describes

the multiple scattering V (r) = ∑
i V1(r − ri ):

g(r, r0; k0) = g0(r, r0; k0) +
∫

dr1 g0(r, r1; k0)V (r1)g(r1, r0; k0).

(4.16)

Following the previous notations, and introducing the t-matrix,

we then find the following diagrammatic form that summarizes the

process of the multiple scattering:

g = + × + × ×
+ × × × + × × ×
+ × × × × + . . . (4.17)

This equation describes comprehensively the process of multiple

scattering of the electromagnetic field. Its meaning is the following:

The transport of the field in a disordered material can be viewed as

the sum of the unscattered field, plus the field scattered one time

inside the material, plus the field scattered two times, plus the field

scattered three timess, and so on (see Fig. 4.2). To solve exactly

r0

r1

g(r )?1

r0

r1g(r ) =1 ...
r0

r1

r0

r1++ +

Figure 4.2 Multiple scattering expansion: the field traveling from one point

in the space r0 to another point r can be viewed as the sum of the field

following every possible trajectory. The total field is the sum of the

unscattered fields, plus the field scattered only by one scatterer, plus the

field scattered from two distinct scatterers, plus the field scattered from

three scatteres, and so on.
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this equation we have to know the precise position of every single

scatterer. If this is the case, the solution of the multiple scattering

equation gives the exact speckle patter that such arrangement of

scattering center generates. In practice it is impossible to know

exactly the position of every single scatterer and indeed we are used

to dealing with ensemble averaged quantities. It is thus more natural

to look for Green’s function averaged over disorder, a quantity that

is independent of the precise position of each scattering center and

thus gives the average properties of the disordered medium. The

averaged, or dressed, Green’s function is

< g >= G = = + ⊗ + ⊗ ⊗
+ ⊗ ⊗ ⊗ + ⊗ ⊗ ⊗
+ ⊗ ⊗ ⊗ ⊗ + . . . , (4.18)

where ⊗ =< × >=< t >= T is the averaged T -matrix. To grasp

the physics behind the multiple scattering process and to simplify

the diagrammatic notation, it is possible to define the self-energy

�. This quantity represents the sum of all multiple scattering paths

(all diagrams) that cannot be split in a smaller scattering sequence

without neglecting a sequence that represents recurrent scattering.

These diagrams are commonly called irreducible diagrams.

� = ⊗ + ⊗ ⊗ ⊗ + ⊗ ⊗ ⊗ ⊗ + . . . (4.19)

Thanks to the introduction of the self-energy the wave equation

becomes

G = = + � (4.20)

This is the well-known Dyson equation. It is valid for any

multiple scattering system because it was obtained without any

approximation. Taking a step back and using the definitions of

diagrammatic notations, we can rewrite the Dyson equation in real

space:

G(r − r0; k0) = g0(r − r0; k0) +
∫

dr2

∫
dr1g0(r − r2; k0)

×�(r2, r1; k0)G(r1 − r0; k0) (4.21)

Conceptually this equation expresses Green’s function as the sum

of the field following all possible sequences of single scattering
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events. All the possible sequences are contained in the self-energy

term �. The solution of the Dyson equation is subject to the exact

knowledge of all possible trajectories that the waves follow during

the multiple scattering process. If for a moment we assume to know

all the possible trajectories, by adding all the contributions it would

be possible to calculate the self-energy of the system. Unfortunately,

the sum of all the diagrams contributing to� is not known, and it is

necessary to make some simplifications to go further.

The first and most simple approximation we can do is to neglect

the recurrent scattering diagrams. This approximation holds in

dilute systems, while for denser systems the effect of such a diagram

can be included in the effective medium description. The self-energy

of the system reduces to the disorder average of the t-matrix. For a

homogeneous material, with a density of scatterer N , we have

�(r2 − r1) = ⊗ = NT δ(r2 − r1). (4.22)

Within this approximation the Dyson equation becomes

G(r−r0; k0) = g0(r−r0; k0)+
∫

dr1 g0(r − r1; k0)NT G(r1 − r0; k0).

(4.23)

The solution of the Dyson equation in real space is

GR (r − r0; k0) = − 1

4π |r − r0|e±i K |r−r0|, (4.24)

having defined

K =
√

k2
0 + NT ≈

√
k2

0 + N�(T ) + i N
2k0

�(T ), (4.25)

where �(T ) and �(T ) are the real and imaginary parts of the t-

matrix. The interpretation of the solution of the Dyson equation

4.24 in the regime of single scattering approximation has a simple

meaning: the propagator (Green’s function) in a multiple scattering

3D system is a spherical wave whose wavenumber K is renormalized

by the disorder. The real part of the wavenumber models the

modification of the refractive index due to the presence of the

scattering centers, while the imaginary part induces a damping of

the field oscillations, whose decay constant defines the scattering

mean free path 
s of the disordered system, through the relation

1


s
= N

k0

�(T ) = Nσs .
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Here σs is the scattering cross section of the scatterer. We then found

the definition of one of the most important quantities in the physics

of multiple scattering: the scattering mean free path 
s . Practically

speaking this quantity represents the maximum distance that we can

observe when we look at an object on a foggy day. If, for example,

visibility is a few tens of meters, this means that the mean free

path of the visible light, when it propagates inside the fog, is of

this order. Finally, if the size of the scatterers is comparable to the

wavelength of the electromagnetic wave, we have to renormalize

the scattering mean free path with the angular averaged scattering

cross section of the scattering center. In this case the important

quantity that identifies the ability of a disordered system to scatter

the propagating wave is identified by the transport mean free path


t = 
s/(1− < cos θ >), where < cos θ > is the angular average of

the differential scattering cross section of the scatterer.

4.3.3 Transport of Intensity

Up to this point we have described the propagation of the elec-

tromagnetic field in a disordered medium. We are now interested

to derive the equation that describes the propagation of intensity

of the field. Because many of the steps that we have to follow to

derive the equation for the propagation of intensity are very similar

to those for the propagation of the field, we will show only the

key steps that lead to the diffusion equation after the appropriate

approximations.

The propagator of intensity p(r, r0, �) is the product of the

advanced and retarded Green’s functions:

p(r, r0, �) = gR
(

r, r0, ω + �

2

)
gA
(

r, r0, ω − �

2

)
, (4.26)

where ω is the frequency of the field, while � is the frequency

of the modulation of the envelope of the intensity. Following the

previous diagrammatic notation, the expression for the product

of the advanced and retarded Green’s functions is represented by

coupling the diagrammatic expansion of gR with that of ga .
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p(r, r0, �) = gR gA

= +
×

×
+

× ×

× ×
+

× ×

× × ×
(4.27)

It is now possible to calculate the average propagator P(r − r0,

�) =< gg∗ > that reads as

P(r − r0, �) = + R (4.28)

The calculations have been made by grouping all averaged

diagrams into a unique operator called the reducible vertex R.

The first term describes the transport of the unscattered intensity

Ps (r − r0, �), while the second term describes the transport of the

multiply scattered intensity. In analogy with the definition of the

self-energy it is possible to define the quantity U (r2, r1) as the sum

of all irreducible diagrams for the intensity and finally after some

calculation we find the equation that describes the transport of the

intensity of the electromagnetic field in a disordered medium, better

known as the Bethe–Salpeter equation:

P(r − r0, �) = Ps (r − r0, �)

+
∫

dr1 dr2 Ps (r − r2, �) U (r2, r1) P(r1 − r0, �)

(4.29)

This is just a re-expression of the wave equation in a form

suitable for intensity transport through a disordered medium. No

hypothesis have been made so far on the type or strength of

the disorder. As for the case of the Dyson equation, the solution

of the Bethe–Salpeter equation requires the exact knowledge of

all possible diagrams. This implies that we have to make some

approximation in order to find an explicit solution. First of all we can

neglect the recurrent diagrams. Indeed all the diagrams that do not

follow the same sequence of scatterers for both the advanced and the

retarded Green’s function give a zero contribution because they have

an uncorrelated phase at the output surface of the material. This

means the advanced and retarded Green’s functions have to follow
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r0 r1 r0 r1
Figure 4.3 Schematization of the scattering sequence that mainly con-

tributes to the calculation of P(r2, r1). (a) The ladder diagram where both

the advanced and retarded Green’s functions follow the same sequence of

scatterers in the same direction. (b) The crossed diagram where the Green’s

function follows the sequence of scatterers in opposite directions.

the same sequence of scatterers (in the same order or in the opposite

order) to give a nonzero contribution to the dressed Green’s function

of the system (see Fig. 4.3). The two possible paths illustrated in

Fig. 4.3 are the ladder diagram and the crossed diagram.

The ladder diagram represents the schematization of the well-

known random walk, while the crossed diagram represents the most

important correction: the fact that the electromagnetic wave is not

following a real random walk, being a wave and not a particle. So

far the approximation that we did has been to neglect the recurrent

scattering diagram. As mention before, this approximation is valid

only for dilute system and does not work in the regime of strong

scattering. With this hypothesis, the reducible vertex is given by

R(r2, r1, �) = L(r2, r1, �) + C (r2, r1, �). (4.30)

If we are interested in the contribution of the transport

that is dominated by the pure random walk, neglecting all the

interference effects induced by the multiple scattering of partial

waves propagating inside the system, we can also neglect the

crossed diagram, and the reducible vertex reduces to R(r2, r1, �) =
L(r2, r1, �). Without going too much into detail of the calculation,

it is possible to demonstrate that within the ladder approximation,

the propagator P(r − r0, �) is proportional to the ladder vertex

L(r, r0, �), where the proportionality constant is the square of the

scattering mean free path 
2
s . Finally making the Taylor expansion

of P(r1 − r0) around r1 = r0, and using symmetry arguments it is
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possible to obtain the diffusion equation for the propagator:

(−i�− D0∇2)P(r, r0, �) = δ(r − r0), (4.31)

where the diffusion constant D0, called the Boltzmann diffusion

constant, as we have neglected the influence of interferences, is

given by

D0 = c
s

d
, (4.32)

where c is the speed of light, 
s is the scattering mean free path,

and d represents the dimensionality of the system. Summarizing,

we have demonstrated that the propagator of the intensity of an

electromagnetic wave traveling in a disordered dielectric medium

obeys the well-known diffusion equation when all the effects

induced by interference are neglected. The steps that we followed

to demonstrate Eq. 4.31 are:

• Write the wave equation in vacuum. Green’s function

formalism.

• Write the wave equation for a single scattering ⇒ diagram-

matic representation.

• Write the wave equation for many scatterers. Averaging

over many realization of disorder ⇒ Dyson equation.

• Generalize the Green’s function formalism for the propa-

gation of intensity, averaging over disorder realization ⇒
Bethe–Salpeter equation.

• Neglect the recurrent scattering diagram, neglect the

crossed diagram ⇒ diffusion equation.

Despite all the approximations that we did that eventually

neglect all the interference effects, the diffusion equation represents

one milestone in the study of propagation of light through

disordered media. For any system where λ < 
s < Lc < L,

where Lc is the coherence length of the wave and L is the size

of the disordered system, the diffusion equation describes the

propagation of light in a very satisfactory way, provided that the

diffusion constant or the scattering or transport mean free path is

known a priori. A sheet of paper, fog, clouds, human tissue, and

interstellar vacuum with dust are systems that can be described

within the diffusion approximation. On the other hand, when the
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wavelength of a wave becomes comparable with the scattering

mean free path, interference effects become important and we

have to go beyond this approximation. This is the case of strongly

scattering media, as, for example, very dense powder or artificial

disordered photonic meta-materials. In these materials interference

effects renormalize the diffusion constant D, eventually blocking

the propagation of light. This is the regime of disorder-induced

localization, better known as Anderson localization of waves.

The theoretical description of localization of light is extremely

complicated because we should take into considerations all the

diagrams in the multiple scattering expansion. This is not possible

and many alternative theories that take into consideration only part

of the diagrams have been proposed, as, for example, self-consistent

theory [25]. Up to today there is no theory that is able to describe

the regime of strong scattering in a simple and satisfactory way. The

only way is to develop ab initio numerical calculations that are very

accurate but very poor from a physical point of view.

4.4 Anderson Localization of Light

Anderson localization of waves is a second-order phase transition

that occurs in disordered scattering materials [8]. The transition

separates the diffusive regime from the localized regime. The

parameter that drives the transition is the strength of the disorder

that can be identified with the k
s parameter, where k is the

wavevector of the propagating wave. This parameter measures

the ratio between the scattering (transport) mean free path 
s

(
t) and the wavelength of the wave λ/nef f inside the material.

When tk
s is close to unity, the wave becomes scattered every

optical cycle, meaning that the interference effects become the

dominant mechanism for the transport properties of the material.

For k
s ≤ 1 the wave is not more able to propagate and becomes

localized inside the system, making the material an insulator for

light. Thus Anderson localization is a phase transition between

diffusive metallic materials and localizing insulating materials. It

is indeed known as metal–insulator transition (MIT). The concept

of localization is very general and thus it holds for any kind of
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Figure 4.4 Different regime of scattering. The regime of single scattering

is established when the wavelength of the wave is much shorter than

the scattering mean free path that is comparable with the size of the

system. In this regime, a photon generated inside the material undergoes

a single scattering event before escaping from the sample (left). The

diffusive regime is established when the wave is able to perform many

scattering events before escaping the material (middle). The localization

regime is established when the scattering strength is extremely high and

the generated photons cannot escape from the material where it has been

generated (right). In this case the material becomes an insulator for light.

wave, classical (electromagnetic, sound, and seismic waves) and

quantum (electronic and Bose Einsteins condensate waves), that

are propagating in their respective scattering medium. Originally

conceived for electronic waves, functions that are propagating in

a ordered lattice with a small degree of structural disorder to

explain the strange insulating behavior of conductors, it has been

generalized to a system where the disorder is not a perturbation of

the underlying ordered lattice but it is the main characteristic of the

material. The phase transition is induced by increasing the degree

of structural disorder until the wave that is propagating inside the

material is not more able to propagate due to the formation of closed

multiple scattering loops (see Fig. 4.4).

Anderson localization being a phase transition, it depends on the

dimensionality of the system. Strictly speaking only 3D disordered

and infinite materials show a well-defined phase transition with

a mobility edge (the energy threshold above which the material

become an insulator). The opposite situation happens for 1D

disordered and infinite materials, in which localization of waves is

always possible, independently on the degree of disorder. The only

requirement is that the size of the sample must be much larger that
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the localization length of the waves. In the middle between these two

opposite dimensionalities we found 2D disordered systems.

Two is the critical dimension for Anderson localization. The

theory and all the experiments show no phase transition in two

dimensions [26]. This means that it is easy in principle to observe

Anderson localization in 2D; the only requirement (as for the case

of a 1D system) is to realize a sample larger than the localization

length.

Experimentally, the realization of a material where transport

is truly 2D can be addressed, taking advantage from the last

development made in the field of photonic crystals on slab

waveguides that offer an interesting and efficient method for this

purpose [27].

As previously said Anderson localization is a general concept

that in principle holds for any kind of wave. Even only focusing

to classical waves and in particular on electromagnetic waves, the

literature is extremely wide. Since the physics of 2D disordered

structures is simple, intuitive, and complete, the rest of the section

will be focused on 2D structures, showing how it is possible to

localize light and how it is possible to experimentally characterize

them. Finally we will show that single localized modes can be

engineered, inducing an artificial coupling in the weak as well in the

strong regime between such modes. At the end of the chapter we will

show potential application of 2D disordered photonic structures in

the field of photovoltaics.

4.4.1 Localization of Light in Two Dimensions

Up to now, 2D localization of electromagnetic waves has been

observed in the microwave regime [15, 28] and in the near-infrared

regime [18]. Also the localization of the transverse component of

a light wave propagating in an optical fiber has been observed

[17]. One of the simplest systems that shows light localization in

two dimensions is based on disordered photonic crystals on slab

waveguides (see Fig. 4.5).

The transport of light in this class of systems is driven by modes

characterized by resonances of finite spectral width and spatial

extent. Such resonances are generated by the interference between
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Figure 4.5 (a) Scanning electron microscopy images of disordered samples

with filling fraction f = 0.35 and hole diameters hd = 215 nm. The

inset of panel (a) shows the suspended photonic membrane clamped at

its edges. (b) Schematic representation of the multiple scattering of guided

waves. Each scattering event produces guided and radiative wavevectors.

The balance between the amount of guided and radiative components

determines the lifetime of localized modes.

multiple scattered light waves [23, 29] whose directions and phases

are randomized in a complex manner, yet giving the possibility

to define photonic modes with a characteristic spatial profile and

lifetime. Figure 4.6 (left) shows the intensity profile of a delocalized

mode, the envelope of which is only determined by the boundary

of the sample and the typical intensity profile of a localized mode

composed of a collection of speckles whose average amplitude

decreases exponentially (Fig. 4.6, right).

Figure 4.5 shows the experimental realization of a sample that

is able to localize light [20]. The samples is a 320 nm thick GaAs

planar dielectric waveguide, optically activated by the inclusion of

three layers of InAs quantum dots (QDs) in the middle plane of the

slab and patterned with disordered distributions of circular holes.

The membrane is suspended in air and clamped at its edges in order

to obtain a symmetric high-contrast planar waveguide. The lateral

size of the square pad is L = 25 μ. To obtain light localization in the

infrared regime (the wavelength range where the QDs are emitting

ranges from 1.1 μ to 1.4 μ), we have to choose the right structural

parameter. The size of the holes is around 200 nm, while the filling

fraction (the ratio between the area occupied by the holes and the

total area) is around f = 0.35. The high scattering cross section of

air holes, together with the high value of the filling fraction, makes

that the sample is deeply in the localization regime and the recurrent
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Figure 4.6 Numerical calculation of the intensity profile of a delocalized

mode (left) and a localized mode (right). The delocalized mode is able to

connect two different regions of the sample providing the metallic behavior,

while the localized mode is well confined within a small portion of the

sample, isolating such a region from the rest of the sample.

scattering diagrams become fundamental in determining the optical

properties of the material.

This system can be easily studied by using a near-field scanning

optical microscope (SNOM) used in an illumination/collection

geometry at room temperature. The QDs are excited through the

SNOM tip and the photoluminescence (PL) signal is recorded by

the same tip and it is dispersed in a spectrometer and detected by

an InGaAs array. This allows one to record point by point (with a

combined spatial and spectral resolutions of 200 nm and 0.5 nm,

respectively) the local PL emission spectrum of the QDs. These kinds

of measurements provide simultaneous spectral information and

spatial distributions of the optical modes.

Figure 4.7 shows the typical intensity distribution of two

localized modes that are characterized by a main intensity peak

surrounded by speckles with lower intensities. This is indeed the

typical feature of a localized mode, that is, a collection of many

speckles with amplitudes that decrease as a function of the distance

from the ideal center of mass of the mode. The finite spatial extent

is the main characteristic that implies the insulator characteristic of

the disordered material. In other words, a photon orbiting within

a localized mode does not feel the sample outside its localization

length, defined as the distance over which the amplitude of the

intensity decreases by a factor 1/e. The typical localization length
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Figure 4.7 Example of two localized modes with a small degree of spatial

overlap. Each mode is composed of many speckles with different intensities.

The probability to find overlapping localized modes is very low, locally

breaking the insulator regime of the material. These modes are better

known as “necklace states” of the second order, being created by the

coupling between two localized modes.

of modes shown in Fig. 4.7 is of the order of ξ � 1μ. It is important

to remember that the localization length ξ is a statistical parameter,

and it make sense when averaged over a large number of localized

modes.

4.4.2 Hybridization of Localized Modes

Even if the two modes shown in Fig. 4.7 are well separated, they

share a small portion of their tails, so the two modes can in principle

“talk” to each other by forming an open transmission channel that

connects two different regions of the sample. This is exactly the

case of the two modes shown in Fig. 4.7. To demonstrate that two

localized modes are able to talk to each other, we have to find a way

to change the resonant frequency of one of these two modes and see

what happens to the energy of the other mode. In the case where

there is no coupling, the energy of the unperturbed mode will be

unaffected by the perturbation, while in the opposite case we have to

see some modification also in the energy of the unperturbed mode.

To control the energy of one of the localized modes in a

broad spectral range, it is possible to exploit a postfabrication

technique based on laser-assisted micro-oxidation. This technique

is able to permanently and locally (� 1μ2) modify the dielectric

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Anderson Localization of Light 149

Figure 4.8 The two localized modes shown in Fig. 4.7, having highlighted

the region of spatial overlap. Thanks to this overlap the two modes are

able to interact in the strong coupling regime. The white circle identifies

the region where the local perturbation is performed. The interaction is

demonstrated by looking at the separation of the two resonant frequencies

that follows the typical behavior of an avoided crossing between the two

resonant frequencies.

environment by reducing the effective GaAs membrane thickness

and by increasing the effective pore diameter [22]. It has been

successfully used to gently blue-shift the resonance frequency

of photonic-crystal-based cavities and has also been theoretically

proposed as a way to change the nature of the modes in a strongly

disordered system [19]. The inset of the right panel of Fig. 4.8 shows

the cartoon of the laser-assisted oxidation technique, implemented

by illuminating the sample with an SNOM tip, that is able to

selectively identify a precise region of the sample, eventually where

one of the localized modes has its maximum intensity. The central

panel of Fig. 4.8 shows the intensity profile of The perturbed

mode (Mode B), and the white circle identifies the region where

the laser-assisted oxidation is performed. Indeed this region is in

correspondence with the maximum of Mode B but is far from Mode

A. The right panel shows the splitting between the mode resonant

wavelengths as a function of the exposure time (�A B = λA −λB ) that

initially decreases, reaches the minimum value around �t � 170

min, and then increases again. The black solid line is the result of the

fit of the experimental splitting with the expected strong coupling

behavior [30]. The minimum experimental splitting �0
A B gives the

interaction strength g from �0
A B = 2g = (3.55 ± 0.25) nm that,

compared with the average full width and half maximum (FWHM)
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of the two modes �λ = (3.00 ± 0.08) nm means that the two

modes are just at the onset of strong coupling. It is important to

underline that the occurrence of overlapping localized modes in a

disordered photonic material is very rare. These special modes that

are born from the hybridization of two localized modes are better

known as necklace states and have been theoretically predicted

in 1D, 2D, and 3D disordered systems. Their occurrence is rare

because they are formed by two or more modes with a reasonable

spatial and spectral overlap. Despite their scarcity, necklace states

play a fundamental role in the transport properties of a disordered

material because their occurrence is the signature of the opening

of a new transmission channel inside the insulator material. They

has been observed in 1D and 2D disordered systems, but no

experimental evidence has been reported so far in 3D disordered

systems.

4.5 Light-Trapping Mechanism for Photovoltaic
Applications

Disordered photonic materials in the regime of strong scattering

are able to confine light very efficiently. As the mode becomes

confined in space, its lifetime increases, thereby increasing the

residence time of the light within the material. The trapped

light performs many oscillations before escaping from the sample,

thus increasing the probability to be absorbed. This is the basic

principle that leads to the possibility to use disordered photonic

materials in the field of thin-film photovoltaics by substituting thick

and homogeneous active layers, where photons propagate freely,

with ultrathin engineered disordered active layers, where photons

remain trapped for a longer time.

This basic and simple idea dates back to the half of the eighties

[31], when S. John demonstrated that the effect of a small imaginary

part to the dielectric constant ε, on the propagation of waves in a

disordered medium near the Anderson transition, induces a near

divergence of the absorption coefficient. From a broader point of

view that includes also disordered materials in the diffusive regime,

the effect of the increased absorption coefficient can be attributed to
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the extremely slow diffusive propagation of energy in the disordered

medium.

A coherent light-trapping mechanism can thus improve cell

efficiency, since it allows it to absorb light in ultrathin layers, which

in turn provide better collection of photogenerated charge carriers

[32]. At the same time it is possible to decrease the time needed

to grow the active layer, thus also reducing the amount of raw

materials, and finally decrease the ratio between the production

cost of the cell with respect to the photogenerated electric power.

Generally speaking, among all the loss mechanisms that decrease the

efficiency of a solar cell, the losses due to incomplete light trapping

account for a 5% roughly, thereby giving rise to a great interest in

the field of optical density of state engineering of photonic materials.

Disordered materials play a fundamental role in this case because

they have a large degree of freedom that allows optimal engineering

of the optical density of states within a large bandwidth of operation

[4].

4.5.1 Early Designs and the Problem of Collection
Efficiency

Despite the basic idea to trap light by exploiting interference

effects in the strong scattering regime, thus increasing light–matter

interaction, up to today the most practical solution is one that makes

use of disordered photonic materials, besides the use of disordered

gratings or rough surfaces [33, 34]. These approaches have nothing

to do with the mechanism of light trapping. The integration of rough

surfaces just above the active material allows one to diffuse the

incident light, maximizing the optical path of each light ray and

therefore the probability to be absorbed. Other advantages come

from the decrease of the reflection coefficient of the incident light,

thanks to better refractive index matching between the absorber

and the external world. Moreover this approach does not directly

modify the active materials and does not influence their electronic

properties. The upper limit for the absorption enhancement that can

be reached by using the diffusing mechanism has been calculated by

E. Yablonovitch [35]. Within the optic ray approximation, the limit

sets the maximum absorption enhancement of a rough surface (in
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double-pass configuration), respect to flat (single-pass) geometry.

This limit is 4n2 sin2 /θ , where n is the refractive index of the

active layer and θ is the angle of the emission cone in the medium

surrounding the cell. By roughening a slab of silicon and putting on

the bottom of it a back reflector it is theoretically possible to enhance

the absorption by a factor of 50 in the visible range. Despite the

fact that this limit does not take into account interference effects,

it represents a reference value for absorption enhancement in a

photovoltaic material.

One possible implementation of a solar cell that exploits the

diffusion-enhanced mechanism can be achieved, for example, by

smearing the surface of the active material with a disordered

arrangement of scatterers, for example, small dielectric spheres, or

more simply by gently roughening its surface. Figure 4.10 shows

schematic representations of solar cells that exploit the principle of

multiple scattering.

The standard architecture is a flat surface (Fig. 4.10a) where a

possible ARC is deposited on its top. The optical path length is not

altered and the absorption is limited by the single or double pass of

the photon through the active layer. Only increasing its thickness it is

possible to enhance the absorption efficiency. Figure 4.10b,c shows

two possible implementations to use random scattering and thus

enhance the absorption efficiency. In the first case the presence of

disordered arranged dielectric spheres on the top of the active layer

is able to spread the light through the active material [36], while in

the second case the same result is achieved by roughening its surface

[30, 37–40]. In both cases it is possible to decrease the amount of

reflected light and increase the optical path length within the active

layer.

To exploit the potential of disordered photonic systems and

benefit from the coherent light-trapping mechanisms, we have to

heavily perturb the active material by including dielectric scatterers

inside it. This allows us to completely manage the flow of light

within the material. Figure 4.10d shows the basic principle of the

coherent light-trapping mechanism, depending on modal coupling.

In this case the wave nature of light is completely exploited being

the thickness of the active layer and the typical pitch of the

photonic material comparable with the incident wavelength. The
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Figure 4.9 (a) The ability of an antireflection coating (ARC) to maximize

optical absorption is limited because the optical path length is not altered.

(b) Incoherent or geometric light trapping where random scattering is

used to increase the optical path length inside the photoactive region. (c)

Coherent light trapping where interference, diffraction, and optical electric

field concentration are exploited to enhance the likelihood that an incident

photon is absorbed in the photoactive region.

amount of coupled and reflected light, the acceptance angles, and

the polarization response can be engineered by playing with the

size, etch depth, and positional correlation of the scattering centers,

changing to all intents and purpose the optical density of states

of the disordered material [4]. Recently it has been theoretically

demonstrated that by fully exploiting the potential of coherent light-

trapping mechanisms, it is possible to overcome the Yablonovitch

limit. This is possible if one is able to confine the guided mode within

the active material to a deep-subwavelength scale [41].

One of the drawbacks of the light-trapping mechanism is the

presence of scattering centers within the active materials. This is

detrimental for the overall cell efficiency because the surface of

each scatterer acts a recombination center for the charged carriers,

decreasing the amount of photogenerated current that reach the p-

n junction. One possible way to overcome this problem is to reduce

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

154 Disordered Photonics

ITO

n-aSi:H

i-aSi:H

p-SiNW

ZnO:Al

Figure 4.10 Scheme of the approach to integrate the p-n junction inside

each single scattering center. The radial geometry of the junction allows a

short carrier diffusion, minimizing the probability of an unwanted recombi-

nation mechanism. ZnO:Al: aluminum-doped zinc oxide; p-SiNW: p-doped

crystalline silicon nanowire; i-aSi:H: intrinsic hydrogenated amorphous

silicon; n-aSi:H: n-doped amorphous silicon; ITO: indium tin oxide [42].

as much as possible the distance that the electron–hole pairs have

to diffuse in order to avoid an unwanted recombination mechanism

[42]. Figure 4.10 shows the scheme of a possible solution. The p-n

junction is radially integrated directly inside the scattering center,

allowing a a very short carrier diffusion length. Taking inspiration

from this innovative architecture of p-n junctions, it is possible to

find solutions for each specific design that involve the light-trapping

mechanism.

4.5.2 Recent Designs to Coherently Manage and Trap the
Flow of Light in Ultrathin Dielectric Films

The most appropriate dielectric architecture to exploit the light-

trapping mechanism for photovoltaics driven applications is to con-

ceive them in planar waveguide configurations. In these materials

propagation and localization of light exploit the 2D multiple scatter-

ing of index-guided waves 4.5, thus leaving one of the planar surfaces

available for the in-coupling of incident light. The advantages of

the 2D architecture with respect to 3D arrangements of scattering

centers are many. The most important is that the probability to

trap light and create long living modes in two dimensions is much
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higher than in three dimensions [26]. Other advantages are related

to the intrinsic two-dimensionality of the system that leaves the

third degree of freedom available for a direct optical access to,

for example, couple and detect light and for local engineering of

the material [20]. Finally planar architectures are compatible with

standard growing processes and can be integrated with electronic

components. All these requirements are fundamental to conceive

a solar-cell-based device. A coherent light-trapping mechanism has

been developed in 2D ordered photonic crystals, better known as

photonic crystal slabs [27]. This class of materials is able to confine

light in a region of a few cubic wavelengths, with lifetimes up to

nanoseconds, giving an opportunity to extremely enhance light–

matter interaction [43]. Nevertheless, such an ability comes at the

cost that they are optimized for a limited set of operating conditions,

that is, an extremely small frequency bandwidth, a narrow k-

vector acceptance cone, and a single polarization operation. By

introducing a small amount of structural disorder, the ability to

trap light decreases but the operating working conditions increase.

Indeed the lifetime of localized modes decreases to hundreds of

picoseconds or even less, while density of modes increases, and the

total acceptance angle widens. By further increasing the amount of

structural disorder the lifetime of the modes decreases drastically

and the spectral response becomes almost flat [4]. Figure 4.11 shows

the dispersion of the resonances in two different random media,

with a different degree of spatial correlation between scatterers’

positions [44]. The 3D architecture of such a system is similar to

that of Fig. 4.5, that is, a dielectric slab perforated with cylindrical

air holes that act as scattering centers.

For low frequencies around t/λ � 0.6 (t is the film thickness), the

resonance distribution exhibits a well-defined peak, corresponding

to a propagating mode with an effective refractive index. Increasing

the normalized frequency we observe a progressive broadening of

the peak distribution in the reciprocal space that is associated with a

stronger light scattering by the holes. When the effective wavelength

of the disordered mode is comparable to the length scale over

the which the material refractive index fluctuates, the resonance

broadly spreads over the reciprocal space, leading to an increase

of the k-vector density above the light line. The number of k-vector
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Figure 4.11 Resonance distribution of a disordered photonic material

realized on a slab waveguide. The dashed line is the light line. The

component of the dispersion above the light line radiates outside the slabs

and at the same time allows the coupling of the light inside the material.

The left panel shows the dispersion of an uncorrelated disorder material,

while the right panel shows the dispersion for a slab waveguide where the

positions of the scattering centers are correlated. The positional correlation

redistributes the amount of guided components of the modes with respect

to the radiative components, allowing a full density of state engineering of

the material.

components above the light line is directly related to the lifetime of

the localized modes, and for reciprocity, the same components allow

one to couple light inside the dielectric membrane by illuminating

it from the third dimension. The almost uniform distribution of the

resonances between k|| = 0 and the light line indicates that the

coupling efficiency depends only weakly on the angle of incidence of

light. By comparing the two panels it is easy to see that the

amount of resonance lying above the light line depends on the

normalized energy t/λ and on the degree of correlation. Indeed

by playing with structural parameters it is possible to engineer

and redistribute the amount of leaky resonance, thus enhancing

or depleting the probability to couple light inside the dielectric

film. By further increasing the degree of structural correlations

between scattering elements, the resonance distribution gradually

changes to that of a 2D photonic crystal. The benefit provided by the

coherent light-trapping mechanism in such disordered structures

is quite surprising. The calculated integrated absorption efficiency

of nanopatterned thin amorphous silicon (a-Si) films in the 600–

800 nm wavelength range of the solar spectrum is 53% for a

completely random pattern of scattering centers and 58% for
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the correlated case. These values have to be compared with the

same quantity for a bare (unpatterned) film that is 16% and for

the completely ordered counterpart (2D photonic crystal) that is

53% like in the random case. This is the main result that drives

the research around disordered materials to enhance absorption

efficiency. Indeed the value of the integrated efficiency suggests

that the disordered structure absorbs at least the same quantity

of incident light with respect to the perfect ordered case, with the

advantage that disordered materials are more attractive from a

large-scale production view, the structural disorder, always present

in the production phase, being part of the physical process that

increases the performance of the material. Realistic samples, made

of a single layer of a-Si of thickness = 930 nm, deposited on top of

100 nm of silver shows absorption enhancement of a factor of 1.5

and a weak dependence on the angle of incidence and polarization

of light [45].

4.5.3 Conclusions

The research field about the coherent light-trapping mechanism has

made a huge step forward in these last years, discovering that it

is possible to take advantage from the structural disorder on the

wavelength scale. Experimental results made on a-Si disordered

films are in agreement with the expected trend. On the other hand

there are huge steps to do to minimize unwanted recombination

mechanisms of electron–hole pairs, mechanisms that drastically

decrease the final efficiency of the solar cell. The proposed solution

of the radial junction architecture embedded inside dielectric rods

could be the right way to face and solve this problem. Neglecting

electronics-related issues, the theoretical efficiency of a solar cell

made by a single junction of silicon could increase by 5%, only

exploiting at its best light-trapping mechanism. This value should

represents a huge step forward in this field. To cover this gap

a careful understanding of the role that disorder plays in in

respect of local density of states and mode coupling is of crucial

importance to design photonic materials with better light-trapping

behaviors.
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5.1 Introduction

5.1.1 Terahertz Detection

Terahertz (THz) radiation, approximately defined in the 30−300 μm

range, lies in the region of the electromagnetic spectrum that is

often called the THz gap. The word “gap” originates from the

lack of compact, solid-state, coherent radiation sources. However,

this problem has started to be seriously addressed with the

development of quantum cascade lasers (QCLs) operating in the

THz range [1]. These semiconductor-based sources—though still

limited in operating temperatures—hold the promise of being a

core component of practical THz systems devoted to spectroscopy,
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sensing, and, more recently, imaging in a wide variety of application

areas (biomedical diagnostics, security, cultural heritage, quality

and process controls, etc.), mainly due to the fact that many

materials such as paper, plastics, and ceramics, which are opaque

at visible frequencies, are highly transmissive across the THz and

microwave ranges [2]. The other “THz gap,” which needs to be

overcome for imaging-oriented applications is the one concerning

detectors.

THz and sub-THz radiation detection systems can be classified

into two main categories, (i) incoherent detection systems (with

direct detection sensors), which are only sensitive to signal

amplitude and which, as a rule, are inherently broadband, and (ii)

coherent detection systems, which allow simultaneous detection of

signal amplitude and phase. Coherent detection is usually achieved

by employing heterodyne systems in which detected signals are

transferred, via mixers, to much lower frequencies (10–30 GHz)

and then amplified. Basically these systems are inherently selective

(narrow band). Frequently used mixers are devices having a

strong electric field quadratic nonlinearity. Examples are forward-

biased Schottky barrier diodes (SBDs), superconductor-insulator-

superconductor (SIS) tunnel junctions, semiconductor and super-

conducting hot-electron bolometers (HEBs), and superlattices (SLs)

[3]. Among the advantages of heterodyne detection techniques there

is (i) the possibility to be sensitive on both frequency modulation

and phase modulation; (ii) the negligible sensitivity to background

radiation noise, usually dominant in the THz range; and (iii) the

possibility to detect much weaker radiant signal powers compared

to direct detection. Clear disadvantages are (i) the need of beams

equally polarized, coincident, and equal of diameter and (ii) the

difficulty of producing large-format arrays. One figure of merit

conventionally employed to compare millimeter and submillimeter

detector performances is the noise-equivalent power (NEP). It is

a function of noise and responsivity and is defined as the value

of root-mean-square (rms) input radiant signal power W required

to produce an rms output signal that is equal to the rms noise N
value (signal-to-noise ratio [SNR] = 1). The lower the NEP, the more

sensitive the detector.
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In the case of thermal detectors intrinsic temperature fluctuation

noise (Johnson–Nyquist noise) defines the upper NEP limit as

N =
√

4kBT
Rth

, (5.1)

where kB is the Boltzmann constant, T is the temperature of

the thermistor, and Rth is the resistance between the detector

and the heat sink. Another critical aspect of what concerns THz

application requirements is the small photon energies of millimeter

and submillimeter detectors compared to the thermal energy (26

meV) at room temperature. Also the Airy disk diameter (diffraction

limit) defined by

A D = 2.44
λ f
d

(5.2)

is large, dictating a small spatial resolution for THz systems. Here

f is the focus length of the optical system and d its input diameter.

Finally, detector performances are usually characterized by means

of the specific detectivity (D∗), which is equal to the reciprocal of

NEP, normalized per square root of the sensor area and frequency

bandwidth (�ν), or alternatively via the detector responsivity Rν

directly related to D∗ by means of the noise spectral density N:

D∗ =
√

Aν
NEP

= Rν

√
A

N
(5.3)

Commercially available THz detectors are based on thermal sensing

elements that are either very slow (10–400 Hz modulation

frequency for Golay cells or pyroelectric elements, with NEPs

in the 10−10 W/
√

Hz range) or require deep cryogenic cooling

(4 K for superconducting HEBs), while those exploiting fast

nonlinear electronics (Schottky diodes) are usually limited to sub-

THz frequencies for best performances [3, 4].

From a technological point of view, Schottky diodes [4, 5] are the

prototypical electronic components for room-temperature detection

of high-frequency radiation. The operating principle exploits the

nonlinearity and asymmetry of the current–voltage characteristic

to generate, through rectification, a continuous signal out of the

oscillating incident electromagnetic field. Despite this simple idea,

practical implementations are often sophisticated, since electric
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transport in the device must be able to “follow” the radiation

frequency, requiring minimization of the RC time constant. State-

of-the-art technologies are based on vertical transport, featuring

metallic air bridges for contacting. However, these structures

are typically delicate and very demanding for array geometries.

Furthermore, performances drop rapidly with a frequency above 1

THz. More recently, electronic devices based on the gate modulation

of the channel conductance by the incoming radiation have been

realized in high-electron-mobility transistor (HEMT), field-effect

transistor (FET), and silicon metal-oxide semiconductor field-effect

transistor (Si-MOSFET) architectures, showing fast response times

and high responsivity (Rν) [6, 7], as well as the possibility of

implementing multipixel focal-plane arrays [8]. These technologies,

in principle easily scalable to even large arrays, are still limited by

detection cutoff frequencies of a few hundred gigahertz, above which

responsivity drops and cryogenics is required.

5.1.2 Detection Mechanism in FETs

The basic idea behind the operation of a FET detector is that the

channel of a FET can in principle act as a resonator for plasma

waves, whose frequency depends on the channel dimension. In the

presence of gate lengths in the μm or nanometer range, the plasma

frequency could cover the THz range. The operating mechanism of

a FET detector is not trivial [9] but can intuitively be interpreted as

deriving from the nonlinear dependence of the FET channel current

on the gate voltage near the pinch-off point. These devices have the

advantage that the responsivity can be maximized with the gate bias

VG , while measuring the output at the drain with no source–drain

bias applied, thus dramatically improving the SNR.

THz detection in FETs is mediated by the excitation of plasma

waves in the transistor channel (Fig. 5.1). The plasma wave velocity

in the gated region is typically noticeably larger compared to the

electron drift velocity. A strong resonant photoresponse is usually

predicted in materials having plasma-damping rates lower than both

the frequency ω of the incoming radiation and the inverse of the

wave transit time τ in the channel. To reach mobilities of at least

several thousand cm2/V s at frequencies> 1THz low temperatures
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Figure 5.1 (a) Schematic of a field-effect transistor (FET). (b) Plasma

oscillations in a FET.

are required. Under these conditions, stationary states arising from

the quantization of plasma waves over the gate width are excited

whenever VG is such that nπs/2Lg = ω, where n is an odd

integer, s the plasma wave velocity, and Lg the gate length. On the

other hand, when plasma oscillations are overdamped, that is, they

decay on a distance smaller than the channel length, broadband

THz detection is predicted [6]. In this case, the oscillating electric

field of the incoming radiation induced between source and gate

electrodes produces a modulation of both charge density and carrier

drift velocity [9]. Carriers travelling toward the drain generate

a continuous source–drain voltage, �u, controlled by the carrier

density in the channel that can be in turn maximized by varying VG .

High mobility at room temperature is therefore crucial to take full

advantage of resonant detection [10].

5.2 Nanowire THz Detectors

One-dimensional nanostructure devices are at the forefront of

studies on future electronics, although issues like massive paral-

lelization, doping control, surface effects, and compatibility with

silicon industrial requirements are still open challenges. On the

other hand, significant progress is recently being made in the

atomic- to nanometer-scale control of materials’ morphology, size,
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Figure 5.2 Top panel: Schematics of gold-assisted chemical beam epitaxy

(CBE) growth of InAs nanowires; scanning electron micrographs of a forest

of nanowires.

and composition [11], including the growth of axial [12], radial [13],

and branched [14] nanowire-based heterostructures.

Nanowires can be easily removed from the host substrate

(Fig. 5.2) and placed on top of a new functional one for individual

contacting, even in relatively large numbers, with a simple planar

technology very suitable for low-capacitance circuits. Therefore,

they represent, in principle, an ideal building block for implementing

rectifying diodes [3] or plasma wave detectors [6] that could be

well operated into the THz, thanks to their typical attofarad-order

capacitance. Surprisingly, despite the strong effort in developing

these nanostructures for a new generation of complementary metal-

oxide semiconductors (CMOS), memory, and/or photonic devices,
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Figure 5.3 Scanning electron micrograph of a nanowire-based FET: a THz

single-pixel detector.

their potential as THz radiation sensors has not been explored so

far.

FETs based on InAs nanowires (Fig. 5.3) [15, 16] have attracted

considerable attention in the last years mainly due to the excellent

properties of InAs for electron transport. InAs has indeed high

electron mobility and saturation velocity and a potentially long

electron mean free path, enabling high transconductance at low

drive voltages. Mobility values as high as 6000 cm2/Vs have been

indeed demonstrated at room temperature in InAs nanowire FETs

[17].

The narrow bandgap and degenerate Fermi-level pinning further

allow for easy formation of excellent ohmic contacts, which becomes

increasingly important as the transistor is scaled down. In addition,

InAs nanowires can be grown epitaxially on silicon without the

use of gold seeding, thus making the process viable also for low-

cost silicon technology integration [18] where deep Au levels in

the silicon bandgap must be avoided. However, one of the open

issues in nanowire-based transistors is the achievement of a high

on-current when downscaling the nanowire diameter, which has

been identified as a potential roadblock for this technology. The

nanowire diameter must follow the scaling of the gate length due

to electrostatic considerations, which leads to a rapid increase in

the series resistance of the ungated source and drain regions. This

series resistance can be reduced through doping, metal diffusion, or

deposition of a highly conductive material around the wire in the

source–drain regions.
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The THz detection principle in a FET was first explained by the

Dyakonov–Shur plasma wave theory [9]. The nonlinear properties

of plasma wave excitations in nanoscale FET channels enable their

response at frequencies appreciably higher than the device cutoff

frequency. In the ballistic regime of operation, the momentum

relaxation time is longer that the electron transit time and the FETs

can also be used for resonant (with peak response at a certain

wavelength directly tunable by changing the gate voltage) THz

detection [19]. Alternatively a broadband, nonresonant response is

obtained [20]; when THz radiation is coupled to the FET—between

gate and source—the AC THz voltage modulates simultaneously

the carrier density and the carrier drift velocity. As a result, the

THz signal is rectified and leads to a DC signal �u between source

and drain proportional to the received power. The value of this

voltage (or current, depending to the readout circuit) depends on

the carrier density in the channel, which may be controlled by the

gate voltage, and on their drift velocity. The device operates as a

square law detector in which the largest nonlinearity, leading to the

highest responsivity, is achieved around the channel pinch-off. The

gate voltage value ensuring the best sensitivity is also determined

by the transistor load [21]. In addition, some asymmetry between

source and drain is needed to induce �u; this can originate from

the difference in the source and drain boundary conditions due to

some parasitic capacitance but usually stems from the asymmetry

in feeding the incoming radiation, which can be achieved either by

using a special antenna or by an asymmetric design of source and

drain contact pads. The radiation then predominantly creates the

THz AC voltage between the source (or drain) and gate contacts.

Finally, the asymmetry can naturally arise if a DC current is passed

between source and drain, creating a depletion of the electron

density on the drain side of the channel.

Ideally, the described detection scheme should ensure the best

performance in 1D geometry, when only one plasmon mode can

be excited by the incoming electromagnetic field. Furthermore,

very low channel-to-gate capacitance values are needed to extend

the detecting range at progressively higher frequencies. These

requirements must be combined with high electron mobility to

avoid strong damping of the induced plasma wave before reaching
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the drain contact, which would lower significantly the detector

responsivity. Nanowire FETs are then very appealing candidates to

fulfil the above requirements.

5.2.1 Contacting the Nanowire

Nanowires are semiconductor structures with small dimensions and

high aspect ratios. Average dimensions of 100 nm diameters and

1–2 μm lengths are well suitable for the realization of nanotran-

sistors, even if the bottleneck in miniaturizing the full device is

essentially represented by the metallic electrodes used to contact

the nanowire itself, whose lateral size is usually larger than

50 nm. Even if often neglected, the metallic regions surrounding

the nanowires are certainly perturbing the fields operating the

device, in terms of both gate screening and asymmetry effects.

Let’s consider a nanowire-based FET geometry as the one sketched

in Fig. 5.4a. Here a side electrode, physically disconnected from

the nanowire, is used to gate the device. The other two metallic

pads are used to contact the nanowires and get a current flow

through the semiconductor. The screening effect is well depicted

in the electrostatic finite-element method (FEM) simulations of Fig.

5.4a,b; the electric potential generated by the lateral gate is strongly

deformed when the presence of the metallic contacts is taken into

account. In most experiments, the contacts are either grounded

or possess a small potential bias and therefore contribute in the

determination of the shape of the electric field generated by the gate.

Assuming a homogeneous, nonscreened gate field makes the

estimation of nanowire electrical parameters, such as mobility or

charge density, a delicate matter [22] when simple charge transport

experiments are taken into account. As an example, we can show

how the pinch-off threshold voltage (Vth) is influenced by the

presence of electrical contacts. The threshold voltage is defined as

the gate voltage at which the transistor channel completely closes

and no source–drain current is flowing. This can be seen considering

a very simple capacitive coupled model where the nanowire charge

Q is given by [23]

Q = CwGVth , (5.4)
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Figure 5.4 (a) Sketch of the model system for a lateral gate nanowire FET.

A small bias is applied to the source contact (S), the drain (D) is grounded,

and the gate bias (VG) can be used to inject/deplete charge in the nanowire

(red cylinder). When a 1 V potential is applied to the gate and considering

transparent contacts (b), the nanowire feels an almost homogeneous field

and we can consider a Fermi-level shift almost constant on the whole

nanowire. By simply grounding the contacts, the potential is pinned and

deformed (b) and the nanowire experiences a dishomogeneous gating field.

The dotted curve represents a potential isoline to better stress the effect.

(c) Modification of threshold voltages as a function of contact distances

for transparent and not-transparent contacts. A detailed description of the

parameters employed in the simulation is reported in the main text. Partially

redrawn with permission from Ref. [22]. Copyright 2012, AIP Publishing

LLC.

with CwG the wire gate capacitance. Assuming a constant charge

density within the nanowire, shorter channels should have smaller

threshold voltages; however, the gating field being more screened

when the contacts are very close, a counterintuitive increase of Vth is

produced. The charge is directly linked to the source–drain current

as

IS Dμ
Q

L2
ch

VS D = μCwG

L2
eff

(VG − Vth)VS D , (5.5)

where VS D is the source–drain bias, Leff the transistor channel

effective length, and μ the carrier mobility. It’s easy to see from

Eq. 5.5 that IS D is zero when the gate bias is exactly Vth . By using

3D charge transport simulations, it is possible to extract Vth by
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Table 5.1 Electrical parameters for doped

semiconductor InAs nanowires. me indicates

the electron mass

m∗ 0.023me Epinn 10 meV

ρbg 5e6 C/m3 μ 1e3 cm2/(V·s)

solving Eq. 5.5 for IS D = 0. The last ingredient we need is the link

between the nanowire charge and the gate potential. By shifting the

Fermi energy, the gate field can inject (positive voltage) or deplete

(negative voltage) n-type carriers into/from the nanowire. We can

consider the total charge density at zero temperature as composed

by a background (ρbg) component due to doping and by a gate-

dependent charge:

ρtot(VG) = ρbg + 2

3
e

5
2

√
2m∗ 3/2

�3π2
(Epinn + VG)3/2, (5.6)

where m∗ is the effective carrier mass and Epinn the pinning energy.

A typical n-doped InAs nanowire has the electrical characteristics

reported in Table 5.1 [22].

By solving numerically Eqs. 5.5 and 5.6, using the FEM, we can

evaluate the threshold voltage as a function of the contact distance.

The nanowire device is schematized according to the sketch in

Fig. 5.4a, considering a small bias on the source (S) electrode, a

grounded drain (D) electrode, and different voltages on the gate

finger, placed about in the center of the nanowire at a lateral

distance of 200 nm. The simulation result is reported in Fig. 5.4d.

By decreasing the nanowire length, considering a constant charge

density, a reduction of the charge, and thus of the threshold voltage,

is expected (triangles in Fig. 5.4c). However, when the electrodes are

added to the simulation, the threshold voltage rises with decreasing

contact distance, due to the more prominent screening. Therefore,

the presence of metallic contacts in the core of the device makes

the assessment of the device electrical parameters a nontrivial task,

which can be partially addressed by considering full numerical

simulations of the gate geometry.

The same numerical tool can be useful to infer further effects

of having asymmetrical gating fields. One of the most interesting

features of transistors is the nonlinearity of the source–drain
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current as a function of gate bias. The gate field modulates the charge

density in a nonlinear fashion, producing a nonlinear current as

in Eq. 5.5. This characteristic being one of the figures of merit for

transistor-based detectors, we can define the charge nonlinearity

using the concept of responsivity, defined as

ρresp =
∫
∂2ρ(x , y, z)

∂V 2
G

·
(
∂ρ(x , y, z)

∂VG

)−1

ρtot(x , y, z) dxdydz,

(5.7)

where ρresp is the charge density corresponding to the photocurrent.

The lateral gate influences the nanowire in the center, while the

nanowire edges are mostly affected by the contacts, which pin

locally the nanowire bands at their potential voltage. Therefore,

even when reverse-biased, a charge accumulation region will be

present close to the contacts. For nanowires with a large background

charge (doping), the main contribution to charge responsivity is

found in these regions, for negative gate bias, as expected for n-

type FET devices. On the other hand, if small or no external doping

is present, the maximum contribution to ρresp is produced when

charge is injected in the nanowire (positive voltage), in the spatial

region in proximity of the gate electrode finger. The shift of the ρresp

maximum from positive to negative gate bias with increasing doping

is a peculiar behavior that can be well verified with FEM simulations.

Considering the same model of Fig. 5.4, we report in Fig. 5.5 the

results of charge responsivity simulations for different background

doping levels. As discussed, when no doping is present, the

maximum charge responsivity is found at positive voltages, coming

from charge injection into the nanowire. Increasing the charge level,

a second maximum at negative voltages starts to appear, becoming

more and more intense with the background charge level, until

the positive one becomes negligible. The fact that the nanowire

transport is strongly affected by the presence of the contacts is

an important feature to be taken into account when designing

nanowire-based devices. Interestingly, while most of the nanowire-

based devices reported in the literature can be fairly described using

our simulations for the large doping case, we will show in Section

5.3.2 that undoped InAs/InSb nanowire FET detectors show this

reported effect, having responsivity contributions both at positive

and negative gate biases.
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Figure 5.5 FEM simulation of the photoresponse charge density (ρresp)

for different nanowire doping levels. The maximum responsivity moves

from positive voltages to negative ones when the doping level is increased.

Reprinted with permission from Ref. [22]. Copyright 2012, AIP Publishing

LLC.

5.2.2 Radiation Coupling

When a THz beam is impinging on a 1D FET the effective beam spot

area is significantly larger than the active channel area, meaning

that a proper strategy to collect radiation should be adopted. The

conventional scheme implemented to enhance the detection effi-

ciency for submillimetric electromagnetic waves is the realization

of planar metallic antennas directly patterned on the substrate and

electrically connected to the device. Broadband dipole antennas,

such as spirals and bowties (BTs), are commonly used [24]. In the

case of THz FET detectors with an inherent symmetry in the active

channel, as, for example, InAs nanowire FETs, the asymmetry can

be easily induced by connecting one lobe of the dipole to the source

electrode and the other to the gate. The use of an antenna has three
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main advantages: (i) Impedance matching of the detector to the

free-space wave can be achieved over a large bandwidth, avoiding

reflection losses; (ii) the effective detection area is increased; and

(iii) the wavelength-dependent behavior of the antenna can be

in principle employed to enhance detector response in a selected

range of frequencies, once a proper resonant or quasiresonant

antenna configuration is chosen. Despite these nominal benefits,

a full impedance matching between antennas and feed circuit is

very unlikely to be achieved in our cases, mainly because the

antenna impedance is orders of magnitude lower than the nanowire

resistance.

Moreover it is worth noticing that every metallic structure in

the surroundings of the FET can in principle act as a radiation

collector at a determined wavelength. In the case of nanostructures,

like 1D FETs, electrical connections are conventionally provided

by metallic bonding pads, which through bonding wires give access

to the macroscopic connections of a chip (Fig. 5.6). This scheme

1.2	mm
100	um

(c)

FET5	um
Antenna100	um
Bonding	Pads1	mm
Bonding	Wires3	mm

1	um(a)

200	um
(b)

50	um
(d)

200	um

(e)

Dual	In	Line

(f)

Figure 5.6 Dimensions of metallic elements in our devices. SEM images of

(a) nanowire FET, (b) log periodic (LP) antenna, (c, d) bowtie (BT) antennas,

and (e) on-chip electrical connections layout. (f) Picture of a dual in-line
package.
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intrinsically provides an additional coupling of the incoming

radiation, with an efficiency strictly related to the wavelength

of the incoming beam. Bonding pads are indeed 100 × 200μm

metallic rectangles placed about 1 mm away from the active area

that can act as a receiving antenna for radiation of corresponding

frequency; moreover the ∼3 mm long bonding wires can couple

electromagnetic waves with a frequency ν ≈ 100 GHz.

When the radiation wavelength is reduced below 1 mm (ν >

300 GHz) the role of planar antenna coupling becomes crucial to

transform electromagnetic free-space waves into a high-frequency

current. Among the most effective solutions, BT and log periodic

(LP) antennas offer a broad band impedance matching and better

radiation characteristics compared to the classic dipole. These are

often called self-complementary structures because the metallic and

nonmetallic areas are of the same shape and can be transferred into

each other by rotation.

5.2.2.1 Bowtie antenna

The planar BT antenna derives from the double conical antenna: it

is formed by two isosceles triangles or by two circle arcs. Having

a bandwidth of about two octaves it’s well suited for broadband

detection. The frequency response is determined by two geometrical

parameters, the overall length L and the flare angle θ . The lower

bound of the spectral band corresponds to a wavelength that is twice

the overall length: λmax = 2L.

The BT antenna is polarization sensitive: the detector response

vanishes if the electric field of the incoming beam is orthogonal to

the bow axis (Fig. 5.7).

Axis θ

L

Figure 5.7 Schematic view of a bowtie antenna.
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5.2.2.2 Log periodic antenna

A circular-toothed LP antenna is a broadband antenna designed to

allow resonances repeated periodically with the logarithm of the

frequency. This peculiarity represents a difference in comparison

to BT and spiral antennas because the spectral response is not

frequency independent in the LP case.

In a planar configuration an LP can be obtained combining a BT

with metallic teeth, added on each lobe side, as shown in Fig. 5.8.

The size and position of the concentric teeth determine the resonant

wavelengths. The lobes of the LP antenna are asymmetric: the teeth

on the right side of the lobe define empty spaces (antiteeth) that are

identical to the teeth on the left side.

There is an analytical way to determine the resonances of an

LP antenna [25]. As a general rule the ratio between two adjacent

resonance frequencies is given by the ratio between the external

radii of two consecutive teeth:

fn

fn+1

= Rn+1

Rn
= rn+1

rn
= τ , (5.8)

Figure 5.8 (a) Planar log periodic antenna with four teeth on the right

side of the lobe and three teeth on the left side (with respect to the center).

The angle θ corresponds to the flare angle of the bowtie and the angle α

sets the length of the teeth; all the reported devices have α = θ = 50◦. (b)

Scheme of the central region of the device: the two lobes are connected to

the source and the gate electrode, respectively.
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where Rn and rn are, respectively, the external and internal radii of

the nth tooth on the right side of the lobe; note that rn is also the

external radius of the (n − 1)th tooth on the left side and that the

smallest radius is R1. The ratio τ is the scaling factor of the antenna

and defines the parameter σ = √
τ , which corresponds to the ratio

between the external radii of a tooth and of the inner antitooth.

Thus, by defining the number of teeth N , the innermost radius

R1, the angles θ and α and the scaling factor τ , the geometry of an LP

antenna is completely determined. The external radii can be inferred

from R1 using this expression:

Rn = τ n R1; Rn = σrn (5.9)

The analytical calculation of the resonance wavelength can be done

following a model based on the idea that an antitooth behaves like a

λ/2 resonator: the current induced on the antenna by the incoming

electromagnetic wave has two minima and one maximum along the

perimeter of the empty space between two consecutive teeth. The

wavelength that resonates between the nth and (n−1)th teeth is then

calculated as

λn = 2ln = 2

[
rn

(
1 + 1

σ

)
απ

180◦ + rn

(
1 − 1

σ

)]
. (5.10)

From the above expression can be clearly deduced that angle θ

plays no role in determining the resonant frequencies. However, as

in the BT case, it defines the angular acceptance of the antenna

with respect to the polarization of the electric field. It has been

demonstrated that the response of LP antennas is a slowly varying

function of the polarization direction.

5.2.3 Nanofabrication

To fabricate nanowire FET THz detectors, 1–2 μm long InAs

nanowires having diameters in the range of 30–100 nm were grown

bottom-up on InAs 〈111〉B substrates by chemical beam epitaxy

(CBE) in a Riber Compact-21 system by Au-assisted growth using

trimethylindium (TMIn) and tertiarybutylarsine (TBAs) as metal-

organic (MO) precursors and ditertiarybutyl selenide (DtBSe) as

a selenium source for n-type doping [26]. Because of its high

decomposition temperature, TBAs was precracked in the injector
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at 1000◦C. A 0.5 nm thick Au film was first deposited by thermal

evaporation on the InAs wafer in a separate evaporator chamber

and then transferred to the CBE system. The wafer was then

annealed at 520◦C under TBAs flow in order to remove the surface

oxide and generate the Au nanoparticles by thermal dewetting. The

InAs segment was grown for 90 min at a temperature of (430 ±
10)◦C with MO line pressures of 0.3 and 1.0 Torr for TMIn and

TBAs, respectively. For n-type doping, during the growth the DtBSe

line pressure was varied between 0 and 0.4 Torr to achieve a Se

doping level in the range of 1 − 140 × 1017 cm−3, respectively.

Se doping can be used both to control the charge density and

to optimize source–drain and contact resistance, while ensuring

sharp pinch-off in the transconductance. Switching TBAs during

growth with tertiarybutylphosphine (TBP) or tris(dimethylamino)

antimony (TDMASb), it is possible to create heterostructured

nanowires, growing, respectively, InP and InSb material. This allows

an additional degree of freedom in engineering the nanowire

electrical properties.

Nanowires were then mechanically transferred to a 350 μm thick

high-resistivity Si substrate with a 500 nm SiO2 insulating surface

layer. Microscopic connection strips defining a lane with 10 fields,

and nanometric markers defining a coordinate system in each field,

were predefined on each substrate by employing ultraviolet (UV)

lithography and electron beam (e-beam) lithography, respectively.

The samples were then spin-coated with an e-beam-sensitive

resist and contact patterns were exposed by e-beam lithography.

After development of the exposed resist, residual polymer on

the nanowire contact areas was removed using oxygen plasma.

In addition, to remove surface oxides, InAs contact areas were

passivated before metal deposition to prevent reoxidation. The

passivation step before evaporation was performed using a highly

diluted ammonium polysulfide (NH4)2Sx solution. This treatment

proved to be crucial for an optimal electrical behavior of the devices

due to the high surface-to-volume ratio of the nanowires. Ohmic

contacts were then realized, taking care of making the potential

barrier between InAs and metal contacts negligible. To this aim,

the metal layer to be evaporated was carefully selected in order to

make its work function equal or less than the electron affinity of
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the bottom semiconductor. In the case of InAs, having an electron

affinity of ∼4.9 eV, titanium is the most proper choice since its

work function is 4.33 eV. A Ti(10 nm)/Au(90 nm) layer was then

thermally evaporated onto the samples, and lift-off was made in

heated acetone, followed by rinsing in isopropanol. The devices were

then glued on a selected chip via an electrically insulating adhesive,

and electrical connections were established via 25μm Au wires

using an electronic wedge bonder.

5.2.4 Methods

5.2.4.1 Transport measurements

The electrical characterization of the fabricated devices has been

performed by independently driving at room temperature, in air,

the source-to-drain (VS D) and the gate (VG) voltages, in the range

of [−25 to 25 mV] and [−10 to 10 V], respectively. The drain contact

has been connected to a current amplifier, also acting as a virtual

ground, converting the current flowing through the nanowire into a

voltage signal with an amplification of ∼104 V/A. The latter signal

has been recorded through a voltmeter reader.

Figure 5.9 shows a typical IS D(VG) (I –V transcharacteristic)

curve for homogeneous InAs nanowires, obtained by varying VG

while keeping constant VS D , from which the most fundamental FET

parameters can be inferred.

Figure 5.9 Room temperature current (IS D)-voltage(VG) characteristic

measured at 25 mV of applied VS D . Solid lines: experimental data. Dashed

lines: pinch-off voltage. Dotted lines: linear fits to the data used to calculate

the transconductance and the subthreshold slope.
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• Peak transconductance (gm = [A/V ]): Defined as the

maximum value of the first derivative of the transfer

characteristic (IS D vs. VG), it quantifies the efficiency of the

on/off current ratio.

• Threshold voltage (Vth): It is the gate potential above which

the transistor channel starts to be conductive. It’s also

known as the pinch-off voltage.

• Subthreshold slope (S St): In the region corresponding to

Vg < Vth (subthreshold region) a diffusive current still flows

from drain to source. This current between D and S contacts

decreases exponentially as gate bias is reduced. The slope of

the logarithmic plot of IS D versus Vg represents the inverse

of the subthreshold slope (S S−1
t ). This parameter, expressed

in millivolts per decade, estimates the gate (in)efficiency in

closing the transistor channel: an efficient gate corresponds

to a lower S St , that is, a smaller residual current flow.

At room temperature the electrical conductance through InAs

nanowires is dominated by the collisions of electrons with lattice

impurities and phonons. This conduction regime, called diffusive,

arises when the length of the semiconductor specimen (in this case

the transistor channel length lch) is much larger than the electron

mean free path: l̄ = vFτcoll where vF is the Fermi velocity and τcoll is

the momentum relaxation time of the electron. This situation can be

easily described using the Drude model [27].

Applying a bias at the nanowire ends, an electric field E
accelerating the electrons originates. At a specific speed the force

exerted by the electric field is balanced by the viscous friction arising

from the interaction with the lattice. The equilibrium velocity, called

drift velocity (vd), is given by (e > 0)

[
dp
dt

]
coll

= −
[

dp
dt

]
E

⇒ −m∗vd

τcoll

= eE ⇒ vd = −eτcoll

m∗ E (5.11)

The proportionality constant that relates vd to E is defined as

electron mobility:

μ = eτcoll

m∗ (5.12)
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In the case of nanowire FETs the mobility can be easily inferred from

the transcharacteristic curve [28]:

μ = gmW2
g

CwGVS D
, (5.13)

where Wg is the gate width and CwG is the electrical capacitance

between the nanowire and the gate. Once μ is known, the carrier

density n in the nanowire can be estimated. The motion of the

electrons from source to drain (or vice versa) is identified with the

current density j = −nevd . This current is related with the electric

field via Ohm’s law:

j = σE = E
ρ

, (5.14)

where σ and ρ are the conductivity and resistivity of the channel,

respectively. From the above equations’ results

neμ = σ ⇒ n = (μeρ)−1 (5.15)

Huang et al. proposed an alternative method for the calculation

of the carrier density in a nanowire FET [29]. Although this model

provides a still rough estimation of n, it is more appropriate for the

description of lateral gate nanowire FETs. Starting from the already

reported relation Q = CwGVth , n can be simply calculated dividing Q
by the volume of the depletion region in the nanowire:

n = CwGVth

eπr2Wg
, (5.16)

where r is the radius of the nanowire. With Eqs. 5.13 and 5.16 the

mobility and carrier density in the nanowire can be independently

estimated once the parameter CwG is preventively known.

A common approach for the calculation of CwG is the so-called

metallic approximation. The latter assumes that the electrostatic

potential cannot penetrate inside the nanowire, whose surface

behaves like a metallic layer [30]. This model considerably simplifies

the actual system but is known to be still valid for nanowires

having a doping concentration ≥1017 cm−3. Under the metallic

approximation the following assumptions should be valid: (i) The

carrier density is enough to screen the electrostatic potential out

of the semiconductor, (ii) the electron mobility is uniform along the

wire, and (iii) the nanowire itself is an equipotential surface.

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

184 Nanowire Architecture for Fast Electronic Devices

We performed 3D FEM electrostatic simulations to approximate

CwG, designing a geometry that exactly resembles the actual devices.

The nanowire FETs are placed on a silicon wafer with a 500 nm

SiO2 top layer and the InAs nanowires have been approximated as

metal wires. The software computes the Poisson equation for the

electrostatic potential φ(r) and calculates the capacitance between

the gate electrode and the surroundings [31]:

C = ε0

∫
V
εr (r) |∇φ(r)|2 dr, (5.17)

where the integral is taken over the whole geometry volume.

Figure 5.10 explains how to estimate CwG from the simulation

results: CwG is given by the difference between Ctot and Celectrodes, Ctot

Figure 5.10 3D FEM model for the calculation of CwG. (a) SEM image of a

lateral gate nanowire FET; relevant lengths are reported: channel length lch ,

gate width Wg , and gate-to-wire distance d. (b) Equivalent DC circuit. (c)

Equipotential surfaces for the estimation of Celectrodes and Ctot.
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being the capacitance between the gate electrode and the conductor

formed by the union of S, D, and the nanowire and Celectrode being

the capacitance between the gate and the other electrodes without

considering the presence of the nanowire. Although the model takes

into account the deformation of the static field induced by the

presence of the source and drain contacts, the nanowire is here

approximated with a metal wire, meaning that the extracted μ and

n values should be here considered as lower and upper values,

respectively.

5.2.4.2 Optical measurements

The optical characterization of nanowire FETs was performed

employing two different sources, a fixed-frequency (0.292 THz)

electronic source and a 1.5 THz QCL. In both cases antennas matched

with the frequency of the incoming radiation have been properly

designed.

The gate and source electrodes were connected to the antenna

lobes (the source lead is grounded), while the drain output was

sent to the readout apparatus. As a first approximation, the rectified

photocurrent is given by

jdc = e〈n(t)vd(t)〉, (5.18)

where e is the electron charge and the temporal average is taken

over one period of oscillation. Under an open circuit configuration,

an electric field along the channel compensates for the rectification

current and a DC photovoltage �u arises. A simple approach to

describe the photoresponse of the FET-based detectors is based

on a diffusive model; �u directly depends on the derivative of the

conductance σ with respect to the gate voltage [32]:

�u ∝ 1

σ

dσ
dVG

(5.19)

By Eq. 5.19 it is possible to predict the best-performing devices,

starting from electrical measurements: the higher the transconduc-

tance, the higher the photoresponse.

Photoresponse experiments (Fig. 5.11) at 292 GHz [33, 34]

were performed by using an electronic source based on frequency

multipliers. The radiation was collimated and focused by off-axis
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Figure 5.11 (a) Schematic sketch of the experimental setup. (b) Picture of

the optical bench with main instruments. From Ref. [34]. c© IOP Publishing.

Reproduced with permission. All rights reserved.

parabolic mirrors in a 4 mm spot diameter beam; the intensity was

mechanically chopped at 475 Hz and the photoinduced source–drain

voltage was measured by using a lock-in connected with a low-

noise voltage preamplifier having an input impedance of 10 M�
and an amplification factor equal to 25. A miniature light-emitting

diode (LED) in combination with an indium tin oxide (ITO) mirror

helped with the alignment of the source. The detector was moved

with a motorized X -Y translation stage. The output power Pt of

the electronic source was measured using a large-area calibrated

detector. The vertically polarized incoming radiation impinged from

the free space onto the nanowire devices with an optical power

Pt = 2.3 mW. The response to the sub-THz radiation was measured

at zero applied source–drain bias, as a DC voltage at the drain

contact, while the source is grounded. �u can be inferred from the
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signal measured by the lock-in amplifier (LIA) using the following

relation:

�u (VG) =
π
4

2
√

2 LIA
G

, (5.20)

where 2 is due to peak-to-peak magnitude,
√

2 originates from

the LIA rms amplitude, and π/4 is the fundamental sine wave

Fourier component of the square wave produced by the chopper. The

preamplifier gain (G) was set to 25.

The 1.5 THz detection experiment [35] was performed using a

QCL, fabricated in a double-metal waveguide and operating at T =
10 K in pulsed mode, with a train of 2168 pulses (1.7 A amplitude,

435 ns pulse width, 62.8% duty cycle) repeated at a modulation

frequency of 333 Hz. The QCL active region design is based on a

combined bound-to-continuum and LO-photon depletion scheme

[36]. The radiation was collimated and focused on the antenna by

a set of two f/1 off-axis parabolic mirrors, and the photoinduced

source–drain voltage was measured by using a lock-in without any

preamplification stage. The vertically polarized incoming radiation

impinges from the free space onto the nanowire devices through

a ≈ 1 mm diameter pinhole with an optical power Pt ≈ 200 μW.

The latter was measured with a pyroelectric detector and compared

with the Pt values extracted with a calibrated absolute THz power

meter (Thomas Keating Instruments). The detector was moved with

a motorized X -Y translation stage. The photoresponse �u can be

extracted from the LIA signal using Eq. 5.20 with G = 1.

5.2.4.3 Noise measurements

Since photoresponsivity measurements were performed with no

bias between source and drain, there was no static current flowing

through the nanowire and the 1/ f noise (Flicker noise) was expected

to be negligible at the chosen modulation frequencies. The most

important contribution to the noise of our devices originated from

the thermal fluctuation of carriers. Assuming that the nanowire

is a resistor, the Johnson–Nyquist noise spectral density is given

by Nth = 〈V〉/�ν = √
4kBTRnw, where 〈V 〉 is the variance of the

voltage drop across the wire.
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Nanowire Preamp. S.A.ground
S DGate

Figure 5.12 Scheme of the experimental setup for the Johnson–Nyquist

noise measurement.

The noise level was extracted directly with a dynamic spectrum

analyzer under the same experimental conditions of Fig. 5.12, that

is, while keeping the source grounded, VS D = 0, and while varying

VG in the range [−10 V, 10 V].

5.2.4.4 Responsivity and NEP

The first figure of merit we extract from our data is the responsivity

(Rv ), defined as the ratio between the photoinduced signal (in volts)

and the electromagnetic power impinging on the detector. Rv can be

directly extracted from the measured�u by using the relation Rv =
(�uSt)/(Pt Sa), where St is the radiation beam spot area, Sa is the

active area, and Pt is the total power of the THz source. This formula

assumes that all the power incident on the antenna is effectively

coupled to the nanowire FET. In our case, owing to the relatively

high nanowire impedance it is likely that a considerable fraction

of the radiation field is not properly funneled onto the device due

to the impedance mismatch with the antenna output that typically,

for such broadband designs, is of the order of ∼100� or below.

Estimated values of St are 12.6×10−6 m2 for the 0.3 THz experiment

and 0.79 × 10−6 m2 for the 1.5 THz one. In both cases, since the

total area of our nanowire transistor, including the antenna and the

contact pads, is smaller than the diffraction-limited area Sλ = λ2/4

the active area was taken equal to Sλ.

The second parameter to evaluate is NEP, extracted from the ratio

between the noise spectral density and Rv at different gate voltages.

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Homogeneous and Heterostructured Nanowire FET Detectors 189

5.3 Homogeneous and Heterostructured Nanowire FET
Detectors

5.3.1 InAs-Based Nanowire FETs

As stated at the beginning of this chapter, the potentiality of InAs-

based nanowire FETs stems from the electrical properties of the

material, above all the high electron mobility due to the very low

effective mass (m∗ = 0.023 me) and to the long electron mean

free path. Beside this, InAs nanowires, with a narrow bandgap

and degenerate Fermi-level pinning, proved to be successful in

preserving good detection performances, while scaling down the

dimension of the device to increase the detected frequency up to

the 1.53 THz range, accessible with QCL sources [35]. It is well

known that in a FET the current flowing through the channel when

a fixed voltage difference is applied between the source and drain

contacts can be varied by setting a polarization bias on the gate

electrode. In fact VG is capable of altering the charge density across

the channel, thus changing its conductance. It has been observed

that the majority carriers in the nanowires are electrons and InAs-

based nanowire FETs are n-type depletion-mode FETs: the threshold

voltage Vth is negative and the drain current increases when the gate

potential is raised (see Fig. 5.9).

5.3.1.1 Influence of doping level

To test the effect of selenium doping on the electrical properties of

InAs nanowires we employed simple lateral gate low-capacitance

FET geometry, which although not ideal for transistor characteristics

allowed the realization of the first plasma wave detectors operating

at THz frequencies [33].

Five individual nanowire growths have been performed in a CBE

system by increasing the DtBSe (metal-organic selenium compound

for n-type doping) line pressure from 0 (sample A) to 0.4 Torr

(sample E) with intermediate values of 0.05 Torr (sample B), 0.1

Torr (sample C), and 0.2 Torr (sample D). The corresponding

scanning electron microscopy (SEM) images are reported in Fig. 5.13

(sample A, B, C, D, and E, respectively). The statistical distributions of
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Figure 5.13 (Samples A, B, C, D, and E) 45◦ tilted SEM image of the

investigated InAs nanowires. They were 1 to 2 μm long and grown with

DtBSe precursor line pressures of (a) 0 Torr, (b) 0.05 Torr, (c) 0.1 Torr, (d) 0.2

Torr, and (e) 0.4 Torr. The bottom panels show the histograms representing

the as-grown nanowire near-tip diameter distribution of the corresponding

nanowire samples. The solid line is a Gaussian fit of the distribution. From

Ref. [26].

the nanowire near-tip diameter are reported on the bottom panels

of each SEM image.

To electrically characterize the room-temperature transport of

the five classes of InAs nanowires we measured IS D as a function of

VS D by independently varying VS D and VG in the range of −0.025

to 0.025 V and −10 to 10 V, respectively (Fig. 5.14, left column).

By driving the lateral gate at positive voltage values, the nanowire

resistance decreases by about 2 orders of magnitude. Moreover,

regardless of the nanowire carrier density, a linear increase of

the nanowire current was observed as a function of the source–
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drain bias with slopes progressively larger at higher n-doping

concentrations. Indeed, at a gate voltage VG = 10 V, the nanowire

resistance (R) varies from 470 to 3 k�, while the DtBSe line pressure

is increased from 0 to 0.4 Torr. By approximating the nanowire with

a cylindrical geometry, we calculated the nanowire resistivity ρ as

ρ = RπD2/4l , where the nanowire diameter D has been obtained

by averaging the diameter of the nanowire over its free length

l , between the contacts. Resistivity values in the range of 300 to

8�×μm have been measured for nanowires grown with increasing

precursor line pressure.

The carrier density has also a dominant role on the FET “gating

effect” that is based on the manipulation of the charge distribution.

The applied gate bias indeed modifies the charge distribution in the

nanowire, namely the electron carrier density in the n-channel of the

FET.

The right column of Fig. 5.14 shows the change of the IS D

as a function of VG . A gate voltage sweep was applied to the

nanowire transistor, keeping a fixed VS D = 0.025 V value. In all

cases, at negative gate voltages, the electric field is able to produce a

depletion region narrowing the channel and turning off the current

flowing through the nanowire when VG approaches the pinch-off

voltage value. In the last case (samples D and E), the gate potential

is indeed not able to remove the electrons and a current still flows

through the channel even at VG = −10 V.

The threshold voltages Vth of our nanowire FETs were deter-

mined by the intercepts with the horizontal axis of the linear

fit of the IS D vs. VG characteristics in the region of maximum

transconductance (gm). The comparison between the five samples

shows that Vth progressively decreases from −0.5 to −250 V as a

function of the precursor pressure, that is, by increasing the carrier

density. However, the analysis of the extracted slopes shows that

the peak transconductance, normalized to the gate length, varies

from 10 to 100 mS/m, reaching a maximum when the precursor

pressure of 0.1 Torr (sample C) is employed. The strong increase of

the Se doping suppresses the peak transconductance, probably due

to the screening of the gate by holes or the more ionized donors for

electrons to scatter from. Under the same experimental conditions,

a minimum inverse subthreshold slope of ≈ 11 V/dec was found.
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Figure 5.14 Transport characterization of the five categories of ho-

mogeneous devices. (Left) IS D(VS D) curves at different gate voltages:

linearity ensures the ohmicity of metal-semiconductor contacts. (Right)

Transcharacteristic curves IS D(VG) at fixed VS D = 25 mV.
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Figure 5.15 (a) Peak transconductance (red circles) normalized to the gate

length and resistivity (black squares). Values are plotted as a function of

the DtBSe precursor line pressure. Inset: 3D finite-element electrostatic

potential simulation calculated by applying a gate voltage VG = −1 V , while

keeping VS D = 0. Continuous boundary conditions are applied to the air–Si

interface. Isosurfaces corresponding to different values of the electrostatic

potential are shown on the graph. (b) Extracted carrier density (green

circles) in the transistor channel as a function of the DtBSe precursor line

pressure.

Figure 5.15a shows the change of the transconductance and

resistivity values measured for samples A, B, C, D, and E as a function

of the growth conditions. The comparison between the gm curve and

the corresponding ρ values shows that to optimize the transport

properties of the FETs, a compromise should be found between

high transconductances and sufficiently low nanowire resistivities.

By using the strategy described in Section 5.2.4 it is possible to

extract the electron mobility (μ) of our devices. Employing 3D finite-

element simulations CwG values were estimated for every device,

spanning the range of 2.8–7.5 aF. Mobility values in the range of

103–104 cm2/Vs were extracted for samples A–E. From the mobility

and resistivity data, the carrier concentration (n) at VG = 0 V

was calculated from the relation n = (μeρ)−1. This allows us to

correlate the precursor line pressure during Se doping with the

effective carrier density through the nanowire. The results plotted

in the figure show that the carrier density in our devices increases

significantly for DtBSe line pressures above 0.1 Torr and that the

best compromise in the FET transport performances (dashed line

in the figure) is found at n ≈ 5 × 1017 cm−3.
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Table 5.2 Comparison of average electrical properties of FETs

for different doping levels of the InAs nanowire

Class A B C D E

Resistivity ρ (10−5 � · m) 30 25 7 5 1

Conductivity σ (kS/m) 3 4 14 25 120

Transconductance gm (nA/V) 20 30 50 20 10

Subthreshold Slope SSt (V/dec) 14.7 13.0 11.1 16.8 –

Threshold Voltage Vth (V) −0.5 −1.4 −3.1 −15.1 −250

Carrier Density n (1017 cm−3) < 1 < 3 6 21 90

Mobility (cm2/Vs) 1200 1350 1700 750 500

In Table 5.2 the estimated average electrical properties of the

measured devices are reported.

The nanowires belonging to the C category showed the best

electrical performances in terms of transconductance and mobility.

For this reason they were selected to be integrated in the channel of

a FET for the development of THz detectors. As explained in Section

5.2.4 the electrical properties of the devices strongly affect the

sensitivity of the detectors since the mechanism of photodetection is

based on the fact that when radiation is funneled onto the antenna, a

direct photoinduced current is created from the modulation of both

the drift velocity vd and the carrier density n.

5.3.1.2 Photodetection

The homogeneous InAs-based nanowire FETs have been optically

tested in both the experiments described in Section 5.2.4 using

planar broadband antennas with arms connected to the gate and

source electrodes.

In the 300 GHz measurements we designed FETs with channel

length lch ≈ 1 μm, gate width Wg = 500 nm, and gate-to-wire

distance d ≤ 100 nm. A set of devices exploiting different

antenna geometries was realized. (i) We patterned a broadband BT

equiangular dipole antenna with a length of 220μm (sample a), (ii)

a LP circular-toothed structure with an outer diameter of 645 μm

(sample b), and (iii) an LP antenna with identical dimensions

and with the substrate thickness reduced to 120μm (sample c).

A further sample of type a featured a silicon hyperhemispherical
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Figure 5.16 (a) Room-temperature responsivity and transfer characteristic

(at VS D = 0.01 V) as a function of VG for sample a. (b) Rv measured

when the 292 GHz source is switched off; inset: SEM image of the detector

geometry; each bowtie arm is an equilateral triangle (θ = 60◦) of 110μm

height. (c) Rv and IS D vs. VG curves for samples b (2) and c (1). (d) Rv

measured when the 292 GHz source is switched off; inset: SEM image of

the patterned log periodic antennas: α = θ = 50◦, the ratio of the radial

size of successive teeth is τ = 2, and the size ratio of tooth and antitooth

is σ = √
2. Reprinted with permission from Ref. [33]. Copyright (2008)

American Chemical Society.

lens having a diameter D = 6 mm mounted on the back of the

Si substrate so that the radiation beam is properly focused on the

nanowire after crossing the Si/SiO2 layers. This makes the 220μm

bow antenna perfectly resonant with the 292 GHz source available

for the measurements and reduces the beam spot area St by a factor

of ∼3. The device was then inserted in a compact package and wire-

bonded, taking care that the source contact of the bow antenna was

grounded on the metal package itself (sample d). Geometries and

responsivity plots are depicted in Figs. 5.16 and 5.17.

Responsivity values of ∼1 V/W were reached, which is signif-

icantly high if one considers the small detecting element and the

fact that no real matching of the beam-focusing optics to the actual

expected antenna lobe pattern was performed. As expected from

Eq. 5.19, the responsivity decreases as a function of the gate voltage

and remains roughly constant and low when VG > Vth , while a

huge increase of the conductance is observed, as shown from the

transconductance characteristics. It is worth noticing that in the case
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Figure 5.17 Sample d. (a) Transfer characteristic measured at room

temperature and at a drain-to-source voltage VS D = 0.01 V. (b) Lock-

in amplifier (LIA) signal as a function of the gate voltage measured at

T = 300 K, while sample d is irradiated at 292 GHz (left vertical axis)

or when the 292 GHz source is off (right vertical axis). (c) Calculated

responsivity while the polarization of the incoming beam is parallel (curve

1) or orthogonal (curve 2) to the bowtie antenna axis; inset: SEM image

of the employed 220 μm bowtie antenna (θ = 120◦). (d) NEP(VG) for

sample d. Reprinted with permission from Ref. [33]. Copyright (2008)

American Chemical Society.

of sample a, although the antenna dimensions were not perfectly

matched with the frequency of the incoming sub-THz beam, the

bonding wires might also act as an antenna, helping funnel the

incoming beam power.

From the comparison between Fig. 5.16a and Fig. 5.16c (curve

2), it appears that the use of LP antenna geometry, perfectly

matched with the frequency of the incoming beam, allows a 25%

increase of the measured responsivity. It is important to mention

that by thinning the silicon substrate from 350 to 120 μm, the

responsivity value further increases by a factor of 2, as shown from

the comparison between curves 1 and 2 in Fig. 5.16c. Furthermore, it

is worth noticing that the noise is only 2 orders of magnitude lower

than the signal (Fig. 5.16b,d) due to the absence of the collection

silicon lens, instead of what shown in Fig. 5.17b.

Figure 5.17c shows the responsivity values extracted directly

from sample d, while the 292 GHz beam impinges with a polarization
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parallel (1) and orthogonal (2) to the antenna on the Si substrate

through the silicon lens. In this case, the bow length was perfectly

matched with the pumping wavelength through the Si/SiO2 layers.

This allows increasing the nanowire FET responsivity by a factor

of ∼4. Furthermore, the use of focusing optics directly mounted

in contact with the device substrate allowed a significant increase

of the collection efficiency of the optical system, resulting in a

signal-to-noise ratio (SNR) improvement of about 2 orders of

magnitude. It is worth noticing that when the antenna orientation

was perpendicular to the polarization of the incoming beam, the

detector responsivity was drastically reduced by more than 1 order

of magnitude, confirming the effectiveness of the employed antenna

geometry.

To characterize the sensitivity of the nanowire FETs we mea-

sured the noise level with the technique described in Section 5.2.4.3.

The extracted noise value N ≈ 4×10−9 V /
√

Hz leads to an NEP value

of ∼1 × 10−8 W/
√

Hz at zero gate bias, that is, roughly comparable

To the Johnson–Nyquist one. The noise figure is dominated by that

of the voltage amplifier (nominally precisely 4 nV/
√

Hz, meaning

that our NEP estimate should indeed be considered as an upper

limit. The NEP values as a function of the gate voltage are plotted

in Fig. 5.17d for sample d. A minimum NEP value of ∼2.5 × 10−9

W/
√

Hz is obtained in the subthreshold regime, demonstrating the

good performance of our nanowire FETs.

In the experiment with the 1.5 THz QCL source, a broadband BT

antenna with a flare angle of 105◦ and an arm length of 100μm,

perfectly resonant with the radiation wavelength, was patterned

with the nanowire FET. To keep the parasitic capacitances low, Wg

was reduced below 100 nm. The Si substrate was lapped down

to 80–100 μm, and the device was mounted on a dual in-line

(DIL) package after being preventively kept one day under vacuum.

This treatment improved the electrical performance of the FET

up to a peak transconductance value ∼5 μA/V. As shown in Fig.

5.18a the nanowire FET detectivity is, as expected from electrical

considerations, dramatically improved in this case. Figure 5.18a

shows the responsivity plotted as a function of the gate voltage

VG by varying the antenna orientation angle (ϕ) with respect to

the polarization of the incoming beam. The detector responsivity
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Figure 5.18 (a) Responsivity of the nanowire FET to the radiation of

a 1.5 THz QCL, modulated at 333 Hz, as a function of the gate voltage

measured at T = 300 K and at zero applied VS D , while the angle ϕ between

the polarization of the incoming beam and the bowtie antenna axis is

varied. The right vertical axis shows the current–voltage (IS D–VG) transfer

characteristic measured at room temperature and at a drain-to-source

voltage VS D = 0.005 V. (b) NEP as a function of the gate voltage. The dashed

line shows the minimum recorded NEP value. (c) Detector responsivity

plotted as a function of the QCL modulation frequency. The dashed line is

a guide to the eye. (d) Photoresponse signal �u recorded while varying

the bias/current of the QCL modulated at 333 Hz, plotted as a function of

the corresponding pyroelectric response. The dashed line is a linear fit to the

data. Reprinted with permission from Ref. [33]. Copyright (2008) American

Chemical Society.

reaches up to 12 V/W for ϕ = 0, allowing a significant improvement

of our detector performances with respect to previous experimental

results at 0.3 THz, despite the 5 times higher operating frequency.

This is mostly due to three main factors: (i) the 1 order of magnitude

reduction of the nanowire resistance, (ii) the antenna geometry

perfectly resonant with the 1.5 THz QCL, and (iii) the narrow

gates employed. It is worth noticing that while ϕ increased, the

detector responsivity was drastically reduced by more than 1 order
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of magnitude, confirming the efficiency of the employed antenna

geometry.

Figure 5.18b shows the NEP as a function of the gate voltage,

measured from the ratio N/Rv , where N has been considered as

the Johnson–Nyquist noise N = √
4kBT Rnw. A minimum NEP value

of ∼6 × 10−11 W/
√

Hz was reached in the subthreshold regime,

confirming the dramatic improvement of our detector sensitivity

levels, significantly better than the commercial thermal uncooled

detection system operating at frequencies> 1 THz [3].

To test the response times of our nanowire detectors we

modulated the QCL beam in a frequency range spanning from 33 Hz

up to ≈300 kHz. The detector responsivity as a function of the

modulation frequency is displayed in Fig. 5.18c. Within a four-

decade bandwidth Rv decreases by a factor of 3, still remaining

significantly higher than 1 V/W, meaning that the response speed

of our room-temperature detectors is really competitive with any

cooled detection systems operating in the far-infrared region. It

is worth noticing that the employed experimental setup poses a

limit on the maximum modulation frequency at ≈300 kHz. The

corresponding response time (≈3 μs) has then to be considered

as an upper limit. Eventually, to investigate the dynamic range

of our devices, we checked their linearity against a standard

THz pyroelectric system. Figure 5.18d shows the nanowire FET

photoinduced voltage �u measured while varying the QCL drive

current in its operating regime and by simultaneously recording the

QCL optical power with a pyroelectric detector at a fixed modulation

frequency of 333 Hz. The trend is basically linear up to the highest

QCL power.

5.3.2 InAs-/InSb-Based Nanowire FET

As previously discussed in Section 5.2.4.2, in a simple scheme for

light revelation with FETs, the detection current density can be

written, taking the temporal average on an oscillation cycle of the

radiation 2π/ω, as [6]

jdet = e〈ρ1(t) · vd, 1(t)〉2π/ω , (5.21)
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where e is the electron charge and ρ1 and vd, 1 are the oscillating

components of charge density and drift velocity, respectively. While

the first depends on the I-VG characteristic, the second one mainly

originates from the asymmetry between S and D contacts. In the

previous paragraphs, we have shown how the nonlinearity can

be controlled and tuned considering both gating geometry and

nanowire doping, being directly dependent on how the charge

can be efficiently depleted from or injected into the transistor

channel. On the other hand, S–D asymmetry was merely imposed by

unbalanced contacts, where in particular the S contact was linked to

one arm of the coupling antenna, whereas the D was kept grounded.

In this way, the drift velocity can be modulated and the device

used for radiation detection. Indeed, any additional asymmetry

in the nanowire FET contacts can be beneficial to the detection

mechanism. The versatility in nanowire growing allows one to

play with the constituting semiconductor materials; in particular,

an asymmetric heterojunction could enhance the drift velocity

modulation and be useful to obtain particular electrical transport

characteristics. Indium-based III–V semiconductors can be easily

incorporated in a nanowire: interesting, among them, InAs and

InSb material electronic bands form a broken-gap alignment (type

III) at the heterointerface. Though being practically unattainable in

bulk due to lattice constant mismatch, the almost monodimensional

nanowire structure allows to grow this kind of device with small

residual stress. Through the formation of an asymmetric triangular

barrier, type III band alignment results in S–D current rectification,

making the nanowire an electrical diode along its growth axis

[37]. The nanowire cross section being extremely small, this

heterostructured system is one of the best candidates for ultrafast

diodes and, when employed in a FET, for radiation detection.

The S–D assymmetry can be explored by means of transport

characterization. Contacting the nanowires with four probes, as in

Fig. 5.19a, and using a back gate realized with heavily degenerate

doped Si, we can assess the transport properties of InAs and InSb

segments and of their heterojunction. Note that the configuration for

nanowire-based detectors requires only two contacts and a lateral

gate, the Si substrate underneath the device being almost intrinsic.
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Figure 5.19 False color SEM pictures of contacted nanowire devices. The

red (green) segments are made of InAs (InSb). (a) Four-probe device for

electrical characterization. (b) Lateral gate device for radiation detection.

The lateral gate and InSb contact terminates in the two arms of the log

periodic antenna.

5.3.2.1 Electrical properties

Room-temperature I − V characterization shows that Ti-Au elec-

trodes form an ohmic contact on the nanowire passivated surface,

producing linear I –V curves with resistance of tens to a few

hundreds of k� for the investigated nanowires. Though no external

doping was used, both nanowires segments show n-type majority

carriers characteristics, the conductivity being reduced at negative

gate biases and increased at positive ones, as reported in Fig. 5.20.

This excess charge is essentially believed to be originated from
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Figure 5.20 (a, b) Room-temperature I –V characteristic of InAs and InSb

segments at zero gate bias. (c, d) IS D–VG characteristic for a source–drain

voltage of 50 mV. Note that despite both materials being clearly n-type, the

InSb channel does not completely close due to the complicated mixing of

majority and minority carriers close to the heterointerface. Reprinted with

permission from Ref. [37]. Copyright 2008, AIP Publishing LLC.

the pinning of the Fermi level at the nanowire surface (see, for

example, [38]). Interestingly, at room temperature, we are able to

totally deplete the charge with a resulting zero conductivity in InAs

segments, while in the InSb ones we still have a saturated, residual

S–D current, even at negative bias. This is due to the strong band

bending at the heterointerface, which influences the transport in

the homogeneous segments where a complicated interplay between

majority (electrons) and minority carriers (holes) takes place, as

confirmed by electron-beam-induced current (EBIC) experiments

[39]. A simple picture to understand the rectifying property of the

junction can be drawn by looking at the band alignment at zero

bias. As reported in the 1D Schrödinger–Poisson simulations of

Fig. 5.21a [40], an asymmetric triangular barrier for electrons is

formed at the InAs/InSb interface. Similar to a Schottky barrier, this

results in the strongly asymmetric room-temperature I –V curve

of Fig. 5.21c. Interestingly, by adding a small InP layer in between
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Figure 5.21 (a, b) Schrödinger–Poisson 1D simulation of the energy

bands of InAs/InSb and InAs/InP/InSb nanowires, assuming an electron

concentration of 1017 cm−3 (Fermi-level pinning). As expected, the presence

of InP enhances the diode asymmetry, though reducing the direct bias

conductivity. (c) Room-temperature measurements of current–voltage

characteristic; the continuous lines are a guide for the eyes.

the two materials a higher barrier is created (see Fig. 5.21b), both

reducing the leakage current due to thermionic contributions in

reverse bias and, yet at the same time, increasing the resistivity

under direct biasing. Figure 5.21c shows the I –V characteristic of

this second nanowire, where the rectification is enhanced at the

detriment of direct conductivity.

5.3.2.2 Photodetection

The strong intrinsic asymmetry in InAs/InSb nanowires is a promis-

ing effect to develop FET-based radiation detectors. Exploiting the

geometry shown in Fig. 5.19b, where the gate and source electrodes

were terminated with two arms of an LP antenna, we measured the

photoresponse of the heterostructured nanowires under 0.3 THz

illumination using the setup described in Section 5.2.4.2. As can

be seen in Fig. 5.22a the photovoltage at first increases, peaking

at about 15 μV, and then suddenly drops, switching sign, reaching

about −50 μV. Even if not doped and not designed for perfect

impedance matching, the detector performance can be compared

with the basics InAs-based devices, described in the same section.

On the other hand, the sign change in the voltage response is a
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Figure 5.22 (a) Photoresponse under 0.3 THz illumination (same experi-

mental condition of the InAs devices). (b) Responsivity obtained applying

Eq. 5.22 to the room-temperature I –V characteristic, reported in the inset.

peculiar signature of this kind of device. Interestingly, this result

could be expected by looking at DC charge transport measurements;

the device responsivity can be obtained from the I –V characteristic,

considering that is proportional to [41, 42]

R ∝ 1

1 + Rnw/Z L

1

σ

dσ
dVG

, (5.22)

where σ is the conductivity, Rnw the nanowire resistance, and Z L

the load impedance. By using Eq. 5.22, we obtain the expected

responsivity reported in Fig. 5.22b, where the measured I –V
characteristic is reported in the inset. Even though obtaining a

smooth derivative is challenging when working with experimental

data, the responsivity obtained is in good qualitative agreement

with the measured photodetection. A first maximum is present at

negative bias, while for bias slightly larger than zero, the curve

changes sign, with a fast decreasing negative voltage. Interestingly,

this kind of behavior is similar to what reported in Section 5.2.1

with responsivity maxima at both negative and positive gate biases.

Interestingly, even in our experimental case the nanowires are

undoped, falling in the right category to observe these kinds of
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effects. We believe the origin of this phenomenon is then related

to the asymmetric gate structure realized in our device. It’s worth

noticing that a strong gating field, other than injecting/depleting

charge to/from the device, can alter the spatial distribution of the

charge itself, as reported in single-electron nanowire transistors

based on quantum dots [43]. Therefore, we believe that a strong gate

bias can push some of the charge within the outermost nanowire

surface, where the transport properties can be very different from

the nanowire core due to the presence of surface trap states,

detrimental to charge conductivity. This could explain while, after

an initial charge injection that raises the conductivity, this is then

slowly reduced by the effect of the more resistive surface transport

channel.

InAs/InSb heterostructured nanowires can represent a valid

candidate to improve detection efficiency; moreover, fundamental

physics investigation of the complicated electronic structure real-

ized in this unique heterojunction can represent a notewhorthy

research topic and have important technological spillovers.
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Chapter 6

Nano-optomechanical Oscillators: Novel
Effects and Applications

Daniel Navarro-Urrios
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Phononic and Photonic Nanostructures Group, Campus Bellaterra - Edifici CIN2
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daniel.navarro@icn.cat

The field of optomechanics has emerged as a new interface for light–

matter interactions, paving the way to the implementation of micro-

or even nano-optomechanical systems (MOMS/NOMS) in integrated

circuits [1]. Functionalities such as ultrasensitive detection of small

displacements or weights and possible uses in quantum information

processing are some of the appealing applications driving the fast

developments in this area. One of the most appealing features in

the optomechanics field is the possibility of momentum exchange

between photons confined within an optical cavity and mechanical

devices that are either inside or part of the cavity. Photons in

an optomechanical (OM) cavity can be converted into phonons in

the mechanical device and vice versa. Thus, if a pumping laser

wavelength is tuned to a slightly lower frequency than the resonance

of the optical cavity, the light can be used to perform optically

induced damping of the mechanical motion, thus effectively cooling
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the oscillator. Research toward this goal has rapidly progressed

and culminated in the use of optical forces to cool nanoscale

mechanical oscillators into their quantum ground state of motion

at temperatures of about 20 K [2]. On the other hand, if the

pumping laser is tuned to the other side of the optical resonance,

the OM cavity could be driven into the opposite regime [3, 4].

In microscale structures a high-amplitude regime can be achieved

and optically driven phonon lasing on the MHz range has been

recently reported [5], though efficiencies are rather low because

of the strong damping due to the interaction with the surrounding

medium and the low photon–phonon coupling. Great advances along

this direction have been reached and recently the first nonvolatile

nanomechanical memory cell that is operated exclusively by light

has been reported, exploiting both the effects of blue-detuning

the pump laser and the existence of two stable mechanical states

[6]. The nanoscale OM crystal (with both phononic and photonic

bandgaps) regime promises stronger phonon–photon couplings,

resonant mechanical frequencies scaled up to the gigahertz, and

lower damping processes.

This chapter will be organized as follows. First, we will give

a brief introduction to basic concepts of optomechanics. Then we

will focus on a particular OM architecture among the plethora of

different devices present in the literature: the OM crystals. The

last section, and the larger, will be dedicated to describing a basic

characterization of one of these particular devices, paying attention

to the characterization techniques that are necessary for succeeding.

6.1 Basic Concepts of Optomechanics

In this section, we will follow the formalism followed in Ref.

[7], where the dynamical equations of the coupled system of an

optical and a mechanical oscillator are treated semiclassically. This

is enough for the purposes of this chapter, since it is valid for

sufficiently large photon and phonon numbers and can be usually

solved numerically. The formalism using second quantization

Hamiltonians can be found elsewhere [8].
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Thus, we can write down the equations for the complex light

amplitude a(t), a2 being proportional to the optical energy density

stored in the cavity (ρu), and an oscillator position x(t):

da
dt

= i�(x)a −
(

1

2τo
+ 1

2τex

)
a + i

√
1

τex
s (6.1)

meff

d2x
dt2

+ meff

�m

2Qm

dx
dt

+ meff�
2
mx = αa2(t) + FL(t) (6.2)

Regarding the first equation, s2 represents the power launched

inside the system by an external source and � the detuning of the

resonance with respect to the laser frequency (� = ωlaser −ω0). The

optical field decays at a rate given by 2τ−1 = 2τ−1
0 + 2τ−1

ex , which is

a combination of the intrinsic decay rate of the isolated cavity and

the extrinsic decay rate due to the interaction with outgoing modes

originated by the external source.

The second equation concerns the global amplitude x(t) of the

motion and is representative of a suitably normalized dimensionless

mode function u(r, t). The displacement field would be u(r, t) =
x(t)u(r), u(r) being the spatial displacement function describing

an specific mechanical eigenstate associated to a mechanical

eigenfrequency �m. It describes the motion of a forced mechanical

oscillator with a mode effective mass (meff) and a damping given

by 1/2Qm, where Qm is the mechanical quality factor. The first of

the forces driving the mechanical motion is the radiation pressure

force, which depends on a2 and its efficiency as applied to activate

the specific mechanical mode. The exact calculation of the overall

force will depend on the OM cavity under study and the optical and

mechanical eigenmodes involved in the equations. The second force

is the fluctuating thermal Langevin force [9]. In the absence of the

optical force, the mechanical oscillations will have a randomly-time-

varying amplitude and phase, where the average value of the square

amplitude is given by

< x2 >= kbT
meff�2

m
, (6.3)

T being the temperature of the bath and kb the Boltzmann constant.

These fully nonlinear coupled differential equations will be the

basis for our discussion of nonlinear phenomena. Both equations
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are linked by the optical force driving the mechanical motion

and by the OM coupling effect, that is, the displacement of the

optical eigenfrequency due to the mechanical deformation. Indeed,

the cavity resonance frequency is modulated by the mechanical

amplitude and the detuning can be written as

�(x) = �(0) + dω
dx

+ . . . . (6.4)

For most of the cases it is enough to keep just until the linear term,

where we define the optical frequency shift per displacement as

G = −dω
dx

. (6.5)

Frequently, it is better to express it as a function of the vacuum OM

coupling strength, expressed as g0 = Gxzpf , where xzpf is the zero-

point fluctuation motion, and express the spread of x in the ground

state. Generally speaking, g0 is more fundamental than G, since the

latter is affected by the definition of the displacement.

Two cases will be of interest—that of a blue-detuned laser� > 0

and that of a red-detuned laser� < 0.

The steady-state solution of the equations is not unique on the

mechanical displacement. Indeed, this can give rise to multistable

situations that can be observed if the stored energy is high enough

[10].

Now, let us discuss the dynamic solutions of the equations and

the effects of the retarded nature of the optical force in relation with

the deformation. We will work under the approximation of having

a radiative lifetime much longer than the period of the mechanical

oscillation. In this case, the optical force is linked instantaneously

with ρu but its response can be developed into different orders of

retardation with respect to the deformation. Then, by keeping only

terms up to dx/dt, we get the following:

ρu = ρu, 0 + dρu

dx
x + dρu

dx
dt

dx
dt

+ . . . (6.6)

The first two terms are the adiabatic response to the deformation

and give rise to instantaneous variations of the stored energy.

In Eq. 6.2, the second term effectively changes the effective

spring constant of the oscillator and, consequently, the mechanical

eigenfrequency, creating the so-called light-induced rigidity or
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optical spring effect. When� > 0 the optical spring effect gives rise

to an increasing of the spring constant and vice versa.

The last term of the expansion enters in that equation at parity

with the damping term; therefore its effect is that of changing the

damping rate of the oscillator. This effect is called dynamical back

action.

When� > 0 the damping rate is reduced and a net flow of energy

passes from the optical mode to the mechanical mode. Indeed, for

a high-enough ρ this term can compensate the intrinsic damping

rate of the oscillator and enter into a regime where the damping

is negative, that is, where there is mechanical amplification using

optical pumping. This regime will be demonstrated experimentally

in Section 6.4.2.2.

When � < 0 the damping rate is enhanced, effectively cooling

the mechanical mode under study, that is, the average amplitude of

the mechanical mode will be lower than that measured at the same

temperature without the optical force. In this case, there is a net

flow of energy from the mechanical mode to the optical mode. By

carefully optimizing the intrinsic optical and mechanical damping

rates and the bath temperature the achievement of the lowest state

of motion available has been already demonstrated several times

[2, 11].

It is worth noting that the number of photons is not changed

by the OM interaction. Indeed, the process can also be understood

in terms of the creation of Stokes and anti-Stokes sidebands (see

Fig. 6.1). In the scattering mechanism the average energy of the

photons is increased when� < 0 and decreased when� > 0.

Figure 6.1 Blue-detuned (blue) and red-detuned (gray) lasers with respect

to optical mode line shape (red) provide mechanical amplification and

cooling, respectively, by enhancing the Stokes or anti-Stokes scattering

mechanism through the optical density of states of the cavity.
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6.2 Nano-optomechanical Oscillators

Photonic crystals are created by a periodic modulation of the

index of refraction of some material, which leads to the formation

of optical bands and, eventually, bandgaps of energy, where light

cannot propagate. To form localized resonances in a central part

of the photonic structures, the discrete translational symmetry of

crystal is intentionally disrupted by a “defect.” The created modes

do not decay into the continuum inside the structure, because its

propagation is forbidden outside the defect due to the presence

of the gap. These structures are called photonic crystal cavities,

which can localize photonic modes within the defect regions.

A phononic cavity is the phononic counterpart of the photonic

crystal, that is, the periodic tailoring of the elastic properties of

the material can lead to the formation of phononic bands and the

interruption of the periodicity to the formation of localized phononic

or mechanical states. Thus if a material is engineered to be periodic

so that both photons and phonons are simultaneously affected

(and controlled), the previously mentioned effects and phenomena

can be combined, giving rise to the so-called OM crystal. Thus,

OM crystals are quasiperiodic structures in which it is possible to

achieve simultaneous control of light and sound in a way that OM

interactions are greatly enhanced. Indeed, since light and motion can

be confined in the same region of the structure, they can interact

in different ways, one of them by exchanging energy between the

photon and phonon populations. The mechanical motion deforms

the cavity boundaries and stresses in the material, both of which

contribute to the OM coupling between the cavity photons and the

mechanical modes of the structure.

The pioneer work of Eichenfield et al. [12] opened the possibility

of using the interactions described in the previous section in a chip-

scale platform. The small cavity dimensions and the good overlap

between optical and mechanical field distributions, in combination

with the small mass of the localized mechanical mode, result in

values close to a few megahertz, which is 2–3 orders of magnitude

higher than what offered by other common OM architectures such

as microdisks or microtoroids.
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There are different mechanical modes available in these struc-

tures. Usually they present extended modes, such as those of a

double-clamped cantilever that appear in the range of the tens

to hundreds of megahertz, depending mostly on the length of the

structure. On the other hand, confined cavity modes can reach

frequencies up to several gigahertz and several families can appear

in different spectral ranges. In the view of the cooling mechanism,

high-frequency modes are very interesting since the thermal

occupation is inversely proportional to the frequency. Indeed, by

exploiting all these characteristics, it was recently possible to

achieve the quantum ground state of motion for a localized mode at

5 GHz in a thermal bath of 20 K [2]. This kind of structure also offers

the possibility of integrating both optical and electrical actuation [5].

On the other hand, the product �m Qm is a figure of merit that

reveals the degree of mechanical oscillation coherence that could

be reached at a given temperature. Thus, reaching high values of

Qm is also very important to achieve strong coherent interaction

mechanisms with the optical field. Usually thermal effects dominate

Qm at room temperature, but at cryogenic temperatures, they

become no longer important. Several strategies can be explored

in these systems toward the goal of optimizing Qm at cryogenic

temperatures, depending on creating phononic bandgaps where the

localized mode could be placed.

A full phononic bandgap is defined by the absence of any

phononic band in a given frequency range; meanwhile, a pseudo

bandgap is defined by the absence of bands of a particular symmetry

in the frequency range of definition, even if there are still bands

of other symmetries at those frequencies. In Chang et al. [2],

the Qm of the confined phononic mode at cryogenic temperatures

is limited by unwanted fabrication imperfections that break the

perfect symmetry of the ideal structure and allow coupling among

different symmetry phononic propagative bands inside the pseudo

bandgaps. This loss is partly mitigated by introducing a surrounding

periodic structure matched to the phonon wavelength (“phonon

shield”), which is a 2D phononic crystal with a complete bandgap

at the frequencies of the localized modes.

Finally, the great majority of these structures, which are mostly

silicon based, are compatible with the devices of integrated
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photonics. Thus, they have the potential to be integrated with

current nanofabrication capabilities and to enable scaling up to

network sizes, which is interesting in the context of classical and

quantum information processing, and for the study of collective

dynamics.

6.3 Basic Properties of Optomechanical Crystals: Case
Study

Here we present a basic study on a 1D OM crystal whose geometry

is equivalent to that presented by Eichenfield et al. [12]. We will

present standard optical and mechanical results obtained in those

samples using a setup that is similar to what is widely used in the

optomechanics community. With this experimental technique it is

possible to transduce the mechanical motion of the OM crystal by

pumping a confined optical mode. Moreover it is even possible to

amplify optically the localized mechanical motion of the OM crystal.

More specifically, we will also show that high optical quality

factors combined with small modal volumes make this kind of

devices prone to thermal-induced effects, which strongly depend

on the intensity of the electromagnetic field. Indeed, thermo-optic

effects have been experimentally reported in 2D photonic crystals

[13], optical and OM circular microresonators [14–16].

Monomode tapered fibers are the ideal tool to optically excite

such devices by means of evanescent coupling [17, 18], since they

provide high coupling efficiency with low nonresonant insertion

loss. However, the accurate control of the coupling distance is not

unproblematic and very often the measurements are done in contact

mode to keep the coupling conditions stable in time.

We will also address the modifications of the optical and

mechanical properties of the OM crystal as a function of ρu .

Moreover, we show that the interaction between resonator and

tapered fibers strongly influences the optical and mechanical

properties of the resonator as well as its dynamic behavior. In this

regard, two important effects of this experimental configuration

are studied, the fiber loading onto the resonator and the attractive

optical forces between the fiber and the resonator. Indeed, both are
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related since optical forces result in an effective modification of the

fiber loading.

6.3.1 Experimental Setup

The experimental setup used to measure the optical, mechanical,

and OM properties of the fabricated structures is shown in Fig. 6.2.

A fiber-coupled tunable infrared (IR) laser covering the range from

1.5 μm to 1.64 μm is used as a light source. After a fiber polarization

controller, light enters a microlooped tapered optical fiber, which

is used to couple light within the structures under test. The light

transmitted through the fiber finally reaches the IR photodiode.

The polarization state of the transmitted signal can be optionally

analyzed after the tapered region. Once the laser is resonant with

the OM structure and light is coupled in, variations on the central

resonance position due to the thermal motion will translate in

variations of the transmitted signal intensity at the frequencies of

the phononic modes that have a certain degree of OM coupling with

the optical modes and are thermically excited.

To check for the presence of a radio frequency (RF) modulation

on the transmitted signal related to the presence of optomechan-

ically coupled phononic modes we have used an IR avalanche

photodiode (APD) with a bandwidth of 12 GHz. The RF voltage is

connected to the 50 ohm input impedance of a signal analyzer with

a bandwidth of 20 GHz.

Figure 6.2 Experimental setup for the OM characterization of OM struc-

tures. The left and central photos over the scheme show a lateral view of

the real microlooped tapered fiber away from the sample (left) and close to

the sample (center). The mirror image of the fiber can be seen reflected in

the sample. The right photo shows a top view of the tapered fiber in contact

with the central zone of an OM structure.
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The sample is placed below the tapered fiber and its position

is controlled with nanometer-scale precision. Light is coupled into

the structures, thanks to the long tail of the evanescent field of

the tapered fiber mode. Indeed, the tapered fiber is approximately

1 μm thick and shaped into a microlooped form with R ≈ 10 μm,

which allows the local optical excitation of the OM structures with

nanometer-scale precision on a region of less than 5 μm2.

6.3.1.1 Tapered fiber fabrication procedure

We have used a homemade setup in which a telecom optical fiber

is stretched in a controlled way using two motorized stages. The

central part of the fiber is placed within a microheater on a region

where the temperature is about 1180◦C (Fig. 6.3). It is possible

to monitor the fiber transmission at 1.5 μm while the pulling

procedure is performed. To check the transition to a single-mode

configuration, a short-time fast Fourier transform (FFT) algorithm

is applied to the signal. This is illustrated in Fig. 6.4, where the

transmitted light is represented for a reduced pulling region. It is

apparent on the figure that the transmitted light before 47.3 mm

is much noisier than after that distance. This is explained in terms

of interference of the multiple modes that are supported by the

Figure 6.3 Experimental setup for fabricating tapered fibers with a

microheater.
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Figure 6.4 (Top) SEM image of the thinnest part of a tapered fiber. (Bottom)

Transition from multimode to monomode while pulling the two extremes of

the fiber.

fiber. Indeed, each supported mode experiments a different change

in optical path as we pull, which is a consequence of the different

effective refractive indices.

When the various frequency components that are observed

during the pulling procedure totally disappear, the monomodal

condition on the tapered region has been achieved and higher-order

modes are radiative.

Following this procedure, we are able to fabricate tapered fibers

with diameters lower than 1.5 μm, which is of the order of the

wavelength of interest and ensures an evanescent field tail of several

hundreds of nanometers.

Using two rotating fiber clamps, the taper is twisted by two turns

on itself. The two fiber extremes are then approached for several

hundreds of micrometers so that a looped structure forms in the

tapered region. The two extremes are afterward pulled apart to

reduce the loop size down to a few tens of micrometers, as shown in

Fig. 6.2. In that process, the two parts of the fiber at the loop closing

point slide smoothly in opposite senses.
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6.3.2 1D Silicon Optomechanical Crystals

6.3.2.1 Geometry of the structures

We fabricated 1D silicon OM crystals with the design illustrated in

Fig. 6.5. This geometry is equivalent to that presented by Eichenfield

et al. [12]. The defect region consists of 15 central holes in which the

hole-to-hole spacing (pitch) is varied quadratically from the nominal

lattice constant at the beam perimeter (362 nm) to 85% of that

value for the two holes in the central part. At both sides of the

defect the pitch is kept constant along 30 cells more on each side

acting as an effective mirror for the defect region so that the total

number of cells is 75. The structures were fabricated in silicon-on-

insulator (SOI) standard samples with a top silicon layer thickness

of 220 nm (resistivity ρ ≈ 1 − 10 � hmcm, p-doping of ∼1015

cm−3) and a buried oxide layer thickness of 2 μm. The OM crystal

cavity fabrication process was based on electron beam (e-beam)

direct writing on a coated 170 nm of poly(methyl methacrylate)

(PMMA) 950 K resist layer. This e-beam exposure was optimized

with an acceleration voltage of 10 keV and an aperture size of 30 μm

with a Raith150 tool. After developing, the resist patterns were

transferred into the SOI samples employing by inductively coupled

plasma-reactive ion etching. To release the silicon membranes, a

second photolithography process based on UV exposure with a

mask-aligner tool was employed to open a window in the UV resist

just where the structures were placed. Finally, the silicon dioxide

under the membranes was removed by using a buffered hydrofluoric

acid (BHF) bath.

Two designs were fabricated with the nominal parameters

summarized in Table 6.1, the main difference among both being the

width.

Figure 6.5 Geometry of the 1D optomechanical structure as seen from

the top. On the right we show a zoomed region illustrating the different

geometric parameters characteristic of this particular design.
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Table 6.1 Values of the parameters determining

the geometry of the structures

Parameter Device 1 Device 2

Ndefect 15 15

Ntotal 75 75

� (nm) 362 365

w (nm) 1396 864

hy (nm) 992 575

hx (nm) 190 183

thickness (nm) 220 220

Within the wafer, a total of 18 columns with devices were

produced, each one associated to a slightly different e-beam dose.

Increasing the latter value enlarges the actual sizes of the holes and

reduces the total widths of the nanobeam structures but does not

affect the pitch.

6.4 Optical and Mechanical Simulations

The localized optical modes of the finite OM structure have

been found by means of finite-difference time domain (FDTD)

simulations. We have used MEEP, [19], a free software package

developed at MIT. The optical quality factors (Q0) are extracted

with the HARMINV subpackage, which uses the filter diagonalization

method [20]. This particular design allows the localization of

five photonic transverse electric (TE)-polarized eigenmodes with

different energy and spatial distribution along the long axis of

the OM structure, all of them with quality factors well above 105.

The spectral dependence of the intensity stored in the structure is

represented in the left part of Fig. 6.6, each peak corresponding to

a localized mode illustrated in the right part of Fig. 6.6. When the

fiber is in contact with the OM crystal there is a significant overlap

between the evanescent field of the mode supported by the tapered

fiber and the localized mode within the OM crystal (Fig. 6.7c),

thus allowing an efficient excitation of the latter. In the same way,

the resonant mode extends within the tapered fiber glass region,
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Figure 6.6 Optical localized modes calculated for the experimentally

fabricated (Device 1).

Figure 6.7 (a) SEM micrograph of Device 1. (b) |E x| along the y axis for the

fundamental optical mode. (c) Color contour plot of |E x| in the x − z plane

for the modes supported by the OM crystal and the tapered fiber. The black

(red) lines correspond to the mode profile of the OM (fiber) structure along

the axis directions. The white lines are the physical boundaries of the two

structures.

giving rise to an attractive cavity-enhanced optical dipole force

(CEODF) between both structures [15]. The intensity distribution

along the nanobeam direction is also showed for the case of the

lowest-order mode, that is, the one with the highest energy (see

Fig. 6.7b). Finite-element method (FEM) simulations using COMSOL

Multiphysics [21] have been performed to extract the mechanical

band structure of the OM crystal. It shows the localization of certain

types of vibrations in the defect region that should present OM

coupling with the localized optical modes. These mechanical modes

are denominated, from lowest to highest frequency, as the “pinch”
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Figure 6.8 From top to bottom, spatial distribution of breathing, accordion,

and pinch modes.

(Fig. 6.8, bottom), “accordion” (Fig. 6.8, center), and “breathing”

(Fig. 6.8, top) modes. The exact spectral positions of the different

mode families depend on the particular design of the OM crystal.

6.4.1 Optomechanical characterization

The optical spectrum extracted from the device under study is

shown in Fig. 6.9a. The spectral range covered by the tunable laser

allows the observation of three localized modes supported by the

structure, which are strongly polarized in the plane of the sample

(TE polarization). At low input powers, their spectral widths (δλ)

are about 0.03 nm, which translates into maximum optical quality

factors (Q0 = λ/δλ) of 54,000 (inset of Fig. 6.9a). The oscillations

outside the resonant frequencies reflect the presence of whispering

gallery modes in the microlooped tapered fiber.

The energy within a given mode (U ) can be calculated by using

U = Pc Q0/ω, where Pc is the power coupled into the resonant mode

and ω is the optical frequency. Under optimum coupling conditions,

the coupled power level can reach up to −1.5 dB of the off-resonance

transmitted power. In that case, the energy density (ρu = U /V ,

where V is the volume over which U is distributed) in a resonator

mode is 6 orders of magnitude higher than that present in the

travelling fiber mode. Thus, in terms of the CEODF between both
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structures, the contribution of the fiber mode field can be neglected

with respect to that of the localized mode of the resonator.

As explained in Section 6.3.1, it is possible to analyze the RF

spectral components of the transmitted signal. This allows detection

of the mechanical modes that are optomechanically coupled to the

optical modes. Indeed, when the laser is resonantly probing the

cavity, there exists a transduction mechanism in which the thermally

activated mechanical motion causes the transmitted field to be

phase-modulated around its steady-state value [7]. The coupling

strength between optical and mechanical degrees of freedom is

directly related to the transduced signal intensity. In addition, the

transduced signal intensity also increases with the optical power

coupled to the optical mode and with the quality of the optical and

mechanical modes [22]. To maximize the transduced signal the laser

wavelength should be set at the position of the maximum slope of

the resonance. However, as we will show in the following section, it

is not straightforward to fulfill this condition, since the resonance

experiences a red shift with coupled power.

We have experimentally set the laser wavelength in resonance

with the first photonic mode and then obtained the RF spectrum

presented in the bottom panels of Fig. 6.9. The OM crystal presents a

strong transduced signal for a set of four mechanical modal families

Figure 6.9 Optical (a) and mechanical (bottom panels, log scale in vertical)

spectra of the OM crystal.
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Figure 6.10 Optical (left) and mechanical (right) spectra for Device 1

(dotted black) and Device 2 (continuous red).

placed in different spectral regions. Within these families, there is

a rich substructure of different mechanical modes associated to

different modal orders. A maximum Qm of 1050 was measured in

the highest-energy region. The first mechanical family corresponds

to the pinch modes, the second to the accordion modes, and the

fourth to the breathing modes. Similar results were obtained in

Ref. [12], although we note that only one mechanical mode was

detected around the 1.3 GHz region and the mode at 1.62 GHz was

not present.

In Fig. 6.10 we show the comparison between the results

obtained on Devices 1 and 2. The spectral range covered by

the tunable laser allows the observation of three clear optical

resonances for each device, which are strongly polarized in the plane

of the sample (TE polarization).

As already said before, Device 1 presents a strong transduced

signal for the set of modal families that were expected, that is,

pinch, accordion, and breathing modes, each one in a different

spectral region. Within the pinch and breathing mode families, a

rich substructure of different mechanical modes appears that are

associated to different modal orders.

Regarding Device 2, the first transduced components appear

above 2.2 GHz and are associated to pinch modes. It is then

very interesting to note how the same modal family doubles its

eigenfrequency by just carefully scaling the cells. In Fig. 6.11 we

illustrate the dependence of the optical and mechanical spectra

with the e-beam dose used to fabricate the structures. The results

correspond to structures with the nominal design of Device 1. Only
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Figure 6.11 Optical (left) and mechanical (right) spectra taken from

devices belonging to different columns.

columns 7–10 (e-beam dose = 1.2 − 1.35 × 102 μQ/cm2) showed a

nonnegligible transduced signal in the RF spectra. From now on we

will only show results concerning the design of Device 1.

Regarding the optical transmission spectra (Fig. 6.11) we

observe a clear spectral shift toward longer wavelengths as a

function of the column number, that is, by decreasing the e-beam

dose. This is an expected result as the effective refractive index of

the structure is being increased in this sense. The mechanical modes

show instead a spectral shift toward higher frequencies since the

effective structure becomes stiffer. The overall shift of the pinch

family is evident (bottom panel of Fig. 6.11, right), while in the case

of the breathing mode family (top panel of Fig. 6.11, right) it is even

possible to follow the behavior of a mode associated to the same

order (indicated by arrows for the case of the fundamental mode).

Putting together the whole set of optical transmission spectra

corresponding to the different columns we can conclude that at least

four different optical eigenmodes are measured. However, it is not

possible to label them with the mode orders, since the simulations

foresee the presence of five localized modes. Thus, one missing

mode (the fundamental or the fifth mode) could be still falling

outside (below or above) the spectral range covered by the laser.

Indeed, a fundamental mode order could be associated to a certain

resonance only by checking that no more modes appear at shorter

wavelengths. In any case, it is certain that the optical modes of lower

wavelengths observed in the structures of columns 6 to 8 are not the

fundamental one. Because the various optical modes have different

spatial profiles, each mechanical mode has a different g0 for each
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Figure 6.12 Optical (left) and mechanical (right) spectra. The two panels of

the right part of the figure cover the spectral regions of the pinch (bottom)

and breathing (top) modes. The different curves are obtained by pumping

different localized optical modes.

optical mode. This is illustrated in Fig. 6.12, where it is possible

to observe that, depending of the optical mode chosen to excite

the cavity, it is possible to observe different contributions from

the mechanical modes in the pinch and breathing modal families.

Indeed, even if the coupled optical powers are comparable, there are

clear differences in the relative intensities among modes and even

several cases in which mechanical modes seem to be absent. It is

worth mentioning that the mechanical amplitude of a mode due to

the actuation of the Langevin force depends just on the temperature,

so the different transduced intensities are then just associated to the

different g0.

6.4.2 Tuning the Optical and Mechanical Properties of the
Optomechanical Crystal with Coupled Optical Power

When the coupling conditions are optimized, a strong red shift

of the optical resonance as a function of the power coupled into

the OM crystal is observed. Figure 6.13 shows several spectra,

associated to different off-resonance transmitted powers through

the fiber, taken by sweeping the laser wavelength from short to

long wavelengths at a constant speed (40 nm/s). Wavelength drifts

up to 70 linewidths are observed and maximum values of 250

linewidths have been reached (see vertical scale of Fig. 6.14a).

Furthermore, the change from the symmetric spectral shape at low

power (black curve) to the asymmetric spectral shape observed at
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Figure 6.13 (a) Different normalized spectra of the first photonic reso-

nance obtained for different transmitted powers. (b) Average temperature

increase (resonant wavelength) as a function of the stored energy within the

photonic mode (coupled power).

high powers presents an abrupt transmission jump at the position

of the minimum transmitted intensity. Below certain transmitted

powers, about 1 μW in the case of Fig. 6.13, the resonances shape

does not change anymore. The spectral drift of the resonance to

longer wavelengths can be mainly ascribed to thermo-optic effects

of the material composing the resonator, that is, expansion of

the structure and changes in the material refractive index due to

the absorption of part of the high electromagnetic field built up in

the resonator. In addition, and as a consequence of the CEODF, the

OM crystal studied in this work can also suffer a small deformation

that depends on ρu within the resonant mode. In the current and

next sections we will show that this deformation has a minor

impact on the overall spectral drift but may limit the maximum drift

achievable. The dynamic evolution of the OM crystal in the high-

transmitted-power regime could be explained as follows:

(1) At the start of the measurement, the laser is out of resonance

(blue-shifted with respect to the resonance) and there is no

optical energy within the OM crystal. The OM oscillator is in a

cold configuration.

(2) When the laser wavelength enters the resonance region, the

thermo-optic response increases as a function of the coupled

power. This results in a dynamic red shift of the resonance
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during the spectral scan and while the pump laser is on

resonance.

(3) For reasons that will be discussed further in this section, the

actual optical resonance becomes blue detuned with respect

to the laser wavelength and the system enters an unstable

configuration. When the OM crystal relaxes to its original

position it gives rise to the abrupt jump in transmission.

For a given value of the coupled power, the stored energy will be

distributed according to the optical mode spatial profile. However,

even provided with this information, it is an extremely complex

problem to infer the exact spatial temperature distribution within

the OM crystal. To start with, it will depend on the effective thermal

conductivity of the resonator, which is significantly reduced with

respect to the bulk values below a thickness of a few micrometers

and will be affected by the specific geometric nanostructure of

the Si beam as well. Instead, we have extracted an upper limit of

the effective temperature increase reached in the region hosting the

optical mode. This has been done by assuming that the observed

wavelength shift is only associated to an average change in the Si

refractive index (nSi). We have also taken the wavelength at the

maximum coupled power as the resonant wavelength, which for

this purpose is a fair approximation since the actual resonance

linewidth, assumed to be independent of the coupled power, is much

narrower than the observed spectral shifts. Moreover, there is a

linear relation of nSi with temperature (T ), nSi = 3.38 · (1 + 3.9 ·
10−5 ·T (K)) at λ0 = 1.55 μm. FDTD optical simulations also reveal

a linear dependence of the optical frequency of the localized mode

on nSi. Thus, it is straightforward to establish a relation between

the spectral shift and the average temperature increase (�T ). In

Fig. 6.13b we plot the resulting curve that links the energy within

the optical mode and �T , being about 35 K for the highest power

reported in Fig. 6.14a. This energy is distributed over the modal

volume (V = 1 − 2(λ0/n)3), resulting in an average ρu of about

250 fJ/m3 for this extreme case.

As it has been pointed out, the maximum optical spectral shift

increases with ρu . We have observed that the spectral shift achieved

in higher-order optical modes (presenting similar Q0 but higher

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

230 Nano-optomechanical Oscillators:

Figure 6.14 (a) Color contour plot of the RF power of a high-frequency

mechanical mode as a function of the frequency (x axis) and the optical

wavelength (y axis) obtained for a transmitted power (off resonance) of

1.7 mW. The coupled optical power reaches 260 μW for the strongest drift.

The optical transmission spectrum at this transmitted power is also showed

for clarity (dashed line, b) mechanical modes in different frequency regions

at two extreme optical wavelengths.

modal volumes) is lower than in the case showed in Fig. 6.13a, even

if the coupled powers are similar.

In our case the resonance contrast becomes smaller with

increasing transmitted power. This observation reflects that the

absolute minimum of the resonance is not reached. In fact, we have

also observed that the maximum coupled power condition red-shifts

with the scan velocity (Fig. 6.15), that is, with the rate of change

of coupled power. In the steady configuration, in which the RF

measurements are performed, the maximum coupling is found at

the position reported for the lowest scan velocity (denominated as

the S point from now on). The transduced mechanical signal is also

experimentally maximized in those conditions because the position

of maximum resonance slope has not been achieved. This confirmed

to be blue-detuned with respect to the resonance minimum, since

the absolute minimum of the resonance would correspond to a

minimum in the transduced signal. Thus, from this result we can

infer that Q0 does not degrade meaningfully with the coupled power

due to increasing free-carrier absorption losses. Finally, it is worth

noting that the S point red-shifts with power in an equivalent way,

as that shown in Fig. 6.13a.

The OM crystal state reached with scan velocities higher than

0.5 nm/s is unstable above the S point. However, if only thermo-

optic processes were present, one would just expect retardation
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effects due to a limited temporal response, that is, the thermal

adaptation to changes in the coupled power could not be fast enough

to keep the resonant condition. In such a case, the behavior with

scan velocity should be opposite to that showed Fig. 6.15 and the

strongest red shift should occur at the lowest velocity. Moreover,

the expansion and refractive index change rates scale with the

sweep velocity in the temporal ranges covered by the laser, since

the spectral shape before the S point does not vary. Therefore, an

independent mechanism must be at play, with a slower temporal

response than that of the thermo-optic processes and low impact

on the optical drift, which counteracts the OM crystal response to

wavelength changes. Indeed, there is an increase of the attractive

optical forces among the fiber and the OM crystal leads to a small

relaxation of the fiber loading. Moreover, in the following section we

will demonstrate that a controlled increase of the fiber loading red-

shifts the optical frequency at low coupled powers, when thermo-

optic effects are not present. A decrease of the fiber loading would

thus lead to a blue shift of the resonance. Since the delay becomes

evident at 5 nm/s, the temporal response of the adaptation of the

coupled system would be at least in the millisecond range. This long

time response is reasonable, given the dimensions of the tapered

fiber system.

In addition to the optical resonance tuning, there is also a shift

in the frequencies of the mechanical modes when changing ρu in

the OM crystal, done by changing the optical excitation wavelength

at high transmitted powers. In the case illustrated in Fig. 6.14, the

off-resonance transmitted power was 1.7 mW and the maximum

optical resonance drift was 8 nm, associated to a maximum coupled

power of 260 μW, under a steady-state laser configuration. In this

extreme condition we have observed a 0.3% frequency downshift

(about 7 MHz) in the modes placed around 2 GHz (Fig. 6.14b).

Slightly lower relative shifts were observed for the modes present

in lower-frequency regions. The reported frequency reduction of

the mechanical modes is a consequence of decreasing the Si elastic

constants, which is related to the average temperature increase.

For the same reasons exposed above, that is, a lack of knowledge

of the temperature spatial distribution within the OM crystal, it

is not possible to extract the spatial distribution of the elastic
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Figure 6.15 Transmission spectrum around the first optical resonance for

different sweep velocities.

constants. Nevertheless, by assuming a homogeneous increase of

the resonator temperature, associated to the measured coupled

powers (see Fig. 6.13b) FEM simulations have provided frequency

downshifts compatible with those experimentally reported (0.8% in

the extreme condition for the modes around 2 GHz). In summary,

the coupled power does not affect the quality factor of the optical

and mechanical modes but shifts the optical modes toward longer

wavelengths and the mechanical modes to lower frequencies.

6.4.2.1 Effects of fiber loading on optical and mechanical
properties

Since the fiber is in contact with the structures, their physical

interaction has a significant effect on the spectral position and

quality of the optical and mechanical modes of the OM crystal. As

mentioned in the experimental part, the tapered fiber is leaning

both on the top of the structure and on the surrounding frame.

It is then possible to qualitatively control the loading over the

OM crystal by changing the relative pressure over the two contact

points. The different panels of Fig. 6.16 show the first optical

resonance for increasing fiber loading. Each panel shows a solid
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Figure 6.16 Optical (a) and mechanical (b) spectra for different fiber

loadings on the OM crystal.

curve corresponding to the low-input-power case and a dashed

one corresponding to a transmitted power of about 200 μW off

resonance. The coupled fraction in all cases is very similar but there

is a remarkable red shift of the resonance position, together with

a lowering of the Q0, which is compatible with a bending of the OM

structure. The comparison of the extreme cases at low power reveals

a total red shift of 3.6 nm and a 27-fold lowering of the Q0.

The high-transmitted-power curves show that the maximum

achievable red shift, with respect to the resonance observed at low

power, decreases with the fiber loading, which is mostly due to the

lowering of the Q0. For the same main reason it is only possible

to transduce the mechanical motion in the cases of the two lower

loadings. This is illustrated in Fig. 6.16b for one of the highest-

frequency mechanical modes. There is a significant shift toward

higher frequencies associated to an effective stiffness increase due to

the loading. The losses of the supported mechanical modes appear

also to be affected and a twofold lowering of the Qm was observed.

In summary, the physical pressure exerted by the fiber over the

structure deforms the latter in a way that the Q-factors strongly

degrade, the optical modes shift toward longer wavelengths, and the

mechanical modes shift to higher frequencies.

It is worth noting that the optical modes shift in the same sense

observed when increasing the coupled power (cf. Fig. 6.13), while

the mechanical modes shift in the opposite sense (cf. Fig. 6.16).

Moreover, under the lowest fiber loading condition, it is possible

to shift the resonance up to more than 8 nm, more than twice the
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maximum shift reached by increasing the loading, by just increasing

the coupled power and yet observe the most intense mechanical

modes, without damaging of the mechanical and optical quality

factor. Thus, the physical origin behind of the optical and mechanical

shifts with coupled powers has to be mainly attributed to thermo-

optic effects in the silicon material composing the OM crystal.

6.4.2.2 Experimental observation of dynamical back action

Now we will discuss the dynamical back-action effect when a blue-

detuned laser is used. This study has been made on a different

structure with respect to what shown until now and shows localized

phononic modes around 5.5 GHz.

It is well known that by increasing the ratio �m/κ where κ is

the optical mode damping rate) the potential cooling/amplification

rates are also increased. Figure 6.17 illustrates this and delimits

two regions on the basis of the efficiency of the process: (i) the

unresolved band, where�m/κ < 1, and (ii) the resolved band, where

�m/κ > 1.

The mechanical mode subject of this particular study is present

as observed at 5.46 GHz and is barely inside the resolved sideband

since�m/κ = 2.02.

Figure 6.17 The mechanical amplification and cooling rate as a function of

detuning and normalized mechanical frequency.
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6.4.2.3 Mechanical amplification at 5.46 GHz

We have observed that the mechanical mode present at 5.46 GHz is

optically amplified through dynamical back action of the radiation

pressure force. The signatures of mechanical amplification are

mainly two: (i) a strong power increasing of the transduced signal

and (ii) and a linewidth narrowing. Both effects are clearly visible

on the main panel of Fig. 6.18 and its inset.

Indeed, we have determined that, above the threshold, the

effective mechanical quality factor can reach a value of Qm = 24000,

starting from Qm = 1600. There is also a further interesting effect

regarding the central frequency of the observed mechanical mode. It

seems clear (Fig. 6.18) that in the first curves there is a slight shift

toward higher frequencies, while at a certain point the frequency

starts to decrease. This can be explained in terms of a combination

of optical spring and thermo-optic effects. The former mechanism

increases the effective stiffness of the structure and is expected to

be present in a situation of blue detuning. The latter process reduces

the stiffness as a consequence of a local temperature increasing with

the associated reduction of the elastic constants. The observation

of mechanical amplification also demonstrates that, in principle,

Figure 6.18 Mechanical mode at 5.46 GHz optically amplified through

a dynamical back-action process. In the inset, the extreme curves are

normalized and represented in linear scale.
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it is also possible to cool down this mechanical mode in some

extent. However, it is difficult to do that at room temperature since

thermo-optic effects are present, which prevents putting the laser

wavelength in the cooling side band of the resonance at high powers.
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Nanoscience and nanotechnology are progressing along many

fronts, often from interdisciplinary and multidisciplinary points of

view; the most impressive progress has been made in the area

of semiconductor technology. I remember the beginning of the

nineties, when I did a posdoc formation on optical properties

of semiconductor quantum wells (QWs), the most successful

achievement for light-emitting diode (LED) and laser fabrication

(one should mention here the achievement of high-power lasers

at 808 nm based on GaAs QWs and LEDs—laser diodes based

on GaN QWs, the most successful achievement in the field at

the time). I particularly remember a one-week course given by

Prof. Federico Capasso in the spring of 1992, at the Department

of Physics, University of Florence, where I remained impressed

by his well-known bandgap wavefunction engineering [1] and

premonitory quantum design concepts [2] to tailor optical and
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electronic properties of quantum heterostructures and conceive

new electronics, his famous double-barrier resonant tunneling diode
and optoelectronic devices, and his also well-known quantum
cascade infrared laser [3].

The applications found for quantum dots (QDs) along the last

years extend over many fields, from the most technological, as

photonics and optoelectronics, the main topics of this chapter,

toward nanomedicine, where colloidal QDs are being used for

fluorescent labelling of biomolecules, substituting the well-known

fluorophores or organic dyes. The basis for these applications is

their electronic (Section 7.3) and optical (Section 7.4) properties,

which are analogous to those of atoms and molecules in the sense

that they exhibit a discrete electronic/excitonic structure, and for

this reason, QDs are often called artificial atoms. In Section 7.3

we will also introduce some basic models to calculate confined

electronic states in QDs, as the basis for their optical properties.

The main aspects and mechanisms regarding exciton recombination

will be considered in Section 7.5, together with the corresponding

modelling, the master equations of microstates being the most

important ones for the study of recombination dynamics in QDs,

both colloidal and self-assembled and either a single QD or an

ensemble of them.

Photonic based on QDs (Section 7.6), by definition, will take

account of the particular interaction of light and QDs, trying to

get amplification, modulation, operations, and similar functions

usually pursued by using different materials in combination with

light propagation on chips (waveguides, couplers, splitters, . . . )

made on appropriate substrates: silicon, as the most important

platform nowadays, but not the only one (glass and flexible

substrates) for other applications of photonics, such as sensing and

displays.

Of course, the other two important devices to be considered to-

gether with the most strict photonics operations are photon sources,

LEDs and lasers, and photon detection, that is, optoelectronic de-

vices (Section 7.7), even if we will consider in detail photon sources,

given their straightforward combination with photonic structures

leading to more efficient devices. Photon-emitting sources are based
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on electron–hole or exciton recombination in a semiconductor, pro-

vided both electron and hole carriers are injected. The combination

of QDs and electron/hole injectors is well known for III–V self-

assembled QDs, and we will review the advantages and limitations

of QD LEDs. An important part of this section will be the very

important advances achieved in the case of colloidal QDs to fabricate

QD LEDs. This is because the technology is very similar to that

of organic light-emitting diodes (OLEDs) but incorporating QDs

instead of organic fluorescent molecules. The advantage is clear: An

increase in stability and robustness of the device and practically the

whole spectrum, from UV to mid-IR can be easily swept by only

changing the base material and QD size. Most relevant technological

problems arise with the appropriate selection of electron/hole

injectors and the QD layer itself in order to build efficient

devices.

Semiconductor QDs are at the core of many advanced optical

telecommunication technologies like ultralow threshold lasers,

amplifiers, and quantum light sources. Some of them are already

mature, while others are at different stages of research and

development, the seeking of new properties and new applications

and device concepts being the goal in the case of quantum light

leaving from QDs. This is because, as “artificial atoms” (and two-level

systems), they emit single photons and, under certain conditions,

indistinguishable and entangled photons. The emission of quantum

light on demand has been demonstrated using a single QD by

means of incoherent optical pumping, embedding it in microcavities

and also in electric charge injection devices. In this way, we can

fabricate on-demand single-photon sources (SPSs) and entangled

photon sources (EPSs) ready to be used as photon qubits for future

quantum cryptography and quantum computing, even if they can

be also be used for some photonic operations, as logic gates and

optical future quantum photonic devices, and hence paving the road

for the manipulation of quantum information and the realization of

quantum computing at the most important telecom windows (980,

1300, and 1550 nm) by using integrated quantum photonic devices,

as will be discussed in Section 7.8.
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7.1 Introduction

7.1.1 Basics of QD-Based Semiconductors

The unit cell of III–V semiconductors (e.g., GaAs in Fig. 7.1a) is the

atom ensemble representative of the crystal because of its periodical

repetition along the three space directions. Setting one corner of

the cube as the origin of coordinates the structure is invariant to

the point group Td (Zinc-blende group) [4]. The Wigner–Seitz cell

associated to the reciprocal lattice of the zinc-blende structure (first

Brillouin cell) forms a truncated octahedron (Fig. 7.1b); we can

distinguish several symmetry points: The center of this cell is known

as the �-point, X , L, and K being the larger symmetry points at the

Brillouin zone borders.

The electronic wavefunctions can be described by means of

periodic functions (Bloch functions) on the basis of the first Brillouin

Zone (Fig. 7.1b) and used to obtain the electronic band structure

through very different theoretical or pseudo-experimental methods

like tight binding or kp [4]. The crystalline structures of II–VI and

IV–VI semiconductors are different from that of GaAs, which is also

reflected by a different band structure (see the case of CdSe and PbSe

in Fig. 7.2a); let us observe, for example, the direct nature of the

PbSe bandgap at the L-point, whereas it is defined at the �-point in

CdSe. Most semiconductors present a moderate energy gap (0.5–3.5

eV) between the conduction and valence bands. At 0 K, the valence

band of a perfect semiconductor crystal is completely filled by

electrons, while the conduction band is completely empty: there are

no available carriers in the conduction band and the semiconductor

(a) (b)

Figure 7.1 (a) Unit cell of the Bravais lattice of a zinc-blende structure, for

example, of GaAs, and (b) its corresponding first Brillouin zone.
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Figure 7.2 (a) Unit cells and energy band structures of CdSe (a) and PbSe

(b). The unit cells are taken from cnx.org and band structures from Refs.

[5, 6]. Reprinted from Ref. [5], Copyright (2012), with permission from

Elsevier. Reprinted figure with permission from Ref. [6]. Copyright (1997)

by the American Physical Society.

behaves like an insulator. In contrast, at room temperature, a

thermal carrier distribution populates the conduction band (in

equal proportion as holes in the valence band) and, consequently, a

typical low conductivity is measured. This conductivity can be easily

controlled by adding impurities. Acceptor impurities induce hole

conduction and donor impurities electron conduction. This ability

to change the conduction type (p or n) is the basis for most of

the electronic and optoelectronic devices based on p-n homo- and

(p-n, p-i-n, or more complex combinations) heterojunctions. Even

if the full electronic band structure is rather complex (see right

panels in Fig. 7.2), with different energy band dispersions (E (k)) at

different crystalline directions, most of the semiconductor optical

properties can be described, reducing the whole band structure

to a simplified E (k) parabolic approximation around the center of

the Brillouin zone, the �-valley, as shown in Fig. 7.3 for GaAs. The

parabolic approximation depicted in Fig. 7.3 for GaAs is the simplest

one, describing an electron in the conduction band with an effective

mass (me), whereas holes in the valence band can be described by

heavy and light masses due to the different k-bending of the two
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Figure 7.3 Simplified band structure of GaAs at 300 K (from http://

www.ioffe.ru/SVA/NSM/Semicond/GaAs/bandstr.html).

bands at the �-point. A photon with energy below the bandgap

(E g) cannot be absorbed, while a photon with energy above E g
promotes an electron from the valence band to the conduction band,

leaving a hole in the valence band. If electrons and holes remain

correlated through Coulomb interaction, such an optical excitation

can be described by only one quasiparticle, the exciton (X ), instead

of the uncorrelated electron–hole pair picture. Once the crystal is

excited, it tends to relax that excess of energy until returning to the

original crystal ground state (GS), that is, recombination of either

an electron–hole pair or an exciton. Depending on the nature of

these relaxation channels, we find nonradiative processes (phonon

emission, carrier scattering, . . . ) or radiative processes: the electron–

hole/excitons recombine by emitting a photon with energy equal to

their optical transition energy.

7.2 Synthesis and Growth of Semiconductor Quantum
Nanostructures

7.2.1 Colloidal Nanocrystals

Colloidal nanocrystals are obtained by chemical synthesis, where

size can be controlled very precisely with high monodispersity. In
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(a) (b)

Figure 7.4 (a) Reaction and reactor for the chemical synthesis of colloidal

CdSe QDs; (b) high-resolution TEM image of a core–shell CdS/CdSe QD.

Reprinted with permission from Ref. [12a]. Copyright (2003) American

Chemical Society.

this way quantum size confinement is achieved, that is, nanocrystals

can be considered as quantum dots (QDs). The chemical synthesis

is thus considered the easiest and fastest procedure to obtain II–VI

colloidal QDs [7, 8]. In the work of Murray et al. [9] was proposed

the synthesis of macroscopic quantities of CdX (X = S, Se, Te) QDs

in a simple reaction, obtaining QD diameters in the range from 1

to 10 nm, as illustrated in Fig. 7.4. The nucleation of nanocrystals

begins immediately after the injection of organometallic reagents

into a hot coordinating solvent. When the concentration of reagents

reduces from a critical value, nucleation stops and slow growth of

the nanocrystals takes place until the desired size value in such a

way that aliquots taken from the solution at increasing reaction time

will produce colloids with QDs of increasing diameter. If reagents

are exhausted during growth bigger nanoparticles can be formed

from the material of small nanocrystals, the Ostwald ripening growth

[10]. Core–shell QDs (e.g., ZnS/CdSe, CdS/CdSe, and other more

complex heterostructures) can be also prepared by dropping a

chemical precursor of the shell material onto a solution of the core

nanocrystals under appropriate reaction conditions [11].

7.2.2 Self-Assembled Quantum Dots

Molecular beam epitaxy (MBE) is a commonly used technique for

the fabrication of QDs, especially for the III–V compounds (e.g.,

GaAs, InAs, etc.), whose scheme is shown in Fig. 7.5. The most
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Figure 7.5 (Left) Scheme of the molecular beam epitaxy (MBE) equipment

for the growth of semiconductors (from Ref. [12b]); (right) illustration of

the Stranski–Krastanov growth mode.

investigated nanostructures are InGaAs self-assembled QDs grown

on (100) GaAs and InP substrates by gas source MBE, even if other

materials have been also obtained on these substrates, as the case

of In alloys based on antimonides. Self-assembled QDs are obtained

by the growth of those semiconductor materials that exhibit a

mismatch in the lattice parameter with respect to the substrate.

This situation enables the growth mode named Stranski–Krastanov,

where the stress accumulated during the growth of epitaxial layers

with the larger lattice parameter material over the seed matrix

relaxes strain by forming isolate islands (the 2D growth mode under

these conditions stands up to reaching a critical thickness over

which 3D islands appear), standing on a planar and thin layer of

the same material, the wetting layer (WL), as illustrated in Fig.

7.5b. Energetically, this layer provides a quantum well (QW)-like

energy level structure between the conduction band of the barrier

material (usually the matrix) and the confined levels of the QDs. The

role of the WL in the overall energetic picture and the dynamics

of the system is relevant and will be discussed further later. The

density of the QDs can be as high as 1011/cm2 and the typical

lateral size and height of the dots are in the range of 20–50 nm

and 5–10 nm, typically, measured by an atomic force microscope

and transversal high-resolution transmission electron microscopy
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(TEM) (see Fig. 7.5). See the good review by Stangl et al. on growth

and structural properties of self-assembled QDs [13].

7.3 Electronic Structure

Semiconductor nanostructures are low-dimensional systems that

result from reducing at least one of the dimensions of a semi-

conductor to the nanometric scale. The type I potential profile

shown in Fig. 7.6 (positive potential barriers for electrons, Ec2 −
Ec1, and holes, Ev2 − Ev1, for two semiconductors with bandgaps

E g2 > E g1) along a given spatial direction is leading to quantum

size confinement when the carrier de Broglie length is smaller

than the physical dimensions of the nanostructure (L in Fig. 7.6),

reducing the available states in k-space and modifying the density of

states. For this reason the lowest optical transition energy (ground-

state energy, E gs ) will be higher than E g1 and several higher

optical transition energies (excited-state energy, E E s ) can appear

depending on L and the barrier potential energies for electron and

holes, Ve(= Ec2 − Ec1) and Vh(= Ev2 − Ev1), respectively.

Figure 7.6 1D quantum well potential profile appearing from the type I

band alignment between two semiconductors of bandgaps E g2 and E g1;

Ve and Ve stand for the different band offsets of their conduction and

valence bands, respectively, while L is the well length (thickness of the well

material).
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Figure 7.7 Density of states for semiconductor bulk, QW and QD.

There is a striking difference in the density of states if we

reduce the dimensions along one, two, or three directions, as plotted

in Fig. 7.7. The large density of states concentrated at a given

wavelength can be used to increase the performance of laser and

optoelectronic devices. The development of QW-based lasers is in a

commercial stage, while recent research has actually achieved better

performances in QD-based devices and opened the doors to new and

exciting applications, like, for example, single-photon sources (SPSs)

for quantum cryptography, as will be reviewed later.

QDs exhibit a delta-like density of states:

d N
d E

∝ d
d E

∑
ε1<E

�(E − εi ) =
∑
ε1<E

δ(E − εi ), (7.1)

which would lead theoretically to threshold-less lasers based on

them.

7.3.1 Colloidal QDs

The 3D confinement of carriers in a QD results in an atom-like

structure. The electronic structure for a real QD can be calculated

by taking into account very different aspects: shape, composition

profile (intermixing between the QD core and surrounding materials

leads to a gradient along the nanostructure), piezoelectric effects, or

stress fields that bend the semiconductor band structure.

First of all we can consider a spherical shape, which is the case of

colloidal QDs. In this case a first approximation consists in solving

a spherical QW with infinite potential barriers for electrons and

holes within the effective mass approximation (parabolic bands).

The confinement energy of electron and hole levels under this

approximation is characterized by the angular momentum quantum
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number l and can be written as (see Ref. [15])

E l , n
e,h = �φ2

l , n

2m∗
e,hr2

0

, (7.2)

where m∗
e,h is the electron and hole effective mass, r0 is the

nanocrystal radius, and φl , n is the n-th root of the spherical Bessel

function of order l, that is, jl (φl , n) = 0 (the four lowest roots are

φ0, 0 = π , φ1, 0 = 4.49, φ2, 0 = 5.76, and φ0, 1 = 2π). In an early work

Kayanuma introduced in the calculation the effect of the electron–

hole Coulomb interaction by using a simple variational approach

[16]. This term becomes important when the size of the QD is two

to three times larger than that of the exciton wavefunction (effective

Bohr radius), which is defined as the weak confinement limit. On

the opposite, strong confinement means that electron and hole

confinement energies are defined by r0, the Coulomb interaction

being a small correction to the ground optical transition energy. The

strong confinement limit is the case of most colloidal QDs studied in

the literature.

A more convenient model for studying colloidal QDs is the one

considering finite potential barriers, where the solution to the radial

Schrödinger equation in spherical coordinates, R(r), for the l = 0 GS

is given in Ref. [17], using spherical Bessel functions of the first and

third kind of zeroth order as the wavefunction for an electron (hole)

inside and outside the nanocrystal, respectively:

R(r) ∝

⎧⎪⎨
⎪⎩

j0(kinr) = sin(kinr)

kinr
, r < r0

h(1)
0 (koutr) = −exp(−koutr)

koutr
, r > r0

(7.3)

with

k2
in = 2m∗ E

�2
and k2

out = 2m0|E − V0|
�2

, (7.4)

m∗ being the effective mass of electrons (holes), m0 the free electron

mass, and V0 the total confining potential:

2V0 = V0e + V0h = E g(M) − E g(S), (7.5)

where E g(M) is the surrounding matrix bandgap (formed from the

oleate capping agent), E g(S) the semiconductor bandgap, and V0e

and V0h the confining potential for electrons and holes, respectively.
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We can choose V0e = V0h = V0, as done in Ref. [17]. By imposing

the continuity conditions to the carrier wavefunction and the

probability current at the semiconductor–matrix interface and after

some mathematical rearrangements, a transcendental equation is

obtained, whose solutions are the eigenvalues of the Schrödinger

equation:

x cot(x) = 1 −
(

m∗

m0

)
−
√(

m∗

m0

)(
V0

�
− x2

)
(7.6)

where x = Kinr0 and � = �
2/2m* r2

0 . The carrier effective masses

can be taken from Ref. [18] for bulk PbSe (eventually considering

nonparabolicity for the carrier effective masses), whereas the

value of V0 is taken as a fitting parameter in the above-described

model to reproduce experimental results for PbSe QDs and/or

calculated values by using more accurate models, as the case of the

tight-binding model used in Ref. [19], parameterized through the

equation

E g(D) = E g(∞) + 1

0.0105D2 + 0.2655D + 0.0667
(7.7)

(Eg in eV and D in nm)

where Eg(D) is the effective bandgap energy of a QD of diameter

D. Figure 7.8 shows the experimental total carrier size confinement

contribution, Ee + Eh , as obtained by subtracting the bandgap

value for bulk PbSe (taken to be 0.278 eV at 300 K) from the

experimentally measured absorption and photoluminescence (PL)

exciton peak energies, as a function of the PbSe QD size (the

diameters are obtained from statistics on TEM images, as shown

in Fig. 7.9), well below the effective Bohr radius of bulk, a∗
B ≈ 43

nm. It is interesting to note that exciton-binding energy is very low

in PbSe, given the small electron and hole effective masses and

the large dielectric constant, and hence the optical transitions are

determined from electron and hole confinement energies added to

the bandgap of bulk PbSe. A rough infinite barrier approach yields

confinement energies (dotted line in Fig. 7.8) very far from the

experimental ones. Instead, the very simple finite barrier model

described above for spherical QDs fits very well the observed blue

shift of the QD effective bandgap (solid symbols in Fig. 7.8). At
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Figure 7.8 Total confinement energy (electron + hole terms) as a function

of the PbSe QD diameter: experimental values (solid symbols), calculated

through the infinite (dotted line) and finite (dotted-dashed and continuous

lines using parabolic and nonparabolic effective masses, respectively)

barrier models explained in the text and calculated curve using the

expression of Allan and Delerue (see text) [21].

Figure 7.9 (a–f) Size statistics as obtained from TEM images (four right

panels).

room temperature the direct application of the model with parabolic

effective masses (green dashed-dotted line in Fig. 7.8) yields a

reasonable agreement to our experimental values and tight-binding

calculations (red dashed-dotted-dotted line in Fig. 7.8) [19] by using

a potential barrier value V0 = 3 eV. An additional refinement of this

© 2016 by Taylor & Francis Group, LLC

  

http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-8&iName=master.img-010.jpg&w=142&h=109
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-8&iName=master.img-011.jpg&w=228&h=174
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-8&iName=master.img-011.jpg&w=228&h=174


November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

252 Quantum Dot–Based Nano-optoelectronics and Photonics

Figure 7.10 Mechanisms of bandgap engineering in semiconductor

nanocrystals through size, shape, composition, impurity doping, het-

erostructure band offset, and lattice strain. Reprinted with permission from

Ref. [22]. Copyright (2010) American Chemical Society.

model consists of the introduction of the nonparabolicity effect in

the conduction and valence bands of PbSe, as taken from Ref. [20].

The calculated curve of the total carrier confinement energy using

nonparabolic effective masses (black solid line in Fig. 7.8) exhibits a

smoother variation than in the case of parabolic masses. It is closer

to the experimental data in PbSe QDs with diameters above 3 nm and

is very similar to the tight-binding prediction (red broken curve in

Fig. 7.8). This refined model incorporating nonparabolic masses has

been successfully applied to explain the temperature and pressure

variation of the exciton transition energies [21] and thus can be of

interest to be used for studying the optical properties in bandgap

engineering of QD heterostructures, as the cases represented in

Fig. 7.10 [22].

7.3.2 Self-Assembled QDs

The shape and composition of self-assembled QDs depend on

the growth conditions: substrate temperature, thickness of the

deposited layer, atmosphere, . . . , and these slightly vary from
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Figure 7.11 Parabolic potential profile of self-assembled QDs along the

x-y direction.

QD to QD in the ensemble. Different complex models have been

developed under the assumption of particular shapes (pyramidal

and lens-like are the most popular ones) and measured or calculated

composition gradients and stress fields. The experience, effort,

and calculation power needed to get the electronic structure by

any of the established methods (8 × 8 kp, tight binding, . . .) is

very high for most of the nanostructures we work with, given

the nonstandard shape or the lack of an accurate composition. To

combine experimental measurements on QD dynamics with their

optical characterization, the energetic positions and degeneracy of

the different confined levels are needed. For small QD structures,

whose overall size is up to two to three times the effective Bohr

radius of the bulk semiconductor free Wannier–Mott exciton, we

can consider a strong confinement limit and a simple approach can

be applied (in the frame of the effective mass adiabatic model).

Typically, the height of a self-assembled QD in the growth direction

(z) is really lower than the planar (x-y) dimensions; this allows

us to treat the problem in two parts, one regarding the 1D QW

confinement problem along the z direction and the approximate 2D

infinite parabolic potential along the x-y direction (2D harmonic

oscillator problem), as illustrated in Fig. 7.11. The first reference

to the use of a parabolic potential for a QD appeared in 1995 [23].

The barrier potential in the z direction will determine the position

of the GSs, while the 2D harmonic oscillator in the x-y direction

will increase this energy by �ω/2 (zero energy of the quantum

oscillator) and it is mainly responsible of the rest of the electronic
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structure, including the energy difference between excited states

(see illustration in Fig. 7.11) that will be constant; �ω = �ωe +
�ωh and the nature and degeneracy of the confined levels: the

ground (first excited) state is s-like (p-like) and doubly (four times)

degenerated, if spin is included. See the paper by Ciftja and Kumar

for more details on the 2D parabolic potential model [24].

Ĥ ( 
rho) = p̂2
p

2m
+ L̂2

z

2mρ2
+ m

2
ω2ρ2 (7.8)

Enpmz = �ω(2np + |mz| + 1) (7.9)

�00(ρ , ψ) = α√
π

e−α2ρ2/2 (7.10)

�npmz (ρ , φ) = Nnpmz

eimzφ

√
2π

(αρ)|mz|e−α2ρ2/2 L|mz|
np

(α2ρ2), (7.11)

where L are the Laguerre polynomials and N the normalization

constant:

Nnpmz =
√

2np!α2

(np + |mz|)!
, α =

√
mω
�

(7.12)

7.4 Optical Properties of a Single Quantum Dot

Given that the GS and excited states in a QD can be measured by

optical emission spectroscopy and absorption (in QD ensembles

but also at the single level), we can deduce some important data

from these experiments to validate a given model for the study of

optical properties in single QDs. As illustrated in Fig. 7.12, when

more than one e− and/or h+ populates the QD, we will observe

the formation of the neutral (one e− and one h+), X 0, and charged

excitons, with negative (X −) and positive (X +) extra charge over X 0.

If two excitons populate the GS (two e− and two h+) a biexciton (X X )

is formed. Following the same reasoning, if the QD level, or a higher

one, can accept more carriers higher charged quasiparticles can be

created. This change in the occupancy of the QD levels is leading to

slightly different transition energies inside a given state (Fig. 7.12),
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other than minor effects like screening, strain, and piezoelectric field

changes, determining a rich electronic fine structure to the QDs [25].

A typical state involves N electrons in a QD and the approach

is to construct an antisymmetric wavefunction for a particular

configuration of electrons at the single QD states and then to include

the Coulomb interactions with first-order perturbation theory. For

the interaction between electrons in states i and j, the matrix

elements are of the form

E c
i j = e2

4πε0εr

∫∫ |	e
i (r1)|2|	e

j (r2)|2

|r1 − r2| dr1dr2 (7.13)

for the direct Coulomb interactions and

E x
i j = e2

4πε0εr

∫∫
	e

i (r1) ∗	e
j (r2) ∗	e

i (r2)	e
j (r1)

|r1 − r2| dr1dr2 (7.14)

for the exchange. These integrals can be evaluated by using the 2D

harmonic oscillator wavefunctions. Particularly for S-electrons

	e
i (r) = 1√

πle
exp(−r2/2l2

e ), le =
√

�

m∗ω
, lh =

√
�

m∗
hωh

(7.15)

that gives

E c
ss = e2

4πε0εr

√
π

2

1

le
(7.16)

for the direct interaction; the other integrals will give a fraction of

this quantity both for direct and exchange terms [26]. Similarly, for

the interaction between an electron in state i and a hole in state j,

which can be interpreted as an exciton-binding energy, the matrix

element of the Coulomb interaction is

E eh
i j = e2

4πε0εr

∫∫ |	e
i (re)|2|	h

j (rh)|2

|re − rh| dredrh (7.17)

Figure 7.12 shows the energy level splitting by taking into account

these energies when charging the QD up to two electrons and two

holes (its GS). This configuration is the most common in optical

experiments.

Interband transitions with �m = 0, typically denoted as s − s ,

p− p, and d −d, are dominant, even if other transitions can be in the

order of 5%–10% of the intensity for �m = 0 ones, but not always
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Figure 7.12 Definition of the different exciton species at the ground of the

QD (left) and resulting energy level splitting (right-top scheme) due to the

different Coulomb and exchange interactions (right-bottom illustration).

negligible, as observed in Fig. 7.11. For neutral QDs, these exciton

energies can be written as

E X
S S = E g + E eh

Z + �ωe + �ωh − E eh
S S , (7.18)

E X
pp = E g + E eh

Z + 2�ωe + 2�ωh − E eh
pp, (7.19)

E X
dd = E g + E eh

Z + 3�ωe + 3�ωh − E eh
dd , (7.20)

where E g and E eh
z are the material bandgap and the sum of the

electron and hole confinement energies along the z direction (QW

problem). Figure 7.13 shows the PL and micro-PL spectra of a

QD ensemble and a single QD, respectively, under high excitation

power in two lens-shape QD families of different sizes (14/54

and 9/36 nm of height/diameter, diameter, from large and small

QDs [LQDs] and [SQDs], respectively) present in the same sample

[27].

Clearly, when investigating a single QD, its micro-PL spectrum

can be representative of any energy interval within the PL spectrum

acquired for a QD ensemble, particularly transitions α, β and γ

within the Gaussian bands A, B, and C, respectively, in Fig. 7.13a, and

i, ii, and iii within the main PL band in Fig. 7.13b. Furthermore, we

observe several nominally forbidden transitions (group of β and γ
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Figure 7.13 PL spectra of two QDs of different sizes: LQD (a) and SQD (b).

Top panels correspond to the PL spectrum of a QD ensemble at a sufficiently

high excitation power in order to observe the emission from excited states

(A, B, and C bands in left panel), if they exist (only for LQD). Bottom panels

correspond to micro-PL experiments at three increasing excitation powers.

transitions) at energies around the p − p and d − d shells, as also

transition δ above that can only be explained by more complicate

models, as the one used by Narvaez and Zunger [28]. The case of

transitions i, ii, and iii in Fig. 7.13b cannot be ascribed to excited

states but to different single QDs within the only PL band in the

SQD family, even if more dedicate experiments are used to identify

the observed individual and narrow transitions within those groups

of transitions. Typically, micro-PL as a function of excitation power,

linear-polarization-resolved micro-PL, and time-resolved micro-PL

are used for this purpose, as explained later.

Figure 7.14 shows the basic optical properties of the GS on a

well-isolated single InAs QD (from the SQD family presented above)

in a low-density sample measured by micro-PL-based experiments

at 4 K. Several excitonic emission lines are observed, typically

of the order of 50 to 100 μeV in our samples, that should be

identified as the neutral exciton or negative or postive trion and

biexciton recombination, following the basic model explained above
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(summarized in Fig. 7.12); in the micro-PL spectrum of Fig. 7.14

the negative trion emission dominates over that of the neutral

exciton due to the presence of impurities in the QD surroundings,

as reported in Ref. [27]). However, experimental confirmation

is needed to support the correct assignation of the different

transitions. The integrated intensity as a function of excitation

power for all observed peaks can yield a higher slope for the

biexciton recombination than that of the negative trion (bottom-

left panel in Fig. 7.14). Similarly, micro-PL transients clearly show

shorter decay times for biexcitons, typically one-half that of the

single-excitonic transitions in the strong confinement limit, as

shown in the right panel of Fig. 7.14, even if it can be very close

to decay times measured in neutral and charged excitons when the

QD size prevents this limit, as occurs in the case of QDs emitting at

longer wavelengths (see the discussion on this subject in Ref. [29]

and others therein).

The power dependence of the integrated intensity can give us

information about the nature of the excitonic transition if this

recombination dynamics is conveniently modeled, as explained in

the next subsection, but the fine structure of the QD GS, if different

from cero (usual case due to anistropy of the QD potential in the

plane [30]), can unambiguosly distinguish trions (zero shift) from

neutral excitons and biexcitons, whose energy shift takes place in

opposite directions, as observed in the central-left panel of Fig.

7.14. A neutral exciton in the QD can be in any one of four spin-

state combinations defined by the total angular momentum, � J
= +1, +2. The degenerate doublet � J = +1 (left/right circularly

polarized light) is defining the bright exciton because it gives rise

to photon emission, while that related to � J = +2 is called the

dark exciton because it is optically inactive. The degeneracy of the

spin doublets of bright and dark excitons is lifted via the anisotropic

electron and hole exchange interaction, whose origin is attributed to

the nonuniformity of shape and strain in self-assembled InAs/GaAs

QDs; for this reason photon emission is linearly polarized, πx/πy

in Fig. 7.14, revealing the fine structure splitting of the neutral

exciton (and biexciton) that can vary from tens to hundreds of

μeV and increase from small to big QDs [30]. The QD has two

trions energetically degenerate (any energy splitting observed),
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Figure 7.14 (Left) Micro-PL spectrum at medium-excitation-power,

polarization-resolved micro-PL and integrated micro-PL intensity vs. power.

(Right) Time-resolved micro-PL transient in a similar (but different) single

QD whose corresponding continuous-wave spectrum is shown above.

because the electron pair forms a spin singlet state, whereas the hole

occupies either spin-up or spin-down. For the biexciton we expect

an opposite energy shift to that of the exciton between πx and πy

polarizations.

Recombination lines from the trion state of the QD can be used

for SPSs due to the lack of fine structure splitting (FSS) and the

lack of a dark state (DS) [31], whereas the biexciton cascade two-

photon emission (biexciton–exciton GS) will give the basis for the

development of entangled photon sources (EPSs).

On exciting an electron–hole pair in a dot initially charged by

an extra electron we will observe an energy shift to low energies

with respect to the neutral exciton due to the domination of the

electron–hole attraction over the electron–electron repulsión, as

observed experimentally (Fig. 7.15), from measurements in a single

quantum ring (QD with a special shape) embedded in a Schottky

diode (illustration at the right of Fig. 7.15) [32]. The injection of extra

electrons in the InAs nanostructure is giving rise to lower-energy-

emitting species, such as the trion, double-charged trion, and other

multicharged exciton species, as observed in Fig. 7.15 (left). This
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Figure 7.15 Optical transitions in a single InAs quantum ring (left)

embedded in a Schotky diode (right) as a function of the gate voltage that

tunes the Fermi energy up and down the electron-confined states. Reprinted

by permission from Macmillan Publishers Ltd: Nature (Ref. [26]), copyright

(2000).

kind of device, as a way to initialize the QD with a single electron

(or a fixed number of them) and, from here, a spin-defined state

by applying an in-plane magnetic field (perpendicular to the growth

direction), has been recently used to demonstrate the generation of

entanglement between stationary (spin) and propagating (photon)

qubits [33] and even quantum teleportation between both qubits

when spin and photons are generated on distant QDs [34].

7.5 Recombination Dynamics in Quantum Dots

Here we would briefly introduce two different approaches for the

description of the exciton recombination dynamics in QDs—rate

equation and master equation of microstates—to study some effects

at the core of the use of QDs in optoelectronics and photonics, as

in the case of radiative and nonradiative regimes when increasing

temperature in QD ensembles (the basis for laser devices), or the

interplay between capture of correlated/uncorrelated carriers and

the unbalanced escape of electrons/holes out of QDs. In the latter

case, these mechanisms will limit the use of these QDs for future

devices using quantum light. Even if both models are not formally

equivalent, they converge in most of the cases, offering compatible

solutions and one can decide to use one or the other, depending

on the exciton species and single charges involved in a particular

experiment. Finally, we will discuss particularly a very interesting
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nonradiative recombination mechanism at the core of limitations

found in electro-optical devices based on colloidal QDs, the Auger

effect.

7.5.1 Rate Equation Approach: Recombination Dynamics
as a Function of Temperature

Rate equations have been widely used in semiconductor physics for

the analysis of carrier recombination in both bulk and QW systems,

and they can be extended to the treatment of QD ensembles because

they provide a simple description that is analytically solvable in

some particular cases. For example, let us examine the application

of a rate equation model to explain the recombination dynamics

of a QD ensemble as a function of temperature. In principle, the

exciton recombination time should be constant with temperature

until thermionic emission through the WL states becomes relevant

[35], which is not the case if the energy difference between ground

excitons and the first excited dark exciton state is not far from

KT; in this case the exciton radiative recombination time increases

with temperature before thermionic emission appears, as observed

experimentally in several kinds of InGaAs nanostructures [36, 37].

A possible recombination kinetic model representative of the

above given behavior is depicted in Fig. 7.16 (left). Excitons can be

photogenerated in the WL (even if laser excitation is made above

the GaAs band edge) at a rate G, where they can recombine with

a time constant τW L (effective decay time accounting for radiative

and nonradiative processes at the WL), or they can be captured

into QDs with a time constant τQD . Excitons confined in the QDs

can recombine radiatively with the time constant τd (associated

to the experimental recombination time) or can be activated by

thermionic emission to the WL states, a mechanism represented

by the time τ ∗
QD , which includes the Maxwell–Boltzmann thermal

factor with an activation energy equal to the difference between

the exciton GS and the WL states, as proposed in Ref. [35]. The

exchange of carriers between GS and the DS is represented by the

time constants τ0 (from DS to GS state) τ ∗
0 (from GS to DS state),

the latter containing the corresponding thermal factor through the

energy difference between GS and DS [36]. Finally, we can include
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Figure 7.16 Rate equation model to account for GS–DS carrier exchange

and thermionic emission through WL states (left) and temperature

evolution of the PL-integrated intensity and PL decay time for InGaAs

quantum nanostructures with different shapes (right), as reported in

Ref. [36]. With kind permission from Springer Science+Business Media:

From Ref. [36].

the eventual thermionic emission from the DS to the WL state

through the time τDS [27]. The rate equation system representing

this model for the exciton recombination dynamics in most InGaAs

quantum nanostructures is

d NW L

dt
= − NW L

τW L
− NW L

τ ∗
W L

+ NQD

τ ∗
QD

+ NDS

τDS
+ G (7.21)

NDS

dt
= − NDS

τDS
− NDS

τ0

+ NQD

τ ∗
0

(7.22)

d NQD

dt
= − NQD

τR
− NQD

τ ∗
QD

+ NQD

τ ∗
0

+ NDS

τ0

+ NW L

τQD
(7.23)

Figure 7.16 (right) shows the temperature evolution of the

PL-integrated intensity and PL decay time for InGaAs quantum

nanostructures with different shapes (obtained by using a kind of

overgrowth technique after the QD formation) [36], which are char-

acterized by slightly different energy separation between carrier

states. The proposed rate equation model reproduces quite well

the evolution of the radiative and nonradiative exciton dynamics in

the investigated temperature range. The thermalization between GS

and DS dominates the intermediate temperature regime, whereas
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carrier escape out of the nanostructures becomes important at high

temperatures, leading to a strong reduction of the PL decay time and

the PL-integrated intensity due to the nonradiative losses through

the WL continuum of states. Both regimes are deduced from the

above-given rate equation model that yields the following exciton

radiative and nonradiative recombination times [36, 37]:

τR = τd(13K)[1 + g2 exp(−E DS−QD/K T )] (7.24)

τN R = [1 + g2 exp(−E DS−QD/K T )][
g1

τQD
exp(−E W L−QD/K T ) + g2

τDS
exp(−E DS−QD/K T )

]
(7.25)

7.5.2 Master Equation for Microstates: Carrier Dynamics
in a Single QD at the GS

Instead of dealing with average populations, the master equation

for microstates (MEM) approach deals with the number of QDs that

can be found in a particular electronic configuration (population

and level distribution): a microstate. This concept of microstate

is based on the idea that carrier capture in QDs is essentially a

random process giving rise to the formation of the above-defined

exciton quasiparticles (X , X −, X +, and X X for GS), and most of

the physical mechanisms playing a role in the QD recombination

dynamics can be included in this model, as generation+capture and

escape of either individual carriers and excitons, as illustrated in

Fig. 7.17a,b. The MEM model proposed by Grundmann and Bimberg

for a QD ensemble [38] can be extended to incorporate single carrier

states and adapted to many physical situations for ensembles of QDs

but also for a single QD, such as the examples shown in previous

works [39–42]. In this sense, the spectrum of a single QD can be

considered as the superposition of temporally different events, that

is, generated by a temporal ensemble of identical single QDs.

Furthermore, the microstate cannot capture an additional

charge/exciton when completely filled because of the Pauli blockade
(e.g., the biexciton is formed), that is, we approximate the QD by

having only S-states.

Other important assumptions in the model are (a) no initial

charge in the QD GS and (b) exciton and uncorrelated electron–

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

264 Quantum Dot–Based Nano-optoelectronics and Photonics

Figure 7.17 (a) Radiative and nonradiative transitions between different

microstates defining the model equations. (b) Interaction between the QD

and its environment (capture of excitons and uncorrelated carriers from WL

states, capture of single electrons from impurities). (c) Power dependence of

the micro-PL-integrated intensity measured in a single InAs self-assembled

QD emitting at 905 nm (neutral exciton) under laser excitation at 790 nm

(see similar variations and micro-PL spectra in Refs. [40–42]).

hole capture processes taking place from WL states (Fig. 7.17b). In

addition, we considered for the special case of the studied sample

in Refs. [40–42] an extra reservoir of only electrons (Fig. 7.17b) to

simulate the case of resonant excitation to the impurity levels (extra

electron injection mechanism). Figure 7.17a represents the QD

population dynamics scheme. Arrows refer to mechanisms changing

the charge inside the QD, where τce, τch , and τX are the capture

times of electrons, holes, and excitons, respectively, taken from the

literature; τr the radiative lifetime for the different exciton species,

taken from the experiment (time-resolved micro-PL); and τee and τeh

the electron and hole escape times that are output parameters of the

model. The carrier dynamics of the GS in a single QD following the

MEM model can be written as

dηi j

dt
= R X

i j W LX + Rce
i j W Le + Rch

i j W Lh + Ree
i j + Reh

i j + R I D
i j I D + Rr

i j

(7.26)

dW LX

dt
= −

∑
i j

Ni j R X
i j W LX − W LX

τW
+ GX (7.27)

dW Le

dt
= −

∑
i j

i Rce
i j W LX − W Le

τW
+ Geh (7.28)
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dW Lh

dt
= −

∑
i j

j Rch
i j W Lh − W Lh

τW
+ Geh (7.29)

d I D
dt

= −
∑

i j

i R I D
i j W Le + Ge, (7.30)

where ηi j (i, j = 0, 1, 2) are the microstate population probabilities,

GX and Geh are the generation rates for correlated (X 0) and

uncorrelated electrons/holes at the WL states (W LX , W Le and

Wh), respectively, and Ge is the generation rate for extra electrons

from ID levels, if this mechanism is activated by selective optical

pumping of impurity levels (residual doping present in the sample)

[27, 41]. These generation rates are also output parameters of

the MEM model to fit experimental results. Finally, the Ri j term

represents the capture and escape processes for correlated and

uncorrelated carriers (inverse of the above-defined times), following

the definitions and compactness of the equations from Ref. [41].

As an example, Fig. 7.17c shows the experimental power evolution

of the micro-PL-integrated intensity for all exciton species in the

investigated single QD under laser excitation at 790 nm (no extra

charge capture from impurity levels). These results are nicely

reproduced by using the MEM model with the following output

parameters: τee and τeh equal to 5.5 and 3.5 ns and GX and Geh equal

to 0.014 and 0.012 carriers/ns. It is worth noting that the difference

in the escape time between electrons and holes is responsible of the

appearance and relative importance of X − over that of X +; these

optical transitions are 1 order of magnitude smaller than the neutral

exciton without any other extra charge injection. Furthermore, the

MEM model is also able to reproduce the slope observed for the

different optical transitions, theoretically 1 and 2 for X 0 and X X 0,

but experimentally always below these values. The origin is the two

correlated and uncorrelated carrier-feeding mechanisms and the

unbalanced escape of electrons and holes out of the QD.

7.5.3 Nonradiative Processes in Colloidal QDs: Blinking
and Auger Recombination

Single-nanocrystal QDs exhibit an intermittent/telegraphic light

emission or blinking effect that has been attributed to the Auger
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nonradiative recombination path [43]. In this way, the emitting on

state corresponds to a neutral QD, while the off state takes place

when an extra charge (electron or hole) populates the QD. In this

case the Auger recombination can occur when the photogenerated

exciton energy is transferred to that extra carrier, instead of emitting

a photon. The extra charge in the QD charging may result from intrin-

sic processes (Auger-assisted photoionization, Auger-assisted tun-

neling) but also from traps on the QD surface or in its surroundings

(ligands, matrix, substrate). Auger recombination in standard core

QDs is very efficient because of the strong confinement potential

that enhances exciton–exciton Coulomb interactions [44] and the

important spatial overlap between electron and hole wavefunctions

[45]. More recently, two sorts of blinking manifestations have been

individuated in nanocrystal QDs, the on/off one accompanied by

important changes in their corresponding PL decay times (above-

given mechanism related to charge/discharge of the QD core) and

a second type where large changes in the emission intensity are

observed without significant changes in emission dynamics, which

is attributed to charge fluctuations in the electron acceptor traps

at the surface (this mechanism can be controlled by allowing the

occupation of these traps, leading to this blinking-type suppression)

[46]. See the excellent review by Hollingsworth for further reading

on this subject [47].

Auger recombination quenches emission of trions and other

multiple-excited QDs (under high excitation powers), limiting the

utility of colloidal QDs to form emitting layers in laser devices or

extract multiple excitons generated in solar cells. The insight into

the nature of the blinking effect is suggesting that the interfaces

(charge traps on them) and shape of the confinement potential

(reducing the overlap between the initial and the final state) might

play an important role in Auger recombination. In this sense, the

most used approaches to reduce Auger decay rates are consisting

of the engineering of core–shell QDs: thick shell, type II alignment

between core and shell, multiple-shell structure, and alloyed

shells.
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7.6 Quantum Dot Photonics

The term “photonics” was coined in 1967 by Pierre Aigrain, and

since then it is accepted as the science of generating, controlling, and

detecting photons, and therefore nanophotonics should mean the

same but at the nanometer scale [48]. Given that QDs are nanoscale

materials, their use in standard photonic structures can be also

considered within the definition of nanophotonics. In this section

we center on structures and devices regarding the use of QDs as

an active medium able to manage and make operations with light.

For the generation and detection of light, electronic phenomena are

included, other than photons, and hence this is commonly grouped

in the field of optoelectronic devices. Of course, all these parts of

the whole are needed to increase the performance of a given device

and/or build the heart of a different apparatus to store, transmit, and

receive information related to the real world (cameras, televisions,

tablets, smartphones, computers, information interfaces, . . . ). Silicon

photonics [49] is the technology based on silicon chips and hence

silicon (e.g., SOI technology) can be the best platform to incorporate

other materials, especially active media such as QDs, to define

new functions and eventually increase the functionalities of the

chip and reduce its final footprint. A natural active material for

silicon technology would be Si QDs, but it is difficult to conserve

their intrinsic properties under ambient conditions (oxidation).

Their light emission is limited to the range of 400–800 nm,

approximately, due to recombination of confined carriers at the �-

point, approximately. Moreover, very small QDs are needed to reach

quantum confinement, given the small 3D excitonic Bohr radius of

Si, and very good size control of produced QDs by a given technique

is needed. This is the reason for the use of other QD materials in

Si photonics. However, other substrates are very useful for some

important applications (sensing devices and displays, for example),

constituting a growing research field, organic photonics being one

of the most important subfields [50]. In this case, photonic elements

such as waveguides, couplers, ring resonators, and interferometers,

typically fabricated using SOI technology, can be also fabricated by

using polymers (such as poly(methyl methacrylate) [PMMA] and the
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Figure 7.18 Illustration of the die-to-wafer bonding process: III–V struc-

tures are bonded to the SOI waveguide, substrate removal, and processing of

III–V devices. Reprinted from Ref. [52], Copyright (2007), with permission

from Elsevier.

SU8 resist, for example), perfectly compatible with SOI, but also on

glass and flexible substrates. It is worth mentioning that most of

the nanocrystal QDs can be incorporated on polymers, as mentioned

below.

Photodetectors (as photon receivers) are needed in Si-based

photonic chips. Evidently, Si is nowadays the material for fabricating

the best photodetectors because its indirect bandgap nature is not a

drawback here, as in the case for emitters, but again, no detection is

possible for wavelengths larger than 1100 nm, which is the reason

to combine with Ge; particularly, photodetectors for visible and

near-infrared (NIR) light based on conducting layers of QDs are

an attractive alternative [51], as will be summarized in the next

section.

The first question is then straightforward: how should QDs

be integrated with silicon photonic chips? If we are thinking in

III–V materials (self-assembled QDs), the technology was solved

during the last years by using wafer-bonding technology in such

a way that InP/InGaAs QW lasers and III–V photonic structures

in general, for example, can be easily integrated on Si photonic

chips (see the review made by pioneering groups of this technique

[52]). This technique consists of die bonding (using an adhesive

polymer or van der Waals bonding between SiO2-on-Si and III–

V face) of the III–V active structure, its substrate removal, and

final processing of devices, as illustrated in Fig. 7.18. In this

way, photonic/optoelectronic devices and structures based on QDs

could be entirely implemented on a III–V substrate (without lattice
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Figure 7.19 Illustration of an InAs QD-based SOA.

mismatch or the small lattice mismatch needed to grow self-

assembled QDs) and transferred into a Si photonic chip. Now we will

examine some (nano)photonic devices and structures based on III–V

self-assembled and colloidal nanocrystal QDs.

Among these devices, QD-based semiconductor optical ampli-

fiers (SOAs) (Fig. 7.19), are better than any other optical amplifier

(based on QWs) [53] because QD SOAs offer an improved linewidth

enhancement factor, low-temperature operation sensitiveness, and

low chirp. For Ethernet networks working above 10 Gbit/s, high

modulation bandwidth is needed for these SOAs while emitting in

the spectral windows for telecommunications [54], the latter still

being a challenge. For a high modulation bandwidth a fast gain

recovery is needed, which is mainly limited by carrier capture and

relaxation in QDs [55]. The intrinsic limitations of the QD SOA

system can be overcome by cold carrier tunnel injection [56] and

p-modulated doping [58]. This latter strategy is widely used to

improve temperature operation insensitiveness, because QDs can

be populated by holes that enhances carrier capture and relaxation.

Impressive results have been lately obtained in undoped QD-based

devices [59, 60], and better performance is expected from new

processed p-doped samples.
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The colloidal QDs allow solution-processed techniques (spin

coating, spray, inkjet printing, microplotting, . . . ) for deposition

on practically any substrate. While these QDs became one of the

most attractive photonic nanomaterials, they have still not found

widespread application in practical photonic devices. This is in

part due to the difficulty in incorporating these QDs into photonic

structures using controlled densities and exhibiting sufficient

stability/photostability in air. In spite of this, enhancement of

luminescence and lasing action has been reported in colloidal

QDs incorporated in different light-confining structures [60–63].

Practical ultrafast all-optical switches, modulators, flexible emitters,

and even room-temperature SPSs using these QDs can be realized

if they could be integrated in a given material matrix and patterned

into desired photonic structures.

A promising technique to implement alternative SOAs and other

photonic structures (waveguides, interferometers, microdisks/

microrings, phase shifters for microwave photonics, . . . ) consists

of the use of patternable polymers embedding colloidal QDs (see

Refs. [64–68] and others therein). Furthermore, if one bears in mind

the possibility to combine with semiconductor photonic technology,

the possibilities for applications of SOI technology become vast in

the integrated photonics field. The amplification in an SOA based

on a QD-doped polymer by using continuous- wave, either optical

or electrical, pumping is still a challenge due to the drawback

related to the Auger nonradiative recombination mechanism on

most colloidal QD materials, as explained in the third part of Section

7.5. Very recently, white-light waveguiding was demonstrated on

planar structures based on PMMA incorporating CdS, CdSe, and CdTe

QDs [66], as shown in Fig. 7.20. The fabrication of 2D waveguides

was also shown by using the SU8 resist incorporating visible-

and NIR-emitting QDs, even if for this resist a ligand exchange is

necessary to dissolve the QD colloidal solution into that of the resist;

furthermore, SU8 has a background fluorescence band very intense

under UV excitation.

One of the limitations in the use of QD-doped polymers is the

reabsorption effect of emitted light by QDs if their concentration in

the nanocomposite is very high [64]. A possibility to increase the

concentration and reduce the undesired reabsorption effect is the
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Figure 7.20 Waveguided white light (photograph on top of the spectrum)

from PL bands of three different QD materials (CdS, CdTe, and CdSe, as

indicated in the plot) in appropriate proportions, homogeneously dispersed

in a PMMA thin film deposited on a Si–SiO2 substrate.

use of bilayer structures where the active nanocomposite (QDs in

PMMA) is deposited on top of the Si–SiO2 substrate; a film of the

SU8 resist is then spin-coated and 2D ridges patterned on it (see

illustration in Fig. 7.21a) that is able to waveguide the QD-emitted

light by an evanescent field (see Fig. 7.21b) [67]. The reabsorption

can be also controlled by using engineered core–shell QDs because

most of the absorbed light can take place at the shell (ZnS, CdS, for

example), well above the PL peak energy at the core (CdSe and PbS,

for visible and NIR-emitting materials, for example). Moreover, the

use of appropriate core–shell QDs and the core material itself can

reduce the Auger nonradiate mechanism, as discussed in Section
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(a) (b)

Figure 7.21 (a) Bilayer waveguide based on a patterned SU8 resist on top of

the active QD-PMMA layer and (b) transversal section of the laser pumping

and PL signal beams at different distances during propagation (in microns),

simulated by means of a spontaneous emission model programmed into an

active beam propagation method.

7.5, and hence multiply the chances to use this simple technology

to fabricate SOAs and lasers.

Single-layer QD-PMMA waveguides have been recently used to

implement a phase shifter at telecom wavelengths for microwave

photonics [68]. When they are pumped at wavelengths where

PbS QDs have efficient absorption (980 or 1310 nm), a phase

shift in a signal carried at 1550 nm is induced. In a proof-of-

concept experiment, a continuous phase shift up to 35◦ at 25 GHz

was achieved. The use of other QD materials and patterned 2D

waveguides can help to increase this shift significantly.

Linear microcavities can be made by using an appropriate couple

of dielectric materials (eventually compatible with Si technology)

with sufficiently high refractive index contrast, as in the case of

SiO2/TiO2 that can be deposited by sputtering. Microcavities were

fabricated in this way and used recently to obtain lasing at visible

wavelengths by optical pumping using core–shell CdSe/ZnCdSe

colloidal QDs [69], as shown in Fig. 7.22. Instead of linear

microcavities, other resonators have been used in the literature,

such as 2D photonic crystal cavities [60, 61] and pillar microcavities

[62]. Mostly PL enhancement is observed in these cases, possibly

due to the use of standard core QDs instead of core–shell QDs, as

used in Ref. [59]. The major advantage of colloidal QDs will be

for developing certain telecom devices using Si-based integrated

photonics.

The electrical pumping of colloidal QD-based SOA structures will

be also possible in the future, possibly by using conducting colloidal
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Figure 7.22 (a) Plane-view photographs of emission from excited stripes

of QD films. (b) Edge emission as a function of pump energy density for QD

films, with arrows indicating amplified spontaneous emission thresholds of

90 (red), 145 (green), and 800 mJ/cm2 (blue), respectively. Reprinted by

permission from Macmillan Publishers Ltd: Nature Nanotechnology (Ref.

[69]), copyright (2012).

QD layers (layers of QDs with short ligands maintaining the 3D

confinement but allowing carrier transport) or QDs embedded in

conductive polymers, as will be presented in the next section on QD–

light-emitting diodes (LEDs) and solar cells.

7.7 QD-Based Optoelectronic Devices

As stated in the last section QD-based LEDs and laser diodes

using III–V substrates have not experienced the foreseen market

success, given that high densities of QDs in multilayer stacks are

technologically complex and expensive as compared to a single QW.

The most important argument for using QDs as an active medium

for semiconductor electroluminescent and laser diodes is that they

exhibit a zero-dimensional density of states and unique optical

properties, as summarized in Sections 7.3 and 7.4.

First of all, one should note that the number of III–V materials

giving rise to self-assembled QDs is smaller than that for QW

heterostructures, given that an important (but not too high)

mismatch (3% and 7% for the case of InAs on InP and GaAs,

respectively) is necessary to obtain the Stransky–Krastanov growth

regime. In this sense, Ge/Si QDs can be grown on Si substrates,

InGaN/GaN on different anisotropic substrates like CSi, InP/GaAs

and InP/InGaP on GaAs and GaP, InGaAs/GaAs on GaAs and InP, and
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InGaSb/GaAs on GaAs substrates, as the most known examples of

QD material/barrier giving rise to QDs on listed substrates. These

combinations give restricted regions for emission (green-yellow,

red, and NIR mainly), which makes more appropriate to design

lasers for the telecommunication market.

On the other hand, QD LEDs and laser diodes based on III–V

self-assembled QDs are not typically offering sufficiently high light

intensity as compared to QW-based devices, given that achieved

sheet densities are around 1011 cm−2 and multilayer stacks are

necessary. This also implies the relaxation of the strain field along

the structure and the consequent change of size and the increase

of structural defects. In a single layer of QDs the size dispersion is

leading to very wide PL bands and hence further reduction in the

light intensity at a given wavelength.

7.7.1 Quantum Dot LEDs

Given the above issues regarding the extensive use of III–V and IV

self-assembled QDs for the fabrication of QD LEDs, a relatively small

number of studies is found in the literature. The most important case

is the use of InGaN QDs capped by GaN and Ge QDs capped with

Si. In the first case, they are proposed to circumvent the green gap

in visible LEDs based on InGaN/GaN multi-QWs due to their low

efficiency as compared to that emitted in the green-blue region by

the development of dislocations and other structural defects [71].

This failure of multi-QW LEDs for yellow-green wavelengths leaves

a place for the success of LEDs based on InGaN/GaN multi-QD layers

[72]. In the meantime rare-earth oxides are used commercially as

down-shift wavelength converters to obtain white light from blue

QW LEDs.

However, the cost of light of these semiconductor QW LEDs is

around 2 orders of magnitude more expensive than incandescent

lightbulbs, other than the limits in the device area (1–2 mm)

due to structural defects and postprocessing difficulties. These

drawbacks pushed the research interests in OLED technology. Red

and green OLEDs based on phosphorescent iridium complexes

showed external quantum efficiencies (EQEs) above 20% [73] and

63% by using optimized structures for light out-coupling [74],
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Figure 7.23 (a) Comparison of color-rendering quality of electrolumi-

nescence in RGB QD LEDs (solid lines) and OLEDs emitting at similar

wavelengths (dashed lines). From Ref. [78], reproduced with permission.

(b) Commercial LED bulb using a QD down-converter (QD Vision Inc.).

whereas blue OLEDs exhibit EQEs around 14% [75]. Of course,

any technology is exempt of problems, the most important in this

case being the poor cost-efficiency due to the high number of

processing steps, the chemical stability/photostability, and color

purity (linewidth of the emission band greater than 40 nm, as

observed in Fig. 7.23). As the reader can easily guess, a solution

for these problems could be the use of colloidal QDs [76–79].

Nowadays the wet-chemistry synthesis of QDs is able to achieve

monodisperse size QD colloids and hence high color purity, as

observed in Fig. 7.23 (continuous lines) in comparison to dyes,

other than improvements in stability and durability over organic

molecules. As also occurs for these materials, colloidal QDs can

be deposited in the form of thin films on practically any substrate

through inexpensive solution-processing techniques (spin coating,

deep coating, doctor blading, inkjet printing, spray, . . . ). These thin

films can be very dense by a simple deep-coating or drop-casting

deposition of the QD colloid on a substrate (glass, plastics), given

the relatively broad selection of organic solvents to favor a self-

assembling process of the nanocrystals that produce hexagonal

close-packed layers whose lattice parameter is determined by the

QD size and the QD–ligand length. This is of particular interest

because conductive layers of QDs can be easily fabricated by

using the same solution-processing technique and the appropriate

exchange ligand, more popular for the use of QD films as absorber
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Figure 7.24 Layer-by-layer method to deposit a conducting QD layer (to

form a QD solid) on top of a given substrate.

layers in photodetectors and solar cells, usually known as the

layer-by-layer (LBL) deposition method. The length of these ligands

should define appropriate short distances between QDs in order to

make possible ballistic or tunneling transfer of carriers and hence

allow the carrier transport in the QD solid. Natural ligands of QDs

(oleate) are exchanged by shorter ones (3-mercaptopropionic acid

[MPA], ethanedithiol [EDT], . . .), other than enabling the matching

with the other layers of an LED or solar cell structure. The use of

core–shell QDs will increase the emission quantum yield (QY) and

maintain the passivation of the surface, increasing photostability

against oxygen and other ambient agents (and other advantages

referred above). The LbL method is illustrated in Fig. 7.24 using

CdSe-ZnS core–shell QDs whose QY passes from 37% in the initial

colloidal solution to 25% after the ligand exchange process. Another

successful technology is to disperse in a plastic matrix (as in the

case of waveguides discussed in Section 7.6) to be used as down-

shift wavelength converters, as in the case of rare-earth oxides, but

this time in the form of a cover of the LED bulb (Fig. 7.23). In this

case, QDs are excited optically by absorbing blue radiation from

an InGaN/GaN multi-QW LED (emitting at 405 or, better, at 450

nm), before re-emitting green or red light (see a simple example

consisting in a GaN LED encapsulated by a plastic cover made of

QDs dispersed in a plastic and resulting spectra of the system in Fig.

7.25) [80–83], even if color conversion is also observed by using a

single layer of QDs spin-coated on top of the GaN structure due to

nonradiated energy transfer [83, 84].

QD LEDs are quickly approaching industry standards for lighting

and displays, as probed by the interest of the most important

companies in the field, such as Sony Corporation, Samsung, LG,
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GaN
LED

QD-
plastic

Figure 7.25 Wavelength down-shift conversion of an UV LED by a plastic

containing red-emitting core–shell QDs: photograph of the QD plastic on an

LED and its PL spectrum.

etc. In fact, the first QD television is now a reality, the FHD and

UHD Triluminous models from Sony. These TVs use QDs from the

US company QD Vision Inc. and their color quality is about that

offered by the advanced AMOLED technology but at a fraction

of the cost. In the last few years, LEDs based on colloidal QDs

have been successfully fabricated under several approaches [85–

87] and their efficiency is now very close to that of OLEDs, as

summarized in Fig. 7.26. The EQE of a QD LED is defined as the ratio

of the number of photons emitted by the LED to that of injected

electrons and can be formulated as EQE = ηrηP Lηoc , where ηr is

the fraction of injected charges that form excitons in the QDs, ηP L

is the emission QY associated to the exciton transitions, and ηoc is

the fraction of emitted photons that are coupled out of the device.

The internal quantum efficiency (IQE) is the efficiency of the charge

recombination process, IQE = EQE/ηoc .

The QD LED architecture has evolved from polymer–QD bilayer

structures (type II) to devices employing direct charge injection

from finely tuned electron and hole transport layers (type III–IV).

Type IV QD LED hybrid organic–inorganic architecture is giving the

best performance at the moment, as shown in Fig. 7.26 [76, 77],

and consists of inorganic/organic electron/hole transporting layers

to inject both carriers on the QD layer (Fig. 7.26, right) [87], other

than the electrodes (ITO/PEDOT and Ag or higher work function

metal). The working mechanism of these type IV QD LEDs is possibly

very similar to that of OLEDs. For example, Qian et al. reported

red, green, and blue (RGB) solution-processed QD LEDs whose EQEs

© 2016 by Taylor & Francis Group, LLC

  

http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-8&iName=master.img-032.jpg&w=140&h=92


November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

278 Quantum Dot–Based Nano-optoelectronics and Photonics

Figure 7.26 Evolution of EQE in different types of QD LEDs as compared to

that of OLEDs (left). Band scheme of a type IV using an organic hole injector

(4,4′-bis(N-carbazolyl)-1,1′-biphenyl [CBP]) layer and inorganic electron

injector (ITO/ZnO) layers. Reprinted by permission from Macmillan

Publishers Ltd: Nature (Ref. [76]), copyright (2013).

were 1.7%, 1.8%, and 0.22% and maximum brightness values were

31.000, 68.000, and 4.200 cd/m2 for red, green, and blue devices,

respectively, values among the highest reported for QD LEDs [88].

Parallel engineering efforts with similar architecture have led to

full-color active-matrix-driven QD displays that were fabricated by

microcontact printing in Ref. [89]. Recently, QD Vision reported a

QD LED having EQE = 18% using a refinement of this hybrid type

IV structure [90], which greatly surpassed previous efficiencies and

is near the theoretical maximum of 20%. Nevertheless, such a high

EQE was maintained for only less than one hour, which can be

attributed to both chemical (photochemical) degradation of the QDs

and photophysical effects. The presence of excess charges in the

QDs might lead to both reversible degradation of the LED efficiency

due to Auger nonradiative recombination as well as irreversible

changes due to photoactivation of chemical reactions at the QD

surface and/or ligands. Shirasaki et al. have studied and elucidated

in QD LEDs the efficiency roll-off (limitation of electroluminescence

at high driving currents) to be due to the quantum-confined Stark

effect (QCSE) associated to the internal electric field in the QD layer

[91]; the QCSE produces a spatial separation between electrons and

holes and an consequent increase of the exciton radiative lifetime. In

any case, the explanation of the roll-off in this paper is satisfacotory
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but still phenomenological because the recombination times are

mainly determined by nonradiative effects at the QD layer and small

radiative changes are not appreciated in the PL transients. In InGaAs

self-assembled nanostructures, where the recombination times are

mainly radiative at low temperatures one is able to clearly measure

the increase of the exciton lifetime by QCSE (low-intermediate

electric field region) and further reduction (high electric fields,

greater than 100–150 kV/cm) by carrier tunneling out of the QD,

even if this mechanism depends on the interplay of QD size (higher-

energy GS) and potential barrier height [92]. The realization of high-

efficiency LEDs will require QD materials that exhibit high QY in

the single-exciton and multicarrier regimes (high driving currents).

For this reason, the Auger recombination path should be suppressed

by appropriate core–shell engineering (Sections 7.2 and 7.5); other

electrodes used to lower the operational voltage (i.e., the built-in

electric field within the QD layer) can be also useful in order to

reduce the roll-off effect.

7.7.2 Laser Diodes

The operation of semiconductor laser diodes should be charac-

terized by a low threshold current, a large temperature para-

meter of the threshold current (T0, from the dependence J th =
J th0 exp(−T /T0)), a large direct modulation bandwidth (related

to the frequency response of a laser), and a small linewidth

enhancement factor (α-parameter, related to the ratio between

refractive index and gain changes with carrier density) and chirp

(proportional to α-parameter). Due to the 3D quantum confinement

and δ-like density of states, self-organized QDs lasers would yield a

very small J th , a large T0 values, a large differential gain, and a large

modulation bandwidth.

QD lasers was firstly discussed by Arakawa and Sakaki [93]

from the point of view of the dimensionality reduction in the

density of states, but the first real injection laser based on self-

organized InGaAs QDs was fabricated in 1994 [94], demonstrating

a low threshold current (120 and 950 A/cm2 at 77 K and room

temperature, respectively) and a temperature-insensitive threshold

current (T0 = 350 K below 120 K, much higher than the expected
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Figure 7.27 Scheme of a laser at 1.3 μm based on a modulated p-doped

heterostructure containing InGaAs QDs (right). Reprinted with permission

from Ref. [97]. Copyright 2004, AIP Publishing LLC.

limit for QWs, 285 K). The same group demonstrated room-

temperature continuous-wave lasing in QD stacks (several layers of

QDs) grown by metal-organic chemical vapor deposition (MOCVD)

[95], which was a great advance due to the difference in the final

cost of devices as compared to MBE. These lasers exhibited a

threshold current density of 12.7 and 181 A/cm2 at 100 and 300

K (under pulsed operation), respectively, but their lasing emission

was occurring at the high-energy side of the QD GS PL peak; in

the case of a triple QD layer stack the laser emission was observed

on the QDs’ GS and allowed for continuous-wave operation at

room temperature. Further advances in QD lasers included the

achievement of an ultralow threshold current as low as J th = 13

A/cm2 [96] (thanks to the introduction of QDs in a QW that allows

also a shift of the lasing wavelength toward 1300 nm); temperature-

invariant operation, that is, T0 = ∞ (due to the role played by

Auger nonradiative recombination above room temperature in the

laser structure depicted in Fig. 7.27) [97]; a record output power of

3.9 W (diode laser emitting at 940 nm at room temperature based

on an active layer consisting of 10 submonolayer InAs QD layers)

[98]; a large modulation bandwidth up to 25 GHz (achieved by

the reduction of hot carrier effects in undoped and p-doped tunnel
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injection lasers emitting at 1.1 and 1.3 μm at room temperature,

[99]; and near-zero chirp and α-parameter [89, 100]. As mentioned

earlier, laser diodes with an emission wavelength up to 1.3 μm can

be achieved by using InGaAs QDs grown on GaAs, but the reader can

guess that higher technological interest lies in the extension toward

1.55 μm. For this reason, the pseudomorphic and metamorphic

growth and optical properties of InAs QDs on GaAs emitting at long

wavelength have been intensively investigated by many groups [37,

101, 102] after the first metamorphic QD-based laser fabricated on

GaAs emitting at 1.5 μm by Ledentsov et al. [103]. In this approach,

the buffer layer grown on GaAs substrates consists of an InGaAs

alloy that implies a smaller biaxial strain in the subsequent growth

of InAs or InGaAs materials forming the QDs, and hence bigger

dots and longer emission wavelengths [92]. Vertical cavity surface

emitting lasers (VCSELs) with QD-active regions emitting at room

temperature were fabricated only some years after the first edge-

emitting laser [104]. These lasers exhibited relatively low threshold

currents ( J th = 500 A/cm2) under pulsed mode operation at an

emission wavelength of 960 nm. The first 1.3 μm QD-VCSEL laser

on GaAs was fabricated several years later due to the relatively low

gain associated to the exciton GS transition in these QDs, which

are characterized by J th = 2800 A/cm2 [105], a value rather high

attributed to the large QD size inhomogeneity leading to very broad

emission bands. Several years later continuous-wave operation of

a QD-VCSEL at 1.3 μm was achieved by incorporating multistack

layers of InAs QDs between fully n- and p-doped distributed Bragg

reflectors (DBRs) [106], as illustrated in Fig.7.28.

Nowadays, optically pumped semiconductor disk lasers (SDLs)

are known to produce multiwatt output powers with excellent beam

quality [107]; these devices were initially based on QWs, but the

first device using QDs was demonstrated very recently [108]. The

operation of this SDL was based on the use of an intracavity diamond

heat spreader or flip-chip design (see Fig. 7.29). An output power of

2 W at 1200 nm was reached in a laser gain structure comprising

35 QD layers grouped and placed at antinodes of the optical field.

The flip-chip design is a promising technology for the construction

of high-power QD SDLs operating in the 1200–1300 nm spectral

range, as demonstrated by its rapid transfer to the commercial stage
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Figure 7.28 VCSEL structure containing multistack layers of InAs QDs be-

tween fully n- and p-doped distributed Bragg reflectors (DBRs). Reprinted

with permission from Ref. [4]. Copyright 1996, AIP Publishing LLC.

Figure 7.29 Cavity scheme of an optically pumped QD SDL.

(Innolume GmbH). This approach can be very interesting to develop

similar lasers based on colloidal QDs embedded between DBRs

constituted by oxides (SiO2 and TiO2, for example) [69], directly

deposited on the diamond layer. Finally, another potential laser

system containing QDs is based on photonic crystal microcavities,

given their strong confinement factor and small modal volume.
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Ellis et al. demonstrated an electrically pumped photonic crystal

nanocavity QD laser that exhibits ultralow thresholds of 181 and

287 nA at 50 and 150 K, respectively, 3 orders of magnitude lower

than using QWs in the microcavity [109], with a consumption power

of only 208 and 296 nW at 50 and 150 K, respectively, lower than to

date. More recently, Khajavikhan et al. demonstrated threshold-less

lasing at 4 K [110].

7.7.3 Solar Cells and Photodetectors Based on Colloidal
QDs

In recent years, colloidal QDs have been found to be promising for

next-generation solar cells because of the size confinement effect

increasing their effective bandgap [111]. QDs have been explored

due to their size and compositional-dependent absorption [112,

113]. Previously unachievable with bulk semiconductors, the QDs

allow energy level matching between desired donor and acceptor

materials, which are crucial in designing efficient photovoltaic

devices.

QDs can be solution-processed into films and hence they could

be an alternative to commonly employed sensitizer molecules [114].

During the last decade, colloidal QDs have been integrated in

different types of solar cells such as Schottky solar cells [115, 116]

(Fig. 7.30a), depleted heterojunction solar cells [117] (Fig. 7.30b),

and inorganic–organic heterojunction solar cells [118]. The QD

solar cell technology has the following promising characteristics:

(1) It is a solution-processed deposition technology, (2) QDs can

be fabricated at low temperatures (<200◦C), and (3) most of the

sun’s emission spectrum can be absorbed because of the effective

bandgap tuning of the QDs by the quantum size effect, empowering

a single material strategy to produce stacked multijunction solar

cells. Schottky junction QD solar cells based on PbS have attracted

intense attention in the past few years [115, 116], but they have

several limitations: While large short-circuit currents ( J sc) of over

20 mA/cm2 are achieved, the open-circuit voltage (Voc) is low

compared to the bandgap energy (Eg) and dependent on the QD

size [115]. As a result, low conversion efficiencies (around 2%) were

reached. With an expectation to improve the efficiencies of Schottky
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Figure 7.30 Schottky (a) vs. depleted heterojunction (b) solar cells.

Reprinted with permission from Ref. [117]. Copyright (2010) American

Chemical Society.

solar cells ternary PbSx Se1−x QDs have been used as well [119]. Most

of the reported investigations on depleted heterojunction solar cells

are concentrated on lead chalcogenide QDs, PbS and PbSe. The use

of PbS QDs in a depleted heterojunction device architecture (Fig.

7.30b), exhibiting the band structure depicted in the same Fig. 7.30b,

is able to offer power conversion efficiencies in the range of 5%–

6% (100 mW/cm2, AM1.5) for PbS QDs characterized by a band

edge around 1000 nm, as reported in Ref. [117] The photovoltaic

cell architecture in general consists of a QD layer sandwiched

between an electron-transporting layer (TiO2) and a metal electrode

(Fig. 7.30a). In such kind of structure, electrons flow toward the TiO2

layer rather than the evaporated metal contact (Fig. 7.30b), thus

creating an inverted polarity [120]. Moreover, hole transfer from

TiO2 to QDs is prohibited, which allows efficient carrier separation.

The QD depleted heterojunction design overcomes the limitations of

prior work on QD–Schottky devices in three principal ways. First,
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the electron-accepting TiO2 contact is transparent and placed on

the illumination side, thus benefiting more efficiently from minority

carrier separation. Second, whereas the Voc of the QD–Schottky

device is limited by Fermi-level pinning due to defect states at the

metal–semiconductor interface, the interface between the electrode

and the QD film benefits from passivation during the solution-

phase deposition of the QDs. Third is a large discontinuity in

the valence band of the device, combined with the minimization

of back carrier recombination. From energy diagram perspectives

nanocrystalline PbS is an ideal light-harvesting material in the

NIR region since it can be used as an electron donor for wide-

bandgap materials (TiO2 or ZnO) in heterojunction solar cells. In

this sense, Luther et al. [121] demonstrated that p-type PbS QDs

(with an effective bandgap around 1.3 eV) in contact with n-type ZnO

nanoparticles form a p-n heterojunction, achieving J sc = 9 mA/cm2,

Voc = 0.44 V, F F = 0.56, and yield around 3%.

At this point it is interesting to note that only a few groups are

reporting conversion efficiencies in the ranges given above (2%–

5%). This is surely because film-processing conditions and (optical)

quality of used nanocrystals are limiting the technology success

of the photovoltaic device. The chemistry of QDs and QD layers

(addressed in Section 7.7.3) is evidently a key point in the solar cell

technology. It is clear that QD processing can be done under globe-

box conditions to minimize the incorporation of oxygen as a carrier

trap at the QD surface, like the work developed in Ref. [115], even

if air-stable layers seem to be obtained by other authors (Sargent’s

group), as reviewed in Refs. [122–124], also because PbS QDs show

higher air stability than other alternative nanocystals (i.e., PbSe

nanocrystals) [125]. This group has reported the highest conversion

efficiencies, now around 7.3% (photocurrent 22.5 mA/cm2), by

using a hollow TiO2 nanowire array instead of a planar layer in the

depleted heterojunction architecture, and 7.4% (photocurrent 21.8

mA/cm2), by introducing halide anions during the end stages of the

synthesis process for passivating trap sites not accessible by the

standard ligands (mercaptopropionic acid, MPA) [126].

Other lead-free materials can be used as alternative materials

(and may be less sensible to oxygen traps), for example, substituting

Pb by Sn or other compound semiconductors like Bi2S3 [127, 128],
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Figure 7.31 Nanogap photodetector with 10 μm wide electrodes separated

4 nm where a monolayer of PbS QDs are placed (left); map of the

photocurrent (center) and wavelength dependence of the photocurrent

of the device as compared to the optical absorption spectrum (right).

Reprinted with permission from Ref. [129]. Copyright (2012) American

Chemical Society.

for which a p-n (p-PbS QDs and n-Bi2S3 nanocrystals) heterojunction

is formed.

From the above given summary one can guess that semiconduct-

ing QD layers can be also the basis for the fabrication of efficient

photoconductors/photodetectors at the NIR, with the advantage

to be integrated in silicon, glass, or flexible substrates. Reported

responsivities in the recent literature are in the range of 0.1–

3.9 A/W for a PbS QD monolayer in a nanogap photoconductor

(see this interesting concept in Fig. 7.31) [129], larger than 100

A/W in a PbS layer thicker than 200 nm deposited on a standard

interdigitated photoconductor electrode [130], and more than 106

A/W in an metal-oxide semiconductor (MOS) structure based on

a PbS layer (60–80 nm thick) on graphene [131]. The QD–solid

approximation is considered one of the latest advanced concepts for

photodetection, given the high absorption of QDs, the low cost of the

solution-processing technique used to deposit the material, and its

integration in Si technology.

Graphene, a single layer of carbon atoms bonded into a 2D

hexagonal crystal structure, has attracted a great deal of attention

due to its extraordinary physical and electrical properties [132].

Further to the many applications proposed and corroborated

for graphene layers, graphene could also serve as a transparent

conducting electrode (TCE) in solar cells [133–135], where high

optical transparency (97%–98%) and low sheet resistance are

essential. The latter is possible by the small addition of alkaline

atoms, water, or other molecules, which allows tuning the graphene

work function (around 4.5 eV) by ±0.5 eV [136]. The concept of
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using graphene as a TCE in solar cells emerges as a very practicable

option for future devices, although solar cell performance is far from

being optimized. The outstanding thermal and chemical stability of

graphene, as well as its atomic flatness, make graphene suitable for

ultrathin solar cells (organic, for example) [137]. Recently, graphene

has been also proposed as an electrode for QD- [138] and silicon-

based [139] photovoltaics.

7.7.4 Other QD Optical Devices

The use of QDs as memory elements has been discussed for a

number of years. In a conventional flash memory, the charge is

stored in a polysilicon floating gate, which is isolated by two SiO2

barriers that must be overcome to write or erase the data. This

is a slow process and eventually can damage the device. The first

advantage of a QD memory is that electrons are captured by the

QD potential well, which is an intrinsically fast process, whereas the

erasing operation is slow, but controllable up to a certain extent. The

second advantage of the QD memory is that the height of the QD-

confining potential barrier can be tuned by either an applied electric

field (see typical modulation-doped field-effect transistor structure

in Fig. 7.32a [140]) or changing materials, so different memory types

can be fabricated by using the same concept, from nonvolatile to

volatile memories, by decreasing the QD potential barriers, that

also will affect the speed of writing and refresh operations. The

QD plays the role of the floating gate in the flash memory and is

charged and discharged via the channel by applying a voltage to

the control gate. The basic principle is to create carriers optically

and then sweep out due to the strongly differing tunneling rates of

electrons and holes under an applied gate voltage, as illustrated in

Fig. 7.32b–d [140]. The remaining carrier, typically the hole, has a

long residence time in the QD. The use of InAs-based dots limits

operating temperatures below 140 K due to the relatively small

energy barriers for carrier thermal excitation and the loss of carriers

to the WL or continuum, but other materials are being used to over-

come this issue, as GaSb nanostructures (further reading in Refs.

[140, 141]).
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Figure 7.32 (a) Generic structure of a QD-based memory device consisting

of a layer of self-organized QDs embedded into a modulation-doped

field-effect transistor made of a large-bandgap material. (b) Storage of

information requires an emission and a capture barrier. (c) Writing

operation. (d) Erasing operation. From Ref. [140] (http://creativecommons.

org/licenses/by/3.0/).

7.8 Nanophotonics Based on Single QDs

The applications of a single QD in nanophotonics will be based

mainly on the nature of the light emitted by this nanoscale

semiconductor. A QD, as an atomic two-level system for excitons

(electrons and holes correlated by Coulomb attraction, as described

in Section 7.4), emits a single photon with a probability of 1 (0 for

less/more than 1 photon) in response to an external trigger. That

is, the QD can be considered as a single-photon or quantum light

source and hence new concepts, devices, and detection schemes

can be introduced in future nanophotonics for quantum information

technologies.

Figure 7.33 shows three different photon statistics in the Fock-

state basis: Bose–Eisntein (Fig. 7.33a), Poissonian (Fig. 7.33b),

and single photon (Fig. 7.33c), the latter being that characterizing

quantum light. It is worth noting that any of the classical light

sources will always yield some probability of obtaining photon

numbers different from 1, as calculated in Fig. 7.33a,b, assuming

an average number of photons equal to 1. The QD, as an atom-like

system, can emit a single photon through either optical excitation

or electrical injection. In the case of optical excitation, the incoming

laser light is in a coherent state (Poissonian statistics in Fig.

7.33b). The QD converts this light into an antibunched single-photon
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Figure 7.33 Photon statistics. (a) Bose–Einstein, (b) Poissonian, and (c)

single photon.

stream. This regime consists of the following process: The QD in

the excited state (an exciton quasiparticle) emits a single photon via

spontaneous emission to decay into the zero-exciton state, but it can

no longer re-emit a photon until it is excited again.

In Section 7.4 we described most of the important optical

properties of single QDs, particularly those of the GS, where

very narrow emission lines were observed at precise wavelengths,

each of them having a characteristic emission lifetime that will

determine the speed of the SPS. These lines exhibit phonon-induced

linewidth broadening and hence their single-photon characters are

maintained only up to relatively low temperatures, typically below

77 K. At lower temperatures it is also necessary that emission

lines be narrow enough to be lifetime limited and ensure the
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indistinguishability of the emitted photons. The broadening of

emission lines in QDs over this limit can arise from fluctuations of

the optical resonance frequency or spectral diffusion by, for example,

an internal electric field from impurities or other defects. Moreover,

time jittering in the single-photon emission can be present due to the

relaxation time of carriers from higher states if excitation/injection

is not performed resonantly with excitons at the QD GS. A last

optical property of a QD emitter that will determine the efficiency

and/or degradation of SPSs is the polarization of the emission; as

we discussed in Section 7.4 the existence of a measurable FSS under

orthogonally polarized light will introduce particular effects if the

emission occurs preferentially into the optical mode of a microcavity

mode, which in general is strongly polarized; on the opposite, if

FSS = 0 entangled photons can be emitted by the QD during the

biexciton–exciton cascade recombination.

Self-assembled QDs are excellent optical systems, given that they

join their unique optical properties and the feasibility of technical

processing of semiconductors, which is important to integrate QDs

into devices for electrical injection and photonic structures, as is

the case of optical microcavities [142]. Michler et al. reported the

first demonstration of a self-assembled semiconductor QD as an

SPS [143]. Colloidal QDs constitute a very interesting system to

develop quantum photonic structures and devices integrated in

silicon substrates, as the most interesting near-future applications.

This is because colloidal QDs can be deposited by using very

simple and low-cost techniques (see Sections 7.6 and 7.7) and are

very efficient nanomaterials emitting at room temperature. The

weak optical properties of colloidal QDs restricting their use for

production of quantum light are long recombination times, broad

emission lines due to dephasing and spectral diffusion effects,

and Auger nonradiative recombination. In spite of these negative

features, the emission of single photons has been demonstrated at

room temperature in specially engineered core–/graded-shell QDs

[144].

The demonstration that a source is emitting single photons

needs the measurement of the second-order photon intensity au-

tocorrelation function, g2(τ ); g2(0) < 5 evidences the antibunched

emission of photons and g2(0) = 0 (<0.5 as an extended
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range) certifies the emission of single photons. The first-order

correlation function is the light intensity (proportional to the

number of photons) measured by one photodetector, whereas g2(τ )

distinguishes between the different statistics of emitted light. In the

general case of light correlation between optical transitions i and j

g2
i j (τ ) = < Ii (t)I j (t + τ ) >

< Ii (t) >< I j (t) >
, (7.31)

where Ii denotes the intensity measured with a detector for

transition i and τ the time delay imposed by the interferometer arm

between the two detectors, as firstly proposed by Hanbury-Brown

and Twiss (HBT) [145] (Fig. 7.34). The time differences τ between

detection events from the two light signals are registered by time-

correlated single-photon counting (TCSPC) electronics. Intensity

interferometry allows also the determination of quantum coherence

of sources, that is, the HBT experimental technique opened the

field of quantum optics. In this sense, the HBT technique can

Figure 7.34 Hanbury–Brown and Twing setup using two monochromators

and two avalanche photodiode detectors (APDs).
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Figure 7.35 Schematic of the LED structure formed by a single quantum

dot (QD) in a p-i-n junction. Carrier recombination (orange arrows)

produces the emission of a polarization entangled photon pair (blue and

green arrows). Second-order correlation function under carrier electrical

injection measured in the rectilinear (a), diagonal (b), and circular (c)

bases. Reprinted by permission from Macmillan Publishers Ltd: Nature
(Ref. [148]), copyright (2010).

be considered as a tool for a quantitative analysis of quantum

light signals in the incoming quantum information technologies.

QD ensembles have been presented in precedent sections as

potential active media to develop many optical devices, but quantum

information management will need the use of single QDs. Entangled

photon emitters [146, 147] and diodes [148] (see Fig. 7.35) were

proposed as interesting devices for gating processes. Quantum logic

information is provided by the electronic coupling between QD

states [149], the exciton–biexciton Rabi rotation [150], and even

the spin–orbit interaction [151], and quantum versions of logic gate

operations have been shown [152]. All these efforts suggest near-

future possibilities to implement all-in-one quantum optical devices

to obtain efficient single-photon logic operations. In a recent work

we showed how to use bistable single-photon emission from trion

and neutral exciton states of single InAs QDs as a logic transference

function using a two-color excitation scheme (see Fig. 7.36) [42].

In the experiments, different photon energies are switched on and

off by the possibility to create those excitonic states, depending on

the laser excitation color (one excitonic state per pumping laser), as

illustrated in Fig. 7.36; the generation of only trions is possible by the

impurity surroundings of the QD, as was explained in Section 7.4.

Photons from X 0 and X − generated under the two-color laser

excitation scheme exhibit an antibunching pattern registered by

cross-correlation interferometry, given that they proceed from

exciton recombination at the same fundamental QD GS. In the single
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Figure 7.36 Schematics of (a) and (b), single-color excitation (the single

QD generates single-photon emission at a specific wavelength), where

laser A generates red photons (from X states) and laser B green photons

(from X 0 states), respectively. (c) Two-color excitation scheme: generation

of two-color single-photon emission (red + green photons) if the QD is

excited by using both lasers. In the right panel the corresponding micro-PL

spectra (measured and simulated by the master equations of microstates)

are shown. Reprinted with permission from Ref. [42]. Copyright (2014)

American Chemical Society.

QD literature, the two-color excitation scheme has been also used

for gating the resonant response of the QD [153]. Further advances

in such photonic gates using quantum light and quantum logic gates

can be obtained in the near future by using external fiber optic

circuitry and devices. In this sense, we developed for the first time

the coupling of emitted light at around 1.3 μm by a single QD

into a tunable fiber Bragg grating that filters this emission and

hence is able to select photons coming from different excitonic

transitions [29]. Since the first demonstration of a QD as an SPS

a lot of work has been published on the topic, both on single QDs

and QDs inside optical microcavities that can be fabricated around

them by using the nowadays well-developed III–V semiconductor

processing technology. In fact, demonstration of strong coupling

between excitons confined in QDs and optical modes in micropillars

[154], microdisks [155], and photonic crystal [156] (see Fig. 7.37)

microcavities was achieved some years ago. Additionally, a control

of either the emission wavelength of these emitters or that of the

cavity modes is needed to allow strong coupling between them, as
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Figure 7.37 (Left) (a) AFM topography of a photonic crystal nanocavity

aligned to a QD, (b) electric field intensity of the photonic crystal cavity

mode with the buried QD overlapping the field maximum, (c, d) micro-

PL spectrum of the target single QD before and after cavity fabrication.

(Right) (a) Wavelength of the polaritons for various cavity–QD detunings

and (b) spectra of the two anticrossing polariton states near zero

detuning. Reprinted by permission from Macmillan Publishers Ltd: Nature
(Ref. [156]), copyright (2007).

observed in Fig. 7.37; an anticrossing effect is observed in this case

whose energy difference at resonance is proportional to the QD–

cavity coupling (Rabi splitting). This is one of the bottlenecks to be

overcome for allowing future SPSs and EPSs based on this approach.

In a single QD deterministically positioned into a node of an optical

microcavity the spontaneous emission lifetime is reduced by a factor

of around 1 order of magnitude (depending on the confinement of

the electromagnetic field in a particular microcavity) by the Purcell

effect [157]. This is very desirable for a number of reasons because

of higher repetition rates, high quantum efficiencies, and increased

indistinguishability of emitted photons (see the very nice review

by Buckley et al. [158]). Efficient electrical injection into photonic

crystal cavities containing single QDs is not easy and is hence the

subject of intense research nowadays and a reality very soon.
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(2012). Observation of entanglement between a quantum dot spin and

a single photon, Nature, 491, pp. 426–430.

34. Gao, W.B., Fallahi, P., Togan, E., Delteil, A., Chin, Y.S., Miguel-Sanchez, J.,
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Emergence of colloidal quantum-dot light-emitting technologies, Nat.
Photonics, 7, p. 13.

77. Supran, G.J., Shirasaki, Y., Song, K.W., Caruge, J.-M., Kazlas, P.T., Coe-

Sullivan, S., Andrew, T.L., Bawendi, M.G., and Bulović, V. (2013). QLEDs
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Héléne Duprez, Damien Bordel, and Sylvie Menezo
CEA-Leti, Minatec, Departement of Optoelectronics,
17 rue des Martyrs, 38054 Grenoble, France
badhise.ben-bakir@cea.fr

Silicon, so far the mainstay of the electronics industry, is fast

becoming the triggering material of a photonics-based computa-

tional era. This chapter is intended to provide readers with the

recent developments in the field of silicon photonics, specifically

concerning the heterogeneous integration of group III–V materials

on silicon. This approach—unfolding into several basic building

blocks such as lasers, photodetectors, and modulators, as well as

novel proofs of concepts—is paving the way toward a brand-new

optoelectronics showing a considerable integration potential with

scalable, cost-effective complementary metal-oxide semiconductor
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8.1 Introduction

We are living in the exponential times of an increasingly data-driven,

densely interconnected, global society. This mirrors the relentless

growth of data traffic in today’s telecommunication infrastructures,

driving the demand for increasing transmission rates and computing

capabilities. Global IP traffic will grow at a compound annual

growth rate (CAGR) of 29% from 2011 to 2016 and will surpass

the zettabyte (1021 bytes or 1 trillion gigabytes) threshold by the

end of 2016 [1]. Such an ever-growing data stream is challenging

the intrinsic limit of copper-based, short-reach interconnects and

microelectronic circuits in server architectures and data centers to

offer enough modulation bandwidth at reasonable power dissipa-

tion. Against this backdrop, a dramatic bottleneck is constituted by

the difficulties in moving digital information, at every level: from

worldwide links to chip-to-chip and intrachip interconnections. By

contrast, optics-based telecommunications has the potential of light

to carry information over large distances at very high data rates with

minor power dissipation. However, while photonics can be already

found at the heart of today’s communication networks, providing

enormous performance levels to core, metro, and access systems,

at shorter distances, the challenges implied by signal speeds,

power consumption, miniaturization, and overall costs are still

only partially addressed. Pure electronics and hybrid optoelectronic

integration is not looking effective anymore whenever a drastic

level of miniaturization has to be achieved, whenever performance

levels at hundreds of gigabits/s are to be achieved, and whenever

the costs of implementation and the energy consumption are to

be cut significantly. Within this mind-set, the functional integration

of photonic devices in electronics and complementary metal-

oxide semiconductor (CMOS) technology nowadays constitutes an

answer of strategic importance to solve the copper dead-end. CMOS

technology has been used for more than 30 years to manufacture

complex electronic chips: it has very advanced process capability

and huge commercial fabrication capacity. The idea of applying

a high-volume, low-cost technique from the electronics industry

to manufacture photonic integrated circuits (PICs) has led to
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silicon photonics technology—that is, integrating photonic functions

with electronic circuits—at the wafer-scale manufacturing level. By

developing a small number of generic integration technologies with

different levels of functionality and by making such technologies

accessible via foundries, silicon photonics can address a broad range

of advanced applications.

Silicon lies at the heart of the aforementioned heterogeneous

integration, constituting the common bridging platform between

photonics opportunities—on the one side—and the micro-nano-

electronics technological maturity on the other [2]. In this sense,

we can claim that the functional merge of photonics on electronic

chips and cards is triggering the beginning of a photonics-based

computational era.

This chapter aims at introducing the reader to the main

recent achievements concerning the heterogeneous integration

of group III–V on silicon, thus focusing on key active building

blocks constituting the silicon photonics toolbox, such as lasers,

modulators, and innovative proofs of concepts.

Here follows the remainder of this chapter, which unfolds the

inherent potential of heterointegrating group III–V materials on

silicon. Reasons behind the push for bridging laser technology

to CMOS fab maturity are exposed and discussed in Section

8.2. Group III–V-on-silicon distributed Bragg reflectors (DBRs)

as well as distributed feedback (DFB) using high-index-contrast

silicon-/semiconductor-on-insulator (SOI) gratings are presented

in Section 8.3, along with current performances, in both static

and dynamic operation regimes. Within the same section a brief

overview is given over III–V on Si electroabsorption modulators

(EAMs), which take advantage from a common material, design, and

fabrication approach of the laser building blocks. Section 8.4 will

instead focus on the innovative proofs of concepts. In particular,

high-contrast-grating vertical-cavity surface-emitting lasers (HCG-

VCSELs) using III–V on Si heterointegration recently came to the

fore, owing to their inherent compactness, low power consumption,

high-speed direct modulation potential, and spectral purity. Section

8.5 summarizes and concludes the chapter, while shedding light on

forthcoming research and developments.
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8.2 Bridging Laser Technology to Silicon Maturity

Such staggering growth in the volume of data traffic running

through our telecommunication infrastructures is approaching

fast the performance bottleneck of copper-based interconnects of

standard electronic circuits and systems in present computing

nodes and data centers. In this sense, the onset of the social

networking phenomenon, as well as the exponential increase in

richer multimedia content exchange over the Net, is contributing to

calling into question the capability of existent datacom backbones

to withstand such a relentlessly growing stream of data. Moreover,

continuing shrinking microelectronic nodes as a long-term solution

puts at risk its technological as well as economic viability, as the

pin/interconnect density is limited by the shrinking available space

over rack and board areas, while heat management proves harder

and costs for cooling systems are ballooning in present data center

architectures.

Within such a scenario, the emerging solution of adopting power-

efficient broadband optical interconnects capable to face the mount-

ing demand for data transmission bandwidth as well as aiming at

increasing computing capabilities has gained momentum in the last

10 years within both research and industrial environments. In detail,

the intrinsic capability of light to transport information over large

distances at very high data rates/low latency with minor power

dissipation can be thus scaled from rack-level optical links down to

card-to-card to chip-to-chip interconnects. This translates into solid

perspectives for revolutionizing the way we nowadays design and

conceive telecommunication system and server architectures [3] as

well as high-performance computing [4].

As well as that, the second strategic pillar of this paradigm

shift in datacom architectures consists of using silicon as a

common bridging material platform between existing standard

CMOS integrated circuits (ICs) and novel photonics-enhanced nodes.

This would “leverage” CMOS technology maturity, reliability, and

cost-effectiveness into silicon photonic chips, resulting in a new

generation of transceivers featuring highly integrated functions and

scalable speeds as well as promoting a faster research-to-market

transfer on more solid perspectives.
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The effect of leveraging silicon technological maturity into next-

generation photonics-based optical links is concrete and topical.

First proofs of concepts and demonstrators are nowadays gradually

exiting research and development pipelines and entering into

main semiconductor industrial roadmaps, ready to access product

maturity, commercial service launch, and, ultimately, technology

open sourcing [5, 6].

Silicon has represented the mainstay of electronics and IC man-

ufacturing over the last decades, mainly owing to low production

costs and its good electronic properties. Concerning photonics and

optoelectronics, however, its indirect bandgap material proves very

inefficient for light amplification, thus seeming unfit for the on-chip

integration of lasers and sources meant for the generation of optical

carriers.

Considerable efforts have been spent in the last 10 years to

transform silicon into an active optical material, even reaching

remarkable turning points in laser and photonics technology. For

instance, the first Raman-scattering-based continuous-wave silicon

lasers called for hopes in the photonics community [7, 8]. However,

this solution needs very high pumping powers and looks unfit to

be scaled onto a CMOS-compatible platform at affordable costs

for mass-scale production. As well as that, light emission from

silicon nanocrystals [9] and E r3+-doped silicon nanoclusters [10]

proves to be quite inefficient, thus setting a far horizon over the

concrete exploitation of this approach for industrial demonstrators

and, ultimately, commercial products. Although other approaches

to avoid this intrinsic limitation of silicon materials such as

nanoporous silicon [11] and rare-earth-doped silica glasses [12]

have been investigated, the common critical missing element,

however, is electrical pumping, since an external light source is

necessary to pump the devices and achieve laser emission. A last

notable example to cope with this issue is represented by the use of

strained, heavily doped Germanium (Ge) as a gain-enabling material

for silicon photonics. Nevertheless, though the first electrically

pumped CMOS-compatible Ge-on-Si laser was realized in 2012,

more development is necessary to increase laser reliability, power

efficiency, and process stability [13].
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In the absence of practically efficient lasers achievable directly in

silicon or other group IV materials, Si photonic transmitter sources

must be made by hybrid integration with III–V gain materials. One

commercial solution makes use of external bulk-InP-processed laser

dies. The laser light is coupled into the PIC by means of a lens,

which is followed by an optical isolator and a mirror for directing

the light to a surface grating coupler in the Si PIC [14]. As we will

see in the next section, other approaches consist of butt-coupling

a III–V semiconductor reflective semiconductor optical amplifier

(SOA) to the Si PIC waveguide that comprises a Bragg mirror

for defining the laser cavity [15]. Alternatively, the heterogeneous

integration of group III–V direct-bandgap materials on SOI platforms

is increasingly becoming a more promising approach for a cost-

effective on-chip laser technology in silicon photonics [16, 17].

An InP substrate having the laser III–V gain layers grown on top

is bonded with loose alignment requirements (∼50 μm), the III–

V gain layers facing down to the bottom silicon wafer on which

silicon-based components and passive circuitry are preprocessed.

In a more economical route, the InP substrate having the laser III–

V gain layers on top is first diced, and the dies are collectively

bonded, where needed. Then the InP substrate is removed, and

the laser process is continued on the III–V bonded dies in a

regular wafer-level process flow. Putting the expensive III–V gain

material only where needed saves on cost. In addition to lower

cost, photonic integration promises improved reliability and per-

formance as well as a reduced footprint over discrete components

systems.

While high-gain III–V layers provide efficient light amplification,

the high-index-contrast SOI architecture allows for the low-footprint

implementation of optical functions constituting the whole silicon

photonics toolbox such as optical resonators and filters [18],

input/ouput (I/O) couplers [19, 20], high-speed modulators [21,

22], Si-Ge photodiodes [23], and wavelength (de)multiplexers [24].

This results in a win-win approach, where mature high-throughput

CMOS technology is combined with the excellent optoelectronic

behavior of III–V materials. The heterogeneous integration of group

III–V semiconductor alloys on silicon offers then an approach where

efficient light amplification is achieved within the III–V direct-
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bandgap layers, while optical functions are implemented in the

passive silicon architectures. Within this mind-set, laser sources can

be fabricated on silicon and optical carriers can be generated for

data transfer at very high bit rates [25, 26].

In the following sections, the reader is swiftly introduced to the

chapter core concerning the III–V heterogeneous integration onto

micro-nano-patterned silicon via molecular bonding for the real-

ization of power-efficient high-performance III–V-on-silicon lasers.

The different device architectures made through this common

fabrication strategy are investigated and discussed.

8.3 III–V-on-Silicon Lasers

A laser source is the combination of a light emitter medium—called

gain medium—and a light-confining structure retaining photons

in proximity to the gain medium in order to promote stimulated

photon emission. The essential challenge common to the entire

world of micro-nano-photonics, lies in achieving light confinement

within the smallest possible space during the longest time duration

to allow the production of highly compact energy-efficient photonic

devices such as microlasers. This is indeed very challenging due to

the natural propensity of light to escape freely because of its dual

nature of tiny massless photon particles and electromagnetic waves

at optical frequencies. However, as electron transport in solids is

governed by the atomic scale architecture, in a similar way a periodic

patterning of the optical medium at light-wave scale can be used for

molding the light flow.

Silicon-based compounds are commonly used in commercial

optical waveguide devices for applications such as passive optical

interconnects and biomedical sensors. However, the integration of

lasers together with Si integrated photonic-electronic circuits has

proved to be much more challenging. As we have seen in the

previous section, the complexity lies in the fact that silicon is a

poor light-emitting material due to its indirect energy bandgap.

In addition, the direct growth of standard III–V materials on

Si substrates is still a major obstacle because of the mismatch

in lattice constants and in thermal expansion coefficients [27].
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Although light emission from silicon is not straightforward, the

development of an efficient electrically pumped laser is essential

to make silicon the material of choice for full optoelectronic

integration.

A different way consists of coupling laser beams emerging from

III–V heterostructures to silicon waveguides. This so-called hybrid

integration can be done using different techniques like flip-chip

bonding [28] or self-assembly [29]. Both approaches present the

disadvantage of requiring submicron precision alignment to enable

efficient coupling between lasers and silicon waveguides. Even if the

cost of a silicon photonic circuit is generally low, aligning precisely

a laser chip to a planar photonic circuit is quite expensive, time

consuming, and unsuitable for high-volume fabrication.

A particularly promising approach instead is based on molecular

bonding of III–V materials on top of a patterned SOI substrate [30].

and can be performed at the die or te wafer level. Then, hybrid Si/III–

V lasers are realized following a collective fabrication procedure,

enabling complex photonic integrated systems onto the silicon

platform [31]. Using this technology, Fabry–Pérot [32, 33], racetrack

[34], and DFB lasers [35] were demonstrated. Very often, the

bonded structure is designed to support a common optical mode—

that we will later define as supermode—whose electromagnetic

field is distributed between the III–V structure and the underlying

Si waveguide. In fact, the major part of the field is located in

the silicon waveguide and only a few percent, that is, the tail

of the optical mode, overlap the multiple quantum wells of the

III–V active region. By doing that the laser mode is then mainly

concentrated in the passive silicon waveguide to the detriment

of the modal gain. Another difficulty of such an approach is the

tight control of the low-index bonding layer, whose thickness must

be kept as thin as possible, typically lower than 10 nm. These

technological constraints constitute an important limiting factor at

the design stage as well as during the fabrication process, impacting

laser reproducibility and performance stability. Therefore, although

these innovative, evanescently coupled laser structures show great

integration potential, such solutions do not use III–V materials as

their foremost efficiency. This ultimately results in the inevitable

trade-off between the modal gain—the supermode confinement
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factor in the III–V waveguide—and the output coupling efficiency

in the silicon passive circuitry, impinging on overall output power

available for on-chip and out-of-chip light routing to I/O components

to be fed at the system level.

More recently, electrically pumped hybrid laser prototypes

such as DBR- and DFB-based emitters have been demonstrated

by INTEL Corp., UC Santa Barbara [36], and Aurrion Inc. [37],

respectively. In all these approaches, the cavity optical mode is again

mainly confined within the passive silicon waveguides, being just

evanescently coupled in the III–V mesa for light amplification. This

restrains the modal gain available to optical modes cycling in the

resonators, resulting in the trade-off between coupling efficiency of

III–V to the Si waveguide and power output levels.

Only in 2013, Kotura Inc. (now Mellanox Technologies Ltd.) and

Oracle Labs have proposed a different solution by butt-coupling

a III–V reflective SOA chip to a passive 3 μm thick Si waveguide

containing a DBR [15]. Even if this demonstrator shows excellent

performance in terms of modal selection (SMRS > 45dB), wall-

plug efficiency (9.5%), low threshold (20 mA), and output power

(6 mW), the technological processing of butt coupling suffers from

stiff and time-consuming alignment requirements, showing weak

wafer-scale integration potential as well as impinging on cost-

effectiveness.

As mentioned earlier in the present chapter, the heterogeneous

integration of III–V materials on silicon and SOI platforms draws

a strong advantage from both the silicon technological maturity

issuing from the CMOS fab environment and the excellent light

amplification properties of III–V compounds. Along with the well-

known inherent processing stability, repeatability, and good etch

and surface quality, CMOS-compatible materials such as silicon,

silicon dioxide (SiO2), and silicon nitride (SiNx , Si3N4) bring in

the notable key factor of exhibiting a high-index contrast in their

effective indices in all main datacom and telecom wavelength bands.

Primarily, the use of high-index-material systems such as Si/SiO2

permits the design of waveguides and I/O components where

the optical mode is tightly confined within submicrometer silicon

cores. This allows shrinking down of the silicon photonic circuit’s

footprint, therefore enabling the increase in the density of optical
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functions, including modulation, wavelength (de)multiplexing, opti-

cal signal filtering, and detection, which are available on-chip.

As a second point, the well-controllable micro-nano-patterning

of silicon endows device designers with the capability to fashion

at will the optical medium, thus contributing to achieve a fully

deterministic mold of light at the wavelength scale. This fact

highlights once again the robustness of the strategic pillar holding

up the paradigm shift brought about silicon photonics. It is in fact

not just a question of reproducing the silicon maturity on optoelec-

tronics materials and devices. It is instead mainly about siliconizing
photonics, thus providing photonic devices with the whole potential

offered by silicon maturity. Therefore, low-cost, high-throughput

fabrication of silicon photonic chips featuring complex highly dense

functionality using power-efficient components can be integrated

into small-footprint systems and modules.

The approach developed in our group at CEA-Leti exploits the

adiabatic tapering of SOI [38] as well as III–V [39] waveguides

in order to maximize the optical mode amplification in the III–V

waveguide, while maintaining a high coupling efficiency of photons

to the silicon wires underneath, yielding significantly higher output

power available for on-chip signal processing at low current

threshold levels.

In the following sections, we report on the front-to-back-end

fabrication roadmap of the III–V-on-Si heterogeneous integration as

well as on experimental demonstrations of electrically driven hybrid

Si/III–V lasers, including DBR and DFB emitters in the C-band, which

are based on the supermode control of a two-coupled waveguide

system [40–42]. The proposed architectures definitely overcome

the aforementioned trade-off inherent to the Si evanescent lasers

previously reported. The novelty consists of fashioning of the optical

supermode along the cavity length to obtain a strong overlap

with the gain region (rather than the evanescent tail), ending up

with a larger gain available for amplification and maintaining a

high coupling efficiency with the bottom silicon waveguide, thus

preserving the integration potential as well as thermal and power

consumption budgets.

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

III–V-on-Silicon Lasers 319

8.3.1 III–V-on-Si Integration for Hybrid Lasers

As previously stated, the heterointegration of III–V materials on

silicon and SOI platforms draws an advantage from CMOS fab

maturity. In this sense, the electronics/photonics convergence

can be played along different strategic roadmaps such as flip-

chip bonding [28] or self-assembly [29]. However, the limited

integration potential of these approaches highlighted the need for

a cost-effective very-large-scale integration (VLSI) with micro-nano-

electronic technology nowadays without impinging on the quality of

the III-/V-based optoelectronic components.

Alternatively, 3D photonic integration is inherently integration-
friendly as III–V/Si photonics layers are vertically distributed, where

needed, onto SOI electronics layers, providing high-throughput

fabrication, cost-effective yields, and greater functionality.

Basically, our approach stems from the use of low-temperature

molecular wafer bonding of III–V epilayers to micro-nano-patterned

silicon and it is composed of three main processing phases. In

brief, as illustrated in Fig. 8.1, III–V-on-silicon lasers processing

starts from the patterning of a 200 mm SOI wafer by means of

standard CMOS-compatible tools, including 193 nm deep ultraviolet

(DUV) lithography and HBr-based dry reactive ion etching (RIE)

for silicon patterning. This first phase of the fabrication aims at

the realization of the whole silicon passive circuitry, including

optical resonators, waveguides, and I/O components such as wafer-

to-fiber couplers and wavelength (de)multiplexers. Subsequently,

processed SOI wafers are planarized via a chemical mechanical

polishing (CMP) step prior to the III–V epilayers to SOI molecular

wafer bonding, which is carried out at relatively low temperatures

(200◦C). Bonding yields well above 90% over a full 2-inch-wide

III–V layer surface have been achieved, as shown in Fig. 8.1d. In

detail, strict control over the bonded surface particle and carbon

contaminations is essential to achieve such high III–V on silicon

bonding yields. Moreover, a III–V low epitaxial defect density

(<10/in2) and substrate bow (<8 μm over 2-inch wafers) are

necessary as well. The InP substrate of the III–V epilayer is then

removed by H2O/HCl-based wet etching, thus ending the second

phase of the process flow.
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Figure 8.1 Front-to-back-end heterogeneous integration processing for III–

V-on-silicon lasers. (a) The micro-nano-patterning of a 200 mm SOI wafer is

accomplished via CMOS fab tools for the realization of passive and active

silicon-based components. (b) In the meanwhile III–V epitaxies are grown

prior to bonding, (c) III–V epilayers to SOI bonding and InP substrate

removal, (d) processing of the III–V on SOI proceeds for implants and

contact definition, and (e, f) the process ends at the 100 mm scale with

the metallization of active components, including heaters, modulators, and

photodetectors.

Fabrication is then finalized at the 100 mm scale through

standard III–V optoelectronics technological steps, including III–V

mesa etching, and n- and p-type ohmic contacts definition.

Concerning more specifically the silicon fab depicted in Fig. 8.2,

the fabrication approach proceeds from shallowly etched structures

to deeply etch features, and it usually starts from the definition of

the laser cavity optical resonator.

Depending on the laser architecture, the depth of this first etch

step varies as a function of the targeted silicon patterning for the

definition of the optical resonator. As specified in Fig. 8.2, the silicon

patterning can be adapted on the need for realizing DBR reflectors

for Fabry–Pérot resonators or equivalently the grating of a DFB

laser or even the highly reflecting mirror of a vertical-cavity surface-

emitting laser (VCSEL), as will be presented in the proof-of-concept

section.

After the resonator definition, the following lithography etch

steps include the patterning of waveguide-to-fiber couplers (125 nm
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Figure 8.2 Front-end CMOS fab of 200 mm wide, 500 nm thick SOI wafers

prior to III–V bonding. Optical cavities of laser resonators are defined

through the shallow etch of DBR reflectors (10 nm deep) or more strongly

corrugated DFB gratings (100 nm deep etch). Waveguide-to-fiber couplers

are realized at the 125 nm etch depth level, while silicon waveguides and

tapers are etched down to 250 nm. Finally, silicon is etched till the buried

oxide (500 nm deep) for mesa patterning, while a chemical mechanical

polishing step planarizes the wafer prior to III–V bonding.

deep), followed then by adiabatic taper transitions (250 nm deep),

while the silicon mesa definition is obtained via a full etch to

buried oxide. Finally, plasma-enhanced chemical vapor deposition

(PECVD) of silica followed by CMP concludes the first phase of

the fabrication front end by planarizing the patterned SOI wafer

containing silicon passives prior to the bonding of III–V epitaxies for

the heterointegration of gain areas.

Concerning the back end of the III–V-on-SOI fab current injection

is realized by using n- and p-type intracavity contacts and a proton-

implanted 3 μm wide current aperture. To prevent any defect

induced by the local H+ implant from reaching the active region—

where it causes nonradiative recombinations—an 1800 nm thick

p-doped, graded InP confinement layer is included in the III–

V epilayer. The n-type ohmic contact metallurgy consists in the

Ni 5 nm/AuGe 30 nm/Ni 5 nm/Au 200 nm stack deposited by

electron beam sputtering and is then followed by rapid thermal

annealing (RTA) at 380◦C under N2 flux. Ohmic p-type contact
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metallurgy is instead based on a Pd 10 nm/Ti 30 nm/Pt 80

nm/Au 200 nm stack. A 10 nm thick Ti layer covered by 1 μm

of gold has been used for the subsequent contacts’ thickening and

widening. The III–V mesa definition is obtained with a mix of both

wet- (H2SO4:H2O2:H2O = 1:1:10 for InGaAsP QWs) and RIE-based

(CH4/H2 for InP) techniques, resulting in controlled InP surface

roughness and improved etching directivity for correct contact

insulation and reduced access resistance as low as a few ohms.

8.3.2 Distributed Bragg Reflector Lasers

This section reports on DBR hybrid silicon/III–V lasers based on

adiabatic mode transformers. The hybrid structure is formed by

two vertically superimposed waveguides separated by a ∼100 nm

thick SiO2 gap layer. The top waveguide, fabricated in an InP-

/InGaAsP-based heterostructure, serves to provide optical gain. The

bottom Si waveguide system, which supports all optical functions,

is constituted by two tapered rib waveguides (mode transformers),

two DBRs, and a surface-grating coupler. The supermodes of this

hybrid structure are controlled by an appropriate design of the

tapers located at the edges of the gain region. In the middle part

of the device almost all the field resides in the III–V waveguide so

that the optical mode experiences maximal gain, while in regions

near the III–V facets, mode transformers ensure an efficient transfer

of the power to silicon waveguides. In brief, such III–V on SOI

hybrid laser achitecture is capable to operate under continuous

wave regime, showing a room-temperature threshold current of

17 mA, uncooled output power levels of 14 mW, a side-mode

suppression ratio (SMSR) well above 50 dB, and a small signal of

−3 dB modulation bandwidth above 7.5 GHz.

In detail, an example of the hybrid structure is shown in

Fig. 8.3: the Fabry–Pérot laser cavity is formed by two verti-

cally superimposed waveguides, a top III–V waveguide for light

amplification, while a bottom Si waveguide system is constituted

by two tapered rib waveguides (mode transformers), a wafer-to-

fiber coupler, and two DBRs. The optical cavity is defined by the

two DBRs spaced 1040 μm apart, while the mode transformers,

positioned below the edges of the active waveguide, provide an
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Figure 8.3 Sketch of a III–V-on-SOI DBR laser emitter, including both top

(a) and side (b) views. The III–V waveguide meant for light amplification

is superimposed over a silicon rib tapered waveguide enabling adiabatic

coupling from/to the upper waveguide, light feedback through side DBRs,

and light collection to fiber via a surface grating coupler. (c) Contact pads are

designed in the typical ground-signal-ground (GSG) configuration for radio

frequency (RF) on-off keying (OOK) high-speed modulation.

adiabatic transition by varying the width of the Si rib waveguide.

In the middle part of the device, almost all the field resides in

the III–V waveguide so that the optical mode experiences maximal

gain, while in regions near the III–V facets, mode transformers

ensure an efficient coupling between the two levels. The thickness

of the bonding interface allows for relaxing fabrication constraints

typical of evanescently coupled structures where high control over

the thin bonding layer (∼5 nm) is required. The 6 μm wide top

waveguide is essentially made up of an InGaAsP-/InP-based separate

confinement heterostructure (SCH) for carrier confinement and

light amplification, while the resonator architecture is defined by a

600 μm long silicon rib waveguide endowed with adiabatic tapers

for mode coupling to the III–V waveguide. The Si rib waveguide is

terminated at both ends by DBRs with tailored modal reflectivities

and a surface grating for fiber-coupling measurements of transverse

electric (TE)-polarized light. The shallowly etched 10 μm wide DBRs
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are characterized by a 10 nm etch depth and a 50% fill factor.

Optimized for achieving enhanced modal control and large a SMSR,

the two DBRs are 300 μm and 100 μm long with a grating strength

[36, 42] κ = 83 cm−1, showing modal reflectivities of 97.3% and

46.4%, along with 3 dB bandwidths of 2.6 nm and 4 nm, respectively.

The physics of the adiabatic coupling scheme adopted to

transfer power between the III–V active waveguide and the silicon

waveguide underneath is illustrated in Fig. 8.4. The steady-state

finite-element method (FEM) shows the adiabatic coupling kinetics

of the supermode inside the hybrid DBR-based emitter when using

a 100 nm thick silicon dioxide gap between the active III–V and the

silicon waveguide. Figure 8.4 illustrates the electric field patterns

(quasi-TE case) for various cross sections of the mode transformer.

The tapered waveguide is defined by a rib height and a slab height

of 500 nm and 250 nm, respectively. The width of the rib W is

widened adiabatically from 0.8 μm to 1.1 μm. This variation of

the rib width is carried out on a length of 120 μm. The shape

of the mode transformers is optimized to be robust enough with

respect to the variations induced by the fabrication processes

and particularly the thickness of the oxide separation layer. For

Figure 8.4 Evolution of the lasing supermode inside the hybrid III–V-on-

Si Fabry–Pérot cavity. (a) Supermode profile in the III–V section of the

structure. (b) Mode transformer: transfer of the supermode power by

adiabatically widening the width W of the silicon waveguide. (c) Supermode

profile at the phase-matching condition between III–V and Si waveguides.

(d) Power transfer to the silicon waveguide toward the end of the taper.
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specific configurations, coupling efficiencies higher than 97% were

calculated. In addition, if we take into account fabrication process

tolerances, the lower limit is found to be ∼90%. As illustrated in

the Fig. 8.4a,d insets, more than 90% of modal power is coupled

back and forth from/to the silicon waveguide to/from the III–V

SCH. This ensures efficient amplification of optical modes in the

active region aiming at minimizing lasing thresholds, while keeping

constant outcoupled power levels in the silicon level.

Enlarging now the view to a modal analysis of the DBR-based

resonator, the intrinsic length (above 1 mm) of such a DBR-based

Fabry–Pérot cavity brings in the additional issue of controlling

the spectral purity of the lasing emission. In detail, the Fabry–

Pérot phase condition for resonance depends on the resonator

physical length L, the optical mode group index ng, and the emission

wavelength λ, and it is expressed as follows:

TF P = 1 − R1 R2

1 + R1 R2 − 2
√

R1 R2 − 2
√

Ra R2cos
(

2π
λ

2Lng
) , (8.1)

where R1 and R2 are, respectively, the power reflectivity of the first

and second DBR and TF P is the overall transmission of the Fabry–

Pérot.

This results in a dense distribution of longitudinal modes

admitted in the cavity as the free spectral range (FSR) reduces for

increasing effective cavity lengths, as described in the following

equation:

F S R = λ2

2Lng
, (8.2)

where c is the light velocity, L is the resonator length, and ng

represents the modal effective index.

The reduced FSR in such architectures (FSR = 0.32 nm computed

for an average group index of 3.62) translates into a dense modal

frequency comb. Moreover, due to the wideband spectrum over

which light amplification is provided—that is, the quantum well

photoluminescence emission spectrum—as well as the similar

confinement factors shared by all these longitudinal modes, the

DBR emitters are affected by an inherent multimode behavior,

therefore impinging on the modal selectivity of the laser. However,

spectral purity achieved through modal selection in laser sources

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

326 Group III–V on Silicon

Figure 8.5 Architecture of a high-index-contrast grating realized in silicon

and surrounded by a silica matrix realized for waveguided operation. The

corrugation strength κ constitutes a key physical constant governing the

optical behavior of the grating, including its reflectivity and bandwidth.

is an essential feature for telecom and datacom systems requiring

SMSRs well above 30 dB as well as stable mod-hop-free operation.

Therefore, the filtering of the dense spectral comb arising from

longitudinal modes appearing on the lasing spectrum of such

emitters is a mandatory objective to be achieved to get laser sources

compatible with telecom standards, and then featuring commercial

product compatibility.

As mentioned earlier in the chapter, the high-index contrast

of an SOI material system combined with the precise patterning

enabled by CMOS planar technology offers us a powerful tool to

achieve fine tailoring of the light wave at the wavelength scale. As

illustrated in Fig. 8.5, though the geometry of high-index-contrast

gratings is essentially defined by the grating pitch (d), period (�),

and etch depth (t), their optical behavior can be fully described by

the so-called grating strength or corrugation factor κ . Such a general

constant can be expressed as

κ = πnef f

λ0

∫ ∫
�

(n2
1n2

2 E 2dxdy)∫ ∫∞
∞ E 2dxdy

, (8.3)

where nef f = (n1 − n2)d�+ n2 corresponds to the grating effective

index and E is the electric field component in the unperturbed

region. The κ factor governs the definition of the reflectivity (Eq. 9.4)

and bandwidth (Eq. 9.5) exhibited by such high-contrast corrugation

for a guided mode travelling across the grating and they can be

written as

R = |κ|2 sinh2 s Lg

s2 cosh2 s Lg + (
�β

2

)2
sinh2 s Lg

(8.4)
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Figure 8.6 (Left) Reflectivity modal response of first-order 1550 nm

centered distributed Bragg reflectors (DBRs) using a 10 nm deep shallow

etch resulting in a κ factor of 83 cm−1. It can be noted how longitudinal

modes in the resonator build up into a frequency comb with a free spectral

range of 0.32 nm: the DBR’s spectral response is thus tailored through its

length to filter out the comb selecting one mode only, preventing multimode

lasing. (Right) A scanning electron microscope (SEM) view of the shallowly

etched DBRs.

δωDB R = 2vg

√
|κ|2 +

(
π

Lg

)2

(8.5)

where �β indicates the propagation constant mismatch between

the etched and unetched regions of the grating, s =
√
κ2 −�β2 ex-

presses the coupling constant between unperturbed and perturbed

modes via the corrugation strength, Lg is the grating length, and vg

is the group velocity.

In this architecture, the κ corrugation factor as well as the

frequency response of the DBR can be adjusted at will in order

to implement a meticulous filtering of the laser emission spectral

comb. This results in single-mode emitters featuring SMSR values

well above 50 dB, thus complying with datacom standards and

industrial roadmap needs, followed later by product development

and commercialization. As shown in Fig. 8.6, the DBRs are designed

to be asymmetric in length so that their superposed modal response

results in the filtering of a single longitudinal mode out of the

spectral comb supported by the Fabry–Pérot resonator.

It is worth to point out once again that such capability is fully

relying on the capability provided by CMOS fabrication tools to
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precisely pattern silicon both in vertical as well as in azimuthal

orientations, as DBR etch depths as low as 10 nm ensure a full

control over their modal reflectivity and bandwidth for a given

grating length Lg. In conclusion, starting from a given corrugation

strength of the DBR grating, by choosing the appropriate length of

the reflectors, this approach allows high modal selectivity through

asymmetric DBR bandwidths. In the same way, by finely varying the

DBR grating period a precise wavelength addressing of the DBR-

based hybrid sources is achieved.

Static and dynamic characterization of the hybrid DBR laser

via electrical probing was performed, collecting the optical signal

through a multimode fiber aligned over the laser grating coupler

and connected to an optical spectrum analyzer and a power

meter. As reported in Figs. 8.7 and 8.8, the III–V-on-SOI source

shows continuous-wave lasing up to 65◦C with a minimum current

threshold (Ith) of 17 mA and a maximum uncooled output power

above 15 mW at 160 mA of driving current, resulting in a remarkable

differential quantum efficiency of 13.3%. In addition, the laser

diodes are characterized by a turn-on voltage of 1 V and a series

resistance of 7.5 �. An SMSR greater than 50 dB at high driving

current is achieved, as shown in Fig. 8.9 (left).

Concerning dynamic performances, the electro-optic (EO) small-

signal modulation response obtained for driving currents between

6Ith and 8Ith indicates a 3 dB bandwidth above 7.2 GHz (Fig. 8.10a),

while open-eye diagrams reported in Fig. 8.10b,c confirm 5 Gb/s

and 12.5 Gb/s OOK direct modulation at room temperature and 160

mA of bias current in a back-to-back configuration for a 215 − 1

pseudorandom bit sequence (PRBS) with 17 mW RF power [42].

The need for higher aggregate bandwidths through coarse

and dense wavelength division multiplexing (WDM) demands the

realization of wavelength-selective lasers as well as on-chip tunable

sources [19, 42]. In this sense, hybrid III–V-on-SOI laser arrays

have been conceived for a four-channel 12 nm spaced course

wavelength division multiplexing (CWDM) in the 1.55 μm band.

A fine tailoring of DBRs period is used for selecting longitudinal

modes and achieving precise wavelength addressing. Experimental

results reported in Fig. 8.9 (right) show a 4-λ array with an average

SMSR over 40 dB. A richer wavelength availability on the chip can
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Figure 8.7 (a) L–I –V curves at different stage temperatures reporting

optical power in both the silicon waveguides (right) and the optical fiber

(left) coupled via a surface grating. Values for the waveguide-coupled output

power have been normalized with respect to a 500 μm long and 10 μm wide

reference waveguide endowed with test grating couplers. (b) Fiber-coupled

L–I characteristics and lasing spectra behavior contour map. Mode hopping

between the different longitudinal modes at higher driving current is due to

thermo-optic effect taking place in the laser diode.

be obtained also via emission frequency tuning. By adding on the

highly reflective DBR a resistive NiCr film as a heater element, peak

reflectivity and phase-matching condition of longitudinal modes

are varied, resulting in a continuous-wavelength tuning range of

over 20 nm, as shown in Fig. 8.11 (right). Besides the satisfactory

performance of these early stage demonstrators further design

improvements are needed to enhance tuning span and reduce

thermal budget to target maximum operation temperatures at 80 ◦C

and beyond.
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Figure 8.8 Near-infrared camera image of the hybrid laser just above the

threshold (Ith = 18 mA), showing the fiber coupler (FC), front DBR, and III–

V regions. Ground-signal-ground probes were used for RF measurements.

Figure 8.9 (Left) Fiber-coupled lasing spectrum of a DBR-based hybrid III–

V-on-Si emitter showing more than 50 dB of SMSRs. Such modal selectivity

has been achieved by using two asymmetric DBRs exhibiting the same

grating corrugation strength but different lengths in order to pick up one

of the modes in the laser frequency comb. (Right) Wavelength addressing

through a fine DBR period tuning: a 4 × λ 12 nm spaced array of DBR-based

emitters is targeted for course wavelength division multiplexing (CWDM)

applications.

8.3.3 Distributed Feedback Lasers

The high-index-contrast patterning of silicon can be declined over

various architectures of the silicon photonics toolbox, such as

waveguides, splitters, couplers, and gratings. In this sense, we have

seen that high-index-contrast, shallowly corrugated gratings can be

used as DBR reflectors in hybrid Fabry–Pérot lasers, ensuring high

modal selectivity, low threshold components, and high-throughput

performance by the use of standard CMOS pilot lines.
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Figure 8.10 (a) Small-signal modulation response of the hybrid DBR laser

at RT under different bias conditions. A 3 dB bandwidth above 7.2 GHz

is obtained for a driving current of 131 mA. Open-eye diagrams in back-

to-back configurations at 5 Gb/s (b) and 12.5 Gb/s (c) are achieved with

extinction ratios (ERs) of 6.2 dB and 4.8 dB, respectively.

Figure 8.11 (Left) Wavelength tuning has been also implemented in early-

stage demonstrators by adding a resistive NiCr film heater on the back DBR.

A 21 nm wide continuous tuning range is achieved (right).
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Figure 8.12 Cross-sectional and top views of a III–V-on-SOI distributed

feedback (DFB) hybrid laser. Relying on the adiabatic coupling scheme, the

optical mode is amplified in the III–V active region, while the Si/SiO2 DFB

grating provides modal reflectivity to reach the lasing threshold. A fiber

coupler (FC) and a III–V photodiode are also integrated for wafer-to-fiber

and wafer-to-waveguide test measurements, respectively.

Analogously, more strongly corrugated silicon gratings can be

used for implementing more compact resonators designs such as,

for example, DFB lasers as well as VCSELs, endowing the hybrid

III–V/SOI laser integration platform with access to power-efficient

sources endowed with a fully scalable footprint.

As illustrated in Fig. 8.12, a DFB grating is etched into the

bottom-level silicon waveguide, providing enough modal reflectivity

to achieve lasing at relatively low threshold, while a λ/4-long defect

at the center of the DFB grating ensures modal selection and precise

wavelength addressing. Moreover, by relying on the aforementioned

adiabatic coupling scheme, the optical mode is amplified in the

III–V active region, being only evanescently coupled to the Si/SiO2

DFB grating. A fiber coupler (FC) and a III–V photodiode are also

integrated, respectively, for wafer-to-fiber and wafer-to-waveguide

test measurements. The optical behavior of the laser as well as its

perfomance are strongly determined by the DFB grating design and

its coupling to the supermode in the III–V region. It follows that

grating dimensions and corrugation strength factors, as well as the
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silicon dioxide gap between the silicon and the III–V waveguides,

are crucial for the laser design, as these parameters strongly impact

the coupling constant between the two superimposed waveguides,

therefore shaping the taper transition region and the outcoupled

power efficiency down to the silicon level.

In detail, the DFB grating corrugation brings in two different

effective indices for the coupled III–V/Si waveguides system. Such

effective index patterning of the supermode at a given target

wavelength λ results in a DFB grating coupling constant that can be

expressed as follows:

κDFB ≈ 2�nef f

λ
, (8.6)

where �nef f indicates the perturbation in the effective index of the

coupled waveguide system supermode implemented by the grating.

On the other hand, the reflectivity R provided by the grating at the

Bragg wavelength is described as

R = tan h2(κDFB LDFB), (8.7)

with LDFB representing the DFB grating length. By considering

typical grating lengths between 500μm and 1000μm leading to κDFB

values ranging from 10 cm−1 to 30 cm−1, and modal reflectivities

between 65% and 80%, we may conclude that a feasible value for

the κL factor is approximately comprised between 1 and 1.4.

In Fig. 8.13 (left), we report the DFB grating reflectivity as a

function of both grating length and coupling strength, the coupling

strength being dependent on the III–V/Si supermode overlap

over the grating when taking into account a 100 nm thick silica

gap. In Fig. 8.13 (right), the coupling strength factor of a DFB

grating as a function of the silicon waveguide width and thickness

highlights how a trade-off condition between enough reflectivity,

modal selection, and architecture footprint is found for κL between 1

and 1.4.

The fabrication process flow follows the one outlined in Section

8.3.1, while DFB gratings have been defined by both 193 nm deep

DUV and electron beam lithography (EBL), reaching similar results.

Scanning electron microscope (SEM) images of the DFB grating

patterning are reported in Fig. 8.14: It can be noted how a very

good side-wall verticality is achieved, although the grating etch
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Figure 8.13 DFB grating reflectivity (R) as a function of its length and

corrugation strength expressed in cm−1. It can be noted how a good trade-

off between enough reflectivity and the architecture footprint is usually

stated in the interval κL = 1 − 1.4. (Right) Corrugation strength of the

DFB grating as a function of both silicon waveguide rib thickness and width,

when using a silica gap of 100 nm. A good compromise in this case is found

for a Si rib above 0.7 μm in width.

Figure 8.14 Scanning electron microscope image of the first-order DFB

grating patterning into silicon after electron beam lithography and 100 nm

deep dry etch. (a) Proximity effects at the end as well as at the center (b) of

the grating have been optimized. (c) Focused ion beam (FIB) cross section

shows a slightly varying etch depth along the grating length, while a very

good side-wall verticality is achieved.
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Figure 8.15 L−I −V characteristics of the III–V-on-SOI DFB laser. (Left) The

device shows room-temperature continuous-wave single-mode operation

with current thresholds below 60 mA and output power levels coupled to

test fiber above 6.5 mW for 120 mA current drive. (Right) SMSRs well above

30 dB are achieved, as reported in the right uppermost inset, while the III–V

photodetectors (bottom inset) measure photocurrents above 25 mA when

the DFB laser is driven at 150 mA.

depth slowly varies across the grating length, modifying the III–V/Si

supermode coupling strength.

Static measurements of first-run hybrid III–V-on-SOI DFB lasers

are reported in Fig. 8.15. By exploiting the collective approach to

active devices fabrication made possible by the molecular wafer

bonding, both a III–V-on-silicon EAM and a photodetector were

introduced in the device architecture, as illustrated in Fig. 8.16.

Tests show that the lasers operate in continuous waves at room

temperature, showing current thresholds below 60 mA. Output

power levels are instead estimated via the photocurrent generated

in the photodiode: in detail, the one-sided power emitted by the

DFB driven at 150 mA generates a photocurrent of 27 mA. By

conservatively assuming that the internal quantum efficiency of

the photodiode is 100% and that all light is coupled into the

photodetector, we can infer that the total two-sided power emitted

by the DFB laser at 150 mA stays well above 40 mW.

The presence of the III–V EAM makes possible it to enhance

the small-signal f-3 dB bandwidth of the stand-alone DFB laser,

bringing it to 12 GHz, providing a wider bandwidth for high-

speed modulation. Static and dynamic characteristics of the EAM
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Figure 8.16 Microscope image of a hybrid III–V-on-silicon laser modulator

photodetector block. A III–V-based electroabsorption modulator (EAM) has

been added to the laser building block to improve its aggregate bandwidth

by extending it to f-3 dB = 12 GHz.

Figure 8.17 Static (top) and dynamic (bottom) analysis of the III–V-on-Si

electroabsorption modulator (EAM). On-off keying extinction ratios above

40 dB are achieved for a DFB laser current drive of 150 mA, while a small-

signal modulation f-3 dB bandwidth of 12 GHz is obtained when the EAM is

polarized at Vbias = −2 V while the laser drive is set at 90 mA.
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modulators polarized with Vbias = −2 V are reported in Fig. 8.17,

highlighting OOK extinction ratios above 35 dB at a DFB laser

current of 150 mA and a small-signal cutoff frequency of 12 GHz with

the DFB laser current drive set at 90 mA.

8.4 Innovative Proofs of Concepts

As we saw in the previous sections, the heterogeneous integration

of group III–V direct-bandgap semiconductors on silicon offers a

win-win approach where efficient light amplification is achieved

within the III–V direct-bandgap layers, while optical functions are

implemented in the passive silicon architectures fabricated by high-

throughput CMOS processing tools. Several milestones in such sense

have been achieved using direct coupling from III–V waveguides

to silicon passive circuits as well as adiabatic mode transforming.

However, although such silicon-compatible laser building blocks

represent a first viable path toward siliconizing photonics, such

sources suffer from several drawbacks such as a still-too-large

architecture footprint, moderate bandwidth limitation, and power

consumption, as well as the mandatory increase in the passive

silicon complexity to achieve the mode-hop-free spectral purity.

An answer to such intrinsic limitations comes from microdisk

laser sources. Microdisk resonators are compact (∼10 μm in

diameter), thereby enabling small power consumption, while the

light wave evanescent coupling to silicon microwaveguides for

optical routing proves to be effective as well [43]. Nevertheless, such

devices are characterized by an inherent lack of modal selection,

demanding to pattern 1D photonic crystals (PhCs) in order to filter

out a single color of light [44].

In the next two sections, we will comment on and investigate

recent promising solutions consisting of the III–V heterointegration

of HCG-VCSELs on SOI.

8.4.1 Integrating VCSEL and Silicon Photonics

VCSELs constitute an almost ideal solution to the aforementioned

drawbacks. Since the device was firstly conceived by K. Iga et al. in
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1979 [45] VCSEL photonics has conquered the world [46]. VCSELs

are nowadays used in a wide-ranging set of developing research

fields [47–49] as well as steadily present in several mature industrial

applications within consumer optoelectronics, datacoms, sensing,

and medicals. Such success is intrinsically related to the several

benefits that can be drawn from such photonic architecture: long

device lifetime, on-chip wafer testing, cheap modules and package

costs, wavelength control, power efficiency, low consumption,

high-speed modulation capability, and directive radiation pattern

allowing easy coupling to single-mode fibers (SMFs) through thick

multimode fibers (MMFs) are just some of the key advantageous

features characterizing this device class.

Nevertheless, the small modal gain typical of VCSELs requires

the use of highly reflecting mirrors for the vertical confinement

in the optical cavity, with typical reflectivity levels well above

99%. However, the monolithic growth of active regions lattice-

matched to InP for the near-infrared emission (NIR) requires the

growth of very thick, bulky, small-index-contrast (�n ≈ 0.2–0.3)

DBRs characterized by a long photon penetration depth, resulting

in reduced modal confinement and higher pumping thresholds.

Higher-index-contrast wafer-fused GaAs-based DBRs [50] as well

as the use of dielectric materials such as CaF3/ZnS (�n ≈ 1.1)

[51] represented a viable alternative to replace monolithic InP-

based mirrors. Yet, irrespective of the index contrast and materials

chosen, the classical DBR architecture was still unable to provide

effective solutions for a stable transverse modal and polarization

control in this device class. Concerning the first issue, effective-

index antiguiding obtained through DBR lateral etching [52] and

low-index regrowth [53] results in additional diffraction losses on

the optical mode, thereby inducing higher thresholds. As well as

that, shallow surface gratings fabricated on the outcoupling region

of DBRs [54, 55] provide polarization-mode suppression ratio up

to 40 dB. However, such pinning of the emitted polarization is too

sensible to the grating architecture parameters and laser operating

conditions. Finally, the use of EBL limits the fabrication to a mere

prototyping medium-scale paradigm.

Within the past years, subwavelength high-index-contrast metas-

tructures such as 1D and 2D PhCs—or, equivalently, high-contrast
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gratings (HCGs)—have come to the fore in VCSEL photonics, owing

to their unique optical features and enhanced light-harnessing

capabilities. Following this trend, the first-ever demonstration of

a VCSEL using a double set of HCGs has been achieved by our

group in late 2011 [56]. In the past year, tunable VCSEL devices

with remarkable spectral purity and output powers operating in

the 1550 nm range at 10 Gb/s over 100 km long fibers have been

obtained by replacing the top DBR with an InP-/air-based HCG

[57]. In mid-2012, surface-emitting optical cavities using a double

set of 2D Si-/air-based PhC reflectors [58] have been realized by

cost-effective nanoimprint lithography, while experimental results

claiming the signature of lasing emission—although when cooled

down to cryogenic temperatures—were reported as well [59].

More specifically, our research efforts are oriented to the

realization of ultracompact VCSELs as next-generation emitters for

silicon photonics applications. This silicon-based photonic building

block has been conceived within a large-scale CMOS-compatible

processing technology mind-set. Thus, the silicon patterning of HCGs

on 200 mm wide SOI wafers aims at both an efficient light har-

nessing and optimal optical confinement, while the III–V epitaxial

layers providing light amplification are wafer-bonded to SOI by

state-of-the-art molecular bonding to ensure laser performances,

CMOS compatibility, and large-scale low-cost fabrication.

Such novel VCSEL silicon-based architectures prove to be very

promising, owing to excellent optical features shown by first-

ever optically pumped demonstrators [56]. The device operates in

the continuous-wave regime well above room temperature with

power thresholds in the submilliwatt range. Moreover, the VCSEL

is endowed with remarkable spectral purity enabling single-mode

single-polarization lasing, even at very high pumping powers (×10

Pth) over large pumped surfaces (10 × 10 μm2). Remarkably, the

modal control is exclusively molded by the silicon patterning of HCGs

realized by DUV lithography over 200 mm wide SOI wafers [60, 61].

8.4.2 III–V on SOI HCG-VCSELs

CMOS-compatible VCSELs using a double set of silicon-made HCGs

are sketched up in Fig. 8.18a, while a SEM cross-sectional view of
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Figure 8.18 (a) Schematic view of a III-/V-on-Si VCSEL cavity employing a

double set of Si/SiO2 1D high-contrast gratings (period � of 910 nm). The

proposed approach makes use of III–V layers for light amplification wafer-

bonded to 200 mm wide SOI wafers, the optical cavity being defined by

the micro-nano-patterning of silicon layers via 248 nm DUV lithography.

(b) Cross-sectional SEM view of the double HCG-VCSEL cavity measuring

3.3 μm × 25 μm in thickness and width, respectively. The bottom HCG

is made of crystalline silicon, while the top mirror is obtained from a

deposited amorphous silicon layer tailored for minor absorption losses in

the wavelength range of interest.

fabricated devices is shown in Fig. 8.18b. Briefly, an InGaAsP-based

three-quantum-well active region is embedded between two silica

spacers measuring 900 nm each, while the VCSEL cavity is vertically

terminated by two 290 nm thick 1D Si/silica HCGs characterized by

a 50% fill factor and a 910 nm lattice period, respectively. The 25 μm

wide HCG has been designed to enhance its spectral response both in

terms of modal reflectivity and optical confinement, aiming at low-

threshold VCSEL devices.

The high-index-contrast patterning of the optical medium in such

deep-etched gratings allows an almost complete molding of the light

wave, which is fully adjustable in both space and spectral domains.

Starting from the basics, the light wave is vertically confined within

HCGs due to the refractive index contrast between silicon and the

surrounding low-index material (silica). More importantly, such

strongly corrugated waveguides when operating on band edges of

the dispersion curves situated above the light line allow coupling

of incoming light to so-called heavy photon states, thus enabling

an enhanced slowdown of waveguided modes propagating across
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Figure 8.19 (a) The Si/SiO2 HCG is 290 nm thick and shows a period of

910 nm and a silicon fill factor of 50%. (b) RCWA-computed reflectivity and

transmission spectra of HCGs show two guided-mode resonances (GMRs)

supporting a high-reflection band of 160 nm (RT E >0.99) for TE-polarized

waves, while a rather weak transverse magnetic TM-polarized GMR (b)

appears far from the 1.55 μm wavelength region.

the HCG. Such resonant coupling can be tailored to achieve power-

efficient reflectors endowed with the uttermost compactness—both

vertical and lateral—and wide stopbands, also in the order of several

hundreds of nanometers, which can be adopted in VCSELs to provide

vertical and lateral confinement, thus improving their performance.

These concepts are illustrated by means of both rigorous coupled-

wave analysis (RCWA) and finite-difference time domain (FDTD)

simulations in Figs. 8.19 and 8.20.

Static light-in-light-out (LL) analysis of optically pumped III–V-

on-Si HCG-VCSEL is reported in Fig. 8.21. Devices show continuous-

wave operation at 1.55 μm up to 45◦C, with room-temperature

threshold power in the submilliwatt range. Concerning spectral

purity, the heterostructure-confined HCG architecture, as shown in

Fig. 8.20, enhances the laser modal selection to almost 30 dB of the

SMSR. Moreover, the fabricated HCG mirrors are inherently polar-

ization sensitive, providing the VCSEL with a full TE polarization

selection, as illustrated in Fig. 8.21c.
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Figure 8.20 Optical hybrid mode intensity of a double HCG-VCSEL com-

puted by 3D FDTD. Hybrid optical modes sustained by HCG-VCSEL cavities

are partly radiated in between the mirrors, as well as waveguided within

HCGs. Joint action of light localization and slowdown in heterostructure-

confined HCGs achieved by locally thinning the silicon bars at the edge

(barriers).

Figure 8.21 Modal, thermal, and polarization features of double HCG-

VCSELs under optical pumping excitation. (a) Continuous-wave lasing

behavior of double HCG-VCSELs at different pumping powers and stage

temperatures. Single-mode emission with a 27 dB of transverse SMSR is

obtained up to a stage temperature of 43◦C. The estimated thermal tuning

coefficient is 0.06 nm/K. (b) Light-in-light-out curves corresponding to

different stage temperatures. (c) Polarization-resolved spectra denoting a

pinned TE-polarized emission.

8.5 Conclusions

Meeting the ever-growing interconnectivity challenge posed by

a conscious data-driven society is setting a closer horizon over
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the viable exploitation of present copper-based links in our

telecommunication backbone and computational machines.

Silicon lies at the heart of a forthcoming paradigm shift that is

set to revolutionize datacom infrastructures nowadays by triggering

a photonics-based computational era. In this context, the maturity

and cost-effectiveness of CMOS technology—so far the mainstay

of the electronic industry—will be leveraged into photonics-based

devices and systems, endowed with the inherent capability to

transfer and compute data at very high bitrates (∼Tb/s), over

a small footprint with minor power dissipation, showing consid-

erable integration potential with micro-nano-electronic nodes. In

other words, silicon photonics operates within an energy-efficient

communication framework, where the scaling of IT infrastructures

from micronscale microprocessors to macroscale data centers and

high-performance computing infrastructures will be achieved by the

clever integration of a photonics-enhanced transceiving platform

featuring high scalability and dense functionality.

The chapter shed light over the recent achievements recorded in

silicon photonics, notably concerning the heterointegration of III–

V materials on silicon aiming at realizing small-footprint, power-

efficient, cheap laser emitters onto PICs.

Section 8.2 introduced the reader to the reasons driving the

current efforts in both research and industrial environments for

integrating laser sources on silicon photonic chips. Considering the

inherent costs of flip-chipping lasers onto PICs in terms of time-

consuming small-throughput active alignment, the heterogeneous

integration of III–V epilayers on micro-nano-patterned silicon and

SOI represents a viable and cost-effective path to bridge laser

optoelectronics performance to silicon fab maturity, featuring a key

step toward a cheap, reliable photonics–electronics convergence.

In Section 8.3 the authors described the main technological

steps of the III–V-on-Si heterogeneous integration for both front-

and back-end processing phases. The section also provided a wide

overview of the latest results concerning electrically driven DBR-

and DFB-based III–V hybrid lasers on 200 mm SOI wafers. Such

components show cutting-edge performance in terms of wall-plug

efficiency, power consumption, spectral purity, and high-speed di-

rect modulation. As well as that, the section highlighted how the III–
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V-on-silicon integration potential can be easily and smartly declined

over other key building blocks such as EAMs and photodetectors,

therefore enlarging the scope of the III–V heterointegration toward

the circuit level. Moreover, the deterministic control of light that

can be obtained at a small footprint by mature CMOS technology

endows active devices with greater flexibility over spectral and

modal features, enabling full wavelength addressing and coarse as

well as dense WDM over main optical telecom and datacom bands

for higher system aggregate bandwidth capacity.

In the bridging movement of III–V optoelectronics to silicon ma-

turity, innovative proofs of concepts aiming at further miniaturizing

present integrated laser technology play a key role for reducing

power and thermal budgets of future silicon photonics-powered

links. Section 8.4 described the recent developments obtained in

heterointegrating III–V-on-SOI HCG-VCSELs. Such demonstrators

show a room-temperature power threshold level in the submilliwatt

range, while continuous-wave operation up to 45◦C has been

achieved in optically pumped devices exhibiting high modal selec-

tion and full polarization purity. Although these preliminary results

bode well for the future of this new laser architecture, the efficient

electrical drive of this device class on silicon, however, remains a

topical objective to be met in order to prove the compatibility of such

a novel approach with product prototyping, as well as for reducing

its research-to-market transfer time.

In this sense, round-the-clock perspective work is now fo-

cused on active device miniaturization, performance consolidation

through the improvement of both thermal and power budgets, and

novel proof-of-concept introduction in the research and develop-

ment pipelines for next-generation silicon photonics transceiver

chips. This challenging task is shaping present efforts toward CMOS-

compatible silicon photonics-enhanced cards and modules, thus

paving the way to meet the future needs of a relentlessly growing

data-driven society.
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We introduce here the use of thin films and single crystals of

organic molecules in field-effect transistors (FETs) and survey

recent progress in organic-based FETs, with special emphasis on the

excellent p-channel FET characteristics obtainable with thin films

and single crystals of phenacene. The highest-reported field-effect

mobility, μ, in an organic thin-film FET is 21 cm2 V−1 s−1 at room

temperature [1] in an FET based on a thin film of alkyl-substituted

picene. Such a high μ value offers promise of practical applications
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for organic FETs. This chapter is based on the PhD thesis of Dr.

Xuexia He of our research group [2] and our recent papers on

organic FETs [3–20]. Organic FETs based on phenacene are used to

illustrate typical FET characteristics in this chapter, and the active

research concerning such FETs is fully reported in our recent review

article [21].

9.1 Introduction to Field-Effect Transistors

A transistor, derived from “transfer resistor,” is a three-terminal

electronic device for controlling an electric current. In this device,

the electric current flowing between two terminals is controlled

by the third terminal, that is, the electric current flowing between

terminals can be amplified by the other terminal. A field-effect

transistor (FET) is one of the transistors in which an electric field

controls the conductivity of a semiconductor material. As seen from

the schematic picture of an FET device in Fig. 9.1, an electric current

flows through the active layer between two electrodes when a bias

voltage is applied. The active layer may be a semiconductor such

as Si, inorganic material (III–V and II–VI compounds), or organic

material. The active layer and the two electrodes are called the

channel, the source electrode, and the drain electrode. The source

and drain electrodes are structurally indistinguishable in the device,

but the source electrode is always grounded when applying a bias

voltage VD, which is applied to the drain electrode. The electric

current is controlled by an adjustable bias voltage, which is applied

to the third electrode, called the gate electrode. This voltage is called

the gate voltage, or VG.

As seen in Fig. 9.1, voltage VG is applied to the gate electrode,

which is in contact with the active layer across the gate dielectric.

Generally, SiO2 is used as the gate dielectric in an FET because of its

strong protection against the leakage of gate current, which might

occur when applying VG, and the ease of fabrication of SiO2, which

can be formed by thermal oxidation of Si. When VG is applied to the

gate electrode, positive and negative electric charges are separated.

Consequently, a charge-enriched region is produced in the active

layer underneath the gate electrode, known as the channel region.

© 2016 by Taylor & Francis Group, LLC
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Figure 9.1 Typical FET structure.

This charge-enriched region can be regarded as a low-resistance

region in which the electric current can flow. The negative charges

refer to electrons, while the positive charges are holes. Both are

light and move easily through the channel region between source

and drain electrodes with the application of VD. On the basis of

the polarity of the applied VG, the enriched charges will be either

negative or positive, that is, either electrons or holes. When a

negative VG is applied, the charge that is enriched consists of holes,

while applying a positive VG enriches the electron population. In

the former case, moving holes comprise the electric current flow,

a situation called p-channel operation, while in the latter case it is

electrons that flow and the operation is called n-channel operation.

These charges are called carriers because the electric current is

carried by these charges (holes and electrons).

In a Si metal-oxide semiconductor field-effect transistor

(MOSFET), which is a fundamental device in current electronics, Si

is the active layer. In this FET, the Si crystals contain as a dopant an

element located in either column III (B) or column V (P or As). The

former dopant can accept electrons from Si atoms, while the latter

can donate electrons to Si atoms. Therefore, the hole concentration

is higher in the former than in nondoped Si crystals, making this

a p-type semiconductor. In contrast, the electron concentration is

higher in the latter than in nondoped Si crystals, making this an

n-type semiconductor. The actual dopant concentration is 1 atom

of dopant for each 106 Si atoms. Thus, the semiconductor (active
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Figure 9.2 The formation of an inversion layer in a typical MOSFET; VG >0.

layer) used in Si MOSFETs is called an extrinsic semiconductor. In

Si MOSFETs, a hole (electron)-enriched region should be formed

in the Si semiconductor when applying a negative (positive) VG.

However, p-channel operation is observed only in Si MOSFETs with

an n-type Si semiconductor, while n-channel operation is observed

in Si MOSFETs with a p-type Si semiconductor. In other words, the

carrier that is more concentrated (majority carrier) cannot carry

the electric current, even if a suitable VG is applied, but a carrier

with a lower concentration (minority carrier) can carry the electric

current. This is because the hole (electron) concentration increases

in the channel region when a negative (positive) VG is applied

to an n-type (p-type) semiconductor through the gate dielectric.

Therefore, the channel is formed by the minority carrier, in what is

called an inversion layer. Thus, a Si MOSFET is a unipolar device. The

formation of an inversion layer in a p-type semiconductor is shown

in the energy diagram depicted in Fig. 9.2.

The first FET device was proposed by Lilienfeld [22], and he

received the first patent in 1930. The second was presented in 1933

[23]. The patents attracted very little attention from most scientists

because of the unreliability of the devices. However, advances in

technology allowing the fabrication of pure Si crystals opened an

avenue for the application of FETs in practical electronics. In 1960,
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Atalla and Kahng succeeded in creating the first practical FET device

[24–26]. This FET is the direct ancestor of the present FET device,

that is, this invention led to the birth of modern electronics.

An FET device is a very effective electric current amplifier

because it can increase electric current by 107–1012 times. Fur-

thermore, an FET can realize a lower noise level than other types

of transistors, such as the bipolar junction transistor (BJT), which

means a highly stable operation. From a manufacturing perspective,

an FET device has advantages over a BJT, because an FET requires

fewer steps to build than do BJTs and other transistors. In addition,

FETs can be integrated into an electronic circuit, that is, many FET

chips can be integrated on one substrate. The integration can lead

to low power consumption and high-speed operation. Currently, the

development of advanced (functional) FETs has become a major

focus in physics, chemistry, and engineering research because of

the high expectations regarding future applications The most recent

and advanced FET devices include carbon nanotube FETs [27–30],

DNA FETs [31–33], graphene FETs [34–37], and the vertical organic

triode [38, 39]. In particular, graphene FETs are attracting significant

attention not only for potential applications based on their high

operation speed but also in fundamental physics because their

transport properties directly reflect relativistic quantum physics

[34–37]. A new type of graphene FET [40] and some fundamental

physics of graphene FETs [41, 42] have recently been reported by

our group.

Organic FETs use organic materials as the active layer. The study

of organic FETs is currently attracting a great deal of interest from

scientists and engineers because of their flexibility, light weight,

large area coverage, and ease of design [43–56]. Also, organic

FETs can be fabricated with low-cost and low-energy processes

because the active layer can easily be formed by a solution

process. In contrast to organic FETs, a high-temperature process is

indispensable for the fabrication of Si MOSFETs since temperatures

greater than 1000◦C are required to obtain pure single crystals of

Si. Organic FETs can be used in various types of equipment, such

as identification tags, drivers of active matrix displays, and smart

cards, because of their flexibility and light weight. Furthermore,

organic FETs are quite compatible with plastic substrates, enabling
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Figure 9.3 Typical structure of an organic FET device.

the formation of integrated circuits on flexible plastic substrates.

This leads to the concept of ubiquitous electronics that people can

use freely at any time, in any place.

The typical structure of an organic FET is shown in Fig. 9.3.

This structure is the same as that of other FET devices such as

Si MOSFETs. The FET consists of three electrodes (source, drain,

and gate), a gate dielectric, and an active layer. The active layer is

an organic material instead of Si or other inorganic materials. As

described later, thin films or single crystals of organic materials are

used as the active layer. The most important point is that organic

materials form van der Waals crystals, which is different from Si and

other inorganic materials. Si atoms are organized into crystals by

the formation of covalent bonds between them, which can produce

a wide band owing to the strong transfer integral between Si

atoms. In contrast, in organic crystals, the band is very narrow

because of the weak transfer integral between organic molecules.

The characteristics of these materials affect the operation speed of

FETs. The operation speed can be evaluated by a single important

FET parameter, the field-effect mobility (μ). The larger the μ, the

faster the operation. In a Si MOSFET, the typical μ value is greater

than 1000 cm2 V−1 s−1 [57–66], while the μ values in organic thin-

film FETs are generally lower than 10 cm2 V−1 s−1 [43–56]. The low

μ of organic FETs is easily explained by the narrow band mentioned

above. Increasing μ values is one of the most important missions

in organic FET research. Low-voltage operation is also significant in

organic FETs. For this purpose, SiO2, with its dielectric constant ε
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(=3.9) can be replaced by other gate dielectrics with high ε (high-k
gate dielectrics), such as HfO2 and Ta2O5.

Here, it is important to say that the mechanism of operation in

organic FETs is different from that in Si MOSFETs. In Si MOSFETs,

the inversion layer in which minority carriers are enriched is

formed in the extrinsically doped Si semiconductor. Therefore, a Si

MOSFET operates with the minority carrier and it is in principle a

unipolar transistor. In an organic FET, no impurity is doped into the

active layer. Therefore, in an organic FET, carriers are accumulated

in an intrinsic (pure) organic semiconductor without any dopant

impurities. Consequently, the transistor operation is not explained

by the formation of an inversion layer. Such a difference can lead

to unique and interesting physics quite different from that of a Si

MOSFET.

9.2 Historical View of the Development of Organic
Transistors

The first description of an organic FET appeared in the early 1970s.

Barbe and Westgate reported field-effect measurements on single

crystals of metal-free phthalocyanine under atmospheric conditions

[67]. Modification of channel conductance induced by the variation

of gate potential was observed in this system, and the paper clarified

the surface parameters of single-crystal phthalocyanine using this

technique. This may have been the first organic FET device. A

realistic organic FET device was fabricated by Tsumura et al. in

1986 [68] in a study that used polythiophene in the active layer.

This device showed normally-off-type FET characteristics. The drain

current, ID, was increased by 2 to 3 orders of magnitude by the

application of VG. The highest μ observed was at the most ∼10−5

cm2 V−1 s−1 [68]. In 1993, the same group improved the μ value to

0.22 cm2 V−1 s−1 using a polythienylenevinylene FET [69].

In 1992, Horowitz et al. reported a series of organic thin-film

FETs using various π -conjugated oligomers, such as the oligothio-

phene series and two linear polyacenes (tetracene and pentacene;

Fig. 9.4) [70]. This was the first use of pentacene in an FET device.

Presently, pentacene is being used extensively in the study of organic
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Figure 9.4 Molecular structures of organic materials appearing in this

chapter.

FETs because of its potential for practical applications. Dodabalapur

et al. made an FET device with a thiophene-type oligomer (α-

hexathienylene). The on–off ratio of drain current ID reached >106

[55]. The current density and switching speed realized in this

device were sufficient for practical electronic circuits. Subsequently,

Dimitrakopoulos et al. fabricated a pentacene thin-film FET in which
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the thin film was made by molecular beam deposition [71]. The

maximum μ of that FET was recorded as 0.038 cm2 V−1 s−1.

Furthermore, Lin et al. reported pentacene thin-film FETs with μ

values as high as 1.5 cm2 V−1 s−1 [72]. These pentacene FETs

operated in p-channel mode, that is, holes carry the electric current

in these FETs. In 2004, Yasuda et al. reported the impressive result

that a pentacene FET can operate in both p- and n-channel modes

[73]. In this device, the source and drain electrodes in the FET device

were formed with Ca. The Fermi level of Ca is close to the lowest

unoccupied molecular orbital (LUMO) in pentacene; the LUMO is

related to the conduction of electrons (n-channel). The μ value

in p-channel mode (hole mobility) was 4.5 × 10−4 cm2 V−1 s−1,

while the μ in n-channel mode (electron mobility) was 2.7 × 10−5

cm2 V−1 s−1. This result shows clearly that the operation of an

organic FET is based on the active layer of the intrinsic (nondoped)

semiconductor, that is, an organic FET operates at the Mott–Schottky

limit.

These organic FETs are made of thin films of organic materials.

An FET device based on an organic single crystal was fabricated

for the first time with rubrene by Podzorov et al. in 2003 [74].

The molecular structure of rubrene is shown in Fig. 9.4. The

single crystal of rubrene was grown by physical vapor transport

under a flow of hydrogen gas. The FET device demonstrated

p-channel characteristics and a μ up to 1 cm2 V−1 s−1 with an

on–off ratio of ∼104. An FET device fabricated with a pentacene

single crystal exhibited p-channel FET characteristics, with a μ

as high as 0.30 cm2 V−1 s−1 and an on–off ratio as high as 5 ×
106 [75]. Furthermore, a tetracene single-crystal FET was also

fabricated, with a μ value as high as 0.4 cm2 V−1 s−1 [76]. Takeya

et al. reported a very high μ value in a rubrene single-crystal

FET [77]. The maximum μ value reached was 18 cm2 V−1 s−1

in two-terminal measurement mode and 40 cm2 V−1 s−1 in four-

terminal measurement mode. Presently, the highest-reported μ

value is 94 cm2 V−1 s−1 for κ-(BEDT-TTF)2Cu[N(CN)2]Br (BEDT-TTF

= bis(ethylenedithio)tetrathiafulvalene) in an organic single-crystal

FET in four-terminal measurement mode [78].
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9.3 Operation Mechanism of Organic Transistors

An FET device makes it possible to amplify the drain current,

which flows between source and drain electrodes, by using the

gate voltage. The operation mechanism in organic FET devices can

be expressed with mathematical formulae, but these actually refer

to the operation mechanism of Si MOSFETs. Strictly speaking, the

operation of an organic FET is different from that of a Si MOSFET. The

operation in the former type of FET is based on the accumulation

of carriers, and an intrinsic semiconductor acts as the active layer,

while the operation of the latter FET is explained by the formation

of an inversion layer. In the latter FET, an n-type or p-type Si

semiconductor is used as the active layer of the FET, that is, an

extrinsic semiconductor is the key material in a Si MOSFET. The

operation of an FET has already been fully explained in many

textbooks [57–66]. Technical terms necessary for understanding

FET operation are explained in this section.

The field-effect mobility, μ, shows how strongly a hole or an

electron is influenced in the channel region of an FET when VD

is applied; the channel is opened by applying VG. If the carrier

responsible for channel conduction in an FET is a hole (electron),

the field-effect mobility is called hole (electron) field-effect mobility.

Thus, the mobility in an FET is called field-effect mobility, while the

word “mobility” is generally used for the parameter that shows how

strongly carriers in the semiconductor are influenced by an electric

field. Therefore, the field-effect mobility can be determined from the

FET characteristics, and the value expressed in units of cm2 V−1 s−1.

In an organic FET, the field-effect mobility is affected not only by the

intrinsic nature of the channel material, such as the existence of an

effective π -conduction network, but also by extrinsic factors such

as defects, grain boundaries, impurities, and contact resistance. The

defects, grain boundaries, and impurities are formed extrinsically

in the channel region, and the contact resistance relates to carrier

injection between the active layer and source/drain electrodes.

Therefore, the field-effect mobility is an important parameter that

is directly related to the device performance.

In a Si MOSFET, a strong inversion layer can be formed by

applying VG so that the band curvature at the surface (interface
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between the active layer and the gate dielectric) becomes equal to

twice the value, 2eϕF (=2 |εFsc − εi|), of the Fermi potential energy,

eϕF, where εFsc and εi refer to Fermi energy and intrinsic energy,

respectively (see Fig. 9.2). The VG that forms the strong inversion

layer is called the threshold voltage. In a Si MOSFET, the channel

starts to open at VTH. In an organic FET, the threshold voltage, VTH,

is the voltage required to accumulate enough carriers to form an

accumulation layer. Actually, |VTH| is strongly influenced by interface

states such as trap states formed in the channel region, that is, |VTH|
increases with an increase in trap states.

The on–off ratio is the ratio of the switch-on drain current to the

off current. The minimum absolute current below |VTH| is regarded

as the off current, while the maximum absolute current is regarded

as the on current. The on–off ratio is important in the integration

of FETs, that is, the formation of logic gate circuits. Suppressing

the off current is a significant way to decrease power consumption.

The enhancement of on drain current is indispensable for high-

power FETs that are required for mobile communication systems,

communication satellite relays, and compact radars.

The subthreshold swing, S , is the parameter indicating how

much VG is required to increase |ID| by a factor of 10. This value is

normally called the S factor because another name for subthreshold

swing is subthreshold slope. This value is given in V decade−1. A

smaller S provides more efficient/rapid switching. The lowest S is

theoretically 60 mV decade−1 at 300 K. For an organic FET, in which

the accumulation layer forms the channel region, the minimum S is

theoretically evaluated to be more than 60 mV decade−1 [60].

In the organic FET device shown in Fig. 9.3, the ID can be

controlled by applying VG. A positive VG attracts electrons to the

interface between the gate dielectric and the organic active layer,

while a negative VG attracts holes to the interface between the gate

dielectric and the organic active layer. These electrons or holes form

a conducting channel between the source and the drain. Typical

ID − VD curves at different VGs in FET devices are shown in Fig. 9.5.

The curves are called output curves, and the ID − VD in the low VD

range (VD << VG − VTH) is called the linear regime, while the ID − VD

in the high VD range (VD > VG − VTH) is called the saturation regime.

The ID is constant in this range. Figure 9.6 shows an ID − VG curve
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Figure 9.5 ID − VD characteristics (output curves) for different VG values.

The dashed parabolic line (VD = VG − VTH) separates the linear regime and

the saturation regime.

Figure 9.6 (a) ID − VG characteristic (transfer curve) measured in the

saturation regime. (b) The saturation drain current is proportional to (VG −
VTH)2, indicating a linear relation between I 1/2

D and VG.

at fixed VD. This curve is called the transfer curve. The theoretical

formula for the ID − VG curve differs between linear and saturation

regimes. The μ, VTH, on–off ratio, and S are evaluated from the

transfer curve. Normally, in FET experiments, the output curves are

measured to determine the linear and saturation regimes before

measuring transfer curves.

In a Si MOSFET, the channel can be formed by minority carriers,

a phenomenon that is called an inversion layer. However, in

© 2016 by Taylor & Francis Group, LLC

  

http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-10&iName=master.img-006.jpg&w=204&h=141
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-10&iName=master.img-007.jpg&w=233&h=119


November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Operation Mechanism of Organic Transistors 363

organic FETs the channel is formed by accumulated carriers in the

accumulation layer. The formulae based on the formation of an

inversion layer in Si MOSFETs must be modified for organic FETs

because the ID in Si MOSFETs is directly related to the inversion

charge, Qinv(y), modified by the depletion charge, Qdep(y). The

basic concept is applicable to organic FETs by simply replacing

the Qinv(y) by the accumulation charge, Qacc(y). In this section, the

mathematical formulae are derived by assuming the inversion layer.

The ID in the inversion layer is given by the following equation

[57]:

L∫
0

IDdy = −μW

VD∫
V s

Qinv (y) dV (y), (9.1)

where W and L are channel width and length, respectively, as

shown in Fig. 9.6. V (y) is the local electrostatic potential satisfying

the boundary conditions, V (0) = VS and V (L) = VD. Here, the

general theory that covers nonvanishing VS is presented. The Qinv(y)

induced by VG is estimated from the parallel-plate capacitor model;

then Eq. 9.1 is expressed as

ID = μCox

W
L

VD∫
V s

(VG − [VTHo + V (y)])dV (y), (9.2)

where Cox, VTHo, and V (y) refer to the capacitance per area of the

gate dielectric, the nonideal threshold voltage, and the voltage at y,

respectively. This equation can also be applied to an organic FET in

which the channel is formed by carrier accumulation. Considering

the dependence of the threshold voltage on the source voltage Vs,

VTH = VTHo + Vs. (9.3)

Therefore, Eq. 9.2 reduces to

ID = μCoxW
L

{
(VG − VTH) VDS − V 2

DS

2

}
. (9.4)

Here, VDS ≡ VD − VS. In the linear regime, as VDS << VG − VTH,

the second term can be ignored Consequently, we can write the

following equation:

ID = μCoxW
L

{(VG − VTH) VDS} . (9.5)

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

364 Application of Organic Semiconductors toward Transistors

In the saturation regime, dID/dVDS = 0 in Eq. 9.4. Therefore, VD in

the saturation regime can be expressed as follows:

VD = VG − VTH + Vs. (9.6)

Substituting Eq. 9.6 into Eq. 9.4 then allows the ID in the saturation

regime to be derived:

ID = μCoxW
1

L
(VG − VTH)2

2
(9.7)

This formula is generally used to evaluate the μ value from the ID −
VG curve in the saturation regime.

The S factor can be expressed as

S = dVG

dlogI D

. (9.8)

Therefore, the S factor can be evaluated from the log ID − VG curve.

The S factor is related to the density of trap states. If the trap states

are few in the active layer, the S factor decreases [57]. The S factor

in the accumulation regime is fully discussed in Ref. [79].

9.4 Transistor Device Fabrication

Thin films or single crystals are used for the active layer in

organic FETs. The organic thin films are generally formed using two

methods, thermal deposition and deposition from solution (solution

process). In the former method, the sample is thermally evaporated

at high temperature under vacuum to form a thin film. The thickness

of the film is monitored and a film suitable for an FET device can be

fabricated easily. In the latter method, the sample is dissolved in a

suitable solvent and the solution is coated on the substrate by spin-

coating or casting. The general process for fabricating FET devices

with thin films is as follows

Generally, a substrate of SiO2/Si is used in organic FETs because

the SiO2/Si substrate is easily obtained commercially and SiO2 is

a good gate dielectric material with low gate leakage current. The

surface of the SiO2/Si substrate should be washed with acetone,

methanol, distilled water, and H2O2/H2SO4 (1:4 by volume) to

remove any organic and inorganic impurities on the SiO2 surface
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Figure 9.7 A schematic representation of the parylene-coating process.

that may disturb smooth carrier transport and finally the substrate

must be cleaned thoroughly with distilled water. This washing

process is called sulfuric acidhydrogen peroxide mixture (SPM)

washing The washing of SiO2/Si substrates is performed in an

ultrasonic bath. Other gate dielectrics such as Ta2O5, HfO2, ZrO2, and

PbZr0.52Ti0.48O3 (PZT) can be also used as gate dielectrics in organic

FETs. These gate dielectrics show a higher εx than SiO2, providing

the advantage that higher carrier densities can be accumulated

at lower VG values; such a gate dielectric is called a high-k gate

dielectric. These substrates are generally washed with methanol and

isopropanol.

The surfaces of these gate dielectrics are covered with parylene

or hexamethyldisilazane (HMDS) to create hydrophobic stages that

reduce the trap states for carriers. The hysteresis of transport

properties shrinks significantly when a hydrophobic surface is

formed [9]. Furthermore, covering a surface with parylene or HMDS

suppresses gate current leakage. The experimental capacitance per

area, Co, for the hydrophobic-treated gate dielectric is obtained by

extrapolating to 0 Hz the capacitance recorded at any alternating

current (AC) amplitude using an LCR meter. In this way, the Co at

0 Hz is used in the evaluation of FET parameters.

The parylene-coating process is shown in Fig. 9.7. In parylene

coating, the precursor material, dichloro[2,2]paracyclophane, was
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Figure 9.8 Hydrophobic surface of HMDS-coated SiO2.

sublimed at 120◦C and thermally polymerized at 680◦C. During

parylene coating, the vacuum in the parylene-coating system was

maintained at 10−2 Torr. As shown in Fig. 9.7, the SiO2/Si substrate

was placed in a vacuum chamber. Poly-(2-chloroxylene) (parylene-

C) is reported to be mechanically stable from −200◦C to +150◦C.

In forming an HMDS-coated SiO2 surface, HMDS is dissolved in

hexane (HMDS:hexane = 1:9 by volume), and the SiO2/Si substrate is

immersed in the solution for 12 hours. The SiO2 surface treated with

HMDS provides a hydrophobic surface layer on the SiO2 surface, as

shown in Fig. 9.8.

The thin film is formed on the substrates using thermal

deposition or the solution process described above, and the

channel is formed with a shadow mask, that is, the source and

drain electrodes are formed with Au or other noble metals by

thermal deposition. The source and drain electrodes can also be

fabricated using a solution process, that is, a conducting polymer

such as poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate)

(PEDOT:PSS) is used for the formation of electrodes in the solution

process. The thickness of source/drain electrodes is typically 50 nm.

A typical device structure (a top-contact structure) is shown in

Fig. 9.9.

In the fabrication of a single-crystal FET, a single crystal is

carefully placed on the hydrophobic-treated gate dielectric. The

single crystals are normally produced by physical vapor transport,

which provides a solvent-free single crystal. A typical synthesis

method is described in Ref. [80]. The channel is prepared on the

single crystal through the formation of source/drain electrodes

by thermal deposition of Au or noble metals on the top-contact
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Figure 9.9 Top-contact structures and measurement modes for n-channel

and p-channel FETs.

structure. The source and drain electrodes are made in the same

way as on a thin-film FET. The contact resistance between electrodes

and a single crystal tends to be higher than that between electrodes

and a thin film. Therefore, we tried to insert various electron

acceptors in the space between the electrodes and the single

crystal [20]. We found that an electron acceptor with a high redox

potential, such as tetrafluoro-7,7,8,8-tetracyano- p-quinodimethane

(F4TCNQ), usefully reduced the Schottky barrier height (contact

resistance). The process of device fabrication is shown in Fig. 9.10.

The measurement modes for n-channel and p-channel FETs are

depicted in Fig. 9.9. The source electrode is always grounded in

the measurement of FET characteristics, which is termed “source

grounded.” In an n-channel FET, the electric current flows from drain

to source electrodes, meaning that electrons are provided from the

source. In p-channel mode, the current flows from the source to the

drain electrodes, meaning that holes are provided from the source.

In n-channel and p-channel FETs, electrons and holes (respectively)

accumulate to form the channel when VG is applied.

Figure 9.10 Fabrication of an organic FET device.
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9.5 Typical Examples of N-Channel and P-Channel
Organic Transistors

The typical FET characteristics of n-channel organic thin-film

FETs are shown in Figs. 9.11 and 9.12. Figure 9.11 shows the

characteristics of a C60 thin-film FET with a Ta2O5 gate dielectric

(high-k gate dielectric). The ID increases with an increase in VG

at a fixed VD, suggesting n-channel operation. The C60 thin-film

FET operates in an Ar-filled glove box or vacuum, but the FET

characteristics are not observed under atmospheric conditions. The

μ value of this device is 3.5 × 10−2 cm2 V−1 s−1, and |Vth| is 17 V,

providing low-voltage operation. The highest μ value achieved so

far in a C60 thin-film FET is 0.3–0.5 cm2 V−1 s−1 [3, 4, 81, 82]. Thus,

the C60 FET is one of the better n-channel organic FETs. However,

n-channel operation is more difficult than p-channel operation

because the electrons are easily captured by –OH groups on the

gate dielectric [83]. Therefore, finding organic materials that can

contribute to good n-channel operation is of paramount importance

in this field. In particular, accomplishing n-channel operation under

atmospheric conditions would be a very significant advance.

N ,N ′-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-C8) is also

a promising material for n-channel operation. Figure 9.12 shows the

typical FET characteristics of a PTCDI-C8 thin-film FET with a SiO2

gate dielectric. In the same manner as the C60 thin-film FET, the ID

increases with an increase in VG. The positive VG andVD can operate

the PTCDI-C8 thin-film FET, suggestive of n-channel operation. The

Figure 9.11 Transfer and output curves of a C60 thin-film FET with Ta2O5

gate dielectric.

© 2016 by Taylor & Francis Group, LLC

  

http://www.crcnetbase.com/action/showImage?doi=10.1201/b19365-10&iName=master.img-012.jpg&w=287&h=99


November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Typical Examples of N-Channel and P-Channel Organic Transistors 369

Figure 9.12 Transfer and output curves of a PTCDI-C8 thin-film FET with

SiO2 gate dielectric.

μ value is evaluated to be 2.6 × 10−1 cm2 V−1 s−1 from the forward

transfer curve. The FET characteristics were recorded in an Ar-filled

glove box. The molecular structures of C60 and PTCDI-C8 are shown

in Fig. 9.4.

One of the best-investigated p-channel thin-film FETs is the

pentacene FET. The μ value reaches 1.5 cm2 V−1 s−1 [72]. The

properties of pentacene thin-film FETs have been extensively

studied, but they are very sensitive to the presence of air because the

pentacene molecule oxidizes to pentaquinone under atmospheric

conditions [21]. Recently, the application of phenacene in thin-film

FETs has been reported and is noteworthy because of the stability

of phenacene [6, 12, 19]. The phenacene molecule shows a W-

shaped structure consisting of fused benzene rings (see Fig. 9.4).

The electronic structure is shown in our review papers [21, 84].

The wide bandgap (more than 3 eV) and deep highest occupied

molecular orbital (HOMO) level are characteristic of this type of

molecule and account for its chemical stability.

Figure 9.13 shows the typical FET characteristics of a

[6]phenacene thin-film FET with a SiO2 gate dielectric. The

molecular structure of [6]phenacene (W-shaped and six benzene

rings) is shown in Fig. 9.4. The |ID| increases with an increase in |VG|
at the fixed negative VD, suggestive of p-channel FET characteristics.

The electric current flows from the source to the drain. From the

forward transfer curve, the μ value was evaluated to be 3.7 cm2

V−1 s−1. Since we recently observed the μ to be as high as 7.4

cm2 V−1 s−1 [19], it can be concluded that the [6]phenacene thin-
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Figure 9.13 Transfer and output curves of a [6]phenacene thin-film FET

with a SiO2 gate dielectric.

film FET is promising as a p-channel organic FET. We previously

fabricated a picene thin-film FET that showed a μ value as high as

1 cm2 V−1 s−1 [5, 6]. The molecular structure of picene is shown

in Fig. 9.4. The FET showed O2-sensing properties, which implies

that the μ and absolute ID increase under an O2 atmosphere. Thus,

excellent FET characteristics are observed with the use of picene

and [6]phenacene. Furthermore, a [7]phenacene thin-film FET has

also been fabricated that displayed μ values as high as 0.71 cm2

V−1 s−1 [12]. Details of FET properties (O2 sensing, hysteresis,

device flexibility, bottom-contact-type device, devices with high-k
gate dielectric electric-double-layer [EDL] capacitor, etc.) based on

picene, [6]phenacene, and [7]phenacene thin-film FETs are reported

in Refs. [6], [19], and [12], respectively. All the FET characteristics

suggest that phenacene thin-film FETs are promising candidates for

future applications.

Very recently, we investigated the FET characteristics of

alkyl-substituted phenacenes. Our group synthesized 3,10-

ditetradecylpicene, picene-(C14H29)2 [1]. The molecular structure is

shown in Fig. 9.4. The FET devices were fabricated with picene-

(C14H29)2 thin films [1]; the thin films were fabricated by either

thermal deposition or a solution process. The FET characteristics of

picene-(C14H29)2 with a SiO2 gate dielectric are shown in Fig. 9.14.

The typical p-channel properties are observed in the FET with

a thin film prepared by thermal deposition, showing that the μ

value determined from the forward transfer curve (Fig. 9.14a) is as

high as 8.3 cm2 V−1 s−1. We made six picene-(C14H29)2 FETs with
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Figure 9.14 (a) Transfer and (b) output curves of a picene-(C14H29)2 thin-

film FET with a SiO2 gate dielectric. (c) Transfer and (d) output curves of

a picene-(C14H29)2 thin-film FET with a HfO2 gate dielectric. (e) Transfer

and (f) output curves of a picene-(C14H29)2 thin-film FET with a PZT gate

dielectric. (g) Transfer and (h) output curves of a picene-(C14H29)2 thin-

film FET with a Ta2O5 gate dielectric. (i) Transfer and (j) output curves of

a picene-(C14H29)2 thin-film FET with a ZrO2 gate dielectric.
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SiO2 gate dielectrics. The average μ value was 7(2) cm2 V−1 s−1,

exhibiting excellent FET characteristics. Furthermore, we fabricated

picene-(C14H29)2 FETs with high-k gate dielectrics. The typical FET

characteristics of picene-(C14H29)2 thin-film FETs with high-k gate

dielectrics are shown in Fig. 9.14. The μ values determined from

the forward transfer curves shown in Fig. 9.14 are 4.2, 13, 4.7, and

8.6 cm2 V−1 s−1, respectively, for HfO2, PZT, Ta2O5, and ZrO2 gate

dielectrics. The |VTH| values are 11, 6.7, 10, and 7.4 V, respectively, for

HfO2, PZT, Ta2O5, and ZrO2 gate dielectrics, indicative of low-voltage

operation. We fabricated some FET devices with each gate dielectric,

and the average μ values determined from the forward transfer

curves were 5(1), 14(4), 11(1), and 9(2) cm2 V−1 s−1, respectively,

with HfO2, PZT, Ta2O5, and ZrO2 gate dielectrics [1]. Thus, it has been

verified that picene-(C14H29)2 is a quite promising material for FET

devices.

Figure 9.15 shows the FET characteristics of a [7]phenacene

single-crystal FET with a SiO2 gate dielectric, displaying typical p-

channel FET characteristics. As seen in Fig. 9.15, a 3 nm thick layer of

F4TCNQ is inserted into the space between source/drain electrodes

and the single crystal to reduce contact resistance. The output

curves show a little concavity in the low |VD| regime, but basically

linear behavior. From the forward transfer curve, the μ value was

evaluated to be 3.9 cm2 V−1 s−1. We fabricated single-crystal FETs

with picene, [6]phenacene, [7]phenacene, and [8]phenacene. The μ

value of the [7]phenacene single-crystal FET is the highest among

these phenacene single-crystal FETs. This is due to the high quality

Figure 9.15 (a) Transfer and (b) output curves of a [7]phenacene single-

crystal FET with a SiO2 gate dielectric.
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Figure 9.16 Optical micrograph image of a [7]phenacene single crystal.

of the crystals, visible in the optical micrograph images in Fig. 9.16.

Since the [6]phenacene thin-film FET provides the highest μ value,

the μ value is not directly affected by the intrinsic nature of the

molecule (electronic structure and transfer integral) but extrinsic

factors (defects, impurities and grain boundaries).

9.6 Future Prospects for Organic Transistors

Organic FETs offer many advantages, including flexibility, light

weight, low-cost/low-energy fabrication, and ease of design for

future electronics, but their low field-effect mobility and low

reliability are serious problems that must be solved prior to practical

application. Organic thin-film FETs made of new organic materials

exhibiting higherμ values than 15 cm2 V−1 s−1 have been developed

during the past five years [85, 86]. We have also developed organic

thin-film FETs with phenacene-type molecules, which show very

high μ values. In particular, the picene-(C14H29)2 thin-film FET

displayed μ values as high as 21 cm2 V−1 s−1 (< μ >= 14(4) cm2

V−1 s−1) [1], which may be the highest μ value yet seen in organic

thin-film FETs. The high μ values achieved in organic FETs should

provide the next step toward practical transistors because high μ

values are directly related to the operation speed.

Furthermore, the reliability and durability of organic FET devices

are important problems that need to be resolved prior to their

practical application. We clarified that phenacene molecules are

stable under atmospheric conditions [21, 84], where their FETs also

operate stably. However, the phenacene FETs cannot be used at high
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Figure 9.17 Schematic representation of CMOS inverter and ring oscillator.

temperatures because phenacene molecules sublime from the thin

films above 100◦C. The stability of phenacene thin films at high

temperatures remains a significant difficulty to be overcome.

Complementary metal-oxide semiconductor (CMOS) logic gate

circuits (NOT, NAND, OR, NOR) can be fabricated using both n-

channel and p-channel operations [87]. For example, the CMOS

inverter (NOT circuit) shown in Fig. 9.17 consists of n-channel

and p-channel FETs. In the ideal inverter, the logic value of 1

(high voltage VDD) is observed when Vin < VDD/2, while the logic

value of 0 (low voltage 0) is observed when Vin > VDD/2. C60

and PTCDI-C8 are suitable for n-channel FETs in CMOS logic gate

circuits, while phenacene is promising for p-channel FETs in CMOS

circuits. Currently, our group is beginning to develop a ring oscillator

circuit by combining some CMOS inverters composed of PTCDI-

C8 and picene-(C14H29)2 thin-film FETs. The ring oscillator will be

constructed on a flexible plastic substrate, leading to flexible logic

gate circuits.

The development of solution-processed organic FETs is a most

important subject in this research field because no heating process

is required in the fabrication, which means low energy consumption.

This technique can open the way to the manufacture of printable

organic FETs without any high-temperature processes. We are cur-

rently also working to synthesize substituted phenacene molecules

that can be dissolved in organic solvents at useful concentrations,

that is, we hope to find a way of preparing phenacene ink as a

step on the path to a printable FET. Because of the high stability of

phenacene FETs, this may lead to solution-processed organic FETs
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that can operate under ambient conditions. Logic gate circuits could

also be produced using solution-processed FETs [88]. Furthermore,

the solution process could allow the fabrication of large-scale

transistor devices for sensor and medical applications.

Phenacene thin-film and single-crystal FETs are fabricated with

EDL capacitors [13, 89], which provide low-voltage operation

because of their very high capacitance. These devices may also be

suitable for medical sensors. From the viewpoint of basic science,

the EDL FET is very attractive because of the high carrier density

that is accumulated in the channel region of the active layer,

suggesting the possibility of controlling the electronic structure

in the active layer. Since some phenacene solids have shown

superconductivity when doped with alkali metal atoms [90], the

high electron density attainable in solid phenacene using FET

techniques may trigger the emergence of novel physical properties

such as metallic behavior and superconductivity. Actually, such

field-induced superconductivity has already been achieved in some

inorganic 2D layered materials [91–93]. Thus, the current study

of organic FETs addresses not only transistor performance but

also exploring material design directed at the emergence of novel

physical properties.
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Photonic Ring Resonators
for Biosensing

Carlos Errando-Herranz and Kristinn B. Gylfason
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gylfason@kth.se

10.1 Introduction

The rapid growth of new sensors, such as accelerometers, gyro-

scopes, and pressure sensors, in modern smartphones owes its

success to the miniaturization techniques developed by the micro-

electromechanical systems (MEMS) and semiconductor industries.

For biological applications, biosensors are already finding great

use in medical diagnostics in hospitals and pharmaceutical research.

However, to bring biosensor technology to a wider user base, the

magic of miniaturization must be brought to bear.

In this chapter, we present the photonic ring resonator biosensor

technology, which, by taking advantage of nanofabrication technolo-

gies, is well suited for this kind of miniaturization.

Below, we start by introducing the concept of biosensing and

discussing the current challenges in the field, followed by the history
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of ring resonator biosensor development. We continue by reviewing

the theory of biosensing with ring resonators and conclude with an

overview of the fabrication methods used.

10.1.1 Label-Free Biosensing

In the most general terms, a biosensor is a device that combines a

biological recognition component with a physical detector compo-

nent, the transducer, in order to measure a physical property [1].

The recognition component may, for example, be composed of

nucleic acids [2], enzymes [3], or antibodies [4]. The transducer

could be optical [1, 5–7], electromechanical [8], electrochemical [9],

magnetic, or calorimetric. The main advantage of biosensing is that

the sensor benefits from the natural selectivity of the biological

recognition component. In a sense, it takes advantage of the trial

and error process already done by evolution. When a selective

recognition element is combined with a sensitive transducer, a

powerful analytical tool emerges.

The most established biosensors make use of special reporter

molecules or particles, known as labels, to read out the measured

quantity. Most often these labels are fluorescent or radioactive,

but plasmonic or magnetic nanoparticles are also commonly used.

Label-based sensors can measure down to the single-molecule level,

but they have a number of significant drawbacks that make it

worthwhile to explore alternative methods.

One limitation of label-based methods is the time, and thus cost,

of the labeling step [10]. For each new class of experiments, a

labeling protocol must be developed. Another is the complexity that

the labels add to the reaction under study, and thus an increased risk

of interference and misinterpretation [11]. Finally, since labels are

typically added in a secondary step, most label-based methods can

report only on the end point of a reaction and do not provide real-

time kinetic information. This information can, however, easily be

gained by label-free methods.

Label-free biosensors have the unique advantage of supplying

real-time quantitative information in physical units on the progress

of (bio)chemical reactions, without the risk of interference from

labels. From this information, reaction rates, binding affinities,

© 2016 by Taylor & Francis Group, LLC
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Label-free biosensing

Transduction

Propagation
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Free space Guided wave
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Figure 10.1 A taxonomy of label-free biosensing. The branch under study

here is indicated with boldface labels. For a background, consult recent

reviews on label-free biosensing: in general [13], electromechanical [8],

electrochemical [9], optical [14] guided wave [6], planar waveguide

based [5], nonplanar waveguide based [15], ring resonator gased [16].

and even layer densities [12] can be calculated. For other uses,

such as simple positive/negative assays where real-time physical

information is not needed, well-established label-based methods are

usually a better choice.

Figure 10.1 shows one way of classifying label-free biosensing

methods. The branch under study here is indicated by boldface

labels. The cited references point to recent reviews of the respective

topics.

10.1.2 Biosensing with Planar Optical Waveguides

Optical biosensors based on planar waveguides have a number of

important advantages: Since they are optical, they are immune to

electromagnetic interference, and the use of optical fibers allows for

simple guidance of light to and from the optical chip. Since they are

guided wave systems, the optical path is well defined by etching into

the core layer, and thus the adjustment of bulky components, for

which free-space optics are notorious, is avoided [5].
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Figure 10.2 A schematic planar strip waveguide. Light propagates along the

z direction and nc > nb, ns .

Figure 10.2 shows a schematic illustration of a planar strip

waveguide, the type most commonly used for biosensing. Light is

confined in the high-refractive-index core (nc > nb, ns) by total

internal reflection.

A fraction of the optical field of the wave propagating in the

waveguide, known as the evanescent field, extends a few hundred

nanometersa into the liquid sample, and thus the sample refractive

index close to the surface influences the propagation of light at the

interface.

Planar waveguide sensors have two modes of operation, volume

sensing and surface sensing. In volume sensing, the refractive index

of the bulk sample ns is of interest, for example, in refractometry

of liquids and gases. In surface sensing, however, the interface is

covered with a recognition component that binds selectively to

the target of interest, and thus only the refractive index of this

thin surface layer is of interest. Since the refractive index of aqueous

protein solutions is linear with density [17], the density of protein

binding on the surface σp can be quantitatively determined. This

mode is the most relevant for real-time molecular interaction

studies. Figure 10.3 shows how the evanescent field extends into

aThe exact penetration depth depends on the wavelength and the refractive index

step.
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Figure 10.3 The evanescent field of a propagating wave decays exponen-

tially with distance from the refractive index step of a waveguide. (a) In

volume sensing, the bulk refractive index ns of the whole liquid top cladding

is of interest. (b) In surface sensing, only the density of a thin surface layer

σp is of interest. Within this layer, the surface-binding reactions under study

take place.

the liquid sample at the surface of waveguides and illustrates the

difference between (a) volume sensing and (b) surface sensing.

The transduction principle of surface sensing with label-free pla-

nar waveguide biosensors is thus basically that a mass accumulation

on the surface changes the refractive index of the surface layer,

and thus the effective refractive index of the electromagnetic wave

(mode) propagating in the waveguide.

Label-free biosensors based on planar interferometric waveguide
configurations [12] are already well established in the analyti-

cal laboratory. State-of-the-art evanescent-field-based laboratory

equipment achieves a volume refractive index limit of detection of

the order of 10−8 [14] refractive index units (RIUs) and a surface

mass density detection limit of 0.2 pg/mm2 [12].

10.1.3 Current Challenges

The application of label-free biosensors based on planar waveguide

interferometers in biology and medicine faces challenges such

as parallelization of real-time experiments and effective sample

transport. As we reason below, ring resonator biosensors address

this challenges in a unique way, offering an attractive alternative to

interferometric approaches.
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10.1.3.1 Parallelization

The complexity of biological systems, and the inherent variability

of living things, dictates careful use of statistics and control

experiments to yield confidence in biosensing results. The more

repeated the experiments, the more the confidence. Furthermore,

the large number of possible interaction pathways in biological

systems calls for many different experiments in order to map the

interaction space. Thus, there is an obvious need to parallelize real-

time label-free binding experiments, in the same way as label-based

genetic assays have been parallelized by current DNA microarray

technology.

Scaling down the sensor addresses this limitation by enabling the

fabrication of large sensor arrays in a small space. However, from

an optical perspective, it has an important disadvantage: decreased

interaction length. The detection limit of optical methods is usually

linearly dependent on the length of the optical cell employed.

Consequently, a downscaling of 2 to 3 orders of magnitude spells

trouble for the detection limit.

Resonators provide a way to effectively extend the interaction

length of optical measurements. However, traditional mirror-based

resonant cavities are not easily fabricated on a chip.

In planar waveguide ring resonators, light resonates inside

a compact circular sensing element. These sensors are easily

fabricated by standard integrated optics techniques and can be

combined with other integrated optical and fluidic support functions

in a 2D array to address the parallelization limitation of current

systems. The small footprint and fabrication by standard techniques

enable mass production at low cost [15].

In ring resonators, light propagates in the form of circulating

waveguide modes. As shown in Fig. 10.4a, the circulating waves

add constructively at those wavelengths that are divisors of the

ring circumference, that is, at the resonance wavelengths. When

biological material accumulates on the waveguide surface, the

wavelength of light in the ring waveguide shortens and the

resonance condition moves to a longer free-space wavelength, as

shown in Fig. 10.4b. This wavelength shift is the signal used for

biosensing.
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Figure 10.4 (a) Light in ring resonators propagates in the form of

circulating waveguide modes. The waves add constructively at those

wavelengths that are divisors of the ring circumference (i.e., at resonance).

In turn, these waves add destructively with the light traveling along the bus

waveguide, yielding an inverted resonance profile in the transmitted power.

(b) When biological material accumulates on the waveguide surface, the

wavelength of light in the ring shortens and the resonance condition moves

to a longer free-space wavelength. This wavelength shift is the signal used

for biosensing.

In contrast to, for example, Mach–Zehnder waveguide interfer-

ometers, the degree of interaction of light and the sample in ring

resonators is not limited by the physical length of the sensing

waveguide but rather by the number of rounds the circulating light

can complete before decay, characterized by the resonator quality

factor Q. To achieve a low detection limit, interferometers need

a long sensing arm (usually a few millimeters). This has several

consequences: First, changing the sample in a long flow cell takes

time. This is a severe limitation for real-time experiments, where the

dynamics of the initial response are of particular interest. Second,

such a long device cannot be densely integrated in 2D arrays, which

are highly desirable both from a cost and an application perspective.

Third, conventional laboratory automation systems, such as robotic

microarray spotters, deliver circular spots of diameters down to

60 μm and are thus poorly suited for selectively coating long, narrow

optical waveguides.

Planar ring resonators made in GeSbS glass have demonstrated a

detection limit of 8 × 10−7 RIU [18]. Since the performance-limiting

components of planar ring resonators are fabricated by high-

precision lithography, replicating such sensors on a chip does not
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reduce the sensing performance. Furthermore, the microfabrication

methods employed excel at replicating identical devices over large

surfaces, as can clearly be seen in the fabrication of modern

central processing units (CPUs) and computer memory. For practical

miniaturized analysis systems, however, one also needs to handle

liquid samples on the microscale, and such techniques have only

recently reached maturity, with the rapid development of the field

of microfluidics [19].

10.1.3.2 Sample transport

A sensor cannot resolve reaction kinetics faster than the time it

takes to refresh the sample covering its active sensing area. The

active sensing area of many waveguide interferometers is in the

mm2 range [20–22], and thus a high sample flow speed is required

in order to resolve fast reaction kinetics [23]. High flow speed, in

turn, demands robust fluidics to handle high liquid pressure and can

result in a large shear stress at the sensing surface.

The small footprint of ring resonators not only permits the

creation of compact sensor arrays but also enables the resolution

of fast kinetics. Single-mode ring resonators can have active areas

in the 10 μm2 range [68], and by metering samples with on-

chip microfluidic circuits and separating them with air pockets

to avoid diffusion during transport a ring-resonator-based sensor

should greatly reduce the time response of current long-waveguide

interferometers.

10.2 History

From the 1980s untill today, the research on photonic evanescent-

field-based sensors has quickly developed from the first planar

waveguide sensors, through the first experiments with ring res-

onator sensing, to highly integrated lab-on-a-chip devices based on

arrays of ring resonator biosensors.

In this section, we review the historical development, by

discussing notable reports on photonic ring resonator sensing.
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10.2.1 Planar Waveguide Evanescent-Field-Based Sensors

A great deal of pioneering work on employing the evanescent field

of planar optical waveguides for label-free sensing was performed at

ETH (Zürich, Switzerland) by Lukosz and Tiefenthaler in the 1980s

and the early 1990s [24, 25]. Most of the work was done on sol-gel-

formed slab waveguides, with optical confinement only in the out-of-

plane dimension. Surface gratings, embossed into the waveguiding

layers [26], were used to read out changes in the effective index of

the waveguides. Much of the early theoretical analysis of such 1D

waveguide sensors [27, 28] remains a useful guideline for the design

of lithographically patterned waveguides with optical confinement

in two dimensions.

During the 1990s, more groups entered the field. Of particular

notice is the work at the MESA Research Institute (University

of Twente, Enschede, the Netherlands). Utilizing the microfab-

rication tools of the semiconductor industry to pattern single-

mode waveguides, the group created more complex devices, such

as integrated Mach–Zehnder [22, 29] and transverse electric–

transverse magnetic (TE-TM) difference interferometers with inte-

grated photodetectors [30].

10.2.2 Planar Ring Resonator Sensors

In 1997, Sohlström and Öberg at IMC AB (currently Acreo Swedish

ICT AB, Kista, Sweden) reported the use of planar ring resonators for

measuring the refractive index of liquids [31]. Their device operated

at a wavelength of 1550 nm and used Si3N4 strip waveguides on a

silicon oxide bottom cladding. It included an integrated splitter, for

splitting light into a sensing arm and a reference arm, each of which

was coupled to ring resonators of 1 mm radii. The waveguide cores

were only 140 nm thick in order to achieve high refractive index

sensitivity by pushing optical energy out into the sample region.

Repeated injections of 1% sucrose solutions indicated a volume

refractive index detection limit of 5 × 10−6 RIU.

In 2002, Krikouv et al. at Twente University demonstrated a

similar sensor based on a Si3N4 disk resonator with only a 15 μm

radius [32]. Since the device used a vertical coupling scheme for
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better control of the critical coupling distance between the disk

and the bus waveguide, it could be fabricated by standard UV

lithography. The small disk displayed three radial whispering gallery

(WG) modes, and thus sensing required proper interpretation of the

multimode transmission spectrum. The devices showed a volume

refractive index sensitivity of 23 nm/RIU and a detection limit of

10−4 RIU.

In 2003, Chao and Guo at the University of Michigan (Ann

Arbor, United States) showed volume refractive index sensing with

an imprinted polystyrene (PS) ring sensor on a silicon dioxide

cladding [33]. In a follow-up paper in 2006 [34], these devices were

shown to have a detection limit of 5 × 10−5 RIU.

In early 2006, two papers were published on biomolecule surface

sensing with ring resonators. Chao and Guo showed binding of

streptavidin to a biotin-coated surface of a PS ring resonator [34].

On the basis of very limited data, the authors estimated a surface

mass density detection limit of 250 pg/mm2. Yalcin et al. at Boston

University and Nomadics Inc. (Massachusetts, United States) also

worked with avidin–biotin binding but on a Hydex glass ring [35].

The authors did not estimate the surface mass detection limit, but

the rings showed a volume refractive index detection limit of 1.8 ×
10−5 RIU.

At about the same time, Ksendzov and Lin at the California

Institute of Technology (Pasadena, California, United States) also

published on surface sensing of biomolecules [36]. They used a

Six Ny ring of 2 mm radius on an SiO2 cladding excited with a

He/Ne laser at a 633 nm wavelength. The authors provided rather

limited performance data and used a temperature-ramping method

to read out the resonance shift, so comparison with the other

published results shown in Table 10.1 is difficult. However, the

authors estimated an avidin volume mass density detection limit of

6.8 ng/ml for their setup, but since the mass transport properties

of the flow system have a large influence on this figure, comparison

with other ring resonator sensors remains difficult.

Because of the high refractive index of silicon, silicon waveguides

provide two benefits for sensing: Rings can be made very small

without reducingQ by bending loss, and the evanescent electric field

at the silicon surface is very high, yielding high sensitivity for surface
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sensing. In 2007, De Vos et al. at Ghent University (Ghent, Belgium)

presented biosensing with silicon rings of only 5 μm radius [68]

and showed antibody and protein sensing with a detection limit of

17 pg/mm2 in follow-up papers in 2009 [37, 38]. A number of groups

have shown similar devices [10, 39–41]. In 2010 and 2011, the

Ghent group presented cascaded ring resonator biosensors [42, 43].

In cascaded ring resonators, the first ring acts as a filter, allowing

wavelength interrogation with a low-cost broadband light source.

The first steps toward ring resonator sensor arrays were taken

by Ramachandran et al. at Nomadics Inc. in 2007 [44]. The

group integrated five rings of the type used by Yalcin et al.,

mentioned above, on a single chip. In 2009, the same group reported

dynamic monitoring of cell growth under stimulus such as by toxic

compounds [45] using the same chip layout. However, instead of an

integrated optical approach, individual input and output fibers were

coupled to each ring and light splitting was handled off-chip.

In 2007 and 2008, photonic ring resonator biosensors based

on a novel waveguide type known as slot waveguides were

presented [46], and their biosensing capabilities demonstrated [47]

with a limit of detection of 20 pg/mm2 (limited by the laser

wavelength step). In a following work, a multiplexed chip with seven

Si3N4 rings with 70 μm radius, on-chip light splitting and referenc-

ing, and integrated sample-handling system in polydimethylsiloxane

(PDMS) was presented [48]. The integrated chip yielded a volume

refractive index detection limit of 5 × 10−6 RIU and a surface mass

density detection limit of 0.9 pg/mm2.

In 2010, Xu et al. [49] at the National Research Council of Canada

(Ottawa, Ontario, Canada) presented a silicon-on-insulator (SOI)

ring resonator sensor array using wavelength division multiplexing

(WDM) to connect 4 rings to the same bus waveguide, and measured

simultaneously two protein analytes with an integrated sample-

handling system in SU-8, yielding a detection limit of 0.3 pg/mm2.

In late 2009 and early 2010, Washburn et al. at the University of

Illinois (Urbana-Champeign, Illinois, United States) moved closer to

applications by demonstrating a multiplexed chip for quantification

of cancer biomarkers in complex media [10] and four other

protein biomarkers [50]. In follow-up papers in 2011 and 2012,

the same group reported biosensing of four cytokines [51, 52],
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viruses [53], four microRNAs [54], protein biomarkers in human

serum [55], and four DNA sequences [56]. Recently, this group

has reported enhancement of the sensitivity and specificity of ring

resonator biosensors by secondary labeling with antibodies [57]

and biofunctionalized submicron beads [58], an enzymatic signal

enhancement strategy [59], and protein–protein and protein–lipid

interaction screening [60]. The chip layout used in all the papers

referred to above consists of 32 SOI rings of 15 μm radius, and

light is coupled in and out of the chip with surface-grating couplers.

The resonator arrays and the instrumentation for analyzing the

ring resonance frequencies were acquired from Genalyte, Inc. (San

Diego, California, United States) [101], a start-up company currently

commercializing silicon-ring-resonator-based biosensors under the

trade name Maverick.

More recently, some groups presented photonic ring resonator

biosensors functionalized with aptamers [61, 62]. Aptamers are nu-

cleic acids that bind specifically to certain proteins, thus potentially

increasing the robustness of the surface functionalization, compared

to using antibodies.

Table 10.1 summarizes the main performance metrics of some

notable reports of planar ring resonator sensors.

10.2.3 Sample Handling on Planar Ring Resonator Sensors

As we introduced in the first section of this chapter (10.1.3.2), single-

mode ring resonators can have active areas in the 10 μm2 range [68],

permitting the creation of compact sensor arrays and the resolution

of fast kinetics. To bring sample and biosensor in contact and be able

to resolve kinetics, an integrated sample-handling system (lab on a

chip) is necessary.

A lab-on-a-chip system combining microfluidic sample handling

with photonic ring resonator biosensors has great potential to

become a compact and sensitive option for the future of medical

diagnostics, and thus several groups have reported advances toward

this concept.

In the very first proofs of concept, the sample was brought in

contact with the sensor via pipetting [31–34], making a drying
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Table 10.1

Wavel. Bottom Sample Radius Vol. sens. Vol. lim. Surf. lim.

Year Main novelty [nm] Core cladding handling [μm] [nm/RIU] [10−6RIU] [pg/mm2] Ref.

1997 Ring sensor 1550 Si3N4 SiO2 Pipetting 1000 5 [31]

2001 Small disk 780 Si3N4 SiO2 Pipetting 15 23 100 [32]

2003 Polymer ring 1550 PS SiO2 Pipetting 30 50 [33]

2004 Biosensing 1550 PS SiO2 Pipetting 45 10 250 [34]

2005 Biosensing 1550 Hydex Hydex Immersion 50 140 18 [35]

2007 Small Si ring 1550 Si SiO2 Flow cell 5 70 10 17 [38, 68]

2007 Multi-sensor chipa Hydex Hydex Immersion 50 140 18 [44]

2007 First slot sensor 1310 Si3N4 SiO2 Pipetting 70 210 200b 20b [46, 47]

2008 Pulley coupler 1550 GeSbS SiO2 Integrated 20 182 0.8 [18]

PDMS

2008 Digital fluidics 1550 SU-8 SiO2 Flow cell 300 69 [63]

2009 Monitoring of Hydex Hydex Immersion 50 140 18 [45]

cell growtha

2009 Si slot sensor 1550 Si SiO2 Flow cell 5 298 40 [64]

2009 Biosensing in serum 1560 Si SiO2 Mylar 15 3 [10, 65]

2009 Slot sensor array 1310 Si3N4 SiO2 Integrated 70 246 5 0.9 [48]

PDMS

2010 Cancer marker array 1560 Si SiO2 Mylar cell 15 [50]

2010 WDM approach 1570 Si SiO2 PDMS - SU-8 20 135 2 0.3 [49]

cell

2010 Cascaded resonators 1530 Si SiO2 Integrated ∼400 2169 8.3 [42]

PDMS

2011 Four cytokines 1560 Si SiO2 Mylar cell 15 [52]

2011 Biosensing in plasma 1560 Si SiO2 Mylar cell 15 [55]

2011 Four microRNA 1560 Si SiO2 Mylar cel 15 [57]

2012 Digital fluidics 1550 Si SiO2 Flow cell 5 78 [66]

2013 Protein-protein 1560 Si SiO2 Mylar cell 15 [60]

2013 Dense integration 1550 Si3N4 SiO2 Integrated OSTE 20 50 [67]

aLight splitting by off-chip optical switch.
bLimited by laser wavelength step.
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step between each measurement necessary, thus precluding the

resolution of kinetics.

As the research on ring resonator biosensors developed, this

limitation was overcome by the use of flow cells [35, 38, 64, 68].

A similar principle (i.e., Mylar microfluidics) is still being used by

some groups [10, 42, 50, 52, 55, 57, 60]. However, to fabricate

a functional biosensor device capable of measuring kinetics, an

integrated sample-handling system is necessary to achieve better

flow control and reduce the minimum sample volume.

In 2008, Hu et al. [18] presented the first integrated ring

resonator sensor, in which PDMS was the chosen material for

the fabrication of the microfluidic sample-handling system. PDMS

microchannels (100 × 30 μm) were fabricated via replica molding

and bonded to the sensor chip by oxygen plasma activation [18].

Since then, PDMS has been widely used for integrating micro-

fluidic systems on photonic chips [37, 42, 48]. Carlborg et al.

[48] presented a chip containing seven slot waveguide ring

resonator biosensors with an integrated PDMS microfluidic system

fabricated by molding and bonded to the photonic chip via oxygen

plasma activation. However, access holes were punched manually,

substantially increasing the wafer footprint of the chip.

However, in biological and medical applications, PDMS suffers

from high adsorption and consequent leaching of small mole-

cules [69, 70] and biocompatibility problems [71]. Moreover,

the available techniques for bonding PDMS to silicon substrates,

the most common being bonding by oxygen plasma activation,

make PDMS incompatible with surface biofunctionalization on an

industrial scale [72]. These limitations are apparent in [37], in which

stamping with an epoxy glue results in channel clogging. For these

reasons, to commercially manufacture biosensors with microflu-

idics, PDMS has to be replaced and the concept redeveloped [73].

A lab-on-a-chip system based on PDMS often takes orders of

magnitude the wafer space occupied by the photonic biosensor

system. Thus, the compactness, and the economical attractiveness,

of photonic biosensors is lost.

To overcome the drawbacks of PDMS, in 2013, Errando-

Herranz et al. presented a densely integrated lab-on-a-chip system

with photonic interferometers [74] and ring resonators [67]. The
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wafer footprint of photonics and microfluidics was matched by

combining grating couplers with microfluidics fabricated in a

novel off-stoichiometric thiol-ene (OSTE) polymer [70] in a single-

step process. The microfluidic layer was then dry-bonded to a

ring resonator sensor chip in a bonding process compatible with

biofunctionalization. Moreover, photolithography of vias in OSTE

avoided squeeze film formation and enabled fabrication of tightly

packed integrated ring resonator sensor chips.

Photonic ring resonator biosensing can potentially benefit

from the emerging technology of digital microfluidics [75]. Digital

microfluidics technology reduces the sample volume to a minimum,

avoids cross talk between samples, and allows flexibility in sample

preparation on a chip. In 2008 the first system integrating digital

microfluidics and polymer photonic ring resonators was presented

by Luan et al. [63]. However, the complexity of the system made it

unsuitable for biosensing in practical applications. The concept was

recently simplified and applied to multiplexed silicon photonic ring

resonators by Lerma-Arce et al. [66] at Ghent University.

Table 10.1 summarizes the sample-handling systems used in

some notable reports of planar ring resonator sensor devices.

10.3 Theory

We now review the theory necessary for interpreting biosensing

experiments using ring resonators. We start by deriving an

expression for the transmission spectrum of a ring resonator and

then discuss the main performance metrics relevant for sensing.

10.3.1 Scattering Matrix for a Side-Coupled Waveguide
Ring Resonator

To construct a frequency domain model of a ring resonator, side-

coupled to a single-bus waveguide, we follow the treatment of [76]

and [77] and consider the abstraction of Fig. 10.5.

The complex mode amplitudes B , b, D, and d are normalized

such that their squared magnitude corresponds to the modal power.

The symbol case distinguishes between bus modes (uppercase) and
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b+ = ei (β+ iα )2πr d+ = aeiθd+

ζ

τ

Figure 10.5 An abstraction of a waveguide ring resonator side-coupled to a

bus waveguide. B , b, D, and d are the complex mode amplitudes. Ring modes

are lowercase and bus modes uppercase. A subscript of + or − denotes a

mode propagating toward the positive or negative z axis, respectively. The

complex coupling coefficients ξ and κ , and transmission coefficients ζ and

τ , describe the coupling.

cavity modes (lowercase). A subscript of plus (+) or minus (−)

denotes a mode propagating toward the positive or negative z axis,

respectively.

The following assumptions are made:

• All waveguides are unimodal per polarization orientation and do

not couple between polarizations.

• The various kinds of losses are incorporated in the attenuation

constant α of the individual modes.

• Back reflections are negligible.

• Interaction between modes is negligible outside the coupling

region.

The operation of the coupler can now be described in terms of

a scattering matrix that establishes a linear relation between the

amplitudes B−, b−, D+, and d+ of the outgoing waves and the

amplitudes B+, b+, D−, and d− of the incoming waves. The values

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

Theory 401

of the complex coupling coefficients ξ and κ , and transmission

coefficients ζ and τ , depend on the nature of the coupling.⎡
⎢⎢⎣

B−
b−
D+
d+

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 τ ξ

0 0 κ ζ

τ κ 0 0

ξ ζ 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

B+
b+
D−
d−

⎤
⎥⎥⎦ (10.1)

The zeros in the matrix implement the assumption of negligible back

reflections.

This system can be divided into two subsystems of parallel

equations: [
B−
b−

]
=
[
τ ξ

κ ζ

] [
D−
d−

]
(10.2)

and [
D+
d+

]
=
[
τ κ

ξ ζ

] [
B+
b+

]
(10.3)

If we assume lossless coupling, the coupling matrices must be

unitary. By making the matrices unitary (M∗TM = I), and solving

the system, we have ζ = τ ∗, ξ = −κ∗ and |τ |2 + |κ|2 = 1 [78].

The scattering matrix of the waves traveling along the positive z
axis (10.3) (and similarly for the waves traveling along the negative

z axis) thus reduces to[
D+
d+

]
=
[
τ κ

−κ∗ τ ∗

] [
B+
b+

]
(10.4)

The single-mode ring waveguide of length L = 2πr supports

a cavity mode with a complex propagation constant γ = β +
iα, that is, with a phase propagation constant β (real) and an

attenuation constant α (real, positive). For propagation along the

cavity loop, with s measuring the propagation distance, the fields

evolve proportionally to eiγ s , leading to the relation

b+ = ei(β+iα)2πr d+ = e−αLeiβLd+ = aeiθd+, (10.5)

where a and θ are the real mode amplification factor and the phase

shift, respectively, for one round trip. For zero loss a = 1. The round-

trip phase shift θ is sometimes referred to as detuning [79].
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10.3.1.1 Power transfer

Due to the symmetry and linearity of the device, it is sufficient to

consider an excitation of one of the ports. We assume B+ = √
Pin =

1 and D− = 0 and solve (10.4) and (10.5) for the transmitted power

PT = |D+|2. Our neglection of reflections implies that there is no

back-reflected power B− = 0.

Solving (10.4) for the transmitted mode gives

D+ = −a + τe−iθ

−aτ ∗ + e−iθ
, (10.6)

and for the circulating mode

b+ = −aκ∗

−aτ ∗ + e−iθ
. (10.7)

Setting τ = |τ |eiψ , yields the transmitted power

PT = |D+|2 = a2 + |τ |2 − 2a|τ | cos(θ + ψ)

1 + a2|τ |2 − 2a|τ | cos(θ + ψ)
, (10.8)

and the power circulating in the ring cavity

PC = |b+|2 = a2(1 − |τ |2)

1 + a2|τ |2 − 2a|τ | cos(θ + ψ)
. (10.9)

10.3.1.2 Resonances

On resonance, when cos(θ + ψ) = 1 or, equivalently, when

β = 2πm − ψ

L
=: βm, (10.10)

where m is the integer longitudinal mode number, we obtain

PT = (a − |τ |)2

(1 − a|τ |)2
, (10.11)

and

PC = a2(1 − |τ |)2

(1 − a|τ |)2
. (10.12)

Critical coupling, PT = 0, is achieved when a = |τ |, that is, when

internal cavity field losses equal the noncoupled field fraction [80].
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10.3.1.3 Free spectral range

The distance in free-space wavelength between resonances, or free
spectral range (FSR), is of interest for most practical applications.

The resonant configuration next to βm is

βm−1 = 2(m − 1)π − ψ

L
= βm − 2π

L
≈ βm + ∂β

∂λ
�λ, (10.13)

where �λ is the difference between the vacuum wavelengths

corresponding to the two resonant configurations. By expressing the

first-order dispersion approximation on the right-hand side in terms

of the group index ng using

β(λ) � β0 − ng

k
λ

(λ− λ0), (10.14)

we find

�λ ≈ −2π

L

(
∂β

∂λ

)−1

= λ2

ng L
(10.15)

In Fig. 10.6, we plot (10.8) and (10.9) as functions of free-space

wavelength. When drawing the graph, we account only for first-

order dispersion of the phase propagation constant β by setting

θ = 2πLng/λ and ignore dispersion of the coupling coefficients.

Furthermore, we assume ψ = 0. In the most general case, however,

all the parameters in (10.8) and (10.9) can depend on wavelength.

0

0.5

1

P T
,P

C
/1
0

1308.75 1310 1311.25
λ [nm]

∆ λ

δλ

m = 598 m = 597

Figure 10.6 The transmitted power PT (black line) and circulating power

PC (gray line) of a side-coupled ring resonator as functions of the free-space

wavelength λ, for a = 0.87, τ = 0.85, L = 2π × 70 μm, and ng = 1.78.
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10.3.1.4 Resonator finesse and quality factor

By employing the approximation of (10.14) and expanding the

cosine term of (10.9) one can find the full spectral width at half

maximum [76, 81, 82]:

δλ = λ2

πng L
1 − |τ |e−αL

|τ | 1
2 e

−αL
2

(10.16)

The finesse F of a resonator is defined as the ratio of the FSR and

the full width at half maximum. The resonator finesse determines

how many channels fit in a wavelength division multiplexing

scheme. From (10.15) and (10.16) we find

F = �λ

δλ
= π

|τ | 1
2 e

−αL
2

1 − |τ |e−αL
(10.17)

The quality factor of the resonator is the ratio of the wavelength and

the resonance width:

Q = λ

δλ
= ng L

λ
F = ng2πr

λ
F = ngkrF (10.18)

10.3.1.5 Sensing

When employed as sensors, a perturbation p, to be measured,

changes the phase propagation constant β of the ring waveguides.

Thus the resonance at λm shifts to a new wavelength λ̃m. A linear

approximation in p and the wavelength shift �pλm = λ̃m − λm

yields [76]

β( p, λ̃m) ≈ β(0, λm) + ∂β

∂p
p + ∂β

∂λ
(λ̃m − λm) = βm, (10.19)

and thus

�pλm = −p
∂β

∂p

(
∂β

∂λ

)−1

= p
∂β

∂p
λ2

m

2πng

= p
∂ne

∂p
λm

ng

≈ �ne

ng

λm.

(10.20)

The form

�pλm

λm
≈ �ne

ng

(10.21)

is convenient for comparing experimental results of �λm/λm to

predictions of�ne/ng obtained by numerical eigenmode solvers.
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10.3.1.6 Volume sensing

For volume sensing p = �ns, and we obtain

�λm

λm
= �ns

∂ne

∂ns

1

ng

, (10.22)

and the volume sensitivity can thus be expressed as

Sn = ∂ne

∂ns

λm

ng

[nm/RIU]. (10.23)

10.3.1.7 Surface sensing

For surface sensing p = �σp, where σp is the surface density of the

sensor surface, and we obtain

�λm

λm
= �σp

∂ne

∂σp

1

ng

, (10.24)

and a surface sensitivity

Sσ = ∂ne

∂σp

λm

ng

[nm/(pg/mm2)]. (10.25)

10.3.2 Sensor Figure of Merit and Detection Limit

The performance of a resonant sensor is determined by two

properties, its sensitivity, that is, how far the resonant condition

moves for a certain change in the sensed parameter, and the

sharpness of its resonance, that is, how accurately one is able to

determine the resonant condition. These two properties are equally

important, and thus a suitable sensor figure of merit gives them equal

weight. A commonly used figure of merit is the ratio of the sensitivity

(bigger is better) and the resonance width (smaller is better) [83]

FOM = ∂λm

∂p
1

δλ
= S
δλ

. (10.26)

This figure of merit is quite abstract and general and permits quan-

titative comparison of very different resonant sensor realizations.

It is, however, also a somewhat naive, since it doesn’t take into

account many practical limitations that arise when complete sensor

systems are assembled. For example, interrogating a sensor with an

extremely high Q requires a laser with a very narrow line width and

fine wavelength stepping.

© 2016 by Taylor & Francis Group, LLC

  



November 13, 2015 11:2 PSP Book - 9in x 6in Bettotti-NPE

406 Photonic Ring Resonators for Biosensing

The sensor detection limit is a closely related concept [84],

although more practically inspired. It compares the sensitivity and

noise level of an actual sensor system implementation. Thus it

includes noise sources such as light source variation, detector noise,

thermal noise, etc., and gives a practical estimate of the smallest

change that can be measured. The detection limit is

DL = 3σ

S
, (10.27)

where 3σ is three standard deviations of the observed total system

noise.

Although the detection limit is more useful than the sensor

figure of merit for practical comparisons of label-free sensing system

implementations, it still excludes such important factors as the

ability to resolve fast reaction kinetics. Recently, Hu et al. [85]

proposed a figure of merit that includes the response time of the

optical system, but the influence of analyte mass transport also

needs consideration [86].

10.4 Fabrication

10.4.1 Sensors

Photonic ring resonators can be fabricated by a number of different

microfabrication techniques, but their application as biosensors

limits the choice of fabrication method somewhat, since biosensing

includes exposure to water-based biosamples. This exposure can

cause drift of the optical properties of the ring resonators, which is

very difficult to compensate for. Accordingly, we focus our discussion

below on fabrication methods that have successfully been applied to

biosensing.

10.4.1.1 Polymer-based sensors

One of the first demonstrations of biosensing using ring res-

onators was performed on polymer ring resonators molded into

polystyrene (PS) [34]. The molds were fabricated by electron beam

(e-beam) lithography and then used to imprint a waveguide core

into PS at elevated temperatures [87]. In this approach, the PS layer
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is spin-coated on top of a thermal silicon dioxide bottom cladding

before imprinting. Furthermore, to increase the Q of the resonators,

the authors employed a thermal reflow process for reducing the

sidewall roughness [88, 89].

Another method for structuring polymer waveguides is by UV

curing. In this case, a liquid prepolymer is cast onto a transparent

mold and the structure fixed by UV polymerization. A recent example

of such an approach, which has been applied to biosensing, is the

UV imprinting of ring resonators into polysiloxane-liquid (PSQ-

L) [90, 91]. Here, the imprint mold was made out of the elastomer

polydimethylsiloxane (PDMS), and thus the authors refer to the

process as soft lithography.

An interesting aspect of polymer waveguides is that they can

be made porous by selectively dissolving one component of a two-

component polymer. This approach has recently been suggested

to increase the sensitivity of waveguide-based biosensors [92].

In this case, the core layer is imprinted into a mixture of PS

and poly(methyl methacrylate) (PMMA), as above, followed by

soaking in dimethylsulfoxide (DMSO), to selectively dissolve the

PMMA, leaving a porous waveguide structure. So far, no biosensing

experiments have been demonstrated by this approach, and the

limited mass transport into the porous waveguides will likely be a

practical limitation of this scheme for biosensing.

Finally, polymer-based sensors can also be fabricated by UV

lithography of photopatternable core layers. For example, the UV-

curable epoxy SU-8 can be used as a core material, in combination

with a cladding of the fluoropolymer Cytop. A vertically coupled

ring resonator fabricated by this method was recently demon-

strated [93].

10.4.1.2 Thin-solid-film-based sensors

The most advanced ring resonator sensor systems fabricated to date

have been made by patterning solid thin films using the fabrication

methods of the semiconductor industry. The thin films can be

thermally grown, such as in the case of silicon dioxide, deposited

by chemical vapor deposition (CVD) or plasma-enhanced chemical

vapor deposition (PECVD), or transfer-bonded.
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A silicon nitride core layer on a silicon dioxide bottom cladding

was one of the first material systems applied to ring resonator

sensor fabrication [31]. The bottom cladding is typically grown by

oxidizing a silicon substrate and the core layer deposited either by

low-pressure CVD or PECVD. Patterning of the waveguide layers

then proceeds with deep-UV or e-beam lithography, followed by dry

plasma etching. The main benefit of this approach is the maturity

of these processes, since they have been applied for decades to the

fabrication of electronics, and the stability of the materials, since

silicon nitride is commonly used for device passivation in electronics

fabrication. The earliest example of biosensing with silicon nitride

ring resonators is the work of Ksendzov and Lin [36], and some more

recent examples are [47, 48, 94].

As explained in Section 10.2.2, the high refractive index of silicon

allows rings to be made very small without reducing Q by bending

loss and also yields a high evanescent electric field at the silicon

surface. Silicon ring resonator biosensor fabrication starts with

a silicon-on-insulator (SOI) substrate consisting of a silicon bulk

with a layer of thermally grown silicon dioxide buried below a

device layer of crystalline silicon. These substrates are made by

transfer bonding techniques and are commercially available [95].

The fabrication sequence is thus very simple and consists of a

single deep-UV lithography and dry-etching step to form the silicon

waveguide core.

Apart from silicon and silicon nitride, successful biosensing

experiments have been performed on glass resonators [35].

10.4.2 Sample-Handling System

From pipetting in [31] to a highly integrated lab-on-a-chip system

in [67], the sample-handling systems for photonic ring resonators

have evolved in parallel with the development of the microfluidics

field.

Due to their optical transparency and mechanical properties,

polymers are the most commonly used materials for integration

of microfluidics with photonic ring resonators. Some examples

include SU-8 [49], PDMS [96], and off-stoichiometric thiol-ene

(OSTE) [67].
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10.4.2.1 SU-8

SU-8 is an epoxy-based negative photoresist commonly used to make

molds for soft lithography.

Due to its stiffness, SU-8 has been scarcely used for sample-

handling systems on photonic ring resonators. Xu et al. [49]

patterned sensing windows on top of ring resonators in a 2 μm thin

layer of SU-8, followed by photolithography of a microfluidic channel

in a 50 μm layer of SU-8. A PDMS layer was then placed on top of the

channel to seal during testing.

10.4.2.2 PDMS

PDMS is a polymeric organosilicon compound belonging to the

group of the silicones. Among polymers, PDMS is currently the most

used material for microfluidic devices, due to its elasticity, ease

of fabrication, and optical transparency [97]. Consequently, PDMS

has been integrated with photonic ring resonator biosensors in

several proofs of concept [37, 42, 48]. Figure 10.7 shows four ring

resonators in PDMS microchannels.

PDMS microfluidic chips containing microchannels can be easily

fabricated by soft lithography and bonded to the sensing surface by

different approaches.

One of them is stamping with epoxy glue. In 2009, De Vos

et al. fabricated a PDMS layer by soft lithography and bonded it by

750 μm

Figure 10.7 Four ring resonator sensors in PDMS microchannels. The

image is a top view through the transparent PDMS.
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stamping with an epoxy glue to an SOI sensor chip [37]. The authors

mention an important limitation in the stamping, in which small

variations in the amount of glue result in channel clogging.

Oxygen plasma activation is a second approach for PDMS

bonding, used by Claes et al. to bond PDMS microfluidics to

an SOI sensor surface [42]. However, the poor time stability of

oxygen plasma activation, combined with the long times needed

for surface biofunctionalization, makes PDMS incompatible with

surface biofunctionalization at a wafer scale [72].

Due to squeeze film formation, it is difficult to create open

through-holes (vias) by standard soft lithography of PDMS [98].

Hence, liquid connections to the outside world are usually created

by a low-accuracy punching step after final curing of PDMS

microfluidics. Consequently, the wafer layout of the photonics must

include dead area to increase alignment tolerance of the bonding to

the microfluidics. For example, the chip presented in [48] was 20-

fold the footprint of the stand-alone photonic system, thus losing the

scaling benefit of silicon photonic sensors.

Other limitations of PDMS in biological and medical appli-

cations are the high absorption and subsequent leaching of

biomolecules [70] and biocompatibility issues with respect to cell

culturing [71].

10.4.2.3 OSTE

In 2011, Carlborg et al., at the Royal Institute of Technology (KTH)

Stockholm, Sweden, presented a novel polymer platform specifically

developed for lab-on-a-chip applications. The polymer, named OSTE,

is polymerized from two monomers, each with either thiol or alkene

functional groups, in an off-stoichiometric ratio. By addition of a

photoinitiatior, the polymerization can be triggered by UV light,

enabling photopatterning of the material by the use of a photomask.

By choosing the off-stoichiometry ratio, a wide range of mechanical

properties can be obtained, from a highly stiff material to a highly

elastic one [70].

Recently, OSTE has been shown to address the manufacturing

challenge of matching the wafer footprint of microfluidics with

that of photonics. In 2013, Errando-Herranz et al. combined
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photopatterning and molding processes in order to fabricate an

OSTE microfluidic chip with vias in a single step, and then dry-

bonded it to a silicon photonic interferometer sensor array chip [74]

and a silicon photonic ring resonator array chip [67]. By combining

OSTE microfluidics with grating coupled photonic sensors, the group

fabricated a densely integrated sensor chip.

Figure 10.8 shows the fabrication process and layout of the

chip in [67]. To fabricate the microfluidic layer (Fig. 10.8b), the

OSTE prepolymer was sandwiched between a glass mask, acting

both as a photolithography mask and a top mold, and a PDMS

bottom mold. The glass mask contains chromium patterns for

photolithography of openings in the microfluidic layer and SU-8

Photonic
sensor chip

TOP mold + photomask
fabrication1

SU8 relief

Teflon coating

10 min
180˚C

Figure 10.8 Fabrication of a ring resonator array integrated with microflu-

idics presented in [67]. (a) The process starts with the fabrication of the top

mold and photomask. (b) The OSTE microfluidic layer is then molded and

photopatterned in a single step and bonded to the silicon photonic resonator

chip. (c) The final device with rubber tubing connected for sample transport.
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reliefs for molding of channels (fabrication of the mask is shown in

Fig. 10.8a). Photopatterning of vias in the microfluidic layer avoids

the manual punching process present in PDMS fabrication, enabling

patterning of tightly spaced structures in OSTE. The bottom PDMS

mold defines both the outer dimensions of the microfluidic chip

and the form of the integrated standard connectors, which enable

a sealed connection to an external pumping system through rubber

tubes.

Furthermore, OSTE features low-temperature bonding to silicon

in a dry-bonding process compatible with biofunctionalization [99],

and several OSTE formulations have shown good biocompatibility

for cell culturing [100].

In [67], an OSTE microfluidic chip with a channel width of

100 μm separated by only 75 μm bond areas from the optical vias

was integrated on a silicon photonic ring resonator sensor device

with a total length (bus waveguide) of 500 μm (Fig. 10.8c).

10.5 Summary

Since the beginning of biosensing, much work has focused on the

detection of analytes without the need for complicated, expensive,

and time-consuming labeling techniques. Among label-free biosen-

sors, optical planar waveguide sensors offer important advantages

such as immunity to electromagnetic interference, simple guidance

of light, small size, and a standardized fabrication process, which

enables fabrication of dense arrays of biosensors on a small chip.

In particular, photonic ring resonators are especially effective for

label-free biosensing, due to the combination of a large, effective

interaction length with a small size, enabling the resolution of fast

reaction kinetics when integrated in lab-on-a-chip systems.

In this chapter, after introducing the concept of ring resonator

biosensing, we traced the historical development of ring resonator

biosensor technology, from the first steps in refractive index sensing

in 1997 [31] until the development of highly integrated lab-on-a-

chip devices in 2013 [48, 67]. After the historical review, the theory

of ring resonator sensors was introduced, resulting in the definition

of relevant figures of merit for sensing. We concluded the chapter
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by discussing the fabrication methods used for both the sensors and

the sample-handling systems.

The features of photonic ring resonator biosensing that we have

discussed show great potential for this technology for becoming an

important medical and biological tool for research and diagnostics.
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Green’s function 82, 133, 135,
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cavity surface-emitting lasers

HCGs
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silicon patterning of 339
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high-contrast-grating vertical-

cavity surface-emitting lasers

(HCG-VCSELs) 311
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339–342
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III–V materials 268, 273, 314,

316–317, 319
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LDOS, see local density of states
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186, 239–240, 273–274, 277
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LSP, see localized surface plasmon
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field-effect transistor

(MOSFET) 166, 353
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molecular beam epitaxy (MBE)
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MOSFET, see metal-oxide

semiconductor field-effect
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multifractal analysis 84, 86, 88

multifractal spectra 85, 87

nano-optomechanical

oscillators 209–236

nanowire FET detectors 189–203

nanowire transistors 188, 191
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NEP, see noise-equivalent power

noise-equivalent power (NEP)

164–165, 188, 196, 198–199
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399, 408, 410, 412

OLEDs, see organic light-emitting
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optical microcavities 290,

293–294

optoelectronic devices 5, 240, 243,
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nanostructure-based 8

optomechanics 3, 8, 209–211, 213

orbital angular momentum (OAM)

8, 57, 74, 103, 106, 110, 112

organic light-emitting diodes

(OLEDs) 241, 275, 277–278

organic semiconductors 351–374

application of 351–352, 354,

356, 358, 360, 362, 364, 366,

368, 370, 372, 374

organic transistors 357–373

OSTE, see off-stoichiometric

thiol-ene

PbS quantum dots 272, 284–286

PCs, see photonic crystals

PDMS, see polydimethylsiloxane

PECVD, see plasma-enhanced

chemical vapor deposition

pentacene 357–359, 369

phase propagation constant 401,

403–404

phenacene 351–352, 369–370,

372–375

photocurrent 174, 285–286, 335

photodetectors 97, 268, 276, 291,

309, 320, 335, 344

photodiode 335

photolithography 399, 409, 411

photonic chips 398

photonic crystals (PCs) 8, 11–16,

18, 20, 22, 24–28, 30, 32, 34,

36, 38–48, 145, 155–157, 214,

216

photonic crystals

2.5-dimensional 38–39, 41

three-dimensional 43

two-dimensional 25, 27

photonic heterostructures 42, 84

photonic integrated circuit (PIC)

6–7, 13, 29, 31, 33, 44, 47,

309–310, 314, 343

photonic materials 151–152

disordered 150–151, 156
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photonics

integrated 5, 47–48, 272

microwave 270, 272

silicon-based 6, 309

siliconizing 318, 337

photopatterning 410–411

photovoltaic devices 285

phyllotaxis 69–72

physical vapor deposition 13, 39

physical vapor transport 359, 366

PIC, see photonic integrated circuit

picene 370–374

planar ring resonator sensors 393,

396

plasma-enhanced chemical vapor

deposition (PECVD) 321,

407–408

plasmonic arrays 95, 97–98

PMMA, see poly(methyl

methacrylate)

poly(methyl methacrylate)

(PMMA) 220, 267, 270–271,

407

polydimethylsiloxane (PDMS) 395,

397–398, 407–410

protein biomarkers 395–396

Purcell factor 24

QCL, see quantum cascade laser

QD, see quantum dot

QD-based optoelectronic devices

273–287

QD LEDs 241, 274, 276, 278

QD–Schottky devices 284–285

quantum cascade laser (QCL) 163,

187, 198–199

quantum dot (QD) 146–147, 205,

239–242, 244–246, 248–250,

252–290, 292–294

recombination dynamics

260–261, 263, 265

self-assembled 241, 246–247,

252–253, 264, 268–269,

273–274, 290

single 240–241, 254, 256–257,

259, 263–264, 288–289,

291–294

quantum dot photonics 267–271

quantum light 241, 288, 290

quantum mechanical Schroedinger

equation 17, 19, 21

quantum wells (QWs) 239,

246–248, 269, 280–281, 316,

325

quasicrystals 60–61, 63, 67, 72, 74

QWs, see quantum wells

radio frequency 101, 217, 323

reactive ion etching (RIE) 101,

220, 319

RIE, see reactive ion etching

ring resonator biosensors 392,

395–396, 398, 409

ring resonator sensor arrays 395

ring resonators 267, 386–387,

390–394, 398–400, 406–409,

412

planar 391, 393

SCH, see separate confinement

heterostructure

SDLs, see semiconductor disk

lasers

self-collimated beams 37–38

semiconductor disk lasers (SDLs)

281

semiconductor nanostructures 247

semiconductor optical amplifiers

(SOAs) 7, 269–270, 272, 314

separate confinement

heterostructure (SCH) 323

Si MOSFETs 354–357, 360–363

Si photonic chips 268–269
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side-mode suppression ratio

(SMSR) 322, 324, 326, 328,

330, 335, 341

silicon nitride 317, 408

silicon patterning 319–320

silicon photonic chips 268, 312,

318, 343

silicon photonic sensors 410

silicon photonics 267, 309, 311,

313–314, 318, 337, 343,

411–412

silicon waveguides 316, 321–322,

324, 329, 394

passive 316–317

single-photon emission 290, 293

single-photon sources (SPSs) 241,

248, 259, 289–290, 293–294

SLMs, see spatial light modulators

SMSR, see side-mode suppression

ratio

SOAs, see semiconductor optical

amplifiers

solar cells 129, 151–152, 157, 266,

273, 276, 283–284, 286–287

thin-film 94–95

thin-film Si 94–95

spatial Fourier spectrum 64–65,

72, 95

spatial light modulators (SLMs)

103

SPSs, see single-photon sources

superconductivity 375

TCE, see transparent conducting

electrode

TCSPC, see time-correlated

single-photon counting

terahertz detection 163

time-correlated single-photon

counting (TCSPC) 291

transparent conducting electrode

(TCE) 286–287

VCSEL, see vertical cavity surface

emitting laser

VCSEL photonics 338–339

vertical cavity surface emitting

laser (VCSEL) 14, 47, 281,

320, 332, 337–339, 341

Vogel spiral 69–70, 72–74, 76–78,

80–86, 89–91, 93, 104–106,

109–110

aperiodic 64, 72, 75, 81, 116

Vogel spiral arrays 75–76, 82,

104

Vogel spiral arrays of nanoparticles

59, 73

Vogel spiral geometry 57, 59, 78,

110, 115

wavelength division multiplexers

(WDMs) 37, 328, 395

WDMs, see wavelength division

multiplexers

whispering gallery 32, 42–43, 183,

197, 223, 394

ZrO2 gate dielectric 371–372
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