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Tunneling Field-Effect Transistors  
for Ultra-Low-Power Application

Byung-Gook Park

© Springer Science+Business Media Dordrecht 2016 
C.-M. Kyung (ed.), Nano Devices and Circuit Techniques for Low-Energy 
Applications and Energy Harvesting, KAIST Research Series,  
DOI 10.1007/978-94-017-9990-4_1

Abstract One of the major roadblocks to further scaling of complementary metal-
oxide semiconductor (CMOS) devices is power consumption. Reduction of power 
consumption requires low operation voltage, which requires low threshold voltage. 
In order to decrease the threshold voltage without excessive increase of OFF cur-
rent, reduction of the subthreshold swing is essential. To reduce the subthreshold 
swing, various carrier injection mechanisms other than thermal carrier injection 
have been proposed. Currently, interband tunneling is the most promising mech-
anism and the device that utilizes such a mechanism is a tunneling field-effect 
transistor (TFET). After the introduction to the fundamentals of TFETs, various 
approaches to increase the drain current of Si TFETs by device structure engineer-
ing are described. The last section focuses on bandgap engineering to enhance the 
drain current of TFETs.

Keywords Tunneling field-effect transistor (TFET) · Ultra-low power · Subthreshold  
swing · Nanowire · Doping engineering · Tunneling area · Bandgap engineering

1  Introduction

Complementary metal-oxide semiconductor (CMOS) device scaling has been 
going on for more than 50 years. The average design rule has shrunk to 70 % of 
the previous generation. Such a rate of shrinkage brings roughly an order of mag-
nitude reduction every 20 years. Starting with a few tens of μm design rules in the 
1960s, devices with a physical gate length of less than 20 nm are in production 
now. In a little more than 50 years, some devices have been shrunk down by more 
than three orders of magnitude in size.

B.-G. Park (*) 
Seoul National University, Seoul, Korea
e-mail: bgpark@snu.ac.kr



4 B.-G. Park

In the early 1990s, the first semiconductor technology roadmap (National 
Technology Roadmap for Semiconductors, Semiconductor Industry Association, 
1992) was developed in the United States of America to guide the semiconductor 
industry and set up milestones for technology development. In 1999, the roadmap 
was internationalized with a new name, the International Technology Roadmap for 
Semiconductors (ITRS). According to the recent ITRS (2013 version) [1], we may 
be able to see logic chips made of CMOS devices with a 5 nm feature size in 2028 
(Fig. 1).

One of the major roadblocks to further scaling of CMOS devices is power con-
sumption, since the power density of a semiconductor chip increases with scaling 
and there is a definite limit of heat dissipation in the conventional cooling system. 
The increase in power density originates from the fact that the power consump-
tion of a single device does not scale in proportion to the device area. In the car-
rier velocity saturation limit, the current of a device scales with the channel width, 
while the voltage applied to the device is difficult to scale with the channel length. 
Thus, the power consumption given by the product of the current and the voltage 
does not scale with the area.

Reduction of power consumption requires low operation voltage, which, in 
turn, requires low threshold voltage. Reduction of threshold voltage, however, is 
accompanied by an exponential increase in the OFF current. In order to decrease 
the threshold voltage while maintaining the OFF current low, reduction of the sub-
threshold swing, which is defined as the voltage change required for an order of 
magnitude change in current, is essential.

To reduce the subthreshold swing below 60 mV/decade at room temperature, 
various carrier injection mechanisms other than thermal carrier injection have been 
proposed [2–11]. Interband tunneling can be used for injection of carriers and 

Fig. 1  Average design 
rule as a function of year. 
The predictions of the SIA 
roadmap and the ITRS are 
also plotted
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the device that utilizes such a mechanism is a tunneling field-effect transistor 
(TFET) [12–16]. To take advantage of the infrastructure of the currently dominant 
CMOS technology, silicon (Si) is a preferred material for TFETs. Si TFETs, how-
ever, suffer from low ON current due to the relatively large bandgap of Si.

In this chapter, we survey various approaches to improve the performance of 
TFETs. In Sect. 2, we calculate the power consumption in a CMOS inverter and 
establish the importance of subthreshold swing in low power operation. Section 3 
deals with the fundamentals of TFET. In Sect. 4, various approaches to increase 
the drain current of Si TFETs by device structure engineering are described. On 
the other hand, Sect. 5 focuses on the bandgap engineering to enhance the drain 
current of TFETs.

2  Low Power Operation and Subthreshold Swing

2.1  Switching and Leakage Power Consumption

Let us consider the power consumption in a CMOS inverter composed of an 
n-channel MOSFET and a p-channel MOSFET (Fig. 2). Assuming that the 
input of the CMOS inverter is a pulse train (usually called a clock) with a fre-
quency f, we first evaluate the energy consumed during one complete clock cycle. 
Multiplying it by the clock frequency, we can obtain the power consumption for 
the switching operation. Let us first consider a high–low transition (discharging 
process) at the output node. During this transition, the capacitance, C, that rep-
resents the total parasitic capacitance connected to the output node, will be dis-
charged from VDD to 0. The instantaneous power, p, that the n-channel MOSFET 
consumes is

The energy lost during this high-low transition can be obtained by integrating p 
with respect to time for the complete transition.

(1)p = vOiD = −vOC
dvO

dt
.

Fig. 2  CMOS inverter 
circuit for the calculation of 
power consumption. vI is the 
input voltage, vO is the output 
voltage, VDD is the power 
supply voltage, and iD is the 
drain current of a MOSFET 0

VDD

+VDD

iD
C

V=VDD

vI vO
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The instantaneous power that the p-channel MOSFET consumes during the low–
high transition (charging process) is given as

The energy loss during the low–high transition is

One clock cycle includes both the high–low and low–high transition, so that we 
need to add up Eqs. (2) and (4) in order to obtain the total energy loss per clock. 
Now, if we multiply it by the clock frequency, f, we obtain the switching power 
consumption.

In this equation, we can see that the power supply voltage (VDD) plays an impor-
tant role in power consumption. For low power operation, VDD reduction is essen-
tial. But if we want to reduce VDD, the threshold voltage of MOSFETs should also 
be reduced. Otherwise, the performance of the circuit will be degraded signifi-
cantly. The reduced threshold voltage, however, brings in the exponential increase 
in the OFF current as shown in Fig. 3. The large OFF current is directly related to 
the high leakage power consumption, since the leakage power is given as the prod-
uct of the supply voltage and the OFF current, IOFF.

(2)WHL =
1

2
CV2

DD

(3)p = (VDD − vO)iD = (VDD − vO)C
dvO

dt
.

(4)WLH =
1

2
CV2

DD.

(5)Pswitching = fCV2
DD

Fig. 3  Threshold voltage reduction and exponential increase in the OFF current (IOFF) in MOS-
FETs. Such a drastic increase in the OFF current is originated from the exponential dependence 
of the subthreshold characteristic on the gate bias voltage (VG). Since the subthreshold swing 
is finite and similar in most MOSFETs, IOFF increases exponentially as the threshold voltage 
decreases
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This leakage power is consumed not only during the period of switching but also 
during the standby time. For applications where the equipment stays mostly in the 
standby mode, large leakage power consumption can be fatal.

2.2  Subthreshold Swing and Its Limit in MOSFETs

Figure 3 shows the tight linkage between the threshold voltage and the OFF cur-
rent in field-effect transistors (FETs). Since log ID is linearly dependent on the 
gate bias voltage below the threshold voltage (that is, in the subthreshold region), 
the OFF current increases exponentially as the threshold voltage decreases line-
arly. Thus, reduction in the threshold voltage entails a drastic increase in the OFF 
current.

In order to deal with this phenomenon quantitatively, the concept of subthresh-
old swing (SS) is convenient and useful. The subthreshold swing is defined as the 
inverse of the slope of the log ID versus VG curve in the subthreshold region. The 
meaning of the subthreshold swing is the amount of gate voltage required for one-
decade change of the drain current. At room temperature, the typical value of sub-
threshold swing is 70–90 mV/decade in MOSFETs and 60 mV/decade in bipolar 
transistors. For the ON/OFF current ratio (ION/IOFF) of 105, the threshold voltage 
of a MOSFET should be at least 0.35 V. This is the reason why it is difficult to 
reduce the power supply voltage of MOSFETs below 1 V.

In order to reduce the switching power of CMOS circuits, the subthreshold 
swing of MOSFETs should be reduced. Unfortunately, there has been a strict limit 
in reducing the subthreshold swing of conventional FETs. The lowest value of the 
subthreshold swing that a conventional FET can achieve at room temperature is 
60 mV/decade.

Let us consider the origin of the 60 mV/decade subthreshold swing limit in 
conventional FETs. The origin resides in the thermal carrier injection mecha-
nism from the source to the channel as shown in Fig. 4. The gate bias controls 
the energy barrier height between the source and the channel, and carriers in the 
source have energy distributed by the Boltzmann law. Since the carriers can be 
injected into the channel only when they have a kinetic energy higher than the bar-
rier height, the current injected into the channel is proportional to the Boltzmann 
factor, e−q(V0−V)/kBT, where q is the electron charge, V0 is the built-in potential, kB 
is the Boltzmann constant, and T is temperature. The current through a p–n junc-
tion is

where I0 is a constant called the reverse saturation current.

(6)Pleakage = VDDIOFF

(7)I = I0e
−q(V0−V)/kBT ,
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If we take the logarithm of Eq. (7),

By differentiating Eq. (8) and taking its inverse, we obtain

At room temperature (300 K), this value is about 60 mV/decade. Due to volt-
age drop in the gate oxide, only a portion of the gate voltage can be used to lower 
the barrier between the source and the channel. Considering the voltage division 
between the channel and the gate oxide in a field-effect transistor, we obtain

where Cch is the channel capacitance per unit area and Cox is the oxide capacitance 
per unit area. Thus, the subthreshold swing of conventional FETs must be larger 
than 60 mV/decade at room temperature. The only way of reducing the subthresh-
old swing below 60 mV/decade in conventional FETs is to reduce the temperature, 
but the power required for cooling exceeds the power saving from the lower sup-
ply voltage.

To overcome the 60 mV/decade limit in the subthreshold swing, a few mecha-
nisms that do not depend on thermal carrier injection have been proposed. One 
of such mechanisms is injection by impact ionization, which was proposed by 
Gopalakrishnan [2]. Impact-ionization MOS (IMOS) devices based on this 
mechanism use modulation of avalanche breakdown voltage of a gated p-i-n diode 
[3–6]. Another mechanism is injection by interband tunneling [12–16] and the 
device that utilizes such a mechanism is called a TFET. The third mechanism is 
injection by mechanical contact [7–11], which is implemented by a mechanical 
switch. In this chapter, we will discuss TFETs only, since they appear to be the 
most promising and CMOS-compatible devices.

(8)log I = log I0 −
q(V0 − V)

kBT
log e.

(9)
dV

d(log I)
=

kBT

q log e
.

(10)SS =
dVG

d(log ID)
=

kBT

q log e

(

1+
Cch

Cox

)

.

q(V0 V)

Fig. 4  Origin of the 60 mV/decade subthreshold swing limit in a p–n junction. The bias voltage 
across the junction controls the energy barrier height, and carriers in the injection source have 
energy distributed by the Boltzmann law, resulting in exponential dependence of the current on 
the bias voltage and inverse temperature
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3  Fundamentals of Tunneling Field-Effect Transistor

3.1  Interband Tunneling Mechanism

Figure 5 shows the comparison between two carrier injection mechanisms:  
(a) thermal carrier injection and (b) tunneling injection. In thermal carrier injec-
tion, only the carriers with kinetic energy higher than the barrier height can be 
injected into the channel. Since the number of injected carriers is proportional to 
the Boltzmann factor, e−q(V0−V)/kBT, the minimum subthreshold swing is 60 mV/
decade at room temperature. Tunneling carrier injection in a reverse-biased p+-n+ 
junction, however, utilizes quite different carrier distribution in the source region. 
The energy gap in the p+ region eliminates a large portion of the Femi–Dirac 
tail distribution of electrons and the number of electrons in the conduction band 
is almost completely negligible. Thus, we may consider only the tunneling of 
valence band electrons and such tunneling results in majority carrier injection into 
the n+ region. Most of the tunneling electrons see the same triangular energy bar-
rier whose height and width are fixed at a given bias voltage. The valence band 
electrons with energy higher than the conduction band edge of the channel can 
tunnel into the channel.

In order to calculate the tunneling probability in interband tunneling, we usu-
ally assume that the electric field, E, in the depletion region of p+-n+ junction 
with the bandgap, Eg, is constant, as shown in Fig. 6. Using Wentzel–Kramers–
Brillouin (WKB) approximation, the wave function, ψ(x) can be calculated as 
follows.

where ħ is the reduced Planck constant, me is the effective electron mass, x is the 
position, U(x) is the potential energy, and E is the total energy of the tunneling 
electron. Since U(x) = Eg−qEx, we obtain

(11)ψ(x) ∼= ψ(0)exp

{

−
1

�

ˆ x

0

√

2m∗[U(x)− E]dx
}

,

(12)ψ(x) ∼= ψ(0)exp

{

−
1

�

ˆ x

0

√

2m∗[Eg − qEx]dx
}

.

Fig. 5  Comparison of carrier 
injection mechanism: a 
thermal carrier injection and 
b tunneling carrier injection

(a) (b)
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Tunneling probability can be calculated as

In this equation, we can see that the tunneling probability is exponentially 
dependent on the bandgap and electric field. Especially the dependency on the 
bandgap is stronger, since the energy gap determines both the height and width 
of tunneling barrier. This property makes the bandgap engineering an effective 
method to control the current density and subthreshold swing.

In Fig. 6, we notice that the tunneling probability should be the same for all 
electrons independent of their energy, since the tunneling barrier is identical for all 
electrons. The interband tunneling current density, JIB, can be obtained by multi-
plying the tunneling probability with a factor determined by the density of states 
and distribution function. The following current–voltage relationship is obtained 
by such a method [17] and includes the tunneling probability in Eq. (13) as an 
exponential factor.

where

Since the valence band electrons do not follow the Boltzmann distribution and the 
injection mechanism is tunneling through a barrier whose width is changing as 
a function of the bias voltage, interband tunneling is a nonthermal process. The 
exponential factor does not have a dependence on temperature, confirming that 
the process is nonthermal. Furthermore, the overall equation does not show any 
explicit dependence on temperature.

(13)T =

∣

∣

∣

∣

∣

ψ
(

Eg/E
)

ψ(0)

∣

∣

∣

∣

∣

2

∼= exp

[

−
4
√
2m∗E

3/2
g

3qE�

]

.

(14)JIB =
√
2m∗q3EV

4π3�2E
1/2
g

exp

(

−
4
√
2m∗E

3/2
g

3qE�

)

,

(15)E =

√

2qNch(V + V0)

εsi
.

Fig. 6  Approximate band 
structure for tunneling 
probability calculation in 
interband tunneling. Eg is the 
bandgap and E is the electric 
field

Eg

E
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3.2  Tunneling Field-Effect Transistor

If we substitute the n+-source with a p+-source in an n-channel MOSFET as in 
Fig. 7, we obtain a tunneling field-effect transistor (TFET). Usually, TFETs are 
made as an ultrathin body (UTB) structure (Fig. 7a) or a double-gate (DG) struc-
ture (Fig. 7b), in order to isolate the channel from the substrate electrically. In 
these devices, carrier injection from the source occurs through an induced tunnel 
junction between the source and the channel. Unlike normal MOSFETs, TFETs 
have an asymmetric structure.

Figure 8 shows the band diagrams of a TFET for its OFF and ON states. When 
the gate bias voltage is below the threshold voltage, electron tunneling from the 
valence band of the source to the conduction band of the channel is blocked. 
Holes can be injected into the channel because of the lowered barrier, but they are 
blocked at the large potential barrier formed at the reverse-biased channel-drain 

Fig. 7  Tunneling field-effect transistors (TFETs): a ultrathin body (UTB) TFET and b double-
gate (DG) TFET. In both cases, a p+-source is used instead of the n+-source in order to form an 
induced tunnel junction between the source and the channel

(a) 

(b) 
VD

VG

p+ n+

VG

VD
VG

p+ n+

(a) (b)

Source Channel Drain Source Channel Drain

Fig. 8  Band diagram of a TFET. a OFF state: Electron tunneling from the valence band of the 
source to the conduction band of the channel is blocked. b ON state: Electrons tunnel from the 
valence band of the source to the conduction band of the channel
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junction. If the gate bias voltage is above the threshold voltage, electrons tunnel 
from the valence band of the source to the conduction band of the channel. Once 
injected into the channel, the electrons can be transported as in a conventional 
MOSFET.

The advantage of a TFET lies in its carrier injection mechanism. Since tun-
neling rate is independent of temperature and the carrier injection mechanism is 
nonthermal, the subthreshold swing can be smaller than the thermal injection limit 
(60 mV/decade at room temperature). Figure 9 shows such an example in a fabri-
cated TFET [16]. The TFET is fabricated on a silicon-on-insulator (SOI) structure, 
and both the gate oxide and the body are very thin (UTB structure). Such a struc-
ture enhances the gate control over the channel, so that the intensity of the electric 
field in the tunneling region is maintained high. In addition, the buried oxide in 
the SOI structure provides a blockage to the possible leakage path from the source 
to the substrate. Such a blockage is automatically provided in most of the three-
dimensional device structures with a floating channel.

3.3  Point Subthreshold Swing

In a MOSFET, the subthreshold characteristic can be approximated by a simple 
exponential function over the entire range of the subthreshold region (Fig. 10a), 
since the subthreshold current is determined mainly by the thermal injection from 
the source to the channel. Accordingly, the subthreshold swing in a MOSFET 
is almost constant throughout the subthreshold region, as shown in Fig. 10c. 
Although we have defined the subthreshold swing on the basis of differentiation 
operation at the specific gate bias voltage (Eq. (10)), the point-by-point evaluation 
of subthreshold swing is not necessary. In fact, it is a general practice to extract the 
subthreshold swing from two points that are separated by at least 4–5 decades of 
current level in the subthreshold characteristic (Fig. 10a).

Fig. 9  Subthreshold 
characteristics of a TFET. 
This device shows a 
subthreshold swing value less 
than 60 mV/decade at room 
temperature. Reproduced 
with permission from Ref. 
[16] © 2007 IEEE
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TFET subthreshold swing, on the contrary, varies significantly as the gate bias 
voltage changes. In the case of TFETs, we need to use point subthreshold swing 
based on the differentiation operation.

If we assume that the interband tunneling at the source–channel junction deter-
mines the drain current, log ID can be written as

Noticing that the first term is varying more rapidly than the second term as a func-
tion of the electric field, we can estimate that the subthreshold swing would be 

(16)SS =
dVG

d(log ID)
�= const.

(17)log(ID) = −
4
√
2m∗E

3/2
g

3qE�
log e+ log

√
2m∗q3EVAt

4π3�2E
1/2
g

.

(a) (b)

(c) (d) SS

VG

SS

VG

log ID

log IT

VG

log IOFF

log ID

log IT

VG

log IOFF

Fig. 10  Subthreshold characteristics of a MOSFET and b TFET. In MOSFETs, the log ID versus  
VG curve is almost a straight line, while, in TFETs, it is a curve with continuously decreasing 
slopes. Subthreshold swings of c MOSFET and d TFET are also plotted
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proportional to (VG + V ′
0)

3/2. Figure 10b, d show the subthreshold characteristic 
and swing of TFET as a function of the gate bias voltage. At low gate bias voltage, 
the subthreshold swing of TFET is lower than that of MOSFET. The TFET sub-
threshold swing, however, increases rapidly and exceeds that of MOSFET below 
the threshold voltage. As expected, the point subthreshold swing is an essential 
and important concept in TFETs.

3.4  Ambipolar Characteristics

One problem associated with TFETs is their ambipolar characteristic. The ambi-
polar behavior is originated from tunneling at the drain junction and is basically 
the same phenomenon as the gate-induced drain leakage (GIDL) in MOSFETs. 
Figure 11a, b show the band diagrams of an n-channel TFET in its ON and OFF 
states, respectively. Under the condition of high gate voltage, the normal ON 
 current flows due to the large tunneling current at the source junction. Under the 
condition of low (or negative) gate bias voltage, the bandgap in the drain edge of 
the channel may also form a relatively thin tunnel barrier, so that tunneling at the 
drain junction would not be negligible. Once this tunneling occurs, holes are gen-
erated near the drain junction and the hole current in the channel and source main-
tains the current continuity. This current will increase exponentially, as the gate 
bias voltage decreases (or becomes more negative).

Figure 12 shows the typical ambipolar characteristic of a TFET. If the doping 
profile of the drain is similar to that of the source, the OFF characteristic should 
be roughly the mirror image of the ON characteristic. In real TFETs, however, the 
OFF current is much smaller than the ON current, since the doping profile of the 
drain is usually gradual, while that of the source is maintained quite steep. Lightly 
doped drain (LDD) or underlapped drain structure can suppress the ambipolar 
behavior further.

(a) (b)

Source Channel Drain Source Channel Drain

Fig. 11  Band diagrams of a TFET: a under high gate bias voltage (ON state), and b under low 
gate bias voltage (OFF state)
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4  Structure Engineering for Tunneling Field-Effect 
Transistors

4.1  Silicon Tunneling Field-Effect Transistors  
and Related Issues

One major issue with silicon (Si) TFETs is the relatively low current density com-
pared with that of MOSFETs. As can be seen in Fig. 9, the typical current den-
sity of a TFET is more than an order of magnitude smaller than that of a typical 
MOSFET. The reason behind such a low current density is the relatively large 
bandgap of silicon. The bandgap of silicon is about 1.1 eV and this value is signifi-
cantly larger than that of germanium (0.67 eV). This is the reason why germanium 
has been used for tunnel diodes, instead of silicon.

One of the methods to increase the current density of Si TFETs is to enhance 
the electric field, so that we can compensate the effect of large bandgap. In 
Eq. (11), it is clear that the ratio of E3/2

g  and the electric field determines the expo-
nential factor and we can increase this factor by increasing the electric field. In 
order to increase the electric field at the source–channel junction, the gate should 
maintain a tighter control over the channel. Cylindrical nanowires are the best 
structure in enhancing the gate control over the channel, since the gate surrounds 
the channel and the electric field is concentrated around and inside the channel. 
Another method of enhancing the electric field is to insert a thin counter-doping 
layer between the source and the channel in a TFET. The layer can enhance the 
electric field by space-charge effect.

In addition to the stronger electric field, a larger injection area can also increase 
the tunneling current. Since the inversion layer is confined to the surface of the 
channel in a planar TFET, the effective injection area is usually very small. If we 
can increase the effective injection area by structure engineering, the tunneling 
current can be enhanced significantly because the tunneling current is proportional 
to the effective injection area.

Fig. 12  Ambipolar behavior 
of a TFET. If the doping 
profile of the drain is similar 
to that of the source, the 
OFF characteristic (red 
line) should be roughly the 
mirror image of the ON 
characteristic (blue line)
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The ultimate remedy for the consequence of relatively large bandgap is the use 
of smaller bandgap. This solution, however, requires a smaller bandgap material 
such as germanium. Since material change is quite a different topic, a separate sec-
tion (Sect. 5) will be devoted for that purpose. In this section, we will focus on the 
structure engineering of Si TFETs.

4.2  Cylindrical Nanowire Channel

Figure 13 shows the schematic diagram of a cylindrical nanowire TFET and its cross 
section at the channel region. The cross-sectional shape of the channel is chosen to be 
circular, not rectangular, because the channel with a rectangular cross-section suffers 
from corner effect. In rectangular channels, the field will be concentrated near the 
corners only, while, in circular channels, the field will be concentrated evenly around 
the circle. Thus, circular channels do not suffer from the corner effect.

The cross section of a circular channel is shown in Fig. 13b. The gate oxide 
thickness is tox, and the radius of the channel is Rch. The capacitance per unit area 
of the channel surface is given as

In this equation, the equivalent oxide thickness is R ln
(

1+ tox
R

)

. Let us divide it 
by tox to normalize it and define x = R/tox. We can easily show that the normal-
ized equivalent oxide thickness is smaller than 1 for all x > 0. Thus, the equiva-
lent oxide thickness is always smaller than tox. Such a smaller equivalent oxide 
thickness reflects the effects of enhanced field in the circular channel and results 
in increased capacitance. Using a high dielectric constant material, we can further 
decrease the equivalent oxide thickness and increase the gate capacitance.

The increased capacitance tightens the gate control over the channel, and the 
tighter gate control enhances the electric field at the junction between the source 
and the channel. In addition to the increased gate capacitance, the cylindrical 
channel structure further enhances the electric field at the junction between the 
source and the channel because of the three-dimensional field enhancement effect 

(16)Cox =
εox

R ln
(

1+ tox
R

) .

Fig. 13  Nanowire tunneling 
field-effect transistor: a 
schematic diagram and b 
cross section at the channel 
region. The gate oxide 
thickness is tox, and the radius 
of the channel is Rch

(a) (b)
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within the channel. Figure 14 shows the comparison of a double-gate structure and 
a cylindrical channel structure in terms of electric field in the channel. To elimi-
nate the effect of the smaller equivalent oxide thickness in the cylindrical channel 
device, a thicker oxide with the same equivalent oxide thickness is used. As can 
be seen in this figure, the high field region in the cylindrical channel is extended 
toward the center (y = 0), further than that in the double-gate structure.

Although the difference in the electric field of double-gate and cylindrical 
channel structures is not dramatic, the carrier generation rate by tunneling can be 
very different due to its exponential dependence on the electric field. The com-
parison of carrier generation rate by tunneling in these two structures is shown in 
Fig. 15. As expected, the region of high carrier generation rate is confined to the 
small area near the oxide–silicon interface in the case of the double-gate TFET. 
The region of high carrier generation rate in the cylindrical channel TFET is much 

Fig. 14  Comparison of electric field in the channel: a double-gate structure and b cylindrical 
channel structure. To eliminate the effect of the smaller equivalent oxide thickness in the cylin-
drical channel device, a thicker oxide with the same equivalent oxide thickness (1 nm) is used. 
In addition, the channel diameter (10 nm) of the cylindrical channel structure is the same as the 
channel thickness of the double-gate structure

Fig. 15  Comparison of carrier generation rate (GIB) by tunneling in the channel: a double-gate 
structure and b cylindrical channel structure. All the dimensions of the devices are maintained 
the same as those in Fig. 14
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larger and extended toward the center (y = 0) of the cylinder. These results clearly 
demonstrate that not only the thinner effective thickness of oxide but also the 
three-dimensional effect within the channel enhances the field in the cylindrical 
channel. Thus, the cylindrical channel is almost ideal structure for TFETs.

Experimentally, both vertical and horizontal channel nanowire TFETs have 
been implemented. Vertical channel TFETs are relatively easy to fabricate. Vertical 
nanowires with a cylindrical shape can be grown with a metal nanoparticle as a 
catalyst [18], or etched (and oxidized) using a patterned mask [19–21]. The verti-
cal nanowires can be turned into nanowire TFETs by forming the drain, gate elec-
trode, and source.

Figure 16 shows the schematic cross section of a vertical nanowire TFET struc-
ture. The gate is formed around the nanowire, and the drain, the channel, and the 
source are formed in sequence vertically. In order to implement a steep doping 
profile at the source junction, dopant segregated silicidation process that causes 
dopants to pile up at the silicide edge is used.

Horizontal channel formation is usually more difficult than vertical chan-
nel formation. To form a horizontal channel, a nanowire should be patterned 
by lithography and etch [22]. For the isolation of channel from the substrate, a 
silicon-on-insulator (SOI) or silicon-on-nothing (SON) structure is often used. 
Figure 17 shows a typical shape of a horizontal channel nanowire TFET. The 
main advantage of horizontal channel devices over vertical channel devices is the 

Fig. 16  Schematic cross 
section of a vertical nanowire 
TFET structure

p+

n+

Source

Silicide

GateGate 

Drain

Fig. 17  Schematic diagram 
of a horizontal nanowire 
TFET structure n+p+ Gate

Source Drain
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ease of gate and contact formation. As can be seen in Fig. 17, the arrangement of 
source, channel, and drain in the horizontal nanowire device is the same as that of 
a planar device, facilitating the gate and contact formation.

As a variation of cylindrical nanowire TFETs, hemicylindrical nanowire 
TFETs have been proposed (Fig. 18) [23]. The reason for adopting a hemicylin-
drical channel instead of a cylindrical channel is that the hemicylindrical channel 
is easier to fabricate with planar MOSFETs, while the field concentration effect 
of cylindrical channel is preserved. Since we can consider the hemicylindrical 
channel as the cylindrical channel cut into half, symmetry ensures that the field 
pattern of the latter would be maintained in the former. Integration of TFETs and 
MOSFETs on the same substrate is important since there are some functions of 
MOSFETs that TFETs cannot implement easily.

If we form another gate (back gate) under the channel of each device, we can 
control the threshold voltage of the hemicylindrical nanowire TFET. The threshold 
voltage control of individual devices can be a very useful feature in a few per-
spectives: (1) accurate adjustment of threshold voltage is possible in the case it is 
required, (2) multiple threshold voltage circuit can be easily implemented, and (3) 
variable threshold voltage devices can be employed in low power circuits.

4.3  Doping Engineering

Another method of enhancing the electric field is to insert a thin n-(p-) layer 
between the p+-(n+-) source and the channel in an n-(p-) channel TFET. Such a 
structure is depicted in Fig. 19. Figure 19a shows source, channel, and drain dop-
ing for an n-channel conventional TFET. If we incorporate a thin n-doped layer 
between p+- and i- region, we obtain a channel with an n-doped layer near the 
source (Fig. 19b). This n-doped layer enhances the electric field by the space-
charge effect in the depletion region.

Gate 

Channel 

Oxide 

Source 

Drain 
Gate 

(a) (b)

Fig. 18  Hemicylindrical nanowire TFET: a schematic diagram and b cross section of the chan-
nel and the gate. This is the close-up of the dotted area in (a)
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We can understand such a field enhancement effect by considering a simplified 
model. To illustrate the basic principle of field enhancement, we just consider the 
one-dimensional effect in this model. We further assume that the source/drain dop-
ing is high enough to be treated as infinite concentration. In addition, the n-doped 
layer is assumed to be completely depleted. The same bias voltage is applied to 
both structures. Such a model is depicted in Fig. 20. If we consider the charge den-
sities in the whole structure, they should appear as shown in Fig. 20a, b. Due to the 
infinite doping concentration, there should be delta function charge densities at the 
source/drain edge of the channel. In the n-channel TFET without an n-doped layer, 
there should be no charge density. In the n-channel TFET with an n-doped layer, 
there should be nonzero charge density in the n-doped layer. The electric fields for 
the n-channel TFETs without and with the n-doped layer are shown in Figs. 20c, d.  

n+p+ n in+p+ i

(a) (b)

Fig. 19  Insertion of n-doped layer between the p+-source and the channel in an n-channel 
TFET: a without an n-doped layer and b with an n-doped layer. The purpose of the n-doped layer 
is to enhance the electric field at the junction between the source and the channel

(a) (b)

(c) (d)

Fig. 20  Space charge and electric fields in the n-channel TFET structure shown in Fig. 19:  
a charge density in the device without n-doped layer, b charge density in the device with n-doped 
layer, c electric field the device without n-doped layer, and d electric field in the device with 
n-doped layer
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Since the integration of electric field gives the potential difference across the chan-
nel, the area marked by slanting lines in the electric field plots should be the same. 
This condition gives us the following relationship between the applied reverse 
bias, VR, and the maximum electric field, Emax.

From this equation, we can obtain the maximum electric field as follows.

Since xn < xch and the electric field in the structure without the n-doped layer is 
VR+Vbi
xch

, the maximum electric field with the n-doped layer is higher than that with-
out the n-doped layer.

In order to confirm the effect of the n-doped layer on the drain current in a 
cylindrical channel TFET, device simulation has been carried out and the results 
are shown in Fig. 21. In this device, the channel diameter (dch) is 10 nm, the oxide 
thickness is 1.1 nm, and the channel length is 22 nm. The doping concentration 
of the n-doped layer (ND) is 3 × 1019 cm−3, and its thickness (xn) is 4 nm. The 
device with the n-doped layer shows a dramatic improvement in the drain current 
characteristics. The average subthreshold swing decreases significantly, and the 
ON current is improved at least by an order of magnitude. It is also confirmed that 
these characteristics are improved further as the channel diameter decreases.

Doping concentration of the source region is also an important parameter that 
should be optimized to improve the subthreshold characteristics of TFETs. If we 
consider only the electric field intensity, higher doping concentration is preferable 
to the lower one. When the subthreshold characteristics are considered, however, 
a careful analysis is required in terms of point subthreshold swing that can be a 
function of doping concentration in the source of a TFET. Equations 14 and 15 do 
not show any dependence of tunneling current on the source doping concentration, 

(17)VR + Vbi =
qNDxn

2εsi
+

(

Emax −
ρn

εsi

)

xch

(18)Emax =
VR + Vbi

xch
+

qND

εsi

(

1−
xn

2xch

)

Fig. 21  Effect of a thin 
n-doped layer on the drain 
current in a cylindrical 
channel TFET. The channel 
diameter (dch) is 10 nm, 
the oxide thickness is 
1.1 nm, and the channel 
length is 22 nm. The doping 
concentration of the n-doped 
layer (ND) is 3x1019 cm−3, 
and its thickness (xn) is 4 nm
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since the electron occupation probability (Fermi–Dirac distribution function) in 
the source is assumed to be one. In TFETs with a degenerately doped source, how-
ever, the Fermi energy level resides within the valence band and the electron occu-
pation probability can be much smaller than one, especially at the energy near the 
valence band edge.

Figure 22 shows the band diagram and the Fermi–Dirac distribution function at 
the source, when the Fermi energy is located at least a few kBT below the valence 
band edge. If the gate bias voltage is low, only the electrons with a energy near 
the valence band edge can tunnel through the barrier as shown in Fig. 22a. Since 
these electrons follow the Boltzmann distribution, the tunneling current can show 
a characteristic similar to that of thermal carrier injection. That is, the Boltzmann 
factor will appear in the current–voltage characteristics. Such modification can 
increase the subthreshold swing at low gate bias voltages and degrade the perfor-
mance of TFETs.

If the gate bias voltage is high, however, the influence of the Boltzmann fac-
tor will disappear and the assumption of full occupation of states becomes valid, 
even though the energy range where that assumption is valid is somewhat shrunk 
as shown in Fig. 22b. Without the Boltzmann factor, the original tunneling current 
equation (Eq. (14)) will be restored and the point subthreshold swing of typical 
TFET will also be recovered.

In summary, the source doping concentration should not be too high. If it is too 
high, it might increase the subthreshold swing at low gate bias voltages, degrading 
the performance of the TFET. If it is too low, the electric field can decrease and 
the ON current may degrade. The appropriate source doping concentration can be 
found by adjusting the doping level to the value at which the Fermi level is close 
to the valence band edge.

(a) (b)

Fig. 22  Band diagram and the Fermi–Dirac distribution function at the source: a with a low gate 
bias voltage, and b with a high gate bias voltage. The Fermi energy is located at least a few times 
the thermal energy (kBT) below the valence band edge
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4.4  Tunneling Area

In a planar TFET structure, the tunneling region is confined to a tiny area of the 
source–channel junction near the surface of the channel, as shown in Fig. 23. 
This is because tunneling is extremely sensitive to the electric field and high elec-
tric field is generated only in the region where the inversion layer and the source 
meet. Since the inversion layer is very thin, the high electric field region cannot be 
extended toward the body along the source junction, resulting in a small tunneling 
area. Such a characteristic is also important in MOSFETs, but TFETs usually suf-
fer more from it, since the current is almost completely determined by tunneling at 
the source–channel junction.

If we increase the tunneling area by structure engineering, the tunneling cur-
rent can be increased significantly. One of such approaches is to use the extended 
source structure shown in Fig. 24. In this structure, the source region is extended 
into the channel, while leaving a narrow undoped region between the channel sur-
face and the source region. The interband tunneling occurs mainly in the direction 
perpendicular to the channel and the tunneling area is increased drastically.

In addition to the increase in tunneling area, the change in the tunneling direc-
tion helps the enhancement of electric field. Since the tunneling occurs toward the 
gate, the direction of tunneling current coincides with that of gate electric field. 

Fig. 23  Tunneling region in a planar TFET. It is confined to a tiny spot of the source–channel 
junction near the surface of the channel. The tunneling region is marked in red

VD
VG

p+ n+

VD

p+ n+

VG

Fig. 24  Planar TFET structure with an extended source. The source region is extended into the 
channel, while leaving a narrow undoped region between the channel surface and the source 
region. The interband tunneling occurs mainly in the direction perpendicular to the channel and 
the tunneling area is increased drastically



24 B.-G. Park

This coincidence enhances the effectiveness of the gate bias voltage in induc-
ing high electric field at the tunneling area. In the case of conventional TFET 
(Fig. 23), the direction of tunneling current is perpendicular to the gate electric 
field. Because of this change in direction, the influence of the gate bias voltage 
should be indirect and weak in the conventional TFET.

One major drawback of the planar TFET with an extended source is its large 
footprint. That is, the active area increases significantly due to the extended source 
region. In order to solve the problem of large footprint, an L-shaped TFET struc-
ture (Fig. 25) is proposed [24]. It is named as L-shaped TFET, because its chan-
nel resembles the alphabet L. In L-shaped TFETs, the extended source region is 
rotated by 90°, so that the extended source and the narrow undoped channel “stand 
up” like the vertical line of the letter L. The direction of tunneling is now hori-
zontal, but still perpendicular to the vertical portion of the channel. Since the tun-
neling area is independent of the footprint in L-shaped TFETs, it can be increased 
as much as the fabrication capability tolerates.

In this structure, two additional features are introduced. One is the rounding of 
the lower right corner of the source region. If we leave a sharp edge at this corner, 
tunneling current will be crowded near it. Since this type of current crowding is 
not desirable, the corner is rounded to avoid it. Another feature is the lightly doped 
drain (LDD) located at the drain edge of the channel. The purpose of LDD is to 
suppress the ambipolar characteristic, which can increase the OFF current signifi-
cantly. Since the cause of the ambipolar characteristic is unwanted tunneling at 
the drain junction, LDD can effectively suppress the OFF current by reducing the 
electric field at the drain junction.

One key parameter that needs to be optimized in this structure is the width, Wt, 
of the narrow undoped channel (Fig. 25). Wt is roughly the width of the tunneling 
barrier between the source and the channel, so that the tunneling probability would 

Fig. 25  L-shaped TFET 
structure. The extended 
channel region is rotated 
by 90° and the direction of 
tunneling is horizontal. Wt 
is the width of the narrow 
undoped channel
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be strongly dependent on it. If we consider only the subthreshold swing, Wt should 
be as small as possible. If Wt is too small, however, the threshold voltage becomes 
too large, which is not desirable for low power operation. Thus, Wt ≈ 4 nm is 
found to be optimum. In order to form an ultrathin undoped layer on top of a heav-
ily doped region, low-temperature epitaxial growth is required.

Figure 26 shows two-dimensional (2D) contour plot of electron tunneling rates 
for a conventional planar TFET and an L-shaped TFET, when the device is fully 
turned on. In the planar TFET, the region with high tunneling rate is confined to a 
tiny spot. On the other hand, the L-shaped TFET shows that the region with high 
tunneling rate is extended along the source junction that faces the gate. It is nota-
ble that the high tunneling rate is maintained throughout the entire length of the 
narrow undoped channel.

Fig. 26  Two-dimensional (2D) contour plot of electron tunneling rates for a a conventional pla-
nar TFET, and b an L-shaped TFET
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5  Bandgap Engineering for Tunneling Field-Effect 
Transistors

5.1  Impact of Bandgap on Tunneling Probability

We can boost the current density in a silicon-based TFET by changing the chan-
nel material with a narrow bandgap material such as germanium. The advantage 
of using a narrow bandgap material can be easily seen by examining the interband 
tunneling current density given in Eq. (14). Since the dominant factor in this equa-
tion is the exponential function whose argument is proportional to the 3/2 power 
of the bandgap, the current density should be a sensitive function of the bandgap. 
Due to the negative sign in the argument of the exponential function, the current 
density should increase exponentially as the bandgap decreases. Thus, using a nar-
row bandgap material as the channel material is an efficient method of boosting 
the current density.

Figure 27 shows the impact of bandgap on tunneling probability. The tun-
neling probability is calculated as a function of electric field. To analyze only the 
effect of bandgap, we assume that the effective mass of electron, m*, is 0.25 m0,  
where m0 is the electron mass in vacuum. As expected, the tunneling probabil-
ity increases at least by an order of magnitude when the bandgap decreases by  
0.3–0.4 V. The difference in the tunneling probability increases rapidly as the 
 electric field decreases. For example, the differences become several orders of 
magnitude when the electric field is 1.5 MV/cm. From this observation, we can 
deduce that the average subthreshold swing will decrease significantly as the band-
gap decreases.

Fig. 27  Tunneling 
probability as a function 
of electric field for three 
bandgaps: (Eg = 0.67 eV, 
Eg = 1.11 eV, and 
Eg = 1.43 eV). The three 
bandgaps correspond to 
germanium (Ge), silicon (Si), 
and gallium arsenide (GaAs), 
respectively
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5.2  Ambipolar Characteristics in Devices with a Narrow 
Bandgap Channel

One problem associated with the narrow bandgap channel material is its worse 
ambipolar characteristic compared with that of the wide bandgap material. When 
the bandgap of the channel material is large, the tunneling probability is small at 
the low gate bias voltage (OFF state) as shown in Fig. 28a, since the width and the 
height of the tunnel barrier are still relatively large. The narrow bandgap mate-
rial, however, can cause trouble in the supposedly OFF current under the condi-
tion of low gate and high drain bias. As shown in Fig. 28b, the narrow bandgap 
in the drain edge of the channel can form a low and thin tunnel barrier, so that the 
tunneling current at the drain junction would be much higher than the case of the 
wide bandgap material.

Figure 29 compares the ambipolar characteristics of TFETs with a narrow and 
wide bandgap channel material. In the TFET with a wide bandgap channel, the 
OFF characteristic stays far away from the ON characteristic, since it takes quite a 
large negative shift in the gate bias voltage to create the tunneling condition at the 
drain junction (Fig. 28a). On the contrary, the TFET with a narrow bandgap chan-
nel requires only a small or no shift in the gate bias voltage for a similar tunneling 
condition (Fig. 28b). Thus, the ambipolar characteristic is quite strong in devices 
with a narrow bandgap channel and generates a huge current in the OFF charac-
teristic. If the OFF characteristic overlaps the ON characteristic as in Fig. 29, the 
most valuable portion of the ON characteristic, which scores the smallest sub-
threshold swing, is buried under the OFF characteristic. Then, the major advantage 
of the TFET, which is a very small OFF current, disappears.

Source Channel Drain Source Channel Drain

(a) (b)

Fig. 28  Band diagrams of n-channel TFETs: a with a wide bandgap channel material, and b with 
a narrow bandgap channel material. The gate bias voltage is low in both cases (OFF state)
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5.3  Bandgap Engineering

One method of suppressing the ambipolar behavior in devices with a narrow 
bandgap is to use a narrow bandgap material only at the source region, while 
maintaining a large bandgap material near the drain region. Figure 30 shows a 
bandgap-engineered TFET structure which is designed to have a large ON current 
while the ambipolar behavior is suppressed. Under the high gate and high drain 
bias voltage (Fig. 30a), the source junction is reverse-biased and the current den-
sity increases due to the narrow bandgap of the source material. Under the low 
gate and high drain bias voltage (Fig. 30b), the drain junction is reverse-biased, 
but not much current can flow due to the thick tunnel barrier formed by the wide 
bandgap material.

Incorporation of a narrow bandgap material into the source region is relatively 
easy in a vertical channel nanowire TFETs, since the lattice mismatch between 

Fig. 29  Ambipolar behavior 
of TFETs with a narrow 
and wide bandgap channel 
material
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Source Channel Drain Source Channel Drain

(a) (b)

Fig. 30  Bandgap-engineered n-channel TFET with a narrow bandgap channel material at the 
source region and a wide bandgap material at the channel and the drain region: a under high gate 
and high drain bias voltage, and b under low gate and high drain bias voltage
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two materials does not matter much in the vertical nanowire structure due to the 
small cross-sectional area. Nanowire TFETs with a germanium source have been 
one of the most sought-after structures up to now [25, 26]. Germanium (Ge) is a 
group IV material just like silicon (Si), so that the material compatibility with sili-
con is good except for the lattice mismatch. In a vertical nanowire structure grown 
with a metal nanoparticle as a catalyst, the formation of germanium source on top 
of silicon can be easily done by switching the source gas.

Simulated subthreshold characteristics for all-Si, all-Ge, and Ge-source Si- 
TFETs are shown in Fig. 31 [25]. The all-Si TFET shows about two orders of 
magnitude lower current than the all-Ge and Ge-source Si TFET. In the all-Ge 
TFET, however, ambipolar behavior is clearly observed. The Ge-source Si TFET 
exhibits the highest ON current for the same OFF current.

What is important in determining the current density is not only the bandgap 
but also the band offset of the heterojunction. In Fig. 30, the band offset occurs 
only in the valence band, and the conduction band has no offset at the heteroin-
terface. This type of band alignment is not favorable to the p-channel TFET. As 
shown in Fig. 32a, there would be an additional potential barrier caused by the 
band offset. The effect of the narrow bandgap in the source is compensated by the 
additional potential barrier. In order to utilize the advantage of the narrow bandgap 
in the source, the band offset should occur only in the conduction band as shown 
in Fig. 32b. Note that the band diagram in Fig. 32b is the mirror image of that in 
Fig. 30a. Thus by considering hole injection from the source to the channel, we 
can easily explain how the current density is increased and the ambipolar behavior 
is suppressed in this bandgap-engineered device.

To implement the band diagram in Fig. 32b, indium arsenide (InAs) is often 
used as a source material [26, 27]. InAs has a bandgap of 0.36 eV and an electron 

Fig. 31  Comparison between the homostructure and heterostructure TFETs by simulation. The 
dashed lines represent the ON current (10−3 A/μm) and OFF current (10−9 A/μm) of the ITRS 
2003 device specifications. The subthreshold characteristics are shifted horizontally such that the 
required OFF current is achieved at a gate bias voltage, Vgs = 0 V. Reproduced with permission 
from Ref. [25] © 2008 AIP
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affinity of 4.9 eV. Thus, InAs forms a staggered gap heterojunction with Si as 
shown in Fig. 33. The conduction band offset is 0.85 eV and the valence band off-
set is −0.11 eV. The staggered gap heterojunction can provide a very low and thin 
tunnel barrier near the heterojunction. Such a characteristic is very useful in boost-
ing current. In addition to the small bandgap of InAs, the favorable band offset in 
the InAs-Si heterojunction can enable a large ON current in the p-channel TFET.
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Abstract In contrast to conventional 2-D MOSFETs, FinFETs are able to be 
scaled down to 20 nm and beyond, and have superior performance. There are two 
types of FinFETs:SOI FinFETs and bulk FinFETs. Bulk FinFETs are built on 
bulk-Si wafers, which have less defect density and are cheaper than SOI wafers, 
while also having better heat transfer rate to the substrate compared to SOI 
FinFETs. In 2011, Intel announced the world’s first 3-D transistors in the mass 
production of a 22 nm microprocessor (code-named Ivy Bridge). The 3-D tran-
sistors adopted by Intel are actually bulk FinFETs. In this chapter, we provide 
the design guidelines for bulk FinFETs at the 14 nm node, and compare bulk and 
SOI FinFETs in terms of scalability, parasitic capacitance, and heat dissipation. 
Decrease of the drain current by parasitic resistance in the source (S) and drain 
(D) regions is also addressed. Drain current fluctuation by single charge trap is 
studied in terms of the trap depth, trap position, and percolation path. In the design 
of 14 nm bulk FinFETs, a punch-through stopper at a position just under the S/D 
junction depth is required to suppress unwanted cross-talk between S and D. The 
peak concentration of the stopper needs to be 2–3 × 1018 cm−3. The S/D junction 
depth should be equal or slightly smaller than the height of fin body, defined from 
the surface of the isolation oxide region to the top of the fin body. Considering the 
short channel effect and drain current drivability, the reasonable doping concentra-
tion of uniformly doped fin body is 2–3 × 1017 cm−3. To keep the drain-induced 
barrier below 100 mV/V when the length between the S and D junctions is the 
same as the gate length (14 nm), the width of the fin body should be ~9 nm. Under 
the same doping concentration and geometry, both 14 nm SOI and bulk FinFETs 
have nearly the same I–V characteristics, which mean nearly the same scalability. 
Since thin fin bodies protruding from the substrate are easily depleted, the junction 
capacitance of the S/D to fin body can be reduced to similar or even lower values 
than that of SOI FinFETs. To achieve a similar heat transfer rate to the substrate as 
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bulk FinFETs, the buried oxide in SOI FinFETs should be thinned down to 20 nm 
or beyond, which could cause unwanted increase in the parasitic capacitance. The 
contact area between the metal electrode and the S/D region should be as wide as 
possible to reduce the S/D parasitic resistance.

Keywords Bulk FinFET · Punch-through stopper · Body width · Body doping ·  
Channel length · Fin height · Contact resistance · Capacitance · Temperature

1  Introduction

The basic concept of the field effect transistor (FET) was patented by Lilienfeld 
[1] in 1930, but was not implemented at that time because of the unavailability 
of practical means. The first oxides grown in high pressure steam were used by 
Kahang and Atalla [2] to fabricate the first MOSFET structures in 1960. In 1963, 
Grove, Deal, and Snow developed the first commercially available process for 
the construction of MOSFETs with stable characteristics [3]. Since around 1960, 
MOSFETs with planar (or two-dimensional) channel structure have been applied 
to integrated circuits (ICs) for the cheap and efficient performance of functions 
such as digital and mixed signal processing, signal amplification, computing, 
and information storage. Thus, silicon MOSFETs have emerged since the 1980s 
as the predominant technology of the microelectronics industry. MOSFETs have 
been scaled down consistently over many generations of technology manufac-
turing, resulting in steady improvements in circuit performance (speed), integra-
tion density, and cost per function (or bit). The gate lengths of MOSFETs were 
reduced from the μm range to several tens of nm. Conventional nanoscale bulk-Si 
MOSFETs suffer from increase of the off-current (IOFF) as one of the short chan-
nel effects (SCEs). One method to suppress such short channel effects is to reduce 
the thickness of the gate oxide, but use of a thin gate oxide increases the gate 
leakage current. Nanoscale devices require low-resistance, ultra-shallow source/
drain junction depth, ultrathin equivalent gate oxide thickness using high-κ dielec-
trics, and low-resistance metal (or silicide) gate electrodes to meet the specifica-
tions of the ITRS [4]. Because of these requirements, it is well known that the 
scaling-down of bulk MOSFETs with planar channel structure beyond 20 nm is 
nearly impossible. One of the technology boosters for future technology genera-
tions is device structure. Advanced device structures include ultrathin body silicon 
on insulator (SOI) single-gate transistors [5, 6] and double/triple-gate (or multi-
ple gate) transistors [7–9], both of which have better device scalability than clas-
sic bulk-Si transistors [10]. Thus, better device architecture will be necessary to 
continue achieving the benefits obtained from device scaling in the past. Double-
gate (DG) MOSFETs that have top and bottom gates or left and right gates have 
long been recognized for their potential to better control the SCEs. Triple-gate 
(TG) MOSFETs display similar behaviors to the DG devices, but have three gate 
electrodes on the three surfaces of the rectangular-shaped body. Several different 
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structures for DG and TG MOSFETs have been proposed or demonstrated 
experimentally [11, 12]. For decades, various kinds of three-dimensional (3-D) 
transistors have been reported [7–48]. Among them, FinFETs have become the 
predominant technology because the fabrication process of the device structure is 
relatively easy and compatible to that of conventional planar channel MOSFETs. 
Intel announced the mass production of CPUs based on 22 nm 3-D transistors in 
2011 [44]. The 3-D transistor was called tri-gate or bulk FinFET. The bulk FinFET 
was developed at the 14 nm technology node, and is ready to be applied in mass 
production. Research on the development of FinFET is ongoing at 10 nm [40, 
46, 47] and even 7 nm [36, 38] technology node. However, no systematic design 
guideline on the design of channel and source/drain contact has been presented. 
Therefore, in this chapter, we focus on the analysis of intrinsic device performance 
and source/drain contact resistance of the bulk FinFET at the 14 nm node and pro-
vide a design guideline of the device.

2  SOI and Bulk FinFETs

First of all, the key properties of SOI and bulk FinFETs are explained briefly 
in this section. FinFETs [7, 8, 15–48] seem to be very promising for the future 
CMOS technology including logic and memory applications. As mentioned in the 
introduction, FinFETs basically have a double-gate structure which yields excel-
lent scaling-down characteristics and high performance. FinFETs have been in 
development for various applications, such as high speed digital integrated circuits 
(ICs) [17–21], analog ICs [22, 23], SRAMs [24–26], flash memories [27–31], and 
DRAMs [32–35].

FinFETs were known to most of us as those fabricated on SOI wafers in the 
late 1990s and early 2000s, which were basically SOI MOSFETs. When double-
gate transistors were first reported, they were mainly demonstrated on SOI sub-
strates to overcome the problems associated with short channel effect (SCE) [7, 
9, 11, 15–20]. The FinFETs built on SOI wafers are referred to as SOI FinFETs. 
These devices are known to have the advantages of easy fabrication and excellent 
scalability, because no shallow trench isolation (STI) process is required, and they 
have no leakage path near the junction depth of the source/drain regions. These 
SOI devices are normally applied to high speed circuits due to their low parasitic 
capacitances. In general, floating body SOI devices, including single- and double-
gate devices, may have floating body problems [49] depending on their doping, Si 
film thickness, and bias conditions. SOI wafers have higher wafer cost and higher 
defect density than bulk-Si wafers. Note that the heat generated in the channel of 
SOI FETs cannot be easily dissipated to the substrate due to the thick buried oxide 
with a very poor heat transfer rate. Switching from conventional planar MOSFETs 
to the SOI FinFET means not only active splitting [16] for narrow and depleted 
channels, but also changing from conventional four-terminal devices to three-
terminal (body floating) ones. Consequently, this narrows the circuit operation 
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windows because of the three-terminal characteristics. Therefore, it would be 
more appropriate to consider four-terminal FinFETs achieved by connecting the 
fin body directly to the Si substrate. These four-terminal FinFETs are built on 
bulk-Si wafers and called body-tied FinFETs, or preferably, bulk FinFETs [26]. 
When body-tied FinFETs were first reported, they were referred to as Omega (Ω)  
MOSFETs because the cross-section of the body resembles the Greek letter Ω. 
F.-L. Yang et al. called their MOSFET as omega FET when it was reported in 2002 
IEDM, because the gate structure looks like Ω [16]. To differentiate the body-tied 
FinFET from the SOI FinFET and the omega FET, we therefore called the body-
tied FinFET a bulk FinFET. A brief explanation of FinFET classification is pro-
vided in Fig. 1, which shows cross-sectional views of the SOI and bulk FinFETs 
with the cut fin body. The fin bodies of the SOI and bulk FinFETs are floated and 
tied to the substrate, respectively. “G” stands for gate electrode.

Bulk FinFETs are more familiar to IC design engineers compared to three-
terminal FETs, and the fabrication steps of the devices are compatible with those 
of the conventional planar (or 2-D) channel CMOS devices fabricated on bulk-Si 
wafers. A schematic 3-D view of the bulk FinFET is shown in Fig. 2. Here, Wfin 

Fig. 1  FinFET classification, 
and cross-sectional views of 
SOI (a) and bulk (b) FinFETs

Fig. 2  Three-dimensional 
schematic of bulk FinFET. 
Hfin and Wfin represent 
fin height and width, 
respectively. TFOX and xj 
stand for the field oxide 
thickness and the source/
drain junction depth, 
respectively
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and Hfin represent the fin body width and fin height, respectively. The fin height is 
defined as the height from the surface of the oxide isolation region to the top of the 
fin body. TFOX represents the thickness of the field oxide for device isolation. The 
source/drain junction depth is represented by xj. The heat generated in the channel 
can be transferred to the substrate through the fin body, which is connected to the 
substrate.

The design of bulk FinFETs eliminates the problems associated with SOI 
FinFETS, such as expensive wafer cost, high defect density, floating body effect, 
and poor heat dissipation. In addition, they keep nearly the same scalability as SOI 
FinFETs while having better heat dissipation characteristics [50]. The key proper-
ties of the bulk FinFET will be explained in detail in the chapter on device design 
at the 14 nm node, and later compared with those of SOI FinFETs.

3  Design of 14 nm Bulk FinFET

In this section, the key parameters are examined, including local doping to sup-
press punch-through, fin body doping, junction-to-junction length, and fin body 
width at the technology node of 14 nm. In the 22 nm technology node, the fin 
body shape looks trapezoidal (or tapered) [51, 52]. Such a body profile seems to 
easily form isolation oxide between the fins, though a rectangular (or vertical) 
profile gives better electrical performance [52]. However, at 14 nm and beyond, 
it becomes difficult to keep the same fin body profile in terms of device scalabil-
ity and control of the fin body profile. Although bulk FinFET with a tapered fin 
body at 14 nm has been reported [36], it is reasonable to utilize a vertical fin body 
profile in the channel region and then a trapezoidal body which increases in width 
approaching the substrate [38, 39]. In this chapter, we adopt a vertical body profile 
in the channel region and provide key properties and design guidelines. For sim-
plicity, the fin body protruding from the substrate has vertical side surfaces (rec-
tangular body shape).

Figure 3a shows a 3-D view of a 14 nm bulk FinFET wherein the source and 
drain regions for the metal contact pad have an epitaxial layer. The top view of the 
FinFET is shown in Fig. 3b. The gate length (Lg) and fin width (Wfin) are 14 and 
10 nm, respectively. The source and drain regions for metal the contact pad are 
40 × 40 nm2, and are located 15 nm away from the gate electrode. The size of the 
metal contact formed on the source and drain regions is 30 × 30 nm2, and ideal 
ohmic contact (interfacial contact resistivity, ρc = 0 Ω cm2) is assumed. The gate 
oxide thickness is 1 nm. The source and drains are uniformly doped at the concen-
tration of 5 × 1020 cm−3. In Fig. 3c, a cross-sectional view cut along the source 
or drain region across the channel length is shown. The fin height (Hfin) and field 
oxide thickness (TFOX) are 100 and 300 nm, respectively. The metal contact for the 
substrate is formed on the bottom of the 200 nm thick substrate.
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3.1  Effect of Local Doping (LD) Profile in the Fin Body

The local doping (LD) of bulk FinFETs is required to suppress unwanted bulk 
punch-through near the junction depth (xj) of the source and drain regions. In SOI 
FinFETs, this type of doping is not needed because the buried oxide (BOX) effec-
tively suppresses the punch-through. Figure 4a shows a cross-sectional view cut 
along the channel length of the bulk FinFET. Local doping is located near the bot-
tom of the source and drain regions, and is called a punch-through stopper (PTS) 

Fig. 3  Three-dimensional view of a 14 nm bulk FinFET for device simulation (a). Top view of 
the FinFET (b). Gate length (Lg) and Fin width (Wfin) are 14 and 10 nm, respectively. Source 
and drain regions for the metal contact pad are 40 × 40 nm2. Cross-sectional view cut along the 
source or drain across the channel length (c). Fin height (Hfin) and field oxide thickness (TFOX) 
are 100 and 300 nm, respectively. The gate oxide thickness is 1 nm. The source and drains are 
doped uniformly at the concentration of 5 × 1020 cm−3. The side surfaces of the fin body profile 
inside the field oxide are vertical for simplicity of simulation
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[21, 46]. The peak doping concentration and standard deviation of the local dop-
ing represent important parameters. Figure 4b shows an example of a local doping 
profile, wherein Nldp stands for the peak doping concentration of the PTS.

In this chapter, the standard deviation of the doping profile is in the range of 
~8 nm, because there is a processing method for vertical localization of the doping 
profile. A new PTS formation technique utilizing lateral doping by straggling ions 
from the isolation region (SiO2) was proposed [21]. In this technology, ions for the 
PTS are implanted into the isolation region at a tilt angle of 0°. The implanted ions 
are scattered in the isolation region, and some of the ions scattered laterally pene-
trate into the fin region, resulting in localized doping. In [21], ions were implanted 
into the isolation region formed on both sides of the vertical fin body and the top 
hard mask (Si3N4) formed on the fin body. Figure 5a shows a schematic cross-
sectional view explaining the implantation into the isolation oxide at a tilt angle 
of 0° and the fin body profile, which consists of two parts: the vertical fin body 
where the channel is formed and the tapered fin body wherein the body width is 
increased as it gets closer to the substrate. In Fig. 5b, the implantation angle is 
slightly tilted and a hard mask (a layer of nitride, Si3N4 in this case) is formed on 
both sides of the fin body protruding from the isolation oxide. Since the nitride 
layer is more resistant to the penetration of implanted ions than the SiO2 layer, the 
local doping region can be formed effectively using the method shown in Fig. 5b. 
If doping for the punch-through stopper is distributed vertically in the fin body 
where the channel is formed, the threshold voltage will be increased, causing clear 
degradation of the current drivability due to increased impurity scattering. In that 
case, there would be variation in the threshold voltage due to random doping fluc-
tuation. Thus, it is important that the doping profile be localized vertically to sup-
press the punch-through.
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Fig. 4  a Cross-sectional view of the bulk FinFET cut along the channel length. The local doping 
runs laterally near the bottom of the source and drain regions. b An example of the local doping 
profile for the punch-through stopper. The peak position was set to 0 nm. Nldp stands for peak 
doping concentration. Here, the fin body doping concentration was fixed at 1 × 1017 cm−3
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The peak doping concentration (Nldp) of the PTS is investigated in terms of the 
drain current characteristics. Figure 6 shows the ION and IOFF behavior with the 
Nldp in the 14 nm FinFET at a fixed fin height (Hfin) of 100 nm. The gate oxide 
thickness is 1 nm in the simulated structures. The position of the peak doping con-
centration is 110 nm, and the source (or drain) junction depth is 100 nm. As can 
be seen in the figure, when the Nldp increases from 0 to 6 × 1018 cm−3, the ION 
decreases slowly by 4 %. However, the IOFF demonstrates a significant decrease 
from 11 to 6 nA with increase of the Nldp from 0 to 6 × 1018 cm−3, after which 
only slight decrease occurs on further increase of the Nldp. From the figure, Nldp 
values above 1 × 1018 cm−3 could be considered acceptable. However, if a pro-
cess margin and the junction capacitance between the source (or drain) to the sub-
strate are considered, the Nldp of 2–3 × 1018 cm−3 is reasonable.

Fig. 5  Cross-sectional views of the bulk FinFET cut across the channel length. Ion implanta-
tions in a and b were performed with a tilt angle of 0° and a slight tilt, respectively

Fig. 6  On-current (ION) and 
off-current (IOFF) of 14 nm 
bulk FinFET with the peak 
doping concentration of the 
local doping (Nldp)
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The position effect of the peak doping concentration by changing the source 
and drain junction depth (xj) is now discussed. Figure 7a shows the ID–VGS char-
acteristics of 14 nm FinFETs according to the source (or drain) junction depth 
and the position of the peak local doping concentration (equivalent local doping 
depth). The drain bias is set to 0.9 V. The Hfin, Wfin, and Nldp are 100 nm, 10 nm, 
and 3 × 1018 cm−3, respectively. In this figure, uniform body doping (Nb), which 
will be examined in the next section, is assumed to be 1 × 1017 cm−3. The work-
function of the gate electrode (φm) is 4.65 eV. Three different cases show nearly 
the same ION, but with differences of about 4 times in the IOFF values. Inverse tri-
angle symbols represent a reasonable ID–VGS curve of 14 nm FinFETs when the xj 
and position of the peak concentration are 100 and 110 nm, respectively, at a fixed 
Hfin of 100 nm. If the xj is increased to 110 nm at a fixed Hfin of 100 nm, a signifi-
cant increase in the IOFF occurs, regardless of the position of the peak local dop-
ing concentration, as depicted by the diamond and triangle symbols. The results 
give the important message that the xj should be less than the Hfin, since unwanted 
cross-talk between the source and drain can be suppressed effectively by the elec-
tric field from the gate electrode under such conditions.

Fig. 7  ID–VGS curves of 
14 nm bulk FinFETsat a fixed 
VDS of 0.9 V. a Examination 
of position of the peak local 
doping and xj as parameters. 
b Change of the xj at a fixed 
position of peak local doping 
of 110 nm
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Figure 7b shows similar results to those obtained in Fig. 7a as a function of xj at a 
fixed Hfin of 100 nm.  The ID–VGS curves of the 14 nm FinFETs with xj of less than 
100 nm are reasonable since the punch-through is suppressed by the electric field 
from the gate bias. However, if the xj is increased to 110 nm, a significant increase 
in the IOFF occurs, as depicted by the triangle symbols. Note that decreasing xj 
causes a slight decrease in the ION because the effective channel width is decreased.

3.2  Effect of Fin Body Doping

The doping concentration in the fin body is a key design parameter affecting the 
subthreshold slope (SS), drain-induced barrier lowering (DIBL), and carrier mobil-
ity. In terms of carrier mobility, the body doping should be kept as low as pos-
sible. However, decrease in the body doping causes increase in the DIBL and SS, 
as shown in Fig. 8. In the figure, the body doping is assumed to be uniform. As the 
body doping is increased from 1 × 1017 to 4 × 1017 cm−3, the ION decreases by 
about 5 %, while the IOFF decreases more significantly (~40 %). Note that the Vth 
keeps nearly the same values for different concentrations of body doping because 
it is mainly determined by the work-function of the gate electrode (4.65 eV). 
When the body doping is increased from 1 × 1017 to 2 × 1017 cm−3, a significant 
decrease of the IOFF occurs. In Fig. 8, as the body doping increases from 1 × 1017 
to 4 × 1017 cm−3, the DIBL at an ID of 10−7 A changes within 2.5 %, while the SS 
at a VDS of 0.9 V changes by about 2 %. Considering all factors mentioned above, 
the body doping of 2–3 × 1017 cm−3 is reasonable.

3.3  Effect of Junction-to-Junction Length

Now, the effect of the length between the source and drain junctions (junction-to-
junction length) at a fixed channel length of 14 nm is examined.

Fig. 8  Subthreshold swing 
(SS) and drain-induced 
barrier lowering (DIBL) 
of 14 nm FinFETs as a 
parameter of fin body doping 
concentration. Here, VDS was 
0.9 V. The fin body doping 
was assumed to be uniform
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The inset of Fig. 9a illustrates the cross-sectional view cut along the channel 
length of a bulk FinFET. The arrows were prepared to show the length between 
the source and drain junctions (junction-to-junction length), which is 14 nm of the 
example provided. In this figure, the body doping (Nb) is 1 × 1017 cm−3. Looking 
at Fig. 9a, it can be seen that the ION and IOFF decrease significantly with increase 
in length. Especially high changes in the IOFF can be observed, by ~100 times with 
change in the length from 10 to 24 nm. If the length is larger than 14 nm, it can be 
said that the source and drain are underlapped. When the length is 14 nm, the ION 
at the VGS and VDS of 0.9 V is ~728 μA/μm, while the IOFF at the VGS of 0 V and 
VDS of 0.9 V is 26 nA/μm. Note that only a drift and diffusion model was applied 
in this simulation. Figure 9b shows the SS and DIBL characteristics according 
to the length. As the junction-to-junction length increases, the SS and DIBL are 
greatly improved. However, appreciable degradation of the ION and IOFF occurs 
with increasing length. If the DIBL is kept under 100 mV/V, the length needs to be 
larger than 18 nm when the body doping is 1 × 1017 cm−3. If the reasonable body 
doping of 2–3 × 1017 cm−3 is considered, the length can be reduced to ~14 nm. If 
there is no mention to the junction-to-junction length in the following sections, the 
length is 14 nm.

Fig. 9  ION and IOFF 
behaviors according to the 
length between the source 
and drain (a). SS and DIBL 
behaviors according to the 
length (b). The inset in 
figure (a) represents a cross-
sectional view, cut along the 
channel length. The arrows 
depicts the length (14 nm)
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3.4  Effect of Fin Body Width

The control of the fin body width (Wfin) is very important at a given technology 
node because the width greatly affects the short channel effect. The fin body width 
is defined by two arrows in the inset of Fig. 10a. By decreasing the fin body width 
from 12 to 8 nm, the ION decreases by 18 %, while the IOFF decreases by ~100 
times, as shown in Fig. 10a. Thus, the IOFF is very sensitive to the fin body width, 
which should be controlled accurately to maintain a narrow IOFF distribution. 
Note the total effective channel width (2 × Hfin + Wfin) decreases from 212 to 
208 nm as the Wfin decreases from 12 to 8 nm. The decrease of the total width is 
just less than 2 % of the Wfin. The reason for the decrease of ION can mainly be 
attributed to the decrease of Vth with decreasing Wfin. Conversely, the decrease of 
IOFF with decreasing Wfin can be explained by two reasons: the decrease in Vth 
and increase in SS with decreasing Wfin. The Vth defined at an ID of 1 μA/μm  
is decreased by 0.14 V by decreasing the Wfin from 12 to 8 nm. Figure 10b 
shows change of the SS and DIBL with the Wfin. As the Wfin decreases from 12 
to 8 nm, the SS decreases from 106 to 77 mV/dec, while the DIBL decreases 
from 183 to 80 mV/V. Therefore, Wfin also has a significant effect on the SS and 

Fig. 10  ION and IOFF 
behaviors according to the fin 
body width (a). SS and DIBL 
behaviors according to the 
width (b). The inset in figure 
(a) represents the cross-
sectional view cut across the 
channel length. The arrows 
indicate the fin body width. 
The junction-to-junction 
length in this figure is 14 nm. 
The fin height and the source/
drain junction depth are 
100 nm, respectively. The ION 
was obtained at the VGS and 
VDS of 0.9 V, while the IOFF 
was obtained at the VGS of 
0 V and VDS of 0.9 V
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DIBL. The Wfin of about 9 nm gives a DIBL of 100 mV/V at the given body 
 concentration of 2 × 1017 cm−3. If we increase the body doping concentration to 
2.5–3 × 1017 cm−3, the DIBL decreases, and the Wfin required to give a DIBL of 
100 mV/V will be about 10 nm.

4  Design of 14 nm SOI FinFET

In Sect. 3, we investigated the key design factors of 14 nm bulk FinFETs. Now, 
we examine the device performance of 14 nm SOI FinFETs and compare the key 
properties of SOI FinFETs with those of bulk FinFETs.

4.1  Effect of Fin Body Doping

In SOI FinFETs, there is no need for the local doping required in bulk FinFETs to 
suppress punch-through between the source and drain, because it contains buried 
oxide (BOX) located under the fin body where the channel and source/drain are 
formed. The 3-D schematic view of the 14 nm SOI FinFET is shown in Fig. 11a. 
The geometry of the device is exactly the same as that of the bulk FinFET shown 
in Fig. 3, except for the buried oxide. The BOX is 300 nm thick. Figure 11b 
shows the SS and DIBL of 14 nm SOI FinFETs as a function of fin body doping 
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Fig. 11  Three-dimensional schematic view of the 14 nm SOI FinFET (a). Device geometry is 
exactly the same as that of the 14 nm bulk FinFET shown in Fig. 3. The only difference is the 
buried oxide (BOX) present in the SOI FinFET. The thickness of the BOX is 300 nm. SS and 
DIBL versus the doping concentration of the fin body (b). The junction-to-junction length in this 
figure is 14 nm. The fin height and the source/drain junction depth are 100 nm, respectively. The 
SS was obtained at the VDS of 0.9 V
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concentration (Nb). As the Nb increases from 1 × 1017 to 4 × 1017 cm−3, the SS 
decreases from 88.5 to 87.7 mV/dec, while the DIBL decreases from 128.2 to 
124.7 mV/V. These parameters change only slightly with the Nb, and quite similar 
to those of the 14 nm bulk FinFET in Fig. 8.

4.2  Effect of Junction-to-Junction Length

The effect of junction-to-junction length on the device performance of 14 nm SOI 
FinFETs is investigated in Fig. 12.

In Fig. 12, the body doping (Nb) is 1 × 1017 cm−3. With examination of 
Fig. 12a, it can be seen that ION and IOFF decrease significantly with increase in 
the length. Especially high changes in the IOFF can be observed, by ~100 times 
with change in the length from 10 to 24 nm. At length of 14 nm, the ION at the 
VGS and VDS of 0.9 V is ~730 μA/μm, while the IOFF at the VGS of 0 V and VDS 
of 0.9 V is 26 nA/μm. Note that only a drift and diffusion model was applied in 
this simulation. The ION and IOFF of the SOI FinFET are quite similar to those of 
the bulk FinFET shown in Fig. 9a. Figure 12b shows the SS and DIBL characteris-
tics of the 14 nm SOI FinFET according to the length. As the junction-to-junction 

Fig. 12  ION and IOFF 
behaviors according to the 
length between the source 
and drain (a). SS and DIBL 
behaviors according to the 
length (b). The ION was 
obtained at the VGS and VDS 
of 0.9 V, while the IOFF was 
obtained at the VGS of 0 V 
and VDS of 0.9 V. The fin 
height and the source/drain 
junction depth are 100 nm, 
respectively. The SS was 
obtained at the VDS of 0.9 V
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length increases, the SS and DIBL are greatly improved. However, appreciable 
degradation of the ION and IOFF occurs with increase in the length. If a DIBL of 
below 100 mV/V is maintained, the length needs to be larger than 18 nm when the 
body doping is 1 × 1017 cm−3. If the reasonable body doping of 2–3 × 1017 cm−3 
is considered, the length can be reduced to ~14 nm. Thus, the 14 nm SOI FinFET 
shows nearly the same performance as that of the 14 nm bulk FinFET.

4.3  Effect of Fin Body Width

As in the case of the bulk FinFET, the effect of fine body width is studied in the 
14 nm SOI FinFET in this section. By decreasing the fin body width from 12 
to 8 nm, the ION decreases by 18 % while the IOFF decreases by ~100 times, as 
shown in Fig. 13a. Since the IOFF is highly sensitive to the fin body width, the 
width should be controlled accurately to maintain a narrow IOFF distribution. 
As mentioned in Sect. 3.4, the decrease of the total effective channel width 
is less than 2 % of the Wfin. The decrease in the ION can mainly be attributed to 
the decrease in Vth with decreasing Wfin. Conversely, the decrease in IOFF with 

Fig. 13  ION and IOFF 
behaviors according to the 
fin body width (a). SS and 
DIBL behaviors according 
to the width (b). The inset in 
figure a represents the cross 
sectional view cut across the 
channel length. The arrows 
indicate the fin width. The 
junction-to-junction length in 
this figure is 14 nm. The fin 
height and the source/drain 
junction depth are 100 nm, 
respectively. The ION was 
obtained at the VGS and VDS 
of 0.9 V, while the IOFF was 
obtained at the VGS of 0 V 
and VDS of 0.9 V
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decreasing Wfin can be explained by the accompanying decrease in Vth and 
increase in SS. The Vth defined at an ID of 1 μA/μm is decreased by 0.14 V with 
a decrease in Wfin from 12 to 8 nm. Figure 13b shows the SS and DIBL according 
to the Wfin. As the Wfin lowers from 12 nm to 8 nm, the SS decreases from 106 
to 77 mV/dec, while the DIBL decreases from 183 to 80 mV/V. Therefore, Wfin 
also has a significant effect on the SS and DIBL. The Wfin which gives a DIBL 
of 100 mV/V is about 9 nm at a given body concentration of 1 × 1017 cm−3. 
If we increase the body doping concentration to 2.5–3 × 1017 cm−3, the DIBL 
decreases, and the Wfin of about 10 nm is required to provide a DIBL of 100 mV/V. 
All analyses done for the bulk FinFET are exactly the same as those for the SOI 
FinFET.

4.4  Comparison of ID–VGSs of Bulk and SOI FinFETs

In this section, we compare the ID–VGS curves of 14 nm bulk and SOI FinFETs. 
As mentioned above, they have exactly the same geometry, except that the bulk 
FinFET has local doping located under the source/drain junction depth, whereas 
the SOI FinFET contains buried oxide at that location instead of local doping. The 
fin height and width are 100 and 10 nm, respectively. The fin body concentration 
is uniformly doped with a concentration of 2 × 1017 cm−3. As shown in Fig. 14, 
bulk and SOI FETs have exactly the same I–V characteristics, as depicted by circle 
and square symbols, respectively.
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Fig. 14  ID–VGS curves of 14 nm bulk (circle) and SOI (square) FinFETs. The junction-to- 
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5  Parasitic Resistance and Capacitance in Bulk FinFETs

In this section, the parasitic resistance and capacitance of bulk FinFETs are dis-
cussed. The resistance is related to the contact resistivity between the source/drain 
region and the metal, as well as the contact area between them. The resistance in 
the source/drain regions has significant effects on the ION and speed characteristic. 
The capacitance is studied in terms of the junction and gate capacitance. The junc-
tion capacitance is formed between the source/drain regions to the substrate in the 
fin body. Since the speed of the device depends on the capacitance, examination of 
the capacitance is needed.

5.1  Effect of S/D Contact Resistance

As mentioned in Sect. 4, the width of the fin body in 14 nm FinFETs is about 
10 nm. The source/drain and channel are formed in the fin body. The source/drain 
regions formed in the thin fin body are particularly likely to have high resistance 
due to diffusion resistance (RSD) and contact resistance (RCO).

Before starting the discussion on contact area and structure, the effects of the 
interfacial contact resistivity (ρc) on the drain current of the FinFET will be exam-
ined. Figure 15a shows a schematic top view of a FinFET, wherein the contact 
resistance and diffusion resistance of the source/drain are depicted. Such parasitic 
resistance is reflected in the equivalent circuit of a MOSFET, and causes degrada-
tion of the drain current and transconductance (gm). Figure 15b shows the normal-
ized drain current of a 20 nm FinFET at the given VGS and VDS of 0.8 V. Since 
the FinFET has a fin body width of 5 nm and contact length (lc) of 50 nm, the 
contact area between the source/drain region and the metal electrode becomes 
5 × 20 nm2. If the sheet resistivity of the diffusion resistance (ρsd) is too small to 
meet lc ≪

√
(ρc/ρsd), the contact resistance (RCO) is given by ρc/(Wfin · lc). The 

drain current is normalized to the drain current occurring when the ρc is 0 Ω cm2. 
As ρc increases from 0 Ω cm2 to 1 × 10−7 Ω cm2, the drain current decreases 
by ~30 %, which means that ρc must be kept as low as possible in highly scaled 
MOSFETs.

Next, the drain current of a 14 nm bulk FinFET is investigated, according to 
ρc. The inset of Fig. 16 represents the 3-D structure of the 14 nm FinFET for 3-D 
device simulation. The fin body width (Wfin) is 10 nm, and the fin height (Hfin) is 
100 nm. The source and drain regions on both ends of the fin body have a wide 
width (40 nm), which can be used to effectively reduce the source and drain para-
sitic resistance. The length of the wide source/drain regions is 40 nm, making the 
area of the top region 40 × 40 nm2. In this inset, the area of the metal electrodes 
formed on the top surface of the source/drain regions is 30 × 30 nm2.

Figure 16 shows the ION behavior of a 14 nm FinFET at the VGS and VDS of 
0.9 V with variation of ρc from 0 to 1 × 10−7 Ω cm2. Decrease of the ION from 
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153.7 to 34.5 μA occurs as ρc increases from 0 to 1 × 10−7 Ω cm2. The reduction 
of the current with the increase of ρc is remarkable (77.6 % decrease). It should be 
noted that ρc of 1 × 10−7 Ω cm2 is popular in the industry. Thus, it is imperative 
to develop new materials and/or process methods to decrease the interfacial con-
tact resistivity. Are there any methods to reduce the contact resistivity other than 

Fig. 15  Schematic top view 
of a FinFET and equivalent 
circuit including parasitic 
source and drain resistances 
(a). Normalized drain current 
of a 20 nm bulk FinFET 
versus the interfacial contact 
resistivity between the 
source/drain region and the 
metal electrode (b). Here, the 
fin body width (Wfin) is 5 nm 
and the contact length (lc) is 
50 nm. The source and drain 
regions are doped uniformly 
with a concentration of 
1.5 × 1020 cm−3
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developing new materials and/or process methods? Increasing the contact area 
between the metal electrode and the source/drain may provide the answer to this 
question.

Figure 17 shows the ION behavior  according to the ρc for a 14 nm bulk FinFET 
with a wide contact area (3 × 40 × 100 nm2 + 40 × 40 nm2 = 13,600 nm2) 
between the metal electrode and the source (or drain). The FinFETs in Figs. 16 
and 17 have the same doping and geometry, but the contact area in Fig. 17 is about 
15 times wider than that examined in Fig. 16. The inset in Fig. 17 clearly illus-
trates the metal electrode, which covers the surfaces of three sides and the top 
of the wide source (or drain) region. As ρc increases from 0 to 1 × 10−7 Ω cm2, 
the ION decreases from 158 to 130 μA (about an 18 % decrease). In an effort to 
increase the contact area, deposit of Ni on epitaxially grown source and drain 
regions via atomic layer deposition (ALD) was reported, after which nickel sil-
icide (NiSi) was formed to provide a wide contact area [53]. In Fig. 18, the  
ID–VGS curves of 14 nm bulk FinFETs are compared in terms of the contact area 
between the metal electrode and the source/drain regions. The FinFETs with nar-
row (90 nm2) and wide (13,600 nm2) contact areas examined are exactly the same 
as those in Figs. 16 and 17, respectively. When the contact resistivity is 0 Ω cm2, 
the ION is nearly the same, regardless of the contact area. However, a significant 
reduction in the ION occurs when the contact resistivity is 1 × 10−7 Ω cm2. From 
these results, the importance of keeping the contact area between the metal elec-
trode and the source (or drain) region as wide as possible can be understood, in 
addition to lowering the interfacial contact resistivity.

Now, let us systematically examine the effect of the contact area and structure. 
Figure 19 shows 3-D structures of 14 nm SOI FinFETs with exactly the same 
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Fig. 17  ION behavior of 14 nm bulk FinFETs versus interfacial contact resistivity (ρc). The inset 
shows the 3-D view of a FinFET. The source and drain regions for provision of the contact pad 
have a height of 100 nm and an area of 40 × 40 nm2. Here, the fin body width (Wfin) is 10 nm and 
the metal contact area on the source or drain is 13,600 nm2 (3 × 40 × 100 nm2 + 40 × 40 nm2)
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doping and device geometry, except for the source and drain regions. As men-
tioned in Fig. 14, both SOI and bulk FinFETs have nearly the same characteris-
tics. Consequently, it is acceptable to consider the SOI FinFETs as bulk FinFETs 
when investigating the ION with the metal contact area and the source/drain 

Fig. 18  ID–VGS curves of 14 nm bulk FinFETs with different contact areas between the metal 
electrode and the source (or drain) as a parameter of the interfacial contact resistivity (ρc). The 
wide and narrow contact areas are 90 and 13,600 nm2, respectively
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structure. Figure 19a has the same metal contact area and source/drain structure 
as that presented in the inset of Fig. 17. The epitaxial layer is formed on the fin 
source/drain regions at a width of 10 nm. The source/drain regions have a width 
of 10 nm from the edge of the gate electrode until 15 nm away from the gate, and 
a width of 40 nm from 15 nm away from the gate to 55 nm away, along the fins. 
The metal electrode for the contact of the source/drain region is assumed to cover 
the top and side surfaces of the wide source/drain region. Therefore, the contact 
area is 13,600 nm2 (= 40 × 40 nm2 + 3 × 100 × 40 nm2). In Fig. 19b, the source/
drain structure has no epitaxial layer, and the metal contact area is 9,400 nm2 
(= 10 × 40 nm2 + 10 × 100 nm2 + 2 × 100 × 40 nm2). The source and drain 
regions in Fig. 19c have no epitaxial layer, and the source and drain regions 15 nm 
away from the gate are fully silicided. As a result, the contact area between the 
silicided region and the remaining source (or drain) region becomes 1,000 nm2 
(= 10 × 100 nm2).

Figure 20 shows the ID–VGS curves of the 14 nm FinFETs illustrated in Fig. 19 
as a parameter of the interfacial contact resistivity. The curves represented by 
squares, circles, and triangles correspond to the data of the source/drain struc-
tures of Fig. 19a–c, respectively. The ID–VGS curves among the three different 
arrangements of FinFETs are quite similar when the interfacial contact resistivity 
is 0 Ω cm2. However, appreciable difference according to the contact structures 
can be seen at the contact resistivity of 1 × 10−7 Ω cm2. The FinFET with the epi-
taxial layer and wide contact area shows the largest ION among the three devices, 
depicted by square symbols. The device with no epitaxial layer and a wide contact 
area displays 10 % degradation of the ION compared to that with an epitaxial layer 
and a wide contact area. In contrast, 71 % degradation of the ION can be observed 
for the FinFET with the fully silicided source/drain region. These data emphasize 
the importance of having a wide contact area between the metal and source/drain 
regions.

Fig. 20  ID–VGS curves of 
14 nm bulk FinFETs with 
different contact areas and 
structures as a parameter 
of the interfacial contact 
resistivity (ρc). The curves 
corresponding to square, 
circle, and triangle symbols 
represent the data for the 
structures shown  
in Fig. 19a–c, respectively
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5.2  Junction and Gate Capacitances of Bulk FinFETs

In addition to parasitic resistance, the parasitic capacitance is also important in 
determining the speed characteristic and power consumption. In this section, 
investigation of the source/drain to substrate and gate oxide capacitances is carried 
out.

Figure 21a shows a cross-sectional view cut along the channel length, wherein 
the contour of the hole concentration in the fin body at the VGS and VDS of 0 V is 
depicted. In this simulation, the source and drain regions are doped uniformly with 
a doping concentration of 5 × 1020 cm−3, and the fin body has the uniform dop-
ing of 1 × 1017 cm−3. It should be noted that the punch-through stopper (PTS) is 

0 100 200 300 400 500 600
105

109

1013

1017

1021

H
o

le
 C

o
n

ce
n

tr
at

io
n

(c
m

-3
)

Vertical Depth (nm)

Nb = 1x10 17 cm-3

Npb = 3x1018 cm-3

Wfin = 10 nm
Lg =14 nm

φ
m
 = 4.65 eVV

GS
=V

DS
=0 V

(b)

S/D S/D

1017cm-3

<1012cm-3

1015cm-3

1016cm-3

0 100 200 300 400 500 600
105

109

1013

1017

1021

Vertical Depth (nm)

φ
m
 = 4.65 eV

H
o

le
 C

o
n

ce
n

tr
at

io
n

(c
m

-3
)

Lg =14 nm
Wfin = 10 nm

Nb = 1x1017 cm-3

Nldp = 5x1018 cm-3

V
GS

=V
DS

=0.9 V

1014cm-3

(a) (b)

(c)

Fig. 21  Cross-sectional view of a fin body, cut along the channel length (a). The source/drain 
junction depth is 100 nm from the top of the fin body. Hole concentration profile, cut along the 
dashed–dotted line in figure (a), when both the VGS and VDS are 0 V (b) and 0.9 V (c), respec-
tively. The fin body is uniformly doped with a concentration of 1 × 1017 cm−3. The peak concen-
tration of the local doping is 5 × 1018 cm−3
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located at 110 nm, with a peak p-type doping concentration of 5 × 1018 cm−3 and 
a standard deviation of 8 nm, for suppression of the punch-through between the 
drain and source. In this n-type FinFET, the fin body and PTS are doped with the 
same p-type impurity, resulting in increase of the impurity concentration of the fin 
body. In this situation, the junction capacitance between the source (or drain) and 
the substrate formed within the fin body is now discussed. One method to deter-
mine the depletion width at the junction is to check the hole concentration profile 
of the fin body. An example hole contour at equilibrium is shown in Fig. 21a. For 
quantitative evaluation of the hole profile, the hole concentration along the dash–
dot line in Fig. 21a was extracted and prepared in Fig. 21b, c, where the profiles 
were obtained at equilibrium (VGS = VDS = 0 V) and given VGS = VDS = 0.9 V, 
respectively. In both figures (b) and (c), the region from 0 to 100 nm is the chan-
nel wherein the fin body is fully depleted. In Fig. 21b, the channel region has a 
hole concentration of less than ~108 cm−3 because of the work-function difference 
between the gate and body at equilibrium. The peak hole concentration is found 
near 110 nm due to the locally enhanced p-type doping for the PTS. Near 400 nm, 
the hole concentration becomes the doping level of the body (1 × 1017 cm−3). In 
Fig. 21c, the fin body at a position less than 400 nm is fully depleted, and much 
lower hole concentration compared to that in Fig. 21b is observed, due to the given 
VGS and VDS. Note that the height of the total fin body protruding from the sub-
strate is 400 nm in this simulation. Then, the depletion width under the source/
drain regions becomes about 300 nm, which is equivalent to oxide with a thickness 
of 100 nm, considering the dielectric constant of Si and SiO2. The junction capaci-
tance of the bulk FinFET in Fig. 21 is similar to that of the SOI FinFET when 
100-nm thick buried oxide is used. As mentioned in Sect. 6.2, the thickness of the 
buried oxide needs to be thinned down to ~20 nm to allow effective transfer of the 
heat generated in the channel to the substrate. From this point of view, the bulk 
FinFET can have smaller junction capacitance than the SOI FinFET, although SOI 
devices traditionally have the merit of low junction capacitance due to the thick 
buried oxide.

Figure 22 shows the simulated CG–VGS curves of 14 nm SOI FinFETs as a 
parameter of the buried oxide (BOX) thickness. As a reference, the CG–VGS curve 
of the 14 nm bulk FinFET is also depicted in open triangle symbols. Here, the 
source, drain, and substrate are grounded. The area of the gate electrode butted 
to the isolation oxide is 2,660 nm2 (14 × 190 nm2). The channel area covered by 
the gate is 2,940 nm2 (2 × 14 × 100 nm2 + 14 × 10 nm2). As can be seen in the 
figure, decreasing BOX thickness increases the capacitance between the gate and 
the substrate. The gate oxide thickness is fixed at 1 nm. The SOI FinFET with a 
BOX thickness of 300 nm displays a quite similar CG–VGS curve to that of the 
bulk FinFET. As the BOX thickness decreases, the CG increases at all gate biases. 
The CG difference in the inversion region is quite small, but it becomes more 
appreciable in the depletion region due to a significant reduction in the gate oxide 
capacitance.
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6  Current Fluctuation with Charge Trap and Temperature

In analog integrated circuit (IC) applications, drain current fluctuation with the 
trapping/detrapping of channel charges significantly affects the signal-to-noise 
ratio. The temperature in channels under operation can increase significantly. 
This results in changes in the key device parameters, including threshold voltage, 
mobility, and leakage, which causes problems in the ICs. In this section, we will 
study the fluctuation of drain current and temperature in the channel.

6.1  Drain Current Fluctuation with Single Charge Trap

The carriers in the channel can become trapped inside the gate oxide and 
detrapped into the channel randomly, leading to random fluctuation of the drain 
current. This kind of fluctuation adversely affects the amplification of very small 
signals. In this section, we examine how much drain current fluctuation occurs 
due to random trapping and detrapping of a carrier. Since the trap position along 
the channel width can cause different fluctuations in the drain current of bulk 
FinFETs, the effect of trap position should be determined. The position effect has 
partially been reported in SOI FinFETs [54]. Figure 23a shows a cross-sectional 
view across the fin body, wherein numbers 1, 2, 3, and 4 identify the trap position 
along the channel width. In this study, the channel length of the bulk FinFET is set 
to 22 nm because the current fluctuation in the bulk FinFETs is compared to that 
of the 22 nm planar MSOFET. Here, the fin body width is 8 nm and the gate oxide 
thickness is 1 nm. Positions 1, 2, 3, and 4 represent the trap position of the top 
center, top corner, and the center and bottom of the side, respectively. These traps 
are assumed to be located in the middle of the channel length. The trap depth (xT), 
which is the distance from the interface between the gate oxide and the fin body to 
a position inside the gate oxide, is fixed at 0.5 nm.

Fig. 22  Simulated gate 
capacitance (CG) versus gate 
bias in 14 nm SOI FinFETs 
as a parameter of buried 
oxide (BOX) thickness. As a 
reference, the CG–VGS of the 
14 nm bulk FinFET is also 
depicted by open triangle 
symbols
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In Fig. 23b, the drain current variation according to trap position is shown 
at the VGS–Vth of 0.05 V and the VDS of 0.05 V. Trap position 3 gives the larg-
est current fluctuation, because trapping of an electron in position 3 appreciably 
decreases the channel electron density near the trap, while partly decreasing the 
electron density on the opposite side (right side) of the channel. Accordingly, it 
seems that a trap located inside the gate oxide on one of the facing channels will 
result in larger effects to the other channel when the fin width is thinner. This phe-
nomenon cannot be observed in planar channel MOSFETs. It should be noted 
that the threshold voltage of the bulk FinFET is mainly determined by the work-
function difference between the gate and the fin body, not by the channel doping 
(1–3 × 1017 cm−3). Therefore, the current density along the channel width is uni-
form; no current crowding region is present in the channel.

Next, the dependence of drain current fluctuation on the fin body width is 
examined. Figure 24 shows the contours of the channel electron density on part 
of the cross-sectional views for three fin widths. Here, ‘G’ indicates the gate 
electrode. The fin widths, from left to right, are 6, 8, and 10 nm, respectively. 
It is assumed that a trap is located at the depth of 0.5 nm from the interface 
between the gate oxide and the fin body on the left side. Through this examina-
tion, it can be seen that the electron density in the channel on the right side can 
be affected more appreciably for thinner fin body width. For the given fin height 
of 100 nm and the channel length of 22 nm, the drain current variations for the 
fin body widths of 6, 8, and 10 nm are 2.29, 2.17, and 1.85 %, respectively. This 
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Fig. 23  Cross-sectional view of the fin body, cut across the channel length. The numbers in cir-
cles along the channel width of the FinFET represent the trap positions examined. The positions 
are assumed to be located in the middle of the channel between the source and the drain. Num-
bers 1 and 2 represent the positions of the top center and top corner traps, respectively. Numbers 
3 and 4 represent the positions of the trap on the center and bottom of the side, respectively. The 
trap depth (xT), which is defined as the distance from the interface between the gate oxide and the 
fin body for the channel, is fixed at 0.5 nm. Drain current variation according to trap position in 
the 22 nm bulk FinFET (b). The drain current fluctuation was obtained at the VGS–Vth of 0.05 V
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demonstrates that thinner fin body gives rise to higher variation of the drain cur-
rent. If the fin height is reduced, the variation will be increased.

In fabricated FinFETs, there may be a sort of percolation path which comes 
from random dopant fluctuation (RDF) [55] and/or work-function variation of the 
gate electrode [56]. Since the threshold voltage (Vth) of bulk FinFETs is mainly 
determined by the work-function difference between the gate electrode and 
the fin body, a percolation path cannot be generated by random dopant fluctua-
tion. Planar channel MOSFETs can have percolation paths generated by the RDF 
and work-function difference. If the trap position mentioned above is aligned to 
the percolation path, an increase in the drain current variation can be expected. 
Figure 25 shows the percentage of drain current variation as a function of the dis-
tance between the percolation path and trap. Here, the trap depth (xT) is 0.1 nm. 
When the distance between the percolation path and the trap is 0 nm (perfectly 
aligned), the variation is the largest, as expected. Note that the effective size of the 

Fig. 24  Contours of electron density on the cross-sectional views cut across the fin body at the 
VGS–Vth of 0.05 V and VDS of 0.05 V. The fin body widths, from left to right, are 6, 8, and 10 nm, 
respectively. The trap depth (xT) is 0.5 nm

Fig. 25  Drain current 
fluctuation at the VGS–Vth 
of 0.05 V and VDS of 0.05 V 
as a function of the distance 
between the percolation 
path and trap. A distance 
of 0 nm means that the trap 
position corresponds to the 
percolation path
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percolation path is 2 × 2 nm2 in the cross-section cut across the fin body, located 
near the surface of the fin body while contacting the gate oxide. When the distance 
becomes 10 nm, the variation is slightly decreased, through still similar to that at 
the distance of 0 nm. The dashed–dotted line represents the current variation with-
out a percolation path. The variations were larger with a percolation path. As the 
distance increases to 25 nm, the variation decreases appreciably, even dropping 
below that without percolation due to the higher drain current with the percola-
tion path than without. In a planar (2-D) MOSFET with the same channel length 
and width, Vth, and bias conditions, the drain current variation is 5.7 % when the 
distance is 0 nm.

6.2  Device Temperature

When MOSFETs are turned on, a temperature increase in the channel should 
occur due to Joule heating. Conventional SOI MOSFETs have experienced heat 

Fig. 26  Temperature contours in cross-sectional views of the fin body, cut along the channel 
length, when the 14 nm FinFETs are turned on. The temperature contours in SOI FinFETs are 
shown with BOX thickness from 300 to 20 nm, and are compared to the contour of the bulk 
FinFET (leftmost). The arrows in the cross-sections of SOI FinFETs indicate the thickness of the 
BOX
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dissipation problems because of poor thermal conductivity of the buried oxide 
(SiO2 0.8–1.4 W/m K) [57] compared to that of crystalline Si (~150 W/m K) [58] 
at room temperature. Thus, crystalline Si has over 100-fold higher thermal con-
ductivity than amorphous SiO2. If the temperature in the channel is not reduced, 
the carrier mobility will be decreased, leading to low drain current, and finally, 
low-speed operation. Here, we investigate the temperature generated in the chan-
nel of 14 nm bulk and SOI FinFETs. Figure 26 shows the temperature contour 
in cross-sectional views cut along the channel length of the fin body when the 
devices are turned on. In this simulation, the electrode for substrate contact is 
grounded and acts as a thermal contact, fixed at 300 K. Examination of the maxi-
mum temperatures displayed on top of the cross-sectional views reveals the maxi-
mum device temperature of 309 K in the 14 nm bulk FinFET (the left). In contrast, 
the 14 nm SOI FinFET with a BOX thickness of 300 nm (the second) displays a 
maximum temperature of 408 K. If the BOX thickness is reduced to 20 nm, the 
maximum temperature in the 14 nm SOI FinFET can be reduced to 325 K.

Thus, it is required that the BOX thickness be reduced to 20 nm and beyond to 
allow effective transfer of the heat generated in the channel to the substrate. In this 
case, increase of the parasitic capacitances between the gate, the source, and the 
drain to the substrate should be addressed.
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1  Background

1.1  Why Miniaturized Mechanical Switches?

Less than a year after the telephone was invented by Alexander Graham Bell in 
1876, automatic switching systems were required to selectively and automatically 
connect telephone lines. At first, a telephone operator worked to connect the tel-
ephone line manually. However, this procedure quickly became complicated and 
impractical. To address this problem, a magnetically operated automatic switch 
was developed, which utilized magnetic field induced by flowing current through 
coil to make mechanical contact and connect electrical signal. Since then, auto-
matic switching systems with step-by-step (from 1910s) and crossbar (from 
1930s) methods were actively researched [1]. This indicates that the mechanical 
switch is the origin of the switching device for automatic systems.

In the meantime, silicon-based switching devices have intensively devel-
oped since the transistor was invented. An aggressive scaling of the complemen-
tary metal-oxide-silicon (CMOS) devices has provided a significant stimulus for 
advances in the semiconductor industry to increase both the density and speed 
over the past four decades [2]. However, as semiconductor-based switching 
technologies advanced, a small, convenient, and high-performance mechanical 
switching device also attracted considerable attention because the silicon-based 
switching device had started to suffer from physical limitations such as short chan-
nel effects [3–5]. Also, the modern magnetic switches (relays) have their limitation 
with respect to size, power consumption, and scalability. Thus, various types of 
switching devices ranging from mercury switch, wafer switch, and reed switch to 
toggle switch have been developed to be utilized in many applications. However, 
these switches are considered impossible to replace the silicon-based switching 
devices so far. Is there any other solution for breaking the limitations in silicon-
based switching devices?

In 1979, a micro-sized mechanical switch with an electrostatically actuated 
cantilever was first presented by Petersen [6]. Since then, microelectromechani-
cal systems (MEMS)/nanoelectromechanical system (NEMS) switches have 
been considered as one of the ideal switching devices, because they potentially 
have both advantages of the mechanical switch and the silicon-based switch (as 
explained in detail in Sect. 2.2). Their main features are as follows. In general, the 
micro/nanomechanical switch is operated through a three-terminal configuration 
(a gate, a source, and a drain) similar to the conventional metal–oxide-semicon-
ductor field-effect-transistor (MOSFET), as shown in Fig. 1a. Also, it is electro-
statically actuated by moving a suspended (conducting) electrode in contrast to the 
silicon-based switch, which is operated by modulating the conductivity of a semi-
conducting channel. At the on/off-state, two contact parts (here, the source beam 
and the drain electrode) of the miniaturized mechanical switch make contact with 
each other and are isolated mechanically. Owing to the mechanical structure and 
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operation mechanism, the MEMS/NEMS switches can possess excellent features 
of low power consumption, high on-current, and abrupt switching characteristics 
(Fig. 1b). That is, the MEMS/NEMS switch is a small, low power consumed, and 
scalable mechanical switching device. Thus, a considerable body of research on 
MEMS/NEMS switches has been reported for numerous applications such as tel-
ecommunications, logic operation, memory devices, and power switching.

1.2  MEMS/NEMS Contact Switch Principle

There are several mechanisms to actuate the MEMS/NEMS switching device 
such as electrostatic [7], thermal [8], magnetic [9], piezoelectric [10], etc. (various 
actuation mechanisms are utilized especially for MEMS switches and most NEMS 
switches are operated by electrostatic actuation). Among them, the electrostatic 
actuation method has been favorably employed, since it has a lot of advantages, 
including extremely low power consumption, relatively short switching time, and 
simplicity to scalability [11, 12]. To explain the electrostatic actuation, a simplified 
parallel plate design is used here.

As shown in Fig. 2, when a bias voltage is applied between two plates (typi-
cally, one plate is fixed to the bottom and the other plate is suspended and mov-
able), positive and negative electric charges are induced at each side due to the 
potential difference, thus resulting in an electric field between them. These elec-
tric charges generate the electrostatic force, so the upper plate is gradually going 
downward, maintaining equilibrium condition (between mechanical restoring 
force originated from the stiffness of the spring and the generated electrostatic 
force) as shown in Fig. 2a. When the upper plate moves down further than a cer-
tain position by increasing the bias voltage (Fig. 2b), the electrostatic force is 
always higher than the restoring force resulting in sudden collapse of the upper 
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Fig. 1  a Representative MEMS/NEMS switch configuration b I–V characteristic of the 
MEMS/NEMS switch
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plate (Fig. 2c). This is referred to as “pull-in” phenomenon. When the bias voltage 
decreases until the point where the restoring force is higher than the electrostatic 
force, the upper plate is detached and returns to the equilibrium condition (“pull-
out” phenomenon as shown in Fig. 2d).

Nathanson et al. performed modeling of the electrostatically actuated parallel 
plate-type actuator for the first time [13]. When the upper plate of area A is actu-
ated downward to move x by the external voltage V, the corresponding electro-
static and mechanical restoring forces are given by

where ε is the permittivity of the surrounding medium, normally air, k is the stiff-
ness of the spring, and ho is the initial air gap, respectively. The electrostatic force 
and the restoring force increase in a quadratic and linear manner, respectively, 
as the displacement of the upper plate x increases. Figure 3 indicates a diagram 
showing the relationship between the electrostatic force and the spring (mechani-
cal restoring) force. When the applied voltage is lower than the pull-in voltage, 
the electrostatic force makes equilibrium with the restoring force at a position x; 
whereas when the applied voltage is higher than the pull-in voltage, the electro-
static force is always larger than the restoring force at all points of x and the upper 
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Fig. 2  Electrostatic actuation mechanism
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plate therefore is pulled down to the bottom plate. Referring to Fig. 3, at x = ho − 
hpi, the relationship between the electrostatic and restoring forces is as follows at 
the applied voltage, which is equal to the pull-in voltage,

Using (1)–(4), the pull-in voltage and pull-in point can be obtained as follows:

Figure 4 shows a typical structure of the electrostatically actuated MEMS/NEMS 
switch (cantilever type). At the off-state, the cantilever beam (i.e., source elec-
trode) is separated from the metallic drain electrode so that no current can flow. At 
the on-state where the gate voltage is greater than the pull-in voltage (the source 
electrode is electrically grounded), the cantilever beam comes down and makes 
contact with the drain electrode, providing a conductive path for current to flow.

(3)Felectrostatic = Frestoring

(4)
dFelectrostatic

dx
=

dFrestoring

dx
.

(5)hpi =
2
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√
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27εA

.

Fig. 3  Electrostatic and 
spring (mechanical restoring) 
forces acting on the movable 
plate [132]
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1.3  Contact Physics

History

To characterize the MEMS/NEMS contact switches, it is of fundamental impor-
tance that contact physics should be understood, because many-core param-
eters including resistance, reliability, power handling, and voltage hysteresis are 
strongly determined by the contact property. However, it has been known that the 
prediction of the contact phenomena such as real contact area, contact deforma-
tion depending on the contact pressure, contact resistance, and generated heat at 
the micro/nanoscale regime are complicated and not completely discovered yet, 
because the contact surfaces consist of a tremendous number of nanometer scale 
contact asperities in the contact surfaces, as conceptually presented in Fig. 5. Also, 
as two metal surfaces make contact with each other, a very limited fraction of the 
wide macroscopic contact area (“apparent” contact area) establishes physical con-
tact [14, 15]. This real ohmic contact area is referred to as an “effective” contact 
area.

Understanding of two metal contact surfaces when making a contact was 
first sought by Heinrich Hertz in 1882, by estimating contact deformation [16]. 
Although elastic contact (where the local stresses applied at the real contact asper-
ities are lower than the plastic yield point) was assumed and surface roughness 
was ignored, the theory has been widely used in tribological contact theory due to 
its simplicity and reliability. In the 1960s, Holm developed the concept of a plastic 
deformation model (where the local stresses at the contact spots are sufficiently 
higher than the plastic yield point), yet the overall stresses at the entire contact 

Fig. 4  Schematic diagrams 
of the electrostatically 
actuated MEMS/MEMS 
switch at the off and on states Air gap

Source DrainGate

Source DrainGate

“OFF” state

“ON” state
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area were in the elastic regime [17]. Here, surface contamination was not ignored, 
and he insisted that high contact forces could break the contamination layer. The 
theory of Holm has been widely accepted and recognized by the research com-
munity of electric contact. In 1966, Greenwood and Williamson introduced a new 
asperity contact model, which is more accurate (closely related to the real con-
tact surface) than Holm’s [18]. In this contact theory, they substantiated how con-
tact deformation depends on the surface topography and established the criterion 
for distinguishing the elastic contact deformation from the plastic contact defor-
mation. They insisted that elastic deformation is uncommon from the viewpoint 
of engineering practice, and the contact asperities are more frequently plastically 
deformed. This work has been the foundation for a model by Chang, Etison, and 
Bogy (CEB). CEB suggested a multi-asperity surface for elastic-plastic deforma-
tion [19]. Since then, many research groups have assumed that the multiple con-
tact asperities could be converted into a single effective contact area.

All the theories and models provide a good estimation of the real contact area. 
However, the MEMS/NEMS switching devices operate with very low contact 
force, thus always resulting in some variations from the theory due to the contact 
surface topography. Therefore, for an accurate approach, direct measurement of 
the contact topography together with simulation of the interfacial contact can also 
be a good candidate for estimating the real contact area [14].

Fig. 5  Illustration of real 
contact surfaces with nm 
scale contact asperities
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Contact Mechanics

As mentioned before, the contact deformation of the MEMS/NEMS contact 
switches can be described as either elastic, plastic, or elastic-plastic, depending 
on whether the local stresses (pressures) are higher than the plastic yield point. 
In each case, the corresponding effective contact radius (important parameter that 
determines the contact resistance of the mechanical switch) is somewhat differ-
ent. First, in the case of elastic deformation, the effective contact radius, r, can be 
derived if the contact spot is assumed to have a circular shape,

where Fc is the contact force, R is the radius of curvature of the asperity, v1 and 
v2 are the Poisson ratios of the respective contact materials, and E1 and E2 are the 
elastic modulus of the respective contact materials.

Under the plastic deformation that commonly occurs when the contact force 
applied to the contact spot is higher than 200 μN [11], the effective contact radius 
becomes simpler and can be expressed as

where H is the hardness of the contact material. Owing to its simplicity, Eq. (9) 
has been frequently used to estimate the contact resistance in MEMS community.

Since elastic-plastic deformation represents the transition region between the 
elastic and plastic deformations, it is more complicated in comparison to both 
elastic and plastic contact deformations. The elastic-plastic deformation is cal-
culated under the assumption that some parts of the contact area are plastically 
deformed and surrounded by elastically deformed area [20]. The corresponding 
effective contact radius is

where α is the contact asperity’s vertical deformation and αc is the contact asper-
ity’s vertical deformation when plastic deformation occurs.

Contact Resistance

On the basis of the effective contact radius calculated above, contact resistance of 
MEMS/NEMS switches can be calculated. It is also divided into two categories, 
depending on the method of electron transport through the contact spot (by means 
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of comparison between the size of real contact area and mean free path of elec-
trons): diffusive and ballistic. In general, total contact resistance RCR is the sum 
of a constriction resistance term, RC, and a film resistance term, RF [21]. The film 
resistance is frequently ignored because its value is sufficiently small in compari-
son to the constriction resistance. Thus, from now on, the contact resistance means 
the constriction resistance in this chapter. If the effective contact radius r is small 
compared to the electron mean free path length le of the contact material (bal-
listic), the resistance of the contact spot is dominated by the Sharvin mechanism 
[22], and it can be expressed as

where ρ is the resistivity of the contact material. On the other hand, if an effective 
contact radius is sufficiently larger than the electron mean free path length le of the 
contact material (diffusive), it is dominated by the Maxwell mechanism, and it can 
be expressed as

The overall (complete) form of the contact resistance derived by Wexler (consider-
ing both Sharvin and Maxwell mechanisms) is described as

where f(le/r) is an interpolation function [23].

Contact Heating

To design MEMS/NEMS contact switches effectively, heat generated at the 
contact spots should also be considered, because it strongly affects switching 
performance such as current capability and contact reliability. In general, the cur-
rent passing through the contact spots creates heat and the heat is dissipated by 
heat conduction through the bodies in the contact spots [21]. This heat affects 
(increases the temperature of) the contact asperities, and the contact temperature is 
related with the voltage drop across the contact, which is

where V is contact voltage, λ is thermal conductivity, ρ is electrical resistance, 
and Tm and T1 are the contact temperature and ambient temperature, respectively. 
Assuming that the electrical resistivity and thermal conductance vary little with 
the temperature, Eq. (14) yields the voltage-temperature relation [21], as follows:
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Here, the electrical resistivity and thermal conductance can be replaced through 
the Wiedemann-Franz law [21, 24] such that,

where L is the Lorenz constant (2.45 × 10−8 V2 K−2) and T is the absolute tem-
perature. Assuming that the dimension of the real contact spots is larger than the 
electron mean free path in the contact material, the voltage-temperature relation in 
(15) can be expressed as

That is, the contact voltage generates heat which causes the contact material to 
soften, melt, and even boil.

2  Microelectromechanical System (MEMS) Switches

This section details the general features, categories, strengths, and issues of the 
MEMS contact switch. In particular, the MEMS switch has been the most widely 
studied switch in radio frequency (RF) applications so far, because it has powerful 
strengths including high isolation, low power consumption, high linearity, and use-
fulness in a large bandwidth from DC up to tens of gigahertz [11, 25], and thereby 
the RF MEMS switches are well established and summarized by many other 
researchers [11, 26]. Unlike the previously published papers and books which con-
centrated on RF applications, here, we focus on the general and unique features 
of the MEMS contact switches used in various applications including not only RF 
but also logic, memory, and power applications.

2.1  MEMS Switch Types

As summarized in Table 1, MEMS switches can be classified into various cate-
gories, depending on actuation mechanism, movement of the suspended struc-
ture, type of the moving part, and number of terminals (electrodes). In terms of 
the actuation mechanism, electrostatic actuation has been the most preferred one 
because it features very low power consumption and fast response, thus being used 
in various micro-actuators such as comb-drive actuator and micro-motor [27, 28]. 
Thermal and magnetic actuations have been partially utilized for the micro-actu-
ators that require large displacement and high force [8, 9]. Also, vertical move-
ment for making a contact is commonly used since it leads to easy fabrication, 
high contact force, and small footprint [11]. In terms of the switch’s moving part, 

(15)Tm − T1 =
V2

8�ρ

(16)�ρ = LT

(17)V2 = 4L(T2
m − T2

1 )
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the cantilever-type has been so far the most widely used structure owing to its sim-
plicity, and at the same time, other structures such as membrane-type have also 
been continuously researched for enhancing performance ranging from contact 
resistance and power handling capability to reliable operation. Similar to the con-
ventional MOSFET, a 3-terminal configuration is also common, and a 4-terminal 
type which consists of a gate, source, drain, and body (or counter-gate) electrode 
is selectively used for logic [29] and RF [30] applications for additional functions.

2.2  MEMS Switch Advantages

As mentioned before, MEMS switches have been actively researched since 
Peterson demonstrated the cantilever-type MEMS switch, owing to their strong 
advantages and ideal characteristics, as follows:

Ideally zero leakage current: Silicon-based switching devices such as MOSFET 
inevitably possess leakage currents owing to the finite subthreshold slope and 
gate-to-channel leakages even when the devices are at the off-state [3–5]. Whereas 
the mechanical structure of MEMS switches does not suffer from any leakage cur-
rent, because separation of the two contact parts (source and drain electrodes) is 
mechanically ensured; thereby static power consumption can be completely zero.

Freedom in selecting substrate: MEMS switches are generally fabricated 
through a surface micromachining technique (it makes microstructures by depo-
sition and etching of various structural layers on top of the substrate, in compar-
ison to bulk micromachining where a substrate is selectively etched to fabricate 
microstructures) and therefore it can be manufactured regardless of the substrate 
materials. Also, typical MEMS switches can be stably fabricated under low 

Table 1  MEMS switch categories

Classification Category Remark

Actuation mechanism Electrostatic Fast, low power consumed

Thermal Low voltage, slow

Magnetic High force, suitable for power 
switching

Piezoelectric Low voltage, complicated

Combined 
actuations

High performance, complicated

Movement Vertical Widely used

Lateral Large size, one mask fabrication

Torsional (tilted) Low voltage, complicated

Moving structure Membrane Stable, low voltage, large area

Fixed-fixed High restoring force

Cantilever Widely used, simple

Number of terminals 
(electrodes)

3-terminal Widely used, simple

4-terminal Not depend on the source voltage
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temperature process (<250 °C) [31, 32]. Thus, various kinds of substrates such as 
glass, ceramic, and even polymer substrates can be exploited. This feature accord-
ingly results in low cost and good fabrication compatibility.

Insensitive to radiation and temperature changes: MEMS switches commonly 
consist of metal materials, and they do not use any electron and hole pairs resid-
ing in semiconductor materials. Therefore, their switching performance such as 
switching response and actuation voltage is seldom affected by radiation and tem-
perature changes, compared to silicon-based electrical switches.

Low on-resistance: Current in the MEMS switch commonly flows through highly 
conductive metal materials, thus it potentially affords lower on-resistance. Although 
most of the on-resistance of the MEMS switch stems from the contact resistance, 
very low-level of contact resistance MEMS switches have recently been demon-
strated [33]. This low on-resistance feature is suitable for telecommunications and 
power switching applications, from the viewpoint of power loss and consumption.

Perfectly abrupt switching behavior: The MEMS switch operates through 
mechanical movement (engaging and disengaging contacts mechanically), and 
thereby it can present sudden current increase/decrease at both on and off switch-
ing transitions, respectively. As mentioned, they have extremely low leakage cur-
rent below the noise signal level of the measurement system at the off-state and 
low on-resistance (accordingly high on-current) at the on-state at the same time, 
thus leading to an outstanding on/off current ratio.

2.3  Actuation Voltage

Despite these strengths, there are also several issues in MEMS switches. One of 
the big issues of the MEMS switch is its high actuation (i.e., pull-in) voltage origi-
nated from the electrostatic actuation method that is most commonly employed. 
Generally, the actuation voltages of electrostatically actuated MEMS switches 
have been of the order of 40–120 V [34]. Accordingly, MEMS switches have been 
considered difficult to be utilized in many commercialized applications including 
telecommunication and portable devices. High actuation voltage of the electro-
static actuation is due to the fact that the generated electrostatic force is relatively 
small to operate the suspended (movable) structures, compared to the other forces 
achievable by thermal and magnetic actuations. In the beginning, the simplest 
scheme to solve this high actuation voltage issue was using a charge pumping cir-
cuit which can amplify the low applied voltage. Since Motorola adapted this con-
figuration to the MEMS switch [35], this method has been widely used, especially 
in RF applications.

Also, a considerable body of research on structural approaches to lower the 
actuation voltage has been reported, as shown in Fig. 6. In general, to reduce 
the actuation voltage, low stiffness (low spring constant) of the spring constant 
k, small air gap ho, large overlap area between two parallel plates (electrodes) A, 
are preferred, as presented in Eq. (6). Among them, many researches have been 



77Micro and Nanoelectromechanical Contact Switches for Logic …

conducted for reducing the spring stiffness. In 2000, a torsional spring structure 
was first presented to realize low actuation voltage, as shown in Fig. 6a [30]. In 
general, the torsional spring which uses a tilting motion has much smaller stiffness 
than those of conventional springs which use a bending motion such as the canti-
lever and fixed-fixed type springs [36]. Also, by using a leverage effect (effective 
torque increases when a point of applied electrostatic force is apart from the cen-
tral point), the actuation voltage could be decreased greatly. By doing so, the mini-
mum actuation voltage of 5 V with the two 300 × 20 × 1.4 μm3 torsional springs 
was successfully demonstrated. In 2002, University of Illinois presented a MEMS 
switch with 15 V in actuation voltage through low stiffness spring structure and 
wide overlap area (Fig. 6b) [37, 38]. However, low spring stiffness is directly 
related with the low restoring force, which is difficult to get over the contact adhe-
sion force and therefore may lead to permanent contact stiction. Recently, a see-
saw type MEMS switch with stiction-recovery actuation was suggested [39]. Kim 
et al. demonstrated that contact stiction could be overcome by applying a sufficient 
voltage to the counter electrode like a see-saw (push-pull) actuation, although 
the MEMS switch was failed by the in-use stiction occurred due to low restoring 
force (Fig. 6c). Thus, very low spring stiffness and small air gap of 0.45 μm were 
designed, and thereby very low actuation voltage of 1.7 V was accomplished. This 
is the lowest pull-in voltage among electrostatic MEMS switches [40], and even 
lower than the actuation voltage (2.5 V) of a MEMS switch operated with piezo-
electric actuation [10].

Apart from the many efforts for low operation voltage through the structural 
approach, a simple pre-charged electrode method was introduced in 2007 [41]. As 
shown in Fig. 7, Yang et al. placed an additional pre-charged plate between the top 
and bottom plates and electrically isolated the pre-charged plate from the bottom 
plate. Then, by electrically charging the pre-charged electrode with some amount 
of voltage, V1 (after that, the pre-charged electrode is electrically disconnected), 
the pull-in voltage could be significantly reduced as much as the pre-charged volt-
age V1, similar to the operation mechanism of the FLASH memory. One funda-
mental merit of the pre-charged method is that there is no need for reducing both 
the restoring and contact forces of the MEMS switch to decrease the actuation 

Torsional spring

, Source

Torsional hinge

Flat beam

Anchor

Pull electrodePush electrode

Lever

(a) (b) (c)

Fig. 6  SEM images of the MEMS switches for low operation voltage. a Torsion spring and lev-
erage MEMS switch [30]. b Low stiffness spring MEMS switch [38] (Reproduced from Ref. [38] 
with permission from IEEE) and. c See-saw type MEMS switch with the stiction-recovery actua-
tion [39]. (Reproduced from Ref. [30] with permission from IEEE)
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voltage. Retention time of the pre-charges in both air and vacuum ambient was 
relatively short [42], thus a special charge-trapped layer such as electret [43, 44] is 
more appropriate and can increase the retention time up to the device lifetime.

Also, Ko et al. introduced an approach to replace the gap in surrounding 
medium between the two actuated plates (electrodes) for increasing permittivity 
ε [45]. That is, the actuation voltage was decreased as much as the ratio of the 
square root of permittivity by means of filling the gap with an insulating liquid 
(mineral oil) instead of an air—refer to Eq. (6). The actuation voltage measured in 
mineral oil was decreased from 58.2 V (measured in air) to 39.7 V, corresponding 
to a 31.8 % decrease.

As presented above, low actuation voltage of MEMS contact switches has been 
widely researched and developed, by means of various structural designs and 
charging pumping technique. However, low actuation voltage may generally lead 
to low contact force, thus accordingly resulting in unstable contact property and 
low contact reliability. Thus, it is noteworthy that the designer should also con-
sider the proper contact force (in the case of Au-to-Au contact, over 80 μN of con-
tact force is generally required for stable and reliable contact property [46]), when 
designing a low actuation voltage MEMS switch.

Fig. 7  Schematic diagram 
of the pre-charged electrode 
method [41]
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2.4  Reliability/Lifetime

Since the MEMS switch has been considered as a powerful alternative for silicon-
based switching devices and bulky electromagnetic relays (EMRs) owing to its 
fancy and attractive performance, the most critical and major concern of MEMS 
switches has been contact reliability [11, 33]. In order to overcome this obstacle, 
numerous studies have focused on enhancing the endurance of MEMS switches. 
Among them, as a matter of fact, several superior research works were accom-
plished under low and medium power conditions. For example, Radant MEMS 
switch has reported an excellent lifetime, which exceeds 100 billion cycles [47, 
48] and OMRON has demonstrated high reliability over 100 million cycles under 
hot switching conditions [49]. Nevertheless, to be utilized in long-term applica-
tions such as RF radar and other systems, the required lifetime should be up to 
several hundred billion cycles [26, 48] (in the case of logic applications, lifetime 
over 1014 cycles is necessary [50]). That is, long-term reliability of the MEMS 
switch is still challenging for product commercialization, and it is more severe 
especially at high power and hot switching conditions [51].

To address the reliability issue, thorough failure analysis is fundamental and 
therefore should take precedence. In general, contact failures are classified into 
two categories: stiction and contact resistance degradation during actuation. 
Stiction indicates a sticking effect caused by the surface adhesion force between 
two movable contact parts. This failure phenomenon occurs when the adhesion 
forces between the two contact surfaces in the MEMS switch is higher than the 
restoring force of the mechanical spring. Second, contact resistance degradation 
means that the contact resistance of the MEMS switch gradually increases with 
actuation cycles to a certain level. This may come from the thin organic film which 
contains carbon and hydrogen [52] and contact wear [46]. As a matter of fact, con-
tact failure analysis is still under investigation because degradation mechanisms of 
the MEMS switch are complicated and cannot be explained by one phenomenon 
but many effects are involved simultaneously. The detailed contact failure modes 
are as follows.

Failure Mechanism

Wear: Wear is an erosion of the solid surface of the contact material by the repeti-
tive action of the contacting solid surface. Although wear can be utilized in a 
constructive manner such as polishing and sharpening in some mechanical opera-
tions, it is generally considered an undesirable phenomenon in the MEMS contact 
switch. Generally, surface fatigue, abrasion, and corrosion are thought to be the 
roots of the wear phenomenon [53]. Also, wear includes mechanical pitting and 
hardening, which is one of the main causes of device failure through high contact 
resistance [46]. Especially, current-induced wear has been considered as the major 
failure mechanism in the high current level. This is because high current density at 
the contacts can easily bring about rapid joule heating, resulting in progressive and 
non-recoverable material deformation as can be seen in Fig. 8a.
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Material transfer: This indicates that small volume of the contact material at 
one contact part is transferred to the other contact part during switching operation. 
Accordingly, it leads to critical degradation in contact surfaces, thus affecting con-
tact resistance and endurance very much. The material transfer phenomenon gen-
erally stems from various mechanisms: field evaporation, electromigration, bridge 
transfer, and arc transfer. Recently, Yang et al. demonstrated that field evaporation 
is the major cause for the material transfer through his unique setup based on a 
modified AFM [54, 55]. In addition, Poulain et al. showed that current flow was 
observed just before contact closure, thus resulting in heating the opposite contact 
part and evaporation of the anodic material [56]. From both cases, we recognize 
that high electric field between two contact parts could bring about severe mate-
rial transfer during the switch “closing” and “opening” moments as can be seen in 
Fig. 8b.

Contamination film: In company with the mechanical deformations, contami-
nation layers at the contact surfaces due to chemical reaction and oxidation are 
one of the main factors increasing contact resistance during switching operations. 
Therefore, gold has been widely chosen due to its high resistance to corrosion, 
but it is also susceptible to the mono-layers of hydrocarbons and water film. Thus, 
well-encapsulated (hermetic) packaging with proper ambient such as nitrogen is 
thought to be necessary for reliable contact endurance.

Arcing: Arcing phenomenon has been researched with the development of 
electric relays and switches in the twentieth century. The arcing phenomenon is 
defined as the electrical discharge between two contact parts at high electric-field 
conditions. At lower power level, the arcing process can be divided into metal and 
gas phase arcs. In the MEMS switch, only metal phase arc is possible owing to its 
small device size and microscale gap between the contacts. According to the the-
ory, the real contact area is decreased as the contact parts are gradually separated 
at the off-state. At that time, the temperature of the contact asperities elevates rap-
idly up to boiling points of the contact materials. Consequently, the molten contact 
bridge gets evaporated and high electric field within the contact parts could lead 
to field emission of the electrons from the cathode to anode, as seen in Fig. 8c. 

Fig. 8  Various contact failure mechanisms. a Wear [133]. b Material transfer [82], and c Arcing [133]
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Accordingly, metal vapor fills the gap between the electrodes. If either the electric 
field or the electric emission is insufficient during the arcing procedure, the arcing 
is terminated immediately [57].

Stiction: Stiction failure in the MEMS contact switch comes from the increased 
surface adhesion force between two contact parts, compared with the restoring 
force from the movable spring. In case of high current conditions, the permanent 
contact stiction might originate from the increased effective contact area in the 
event of repeated plastic deformation during switching cycles [58] or micro-weld-
ing due to elevated temperature caused by successive opening and closing of the 
contact [59]. Also, when the devices are operated in humid environments, water 
films condensed on the contact surfaces generate capillary forces, and this can 
aggravate permanent contact stiction failure.

Research Flow

Together with analysis of contact failure mechanisms, numerous studies have con-
centrated on enhancing the reliability of the MEMS switches through structural, cir-
cuitry, and material approaches. Among them, several representative research works 
are introduced in this section. The first is the structural approach. In 2004, Rebeiz 
group at UCSD showed the parallel multi-contacts by placing multiple switch-
ing elements side-by-side, thus reducing current that flows through a single switch-
ing element (Fig. 9) [60]. By doing so, not only was overall insertion loss (contact 
resistance) decreased, but also contact endurance could be prolonged. Although this 
method may bring about large footprint and low yield due to the fact that all indi-
vidual switching elements should operate simultaneously, the Radant MEMS switch 
also employed this parallel actuation scheme owing to its excellent performance [61].

Also, Chow et al. developed a ball-shape contact dimple array in 2007 (Fig. 10) 
[62]. By simply using the closely packed extrusion dimple array, field emission 

Dimple

Pull -down electrode

4 contacts

8 contacts

(a) (b)

Fig. 9  a Cross sectional and b top views of the parallel-contact MEMS switch [60] (Reproduced 
from Ref. [60] with permission from IEEE)
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between two contacts decreases, which stems from electric-field screening effect 
[63]. At the same time, the ball-shape dimple leads to low adhesion force. Using 
the simple and easy design, they demonstrated switch lifetime in excess of 
100 million cycles at 1 W in hot switching condition. More fundamentally, Song 
et al. suggested and demonstrated an extremely low contact resistance MEMS 
switch [33]. They insist that contact resistance should be minimized to reduce the 
generated heat at contact spots for high contact endurance, because heat gener-
ated during switching cycles is the most significant factor leading to failure in 
high current level [46, 64] as explained before. For very low contact resistance 
(see Eq. (9)), a stacked-electrode structure for high contact force over a few mN 
and a soft insulating layer for low effective hardness of the contact material were 
utilized simultaneously, as presented in Fig. 11. By doing so, it showed the low-
est contact resistance of 4 mΩ among the reported MEMS switches and operated 
over 1 million cycles at 100 mA level. Recently, Rebeiz group at UCSD consist-
ently developed a high contact force (over mN) MEMS switches having small 
footprints, throughout some minor design variations (Fig. 12) [65, 66]. Owing to 

Fig. 10  SEM image of the MEMS switch with ball-shape contact dimple array [62] (Repro-
duced from Ref. [62] with permission from IEEE)

Source plate

Drain 
electrode

Gate electrode

Soft insulating layer

(a) (b)

Fig. 11  a Schematic illustration and b SEM image of the stacked electrode MEMS switch with 
a soft insulating layer [33]
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its small size, low sensitivity to stress gradients, stresses, and ambient temperature 
can be additionally achieved. They demonstrated high reliability up to 100 million 
at 100 mW under hot switching condition.

Also, as a circuity approach, the University of Illinois employed a cold switch-
ing method (switching operation under a condition in which there is no electric 
field across the contacts as the switch is turned on or off), increasing switch life-
time up to 7 billion cycles [38]. Since then, the cold switching scheme has been 
widely used, especially in RF MEMS switches. Also, to reduce the inevitable elec-
tric field and arcing between two contact parts, arc-suppression circuit has also 
been employed [67] (which will be explained later in Sect. 5.3). Recently, a new 
method introducing a drain voltage-sustaining capacitor, which leads to electric 
field-less or arc-less switching operations have also been developed [68]. It just 
used a single capacitor to eliminate the voltage difference between contacts, thus 
being considered as a simple and effective method.

Many researchers have also studied contact materials to solve the reliability 
issue, by employing alternative contact materials having a mechanically harder 
property than pure gold which is the most commonly used contact metal in MEMS 
switches, as explained later. As presented in Fig. 13, many groups have developed 
harder materials such as CNT, metal alloys, and refractory metals (Ir, Ru, W, etc.) 
for the contact materials, and substantiated that they could achieve more reliable 
contact endurance [69–75]. This is due to the fact that hard metal has relatively 
high young’s modulus, hardness, and melting point, and thereby it can mitigate 
the contact failure stemming from wear and material transfer. Also, the hard con-
tact material can enhance the contact reliability in terms of permanent contact stic-
tion, because the hard contact materials showed lower adhesion force than that of 
the soft contact materials [76]. However, some hard materials such as platinum 
(Pt) should be carefully considered as a contact material, because it is known 
that Pt-group metals are susceptible to contamination and frictional polymeriza-
tion [77, 78] which can lead to unstable and increased contact resistance during 
the switching cycles. Recently, dissimilar contact materials such as Au-to-Ru and 

Fig. 12  Photomicrographs of the UCSD MEMS switches with high contact force [65, 66] 
(Reproduced from Ref. [65] with permission from IEEE)
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Au-to-RuO2 contacts have attracted attention, and demonstrated 1 billion cycles 
at relatively high current level [66] and up to 10 billion cycles at low current level 
[79]. Thus, a material such as Ru and Rh, which is still conductive even when it is 
oxidized and at the same time has hard contact property, is recently preferred as a 
promising contact material.

Although there have been active researches so far, the contact reliability issue 
is still challenging and the most critical issue in MEMS contact switches, espe-
cially in high current/power levels (hot switching condition), as shown in Fig. 14. 
This is mainly due to the fact that accelerated failure mechanisms under medium 
and high power levels are still unknown and not understood well. It is our opin-
ion that development of innovate contact material or operation mechanism might 
be a key solution for enhancing lifetime up to 100 billion cycles at high power 
level, together with thorough contact failure analysis. Hermetic sealing (packag-
ing), proper switch design for high contact force, and appropriate contact material 
selection are crucial.

Fig. 14  Lifetime results 
under hot switching condition 
with respect to the driving 
currents
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Fig. 13  Representative lifetime results demonstrating higher lifetime of the hard contact materi-
als in contrast to that of the soft contact materials [75, 134] (Reproduced from Ref. [75, 134] 
with permission from IEEE)
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2.5  Selecting Contact Material

The last major issue in the micro-contact switch is the selection of contact mate-
rial, which is greatly and fundamentally related to the important switching perfor-
mance criteria, not only contact reliability (as explained above), but also contact 
resistance and power handling capability. Table 2 lists several metal candidates 
for the contact material of MEMS switches (The values of material hardness and 
resistivity may be somewhat different with respect to the measurement setup and 
environment). Conventionally, gold has been widely used owing to its chemical 
inertness, low resistivity of roughly 2 μΩ cm, easy fabrication (can be deposited 
by evaporation, sputtering, and electroplating), and easily deformable property 
even under low contact force, which leads to low and stable contact resistance. 
Thus, contact physics for gold material have actively been researched in terms 
of adhesion force, asperity creep, durability, high and low current behavior, and 
contact resistance with respect to the applied contact force [46, 59]. However, 
Au-to-Au contacts showed relatively low hardness and melting point, thus vulner-
able to material transfer and wear [59]. Also, it causes high adhesion force (0.3–
2.7 mN [59]) and therefore easily results in permanent contact stiction when the 
restoring force is not large enough to detach the contacts. These features accord-
ingly are primarily responsible for low contact endurance and low power handling 
capability. Owing to these drawbacks, as previously mentioned, many groups have 
tried to choose harder materials as contact material such as Rh, Ru, Ir, W, and Pt, 
demonstrating that hard contact materials offer more reliable contact endurance 
and high power handling [69–75]. However, as presented in Table 2, hard con-
tact materials indispensably result in high contact resistance due to their relatively 

Table 2  Contact material candidates

Contact 
material

Resistivity 
(μΩ cm)

Hardness 
(GPa)

Melting 
point (°C)

Contact force 
(μN)

Contact resistance 
(Ω)

Gold (Au) 
[46, 136, 137]

2.2 1–2 1060 50–200 0.05–0.2

AuNi (20 %) 
[138]

20.5 6.1 1040 150 1–1.8

Rhodium 
(Rh) [139]

9.3 9.75 1960 50–200 3–5

Ruthenium 
(Ru) [140]

13.8 15.28 2330 50–100 7–8

Iridium (Ir) 
[134]

15.7 17.4 2460 – –

Tungsten (W) 
[141]

– – 3420 150 <1000

Platinum (Pt) 
[47, 134, 142]

15.8 5.1 1770 140–200 3–4

CNT [143] – – – 10 285 (on-resistance)

RuO2 [142] 50 – – 140 7–10
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high resistivity and hardness. Thus, from the viewpoint of contact resistance, soft 
contact materials such as Au, Cu, and Ag are primarily preferred. To sum, there 
has been a significant trade-off between two critical performance criteria, contact 
resistance and reliability. Accordingly, designers have to select the appropriate 
contact materials in accordance with target applications and their proper usages.

There have been several researches dealing with these conflicting goals (to 
chase these two hares at once). First, dissimilar contact materials such as Au-to-Pt 
and Au-to-Ru contacts were employed [80, 81]. By doing so, contact reliability 
of the MEMS switch became higher than that with only the soft contact material, 
Au, and the contact resistance became lower than that with only the hard contact 
materials, Pt and Ru. In other words, they compromised on reliability and resist-
ance which they achieved at intermediate-level contact resistance and reliability. 
In 2011, Patel et al. suggested to use hard contact material (Ru) with high contact 
force above mN-level to achieve both high endurance and low contact resistance 
[65] at the same time, showing contact resistance as low as 2–3 Ω at 90–100 V in 
the gate voltage, together with high contact endurance. Recently, a new method 
referred to as “complementary dual-contact” scheme (Fig. 15) was suggested and 
demonstrated to achieve low contact resistance as much as <0.3 Ω and high reli-
ability as much as 105 cycles at 10 V–10 mA level (which is higher than that of a 
Pt-to-Pt contact switch) simultaneously [82]. The method used two sub-switches 
with soft (Au-to-Au) and hard (Pt-to-Pt) contact materials in a single switch. In 
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Fig. 15  a Schematic illustration and b SEM image and c operation principle of the “dual-contact”  
MEMS switch [82]
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operation, the transition of the Au-to-Au contact happens exactly within the transi-
tion of the Pt-to-Pt contact. By doing so, the Au-to-Au contact can operate under 
no or little potential difference between the source and drain electrodes during 
contact “closing” and “opening” moments, thus obtaining more enhanced contact 
endurance. At the same time, the Pt-to-Pt contact can make up for its high contact 
resistance thanks to the Au-to-Au contact.

Recently, an advanced type of complementary dual-contact switch that utilizes 
zipping-technique has been demonstrated for a much smaller form factor and a 
simpler operation principle than the previous method [83].

2.6  Other Selected MEMS Switches

The Radant MEMS switch is one of the most representative MEMS contact switch 
because it is a well-known commercialized MEMS device with hermetic packag-
ing (through wafer bonding method) for RF applications [47, 48, 84]. As presented 
in Fig. 16a, the structure is based on a cantilever beam and the gate electrode is 
at the end of the suspended beam. All structures consist of metal materials and 
copper sacrificial layer is employed. Now, the MEMS switches for low and high 
power applications are, respectively, commercialized. The device demonstrated the 

Cap substrate
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Bonding pads
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Release spring
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Fig. 16  a SEM image and packaging photograph of the Radant MEMS switch [47] (Reproduced 
from Ref. [47] with permission from IEEE). b Schematic illustrate and packaging photograph of 
the OMRON MEMS switch [49]
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actuation voltage of 90 V, extremely high lifetime of 1011 cycles at 30 dBm in the 
RF signal power under the cold switching condition, contact resistance of roughly 
2–4 Ω, and the maximum current handling capability of 1 A. Because the device 
size is not big (roughly 100 μm × 100 μm), it has relatively high switching speed 
of 10 μs.

Since 1999, OMRON has also concentrated on the MEMS contact switch, and 
finally succeeded in commercialization of the MEMS switching device [49, 85]. 
The switch is fabricated on the basis of a thick single crystal silicon membrane 
(residual stress and stress gradient are significantly low) and hermetically sealed 
twice. By etching the movable plate near the anchors, spring stiffness is reduced, 
as shown in Fig. 16b. The silicon membrane is roughly 1400 μm × 1400 μm. It 
showed actuation voltage of 30 V, contact resistance of under 1 Ω owing to high 
contact force over 1 mN, switching time of 0.3 ms. Also, the device is operated 
108 cycles at 0.5 mA under the hot switching condition.

3  Nanoelectromechanical System (NEMS) Switches

This section describes the NEMS switch which is about a thousand times smaller 
than the MEMS switch. The NEMS switch has been considered promising to give 
revolutionary impact in various research areas such as relays, logic gates, memory 
devices, and sensors, as NEMS technology is dramatically advanced for future 
nanoelectronics. Here, advantages, fabrication methods, research flow, and current 
issues of the NEMS switches are discussed.

3.1  NEMS Switch Advantages

The NEMS switch has been considered as a promising device especially in low-
power electronics for the following reasons. Similar to MEMS switches (as 
explained in Sect. 2.2), the NEMS switch also has unique advantages, because 
it is also a mechanically operated switching device; ideally zero leakage current, 
free from substrate kinds, insensitive in radiation and temperature changes, low 
on-resistance (as compared to the MOSFET), perfectly abrupt switching behavior. 
Moreover, owing to its extremely small device footprint, the NEMS switch can 
theoretically have lower actuation voltage, higher switching speed, lower power 
dissipation, and lower cost compared to the MEMS switch (most reported NEMS 
switches are actuated through electrostatic scheme because the electrostatic actu-
ation has excellent scalability). For example, if a cantilever-type MEMS switch 
(length L = 30 μm, thickness t = 1 μm, air gap g = 0.5 μm) fabricated by poly-
Si could be scaled down 100 times, it would get the pull-in voltage of 0.35 V and 
resonant frequency of 140 MHz theoretically, which is comparable to MOSFET in 
terms of dynamic power consumption and switching speed. Also, in case of being 
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utilized in logic applications, the NEMS switch requires fewer components to 
form logic gates, in comparison to that composed by CMOS components [86–88].

Among these advantages, an extremely low leakage current which can lead to 
very low static power consumption is the most attractive feature, and this is the 
main reason why NEMS switches receive such strong attention as a next-gener-
ation switching device. In the semiconductor-based switching device, a signifi-
cant leakage current is the major issue as the device size decreases (more detailed 
descriptions are explained in the introduction to the next section), thus many 
researchers have utilized new materials with high-dielectric constant (high-k) 
gate dielectrics such as hafnium oxide (HfO2), zirconium oxide (ZrO2), alumina 
(Al2O3) and their silicate for replacing SiO2 [89]. By doing so, the physical thick-
ness of the gate dielectric layer can be thicker than that of SiO2, thus bringing 
about several orders of magnitude lower leakage current from the gate to the chan-
nel. Also, structural approaches including a self-aligned double-gate MOSFET 
(FinFET) and a gate-all-around (GAA) transistor were extensively researched to 
minimize the short channel effect [90]. However, these methods cannot perfectly 
reduce the leakage current, and some side effects such as threshold voltage (Vth) 
instability and relatively poor device reliability are left unsolved. Owing to these 
facts, the NEMS switch with ideally zero leakage current (subthreshold slope 
lower than 60 mV/dec [91]) has an absolute strength over the semiconductor-
based switching devices.

3.2  Fabrication Methods

There are two main streams in fabricating the NEMS switches: one is a top-down 
approach and the other is a bottom-up approach. The top-down approach means a 
process that starts from a large piece and subsequently uses finer tools for creating 
correspondingly smaller structures. It commonly employs a conventional lithog-
raphy technique (in case of nano-device, E-beam lithography), thus resulting in 
CMOS-compatible fabrication process, high reproducibility, and high through-
put. Also, the bottom-up approach means making larger and more organized sys-
tems by combining smaller components of atomic or an externally applied driving 
force. In other words, the bottom-up approach generally uses a self-assembly prin-
ciple that exploits chemical or physical forces, assembling basic units (molecu-
lar or nanosized chemicals) in nanoscale to make larger structures. Most NEMS 
switches with the bottom-up scheme employ carbon nanotube (CNT) [91]. CNT 
or chemically synthesized nanowire NEM switch presents high density and high 
speed compared with those fabricated by the top-down approach (in general, most 
NEMS switching devices with the top-down approach are difficult to have high 
scalability up to a few nanometer scale level); whereas assembling the nanow-
ires into arrays is difficult owing to random CNT growth. Having their respective 
strengths and weaknesses, both fabrication techniques are currently exploited to 
realize NEMS switches.
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3.3  Research Flow

In the early stage, NEMS switches were fabricated through the bottom-up 
approach using CNT (or chemically synthesized nanowire) as a structural mate-
rial. Rueckes et al. [92] first proposed the CNT-based nanomechanical memory 
with high switching speed, high density, and nonvolatility. Then, Kaul et al. [93], 
Dujardin et al. [94], and Cha et al. [95] reported the CNT-based NEMS switches 
that operate at low actuation voltages of 2, 2.9, and 3 V, respectively. Also, Lee 
et al. [96] developed the NEMS switch integrated with CNT-FET (field-effect-
transistor) for a nonvolatile memory application. Jang et al. [97] proposed and 
characterized the CNT-based nanomechanical memory using vertically grown 
MWCNT (multi-wall CNT), demonstrating high density possibility. However, the 
existing NEMS switching devices on the basis of the CNTs growth are still very 
challenging to be realized, owing to various obstacles such as difficulty in con-
trolling the CNT’s position and managing population of each CNTs. Accordingly, 
excellent fabrication platform and process are required to conduct a paramet-
ric study and material optimization. As a matter of fact, NEMS switches based 
on the bottom-up approach are not likely to achieve reliable performance in the 
near future. More detailed researches on the CNT-based NEM switch are well 
described in a recent review-paper [91].

On the other hand, as technology for CMOS fabrication advances, NEMS 
switches with the top-down scheme, which can control the position of the device 
arrays precisely, have been actively sought. Therefore, in this chapter, various 
kinds of NEMS switches based on the top-down approach are mainly described. 
In 2008, Jang et al. introduced a cantilever type 2-terminal NEMS switch with a 
15 nm thick suspension air gap (Fig. 17a) [98]. Because the air gap is fabricated 
with an accurate film deposition, a very stable and flat beam structure can be fab-
ricated. Also, it employs the well-developed CMOS fabrication techniques and 

Fig. 17  SEM images of a 
2-terminal and b 3-terminal 
KAIST NEMS switches [98, 
99]
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CMOS-compatible materials (TiN), thus facilitating high scalability and mono-
lithic integration with CMOS devices. Although it is the first demonstration of 
very small air gap nanomechanical switch with the top-down approach, the device 
showed repetitive switching operation of over several hundred switching cycles by 
employing ultrathin oxide layer, where the lifetime is relatively long in contrast 
to other NEMS switches (most NEMS switches failed after a few cycles [91]). 
Subsequently, this work was followed by a 3-terminal NEMS switch with a 50 nm 
thick TiN cantilever and a 40 nm air gap, which was also demonstrated in KAIST 
[99], as presented in Fig. 17b.

Since then, various kinds of unique structures were devised for NEMS 
switches. Similar to the micro-scale mechanical switches, there was an effort to 
use the torsional spring for achieving low actuation voltage in NEMS switches 
by using focused ion beam (FIB) milling and silicon-on-insulator (SOI) substrate 
[100]. As shown in Fig. 18a, the structure consists of a cantilever beam (9 μm 
long and 1.5 μm wide) and a torsional spring of length of 2.4 μm and width 
530 nm. By doing so, relatively low actuation voltage of 5.5 V was achieved. Also, 
You et al. suggested a U-shaped NEMS switch consisting of two silicon nanow-
ires and a capacitive paddle (Fig. 18b) [101]. The dimension of the nanowires was 
5 μm long with cross section of 90 nm by 90 nm. Owing to the large capacitive 
paddle for high electrostatic force and long and thin nanowires for low spring stiff-
ness, the actuation voltage was 1–2 V. These two NEMS switches demonstrated 
the possibility of low actuation voltage, but it is noteworthy that this feature 
accordingly may lead to permanent contact stiction. Recently, sub-1 V (roughly 

200 nm

4 nm gap

1.5 µm

9 µm

2.4 µm

530 nm 5 µm

Bottom electrode

(a) (b)

(c)

Fig. 18  SEM images of the NEMS switches for low operation voltage. a Torsional spring [100] 
and b U-shape [101] and c pipe-clip [102] NEMS switches
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0.4 V) NEM switch was first demonstrated by Lee et al. [102]. They exploited a 
unique pipe clip structure to form an extremely small air gap of 4 nm, as shown in 
Fig. 18c. Generally, making a small air gap for NEMS switch is difficult because 
the small air gap leads to low restoring force in comparison to the contact adhe-
sion force. In this research, by restricting the apparent contact area through only 
the curved region in the pipe clip structure, the van der Waals force that is respon-
sible for the contact stiction can be minimized. This result (sub-1 V of operation 
voltage) represents a significant meaning that the NEMS switch can operate at an 
ultralow voltage similar to or even lower than that of the MOSFET, together with 
extremely low leakage current. That is, it demonstrated that the NEMS switch can 
be a suitable candidate for being used in ultralow power electronics.

Together with the low actuation-voltage NEMS switches, one of the strong 
merits of the miniaturized mechanical switch, which is its insensitiveness to harsh 
environments (high temperature ranging from 300 to 600 °C), was demonstrated 
using a cantilever-type NEMS switch made of silicon carbide (SiC) in 2010 [103]. 
At temperature higher than 300 °C, the silicon-based devices are difficult to be uti-
lized owing to excessive leakage current which stems from the p–n junction deg-
radation and thermionic emission [104]; whereas the NEMS device made of SiC 
has excellent thermal stability and mechanical robustness, thus making the device 
immune to high temperature. Also, because it is a laterally operated mechanical 
switch (Fig. 19a), all structures can be fabricated at once using a single lithogra-
phy. The length, width, and air gap of the cantilever beam are 8 μm, 200 nm, and 
150 nm, respectively. Here, high reliability over 2 billion cycles at 500 °C was 
demonstrated. Also, very thin and long SiC nanowire NEMS switch was suggested 
for low actuation voltages down to the level of 1 V and fast switching time under 
sub-microsecond (Fig. 19b) [105].

Apart from these researches, a mechanical and electrical transistor structure 
(METS) which consists of a movable nanowire (as a channel for FET) and two 
gate electrodes have been developed (Fig. 20) [88, 106, 107]. This new switching 

Drain

Gate Source

(a) (b)

Fig. 19  SEM images of the SiC NEMS switches based on a the cantilever beam [103] (Repro-
duced from Ref. [103] with permission from the American Association for the Advancement of 
Science) and b the long nanowire [105]
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device is a combination of the FET and the NEMS switch. The movable nanow-
ire posted at the drain and source electrodes make contact with one of the two 
separate gate electrodes by electrostatic force (flip-flop operation). As shown in 
Fig. 20, the gate electrode is mechanically apart from the silicon nanowire at the 
off-state, thus the off leakage current is very low, similar to that of NEMS switch. 
At the same time, when the suspended nanowire is actuated and made contact with 
the gate electrode, sudden current increase occurs and the current level becomes 
the same as that of the conventional MOSFET. The air gap could be reduced down 
to 2 nm, therefore it can achieve very low actuation voltage of sub 2 V by atomic 
layer deposition (ALD) [107]. It could be fabricated with full CMOS-compatible 
fabrication process. Also, combining both the mechanical and electrical switching 
devices demonstrated multifunctionality such as making a p–n junction through 
two contact parts and logic gates [88].

3.4  Current Issues

In contrast to the microscale mechanical switch, demonstrating the nanosized 
mechanical switch itself has been difficult so far, in terms of design, fabrication, 
and cost. Accordingly, switching performances of the currently reported NEMS 
switch are relatively immature. Being exploited in various applications including 
memory device and logic gates integrated with conventional CMOS, there are sev-
eral challenging issues to be solved.

Source

Drain

Biasing gate voltage (G1)

(a) (b)

Fig. 20  a Schematic illustration and b SEM image of the mechanical and electrical transistor 
[88]
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First, actuation voltage should be minimized down to sub-1 V. To employ the 
NEMS switch as a core device component in the ultralow power IC, reducing 
actuation voltage is important for reducing supply voltage (VDD), which is directly 
related to dynamic power consumption. However, small air gap and low stiffness 
for sub-1 V lead to low restoring force, thus causing permanent contact stiction. 
As explained earlier, various structural approaches such as long and thin nanowire 
and torsional spring were suggested. Also, since Lee et al. recently demonstrated 
possibility of the ultralow actuation voltage NEMS switch, many researchers 
have actively focused on reducing actuation voltage down to sub-1 V with various 
designs [107, 108].

When utilizing NEMS switches in logic and memory applications, the switch-
ing speed should also be enhanced since existing CMOS-based devices are very 
fast. The reason why the switching speed of NEM switches is slower than that 
of the CMOS-based device is that there should be a mechanical movement of 
the NEMS switch structure during switching operation. As mentioned before, by 
scaling down the size of the NEMS switch, the corresponding resonant frequence 
(i.e., switching speed) can be increased. Selecting materials with smaller mass 
and higher spring stiffness is also a good method to increase switching speed. 
However, device designer should consider the trade-off between the switching 
speed and the actuation voltage since high spring stiffness for high resonant fre-
quency accordingly leads to high actuation voltage. In nanoscale, owing to the 
mechanical settling time and contact adhesion force, the pull-out (switching-out) 
time of the NEMS switch may be longer than pull-in (switching-on) time.

Another severe problem of the NEMS switch is its contact reliability, which 
is the same in the MEMS contact switch. Especially, very low contact force of 
NEM switches (generally under 1 μN) leads to unstable contact and high contact 
resistance over 1 kΩ (it is difficult to achieve ohmic contact through piercing the 
thin adsorbed or contamination film layer). Also, for achieving stable contact, high 
drain voltage to break the shallow insulating layer is commonly applied. By doing 
so, the contact degradation becomes more severe because the air gap of the NEMS 
switch is extremely small, therefore even very small drain voltage could generate 
extremely high electric field between the two contact parts. We think that the most 
effective solution to this problem is using contact materials having high thermal 
conductivity, high melting point, and high mechanical robustness such as carbon-
based material and SiC to suppress contact degradation.

Additionally, most reported NEMS switches have been demonstrated through 
two-terminal configuration. To favorably exploit the NEMS switch for replacing 
CMOS circuits and conventional memory devices, three-terminal structure should 
be considered in the near future. The devices also have to be designed and fabri-
cated in light of CMOS compatibility and hermetic packaging.
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4  Logic and Memory Applications

4.1  Introduction

In 1947, Shockely, Brattain, and Bardeen invented the transistor, which is the most 
primary type of silicon-based electronic devices, at the Bell laboratory. Since then, 
integrate circuits (IC) technology that monolithically integrates transistors, resis-
tors, inductors, and capacitors in the same planar substrate, has been aggressively 
progressed together with the extensive development of micro/nanofabrication tech-
nology. Also, after creating complementary-metal–oxide-semiconductor (CMOS) 
which employs both p- and n-type MOSFETs to implement logic gates and other 
digital circuits [2], it is favorable for very large-scale integration (VLSI) owing 
to its excellent scalability, low power dissipation, and high speed. In particular, 
its superior miniaturization ability leads to tremendous performance improvement 
and cost reduction simultaneously. In other words, growth of IC industry has been 
dramatically accelerated with competitive scaling down tendency. This increasing 
device density tendency has been predicted by Moore’s Law, which is well known 
as the number of transistors per IC becomes double every 18 months [109, 110].

However, scaling in the conventional CMOS and CMOS-based memory to 
increase both the integration density and the operation speed is rapidly facing a 
physical limitation. That is, many difficult challenges in continuing to scale down 
beyond sub-100 nm have been encountered so far, such as power dissipation, para-
sitic leakage currents, and short-channel effects [3–5]. These fundamental limits 
have led to pessimistic predictions of the “End of Moore’s Law” for the semicon-
ductor industry.

On the other hand, many barriers to further scaling of CMOS have intro-
duced new technologies that overcome its physical limits: introduction of new 
approaches for logic and memory devices based on a nonsolid state device. 
Among them, mechanically operated switching device, the MEMS/NEMS switch 
(especially, NEMS switch due to its small size), can be a good solution for break-
ing the physical limit of the CMOS, thanks to the various reasons explained in 
Sect. 3.1 (particularly, quasi-zero leakage current and perfectly abrupt switching 
behavior).

4.2  Logic Applications

Among the CMOS’ fundamental processes and physical parameters including 
lithography, power supply and threshold voltage, short-channel effect, gate oxide, 
high field effect, dopant number fluctuations, and interconnect delays [3], the most 
critical issue when the MOSFET is especially utilized in logic applications is 
power dissipation. The total power dissipation in the digital CMOS circuits can be 
summarized as follows [111]:
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The first term represents power from the switching component, where pt is the 
probability that a power consuming transition occurs (activity factor), CL is the 
load capacitance, fCK is the clock frequency, V is the voltage swing (in most cases, 
it is the same as VDD). The second term stems from the direct-path short circuit 
current ISC, which arises when both NMOS and PMOS are turned-on, and current 
flows from power supply to ground. The final term is related to the leakage current 
(IOFF). As shown in Eq. (18), the most effective way to reduce active (dynamic) 
power dissipation is to reduce VDD. Accordingly, VT should also be reduced to 
maintain high current and fast operation speed [50]. When we reduce VT, however, 
off-state leakage current between the drain and source electrodes (IOFF) would 
exponentially increase because IOFF (which is directly related with passive power 
dissipation) increases with decreasing VT, as follows [50]:

where S is the subthreshold swing. This means that there is a trade-off between 
active and passive power dissipations, and this makes IC design complicated. 
Thus, the miniaturized mechanical switch with ideally zero leakage current and 
infinite subthreshold swing regardless of the supply voltage can be considered 
attractive in logic applications, which can eliminate the trade-off between active 
(dynamic) and leakage (static) power dissipations.

Complementary logic gates including inverter, NAND, and NOR utilizing 
mechanical switches can be implemented by replacing both the p- and n-type 
MOSFETs with the MEMS/NEMS switches (“CMOS-equivalent”). For exam-
ple, Fig. 21a presents the complementary mechanical logic inverter (basic unit of 
the logic gates) schematic [112] and the configuration is the same as that of the 
CMOS inverter. The source electrode of one mechanical switch (pull-up device) is 

(18)Ptotal = pt(CL · V · VDD · fCK)+ ISC · VDD + IOFF · VDD

(19)IOFF ∝ 10−VT /S
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Fig. 21  a Mechanical logic inverter configuration. b Voltage transfer characteristic [112] 
(Reproduced from Ref. [112] with permission from IEEE)
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biased to the supply voltage (VDD), and that of the other mechanical switch (pull-
down device) is connected to the ground. Both the gate and drain electrodes of the 
two mechanical switches are electrically connected, respectively. In terms of the 
voltage transfer characteristics (VTC), which is the key indicator to evaluate the 
complementary logic inverter, the mechanical logic inverter has unique features, 
as presented in Fig. 21b. When the input voltage (VIN) is close to 0 V, owing to the 
voltage difference between the source and gate electrodes of the pull-up switch, 
the pull-up switch turns on, causing the output voltage (VOUT) to be VDD. As the 
input voltage increases and when the voltage difference reaches to the pull-out 
voltage (VPO) of the pull-up switch, the pull-up switch is then detached from the 
output electrode and the output electrode becomes electrically floating. As the 
input voltage increases further than the voltage where the pull-down switch turns 
on (pull-in voltage (VPI) of the pull-down switch), the output voltage becomes 
0 V. As the input voltage is then swept back to the negative voltage, the pull-down 
switch is then turned off and the output voltage becomes electrically floating 
again. Finally, as the input voltage deceases close to ground, the pull-up switch is 
reattached, causing the output voltage to be VDD. As can be seen in Fig. 21b, there 
is a voltage window due to the hysteresis of the mechanical switches, which is not 
good with respect to the voltage noise margin. However, the hysteresis can suf-
ficiently be minimized by proper design of the mechanical switch which excludes 
the pull-in phenomenon [11] and by reducing the adhesion force between the two 
contact parts of the mechanical switch [82].

Next, a variety of MEMS/NEMS switch implementations and correspond-
ing logic gates (i.e., inverter, NAND, NOR) for ultralow power electronics 
are discussed. Among them, a new logic switching device (referred to as a sus-
pended-gate field-effect transistor, SGFET) utilizing an electrostatically actuated 
mechanical membrane (NEMS/MEMS switch) and a MOSFET simultaneously 
was suggested (refer to the METS in Sect. 3.3). Actually, the SGFET concept 
which combines both the electrical devices was first introduced 45 years ago [13] 
for gas and pressure sensing. In 2002 and 2005, it was theoretically conceived as 
an abrupt current switching device by Ionescu et al. [113] and Kam et al. [114] to 
demonstrate excellent electrical characteristics including high on/off current ratio, 
low power dissipation, and low leakage current. Then, an analytic model of the 
SGFET was developed by Akarvardar in 2008 [115]. Recently, the SGFET con-
cept was demonstrated using a nanowire [107, 116], highlighting the potential of 
the nanoscale SGFET as an ultralow power logic element (Fig. 22). Basically, the 
SGFET is also a 3-terminal switching device (the same as M/NEMS switches) 
where the current from a source to a drain is modulated by the gate electrode. In 
Fig. 22, the channel is normally on at 0 V of the gate voltage owing to whole gas 
accumulation [116], and at the OFF-state, it comes to make contact with the gate 
electrode by applying a threshold (pull-in) voltage to the gate electrode.

Also, there were effective design considerations for the complementary 
mechanical logic gates, which inspired many other researchers later [112]. 
Figure 23a shows the lateral and vertical design rules for the complementary 
mechanical logic inverter. In both inverter designs, when high voltage (VDD) is 
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applied to the input electrode, a cantilever electrically connected to the ground 
(GND) would be operated to make contact with the output electrode, and vice 
versa. Especially, the laterally actuated inverter theoretically occupied only 
0.03 μm2, that is, 1/3 of the area occupied by the minimum sized inverter in 
45 nm CMOS technology (channel length of the CMOS is much smaller than the 
mechanical inverter, but contact part and active area of the CMOS require larger 
area than the mechanical inverter). Furthermore, they introduced a simple NAND 
gate design with a unique “dual-beam” scheme, as shown in Fig. 23b. By means 
of the laterally operated mechanical logic inverter design, Lee et al. [103] dem-
onstrated the logic inverter with the SiC-based NEMS switch (as explained in 
Sect. 3.3), with VDD = 6 V and VSS = −6 V and actuation frequency of 500 kHz 
(Fig. 23c). Although the waveform of the output voltage is relatively rough wing 
to high contact resistance and high operation frequency, it has a strong meaning as 

Fig. 22  SEM images of the Nanowire SGFET [116]
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Fig. 23  Lateral and vertical designs for a logic inverter and b NAND gate [112] (Reproduced 
from Ref. [112] with permission from IEEE) c Input-output voltage waveform of the mechanical 
inverter 500 °C [103] (Reproduced from Ref. [103] with permission from the American Associa-
tion for the Advancement of Science)
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the first demonstration of the nanoscaled mechanical logic gate in harsh environ-
ment (at 500 °C) where the MOSFET cannot be operated.

Liu group has actively conducted various researches on mechanical logic gates 
for ultralow power ICs [29, 50, 117]. In terms of the mechanical switch design 
for the logic gates, they employed a four-terminal configuration where the switch 
on/off state is determined by the voltage difference between the gate and body 
electrodes (Fig. 24a, b). If VGB > VPI, the mechanical switch becomes the on-state 
(floating channel electrode makes contacts with both the drain and the source 
electrodes and current can flow between them), and if VGB < VPI, the mechanical 
switch becomes the off-state, and the channel and gate electrodes are electrically 
isolated by the gate oxide. There are two main reasons to employ the four-terminal 
configuration. First, when connecting multiple switches in series (it is sometimes 
desirable), the source voltage is not uniquely defined in the conventional three-ter-
minal switches, thus operation voltage is variable. However, by using the four-ter-
minal configuration, actuation voltage is not affected by the source and the drain 
electrodes. Also, by means of changing the body bias, the actuation (gate) volt-
age can be controlled because the switch on/off is determined by VGB, and thereby 
actuation voltage <2 V can be achieved. Here, tungsten was used as the contact 
material and the device was successful to operate up to 109 cycles together with 
10 kΩ of the contact resistance. As shown in Fig. 24c, d, they also demonstrated 

Fig. 24  a SEM image and b operation principle of the 4-termical MEMS switch (UC Berkeley). 
c VTC curve and d timing diagrams of UC Berkeley mechanical inverter [50] (Reproduced from 
Ref. [50] with permission from IEEE)
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the mechanical logic inverter circuit. With VDD = 2 V, the symmetric VTC curve 
was achieved, but hysteresis (VPI – VPO) should be minimized for large noise 
margin.

In addition, Kim et al. demonstrated the mechanical logic gates, including 
an inverter and a mechanical latch using the see-saw type MEMS switch with 
stiction-recovery actuation (as explained in Sect. 2.3) [39]. Using these see-saw 
type mechanical switches, they demonstrated the mechanical logic inverter with 
VDD = 3 V and a MEMS D-latch consisting of three mechanical switches with 
VDD = 5 V. Interestingly, in contrast to all other mechanical logic gates with the 
electrostatic actuation, MEMS logic gates implemented through a piezoelectrically 
actuated mechanical switch (Fig. 25a) was also suggested [118]. The piezoelec-
tric MEMS switch presented low actuation voltage of 1.5 V through opposite body 
biasing scheme which is similar to the four-terminal configuration. Through the 
“CMOS-equivalent” configurations using the piezoelectric MEMS switches, not 
only the complementary inverter but also the NAND and NOR gates were success-
fully demonstrated, as shown in Fig. 25b.

Although there were several demonstrations of the logic gates with the mechan-
ical switches, it is still challenging for MEMS/NEMS switches to be implemented 
in logic applications, in contrast to the commercialized CMOS logic gates. To 
obtain competitive performance in comparison to that of the CMOS logic gates, 
mechanical switches should have low actuation voltage <1 V, low contact resist-
ance <10 kΩ, high lifetime >1014 cycles, extremely small size, and switching 
speed at picosecond level [50]. Among them, low actuation voltage was achieved 
by various structural approaches (ex. torsional spring) and the four-terminal 
configuration (body-bias scheme). Actually, to achieve actuation voltage <1 V, 
pull-out condition of the mechanical switch is important; and hence, contact 
adhesion force which is directly related to the pull-out voltage should be mini-
mized. Then, contact resistance specifications of the mechanical switch for logic 
applications are relatively high, which is different from that for RF applications 
(<1–2 Ω of contact resistance). Thus, hard contact materials which have relatively 

NAND gate NOR gateActuation
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Fig. 25  a Schematic illustration of piezoelectrically actuated mechanical switch using the oppo-
site body biasing scheme for logic application. b Measurement results for the NAND and NOR 
gates [118] (Reproduced from Ref. [118] with permission from IEEE)



101Micro and Nanoelectromechanical Contact Switches for Logic …

high contact resistance and high reliability such as platinum and tungsten are 
more appropriate, compared to soft contact materials including gold, because 
the lifetime is a more severe issue in mechanical switches in logic gates. Also, 
most mechanical logic gates were substantiated with the microscale mechanical 
(MEMS) switches owing to their easy fabrication. Therefore, active demonstration 
of various nanosized mechanical logic gates is required. Lastly, Pott et al. com-
pared the MEMS switch with the 65-nm scale MOSFET (based on specifications 
in the international technology roadmap for semiconductors (ITRS)) in terms of 
the operation voltage, layout area, and speed [50]. At this time, the most signifi-
cant problem is switching speed of the mechanical switch, which is 4–5 orders of 
magnitude slower than that of the MOSFET. Thus, we think that it is also urgent 
for the mechanical logic gate to enhance the switching speed now.

4.3  Memory Applications

Along with the logic gates, memory device is one of the key applications where 
miniaturized mechanical switches can be utilized. Historically, a society requires 
computational memory tools to memorize and support the development of our 
civilization. As a society develops and gets larger, higher memory capacity is 
demanded. However, conventional memory technologies are facing many chal-
lenges including difficulties of miniaturization and guaranteeing of high reliability. 
Typically, scaling of the memory cells including dynamic random access memory 
(DRAM), static random access memory (SRAM), and FLASH memory is get-
ting difficult owing to leakage current, immunity to process variations, and noise. 
Thus, various kinds of emerging memory devices are suggested to address these 
issues of conventional memory technologies, and one of the primary candidates is 
a mechanical memory using miniaturized mechanical switches.

In the beginning, a mechanical beam was utilized to demonstrate the concept 
of the mechanical memory devices, similar to the commonly employed mechani-
cal toggle switches in our daily life (using beam buckling to make bistable con-
ditions). Halg et al. developed a primitive mechanically operated nonvolatile 
memory [119], which stored the data using capacitance difference through the 
bistable motion of a metal bridge in the early 1990s, as shown in Fig. 26. This 
method leads to unlimited retention time and immunity to electromagnetic fields 
and mechanical shocks; whereas switching voltage was as high as around 30 V 
and the memory cell size was relatively large to be used as a memory device at 
that time.

Then, Cavendish-Kinetics developed a new mechanically operated nonvolatile 
memory (NVM) using a vertical flip-flop scheme [120, 121]. They used CMOS 
backend process. For program (state “1”), actuation voltage is applied to the bot-
tom electrode and the cantilever beam makes contact with it (the bottom elec-
trode). At this time, owing to its low stiffness and large adhesion force which 
stems from the metal-to-metal bonding and van der Waals force lead to holding 
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the beam at the down state “1” through maintaining electrical connection between 
the bottom electrode and the cantilever beam. When making state “0” (erase state), 
sufficient voltage is applied to the top electrode to detach the contact (ceiling 
of the packaged cavity is used as the top electrode). With scaling of the device 
geometry, the switching speed could be reduced by 100 ns, which is faster time to 
program and erase than those of FLASH and silicon-oxide–nitride-oxide-silicon 
(SONOS) devices. Also, its unique stacked-electrode design naturally leads to her-
metically sealed packaging. As a matter of fact, control and prediction of the con-
tact adhesion force between two contact parts is not easy, but they guarantee it up 
to a certain point through theoretical modeling.

Jang et al. developed a nanoscale memory cell utilizing nanoelectromechani-
cal switched capacitor structure, which used a vertically aligned multiwall carbon 
nanotube (MWCNT) in 2008 [97]. As shown in Fig. 27, one memory cell consists 
of a CNT (60 nm)-insulator (SiNx, 40 nm)-metal (Cr, 30 nm)—CIM capacitor at 

Fig. 26  a Schematic illustration and b SEM images of the mechanically operated non-volatile 
memory using bistable motion [119] (Reproduced from Ref. [119] with permission from IEEE)
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Fig. 27  a Schematic illustration and b SEM images including the fabrication process of the 
memory cell based on the nanoelectromechanical switched capacitor [97]
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the position of the source electrode, a vertical drain electrode with MWCNT, and 
a gate electrode which has no nanotube. In operation, the gate and the drain elec-
trodes are connected to the word and bit lines, respectively, and the source elec-
trode is electrically grounded. When a constant positive voltage is applied to the 
bit line and at the same time a positive voltage higher than the bit line voltage is 
applied to the gate electrode, a repulsive electrostatic force between the gate and 
drain electrodes and an attractive electrostatic force between the drain and source 
electrodes make the nanotube at the drain electrode to be actuated and make con-
tact with the metal (Cr) on the capacitor. At that time, a transient current flows 
to charge the CIM capacitor. The overall write-read scheme is the same as that 
of the conventional DRAM. Here, the proposed operation method uses repulsive 
force, not like the conventional electrostatic actuation utilizes attractive force. 
Nevertheless, its vertical MWCNT structure leads to a significantly small foot-
print, high switching speed (switching frequency, 62–750 MHz), and low power 
consumption compared to the conventional DRAM.

KAIST also suggested and demonstrated a new type of nonvolatile memory 
called mechanically operated random access memory (MORAM), which is com-
posed of one mechanical switch and one storage capacitor [122]. Its configu-
ration is similar to that of the DRAM, except the fact that the switching device 
(MOSFET) in DRAM is replaced by the mechanical switch, as shown in Fig. 28. 
Using the mechanical switch with ideally zero leakage current, the charge leakage 
path from the storage capacitor through the off-state mechanical switch does not 
exist, thus it can be operated like a nonvolatile memory (DRAM loses stored data 
in the storage capacitor owing to the inevitable leakage current of the MOSFET 
when the supply power is cut off).

To summarize, many innovative mechanically operated devices have been 
researched for replacing existing nonvolatile memory devices so far. Owing 
to their strengths, the mechanical memory devices can take a place in the ITRS 

MOSFET Mechanical switch

BL BL

WL WL

Cap

(a) (b)

Fig. 28  Schematic diagrams and equivalent circuits of a the conventional DRAM and b new-
type DRAM with the mechanical switch [122]
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roadmap as potential alternatives. In general, to be the “next” memory device, 
it needs to possess the following attributes: fast access time, nonvolatility, infi-
nite read/write/erase cycles, low power, a wide operating temperature range, 
scalability, low cost, and CMOS compatibility. Among them, the mechanical 
memory using the MEMS/NEMS switch can have the miniaturized mechanical 
switch’s own strengths, thus possessing the strong points in terms of nonvolatility, 
extremely low power, insensitiveness to radiation, and temperature changes. Thus, 
although most MEMS/NEMS switch-based memory cells presented relatively low 
scalability compared with existing nonvolatile memory devices such as FLASH 
so far, we strongly believe that mechanically operated memory devices (also logic 
devices) have promising potential and may compete with conventional memory 
architectures by overcoming the technical challenges.

5  Power Applications

5.1  Introduction

In the field of power electronics, a switching device is one of the most important 
components because it is utilized in tremendous applications such as measurement 
equipment, batteries, and portable devices. Basically, power switches are divided 
into two categories, electromagnetic relays (EMRs) and solid-state relays (SSRs). 
The former (EMRs) is well known for its low on-resistance, high current capabil-
ity, and low cost, whereas they are bulky and commonly require continuous coil 
current to hold the on-state. On the other hand, the latter (SSRs) has its own merits 
including high speed and easiness in on-chip integration. However, low-off resist-
ance, polarity sensitivity, and generally high cost at high current are widely known 
demerits. Consequently, having their respective strengths and weaknesses, both 
switching devices separately keep up their market share depending on the specific 
applications.

Nowadays, these two main switching devices are facing several obstacles as 
current electronics trends are gradually changed. That is, as needs for the portable 
devices are increasing, the electronic device sizes are demanded to be minimized. 
At the same time, energy or power efficiency is also becoming very important, 
as inevitable environmental issues including environment-friendly green growth 
and restraining greenhouse gas emissions are on the rise. In this environment, the 
micro/nanosized mechanical switch can be a promising candidate for the switch-
ing device in power applications.

The miniaturized mechanical switches have various merits when they are 
applied to power switching applications. First, high power efficiency can be 
achieved. Electric devices based on semiconductor always have leakage cur-
rents such as subthreshold and gate leakages when the devices are at the off-state. 
However, mechanical structure of MEMS/NEMS switches does not suffer from 
any leakage current. Also, they are generally fabricated with highly conductive 
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metal, thus potentially affording much lower on-resistance. At the same time, they 
can operate with voltage driving method, thus power consumption is much lower 
than that of conventional EMRs which should flow the current continuously to 
keep “on-state”. Also, batch fabrication of miniaturized mechanical switches can 
be realized by a silicon process, so they have additional advantages in terms of 
cost, size, and design in comparison to conventional EMRs. That is, keeping pace 
with the current electronics trends of miniaturization and high power efficiency, 
these strengths make MEMS/NEMS switches to be considered as one of next-gen-
eration switching devices.

5.2  Requirements for Power Switching

In terms of power switching, the major and important parameters are somewhat 
different from other applications such as RF, logic, and memory devices. First, 
power handling capability, which means the maximum input or output power that 
the mechanical switch can provide or handle without damage, should be maxi-
mized. However, the MEMS/NEMS contact switch is particularly vulnerable to 
this feature, because the concentrated heat at the contact spots is relatively high 
compared to the small effective or real contact area and micro-arc and material 
transfer easily occurs at high bias drain voltage, thus attacking the contact asperi-
ties [46].

On-resistance is also a critical factor since it is directly related to power effi-
ciency. Thus, the contact resistance ought to be minimized, and the signal line 
(electrode) should have sufficient thickness and width to lower the total on-resist-
ance. Electroplated structure is preferred to that from evaporation or sputter.

Next, another main parameter in power switching application is high stand-off 
voltage. It indicates a maximum drain-to-source voltage for the switch to with-
stand at the off-state. This value should be high for mechanical switches to be 
undamaged when high-voltage external noise or signal is suddenly (inevitably) 
applied between two contact parts at the off-state. In general, high voltage between 
the drain and source electrodes generates high electric field in the gap between 
two contact parts. This can cause the mechanical switch to fail by self-actuation 
(high electrostatic force between the drain and source electrodes causes the source 
or drain electrode to actuate) or by generating electrical breakdown of the air gap 
[36]. In any case, a sufficiently wide air gap is required to have high stand-off volt-
age in accordance with the Paschen curve [123–125].

Lastly, a certain level of lifetime at high power (current) condition should be 
definitely assured. Generally, the contact endurance of MEMS/NEMS switches 
under high current is relatively poorer than that of EMRs and SSRs (see Fig. 14). 
This is the primary reason why MEMS/NEMS switches are difficult to be 
exploited in power applications. Thus, current researches for the mechanical 
power switch are mainly concentrating on enhancing the contact reliability at high 
power levels.
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5.3  Research Flow

In 1998, a fully integrated magnetically actuated MEMS switch (relay) was devel-
oped (Fig. 29a) [126]. By fabricating all structures of the device with microma-
chined technique, the switch does not require any assembly of a coil (batch 
fabrication is possible) and therefore it has smaller total size in contrast to other 
EMRs. Also, actuation power could be reduced to 33 mW through minimizing the 
coil design. The device demonstrated a current carrying capability of 1.2 A and a 
contact resistance of 22 mΩ. Although the device is magnetically operated, it has 
opened and closed at a frequency of 1 kHz owing to the relatively small switch 
dimension (the upper plate is 1.95 mm × 3.5 mm). Then, Wong et al. suggested an 
electrostatically actuated MEMS switch for power applications, in 2000 (Fig. 29b) 
[127]. They tried to employ the MEMS switch for the automotive vehicle. The 
device is operated with either electrostatic (20 V) or pneumatic (1200 Pa) actua-
tions and showed low contact resistance of 14 mΩ and a current carrying capa-
bility of 400 mA. Although there were great efforts to use MEMS switches for 
telecommunication applications, these two works have strong meaning as the first 
attempt to apply the MEMS switch to power switching applications.

Following these works, Delphi lab has fabricated a copper blade cantilever-type 
micro relay with electrostatic actuation in 2002 [128]. The cantilever-type switch 
showed a relatively large size of 1.88 mm × 1 mm and Cu-to-Cu contact was uti-
lized. Using the sectioned blade, as presented in Fig. 30a, the device can obtain 
better flexibility when making contact and thereby have multiple contact points. 
The device demonstrated switching speed of 50 μs and current capability of 1 A. 
It is also operated for more than 1.7 × 106 cycles at 50 mA of the current level. 
Furthermore, they employed arc-suppression circuit to enhance the power han-
dling capability for the first time (Fig. 30b, c) [67]. By doing so, the relay could be 
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Fig. 29  Schematic illustrations of a the magnetically actuated MEMS relay [126] (Reproduced 
from Ref. [126] with permission from IEEE) and b the electrostatically (or pneumatically) actu-
ated MEMS relay [127] (Reproduced from Ref. [126] with permission from IEEE)



107Micro and Nanoelectromechanical Contact Switches for Logic …

protected from the arcing during relay “opening” and “closing” moments, thus the 
lifetime at 0.35 A was enhanced from 20 to 2000 cycles. Although the results are 
not sufficient to achieve their goal (specifications) for automotive application, they 
demonstrated relatively high reliability and power handling capability compared to 
previous MEMS switches.

A thermally actuated MEMS relay (switch) with bistable operation was devel-
oped in 2005 [129]. Because it is fabricated with bulk-micromachined technique 
(silicon wafer is etched by DRIE) and thermally actuated with high contact force, 
stable contact, high current carrying capability and low contact resistance can be 
achieved. As shown in Fig. 31a, when a thermal actuator #1 is bent downward, 
the mechanically pre-curved double beam snaps toward its second stable position, 
thus the movable crossbar makes contact with two contact bumps simultaneously. 
The switch demonstrated 2–3 A of current carrying capability and 60 mΩ of on-
resistance. In terms of power efficiency and switching speed, thermal actuation is 
generally inferior to the electrostatic actuation. However, power consumption can 
be much reduced by bistable operation and its features of high contact force and 
large displacement definitely make it possible to have strong advantages in high 
power handling and stand-off voltage.

Fig. 30  Delphi lab MEMS switch. a SEM image. b Functional block diagram of the arc-sup-
pression circuit. c Bipolar version of an arc-suppression circuit [67] (Reproduced from Ref. [67] 
with permission from IEEE)
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Also, Cao et al. developed an electrothermal and electromagnetic MEMS relay 
with liquid metal wetted contacts (Fig. 31c). Here, to lower the contact resistance 
and increase the power handling capability, a new method which fills the air gap 
with liquid metal (gallium alloy, melting point of −20 °C) when making contact 
was suggested. In order to do so, the surfaces of the contact are coated with liquid 
metal using the Galistan fluid deposition process. By doing so, the contact resist-
ance is reduced as low as 0.015 Ω, and over 4–5 A of current can flow. However, 
the switching devices with the liquid metal contact eventually failed by “bridging,” 
which means the liquid metal electrically connects between two contact parts even 
at the off-state, after ten switching cycles under high current condition, thus fur-
ther research to address the issue is required.

Song et al. developed an electrostatically actuated MEMS relay suitable for 
power switching application in 2012 [36]. As presented in Fig. 32a, b, the device 
is based on the stacked-electrode structure for extremely low contact resistance 
under 5 mΩ (refer to Sect. 2.3). Furthermore, when a voltage is applied to the 
switch-off electrode at the off-state, the source plate is lifted up to form a large air 
gap of 10 μm by means of levering and torsional spring (Fig. 32c), thus resulting 
in high stand-off voltage of 360 V, which is the highest level among the electro-
statically actuated MEMS relays. Also, for the first time, they demonstrated “res-
urrection” of the switch (when the device failed by permanent contact stiction, 
it can be revived by applying a voltage to the switch-off voltage to detach two 
contact parts each other), bring about a tenfold increase in its lifetime. The device 

Inner beam

Outer 
beamThermal actuator #2

Thermal actuator #1 Outer beam

Cantilever beam
As-etched double 
beam

Double beam in 
fully deflected

ContactContact

Cross bar

Isolation support

Nitride bridge

Bi-directional actuator

Thermal isolation trench

Anchor
Moving contact

Gap

Electrode #1

Electrode #2

(a) (b)

(c) (d)

Fig. 31  a Schematic illustration and b SEM image of the thermally actuated power MEMS 
switch [129]. (Reproduced from Ref. [129] with permission from IEEE) c Schematic illustration 
and d SEM image of the bidirectional electrothermal and electromagnetic power MEMS switch 
[135] (Reproduced from Ref. [135] with permission from IEEE)
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showed lifetime of 5 × 105 cycles at 200 mA of current level in a hot switching 
condition and current carrying capability over 1 A.

GE (general electric) has developed a MEMS switch which possesses an array 
of microscale cantilever relays (beam width and length is about 50 μm) to over-
come the power density limitation of a single relay [130, 131]. As expected, the 
multiple cantilever switches in parallel (up to 20 cantilever beam) can enhance the 
current carrying capability very much. Also, an arc-suppressor circuit consisting of 
diode bridges was used to open and close the contacts without contact surface deg-
radation. By doing so, power handling capability close to 1 kW (60 V–13 A) was 
achieved. It demonstrated that the MEMS switch can be a revolutionary power 
switching device in low-to-medium power level by presenting dramatically higher 
power handling capability in comparison to other MEMS contact switches.

As can be seen in Table 3, lifetime at high current level and power handling 
capability are still lower than those of the conventional EMRs and SSRs, and 
therefore these parameters should be first enhanced in order to commercialize the 
MEMS switch for power applications. We believe that low contact resistance to 
generate less heat at the contact parts and appropriate heat sink to minimize heat 
are important for it. At the same time, studying contact materials which make it 
possible to obtain high current carrying capability is critical, and an additional arc-
suppressor circuit is also necessary. As presented, technology development of the 
micro/nanomechanical switches for power switching applications looks slightly 
slow. However, we think that as the reliability and power handling capability are 
being enhanced, the possibility to apply the MEMS switch to power switching will 
be dramatically increasing, thus creating various potential applications.
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Fig. 32  Electrostatically actuated power MEMS switches. a Schematic illustration. b SEM 
image, and c operation principle of the MEMS relay from KAIST [36]. d SEM image and e arc-
suppression circuit of the device from GE [130] (Reproduced from Ref. [130] with permission 
from IEEE)
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6  Conclusion

In this chapter, we introduced the miniaturized mechanical contact switch based 
on MEMS/NEMS technology with special emphasis on future logic, memory, and 
power switching applications. It has both advantages of the conventional magnetic 
relay and silicon-based switching device, including ideally zero leakage current, 
perfectly abrupt switching behavior, and insensitiveness to radiation and tempera-
ture, thus being considered as a powerful candidate for next-generation switching 
device for ultralow power applications. Despite the noteworthy progress that has 
been made with MEMS/NEMS switches, there are still significant challenges that 
need to be addressed in terms of the contact reliability, actuation voltage, switch-
ing speed, as well as the power handling capability, according to the respective 
applications. For overcoming the challenges, we need to make more effort to 
investigate fundamental solutions in terms of structural, circuitry, and material 
approaches. However, we believe that extensive ongoing research will gradu-
ally address weaknesses and issues of MEMS/NEMS switches and these efforts 
will eventually revolutionize the existing logic gate, memory device, and power 
switching element with the MEMS/NEMS switches.
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Abstract The requirement for ultra low power and energy efficient systems is 
becoming more and more important with increase in the use of miniaturized port-
able devices and unsupervised remote sensor systems. Three-dimensional integra-
tion is an emerging technology which helps in reducing footprint as well as power. 
In this work, we carry out a detailed study of the combined benefits of 3D ICs and 
low-voltage supply designs to obtain maximum energy efficiency. We implement 
different types of circuits in conventional 2D and TSV-based 3D designs at differ-
ent supply voltages varying from nominal to subthreshold voltages. The impact of 
3D integration on these different types of circuits is analyzed. Our study is based 
on power and energy comparison of full GDSII layouts. Our study confirms that 
sub/near-threshold circuits indeed offer a few orders of magnitude power ver-
sus performance trade-off with further improvement due to 3D implementation. 
In addition, 3D designs reduce the footprint area up to 78 % and wire length up 
to 33 % compared with the 2D counterpart. Our studies also show that thermal 
and IR-drop issues are negligible in subthreshold 3D implementation due to its 
extreme low power operation. Lastly, we demonstrate the low-power and high-
memory bandwidth advantages of many-core 3D subthreshold circuits.
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1  Introduction

One of the most effective ways of reducing the total power consumption of VLSI 
circuits is by scaling down the supply voltage. Previous works have shown that 
under optimum power supply voltage, a circuit can attain minimum energy con-
sumption per operation, which is the primary goal for applications that require 
long battery life [16]. This supply voltage usually falls near the threshold voltage 
of the transistors. The digital gates can still function in subthreshold regions by 
utilizing subthreshold current, which has exponential dependence on gate volt-
age. Though the operating frequency reduces significantly, the energy efficiency 
improves and the longevity of battery is the major requirement for systems like 
sensor networks.

Low voltage and subthreshold operating conditions require the individual gates 
to be designed in a robust manner, which requires larger size of the transistors. For 
large designs, these result in area overhead over the nominal voltage designs. This 
results in a trade-off between extreme low power with good energy savings and 
silicon area. Since area is directly proportional to cost, it is desirable to have the 
same silicon usage but get low power and high energy efficiency. In full systems, 
the circuit may also need to interface with on-chip or off-chip memory, which fur-
ther complicates low-voltage designs because reliable memory operation at low 
voltages requires additional area and design effort.

Three-dimensional ICs (3D ICs) are one of the most promising technologies 
that enable higher integration and further miniaturization with increase in memory 
bandwidth for off-chip memories, while reducing power dissipation and improv-
ing performance. Through-Silicon Vias (TSVs) have enabled individual dies to 
be stacked over one another reducing the long 2D wires into short 3D connec-
tions. Much shorter interconnects due to die stacking result in lower switching 
power dissipation compared to long interconnect designs. Memory stacked over 
logic integrates off-chip memories to on-chip. Studies have shown that a signifi-
cant increase in memory bandwidth is obtained by moving to 3D [12]. The over-
all footprint of the design also reduces significantly further satisfying the needs 
of miniaturized designs. An important advantage of 3D integration is that it helps 
in integrating heterogeneous dies which use different technologies or have differ-
ent supply voltages. There are many potential benefits of 3D stacking which, if 
used properly can help improve circuits and systems significantly. However, 3D 
ICs suffer from high power density leading to thermal problems and complicated 
power delivery issues, which have to be taken care of during design.

Through this work, we propose a new way to meet most of the requirements 
of low-power miniaturized designs using near/subthreshold circuits stacked with 
memory as well as mixed with memory in the same die. These result in low power 
and much smaller die footprint with increased memory bandwidth. The goal 
is to investigate and quantify the benefits and issues of using 3D integration of 
sub/near-threshold circuits using TSVs and identify what kind of ultralow power 
circuits can be improved by 3D design. Our studies are based on full GDSII 
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layouts and sign-off analysis of various types of designs, which vary from memory 
 dominated to gate and interconnect dominated. The contributions of this work are 
as follows:

1. We design and investigate full-chip sub/near-threshold 3D circuits for various 
types of large circuits w/ and w/o memory. We implement special level-shifters 
for interfacing logic with memory when they operate at different supply volt-
ages. We also carry out detailed variation studies for different supply voltages.

2. A full comparison of performance metrics of the 2D and 3D designs for dif-
ferent supply voltages varying from nominal to subthreshold voltages has been 
done analyzing the low supply voltage and 3D benefits.

3. The thermal and IR-drop issues that are generally the major drawbacks of 3D 
integration have been shown to have almost no adverse impact in low voltage 
designs due to extreme low power. This reduces the intrinsic voltage and tem-
perature changes which are critical at low voltages.

4. We have further demonstrated 3D IC advantage with a many-core design to 
show massive savings on I/O power and increase in memory bandwidth.

The remainder of the chapter is organized as follows. In Sect. 2, we review the 
previous works related to low-voltage supply designs and design techniques. In 
Sect. 3, we elaborate the design procedure for the gates including sizing of transis-
tors, obtaining the timing libraries, studying the supply and temperature variation 
effects on performance of cells, selection of essential circuits for reliable opera-
tion, and the full-chip designs. In Sect. 4, we analyze and compare the various 
design implementations in 2D and 3D for three different design cases which cover 
memory-dominated to interconnect-dominated designs and study the extent of 3D 
benefits for sub/near-threshold operation. We also show the full-chip thermal and 
static IR-drop analysis. In Sect. 5, we demonstrate more 3D benefits in reducing 
power and increasing memory bandwidth using a many-core design. Section 6 
summarizes the design lessons and outlines for sub/near-threshold 3D IC design. 
Finally, we conclude our work in Sect. 7 along with the future work directions.

2  Review of Existing Works

Low-voltage designs have been a topic of research for a long time [1]. With 
advancement of technology, research related to sub/near-threshold design has 
gained much more momentum. Wang et al. designed an FFT processor operating 
at 180 mV [16]. They used 180 nm technology for their design with a threshold 
voltage of around 450 mV. As a follow-up of this work, Calhoun et al. studied 
the techniques for optimum sizing in the subthreshold regime for minimum energy 
of operation. They solved equations of total energy to provide analytical solutions 
for minimum energy operating conditions and also studied gate sizing impact on 
energy at subthreshold supplies.
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In more recent works, Hanson et al. published their work on a full low-voltage 
processor with special techniques in memory design to reduce standby power to 
picowatt range [6]. Industry has also shown keen interest in near-threshold designs 
for obtaining the best energy efficiency [10]. This work discusses in detail the 
opportunities and challenges of near-threshold voltage designs which operate at 
maximum energy efficiency, i.e., maximum number of operations for unit energy 
dissipation. They give various real design examples and measured values to vali-
date the great potential of near-threshold designs. Another 2D IC work on near-
threshold operation designed a processor which runs at 1 MHz frequency, 0.4 V 
supply voltage, and consumes 79 μW [13].

With the advent of 3D IC technology with TSVs, there has been some impor-
tant research work on using 3D implementation to save power and increasing 
memory bandwidth. A memory bandwidth of 63.8 GB/s is measured in two-tier 
3D IC in 130 nm technology [12]. Jung et al. demonstrated 21.2 % power reduc-
tion in TSV-based 3D over 2D by implementing various techniques such as 3D 
floorplanning, block folding, metal layer usage control, and multi-Vth designs [7]. 
Though their work is focused on superthreshold voltage operation with nominal 
supplies, the techniques developed are important and can be used in low-voltage 
designs as well for getting further benefits from 3D IC implementation.

The first near-threshold 3D IC system was designed with 0.65 V for logic and 
around 0.87 V for SRAM [4]. The authors try to highlight the feasibility of thermal-
constrained 3D IC designs by combining it with near-threshold architecture which 
also results in high energy efficiency. Our work in this chapter tries to explore the 
benefits of 3D IC implementation on various types of circuits and at various voltage 
supplies, which include subthreshold voltages. To our knowledge, there have been no 
previous works trying to explore subthreshold designs with 3D ICs. We use simple 
3D design techniques to evaluate the performance and demonstrate the initial motiva-
tion of going for 3D IC low-voltage designs. By implementing more power saving 
techniques as discussed in the above works, we can see further improvements.

3  Cell Library Design Methodology

3.1  Issues Related to Sub/Near-Threshold Designs

At very low supply voltage, the logic gates become extremely sensitive to noise 
and there may be logic failure. Also, the strengths of NMOS and PMOS do not fol-
low the same ratio as in nominal supply voltages. The standard cells may not func-
tion properly at subthreshold region. There can be several reasons for this behavior. 
First, the optimum ratio between NMOS and PMOS is mainly determined by the 
difference between mobility of electrons and holes for superthreshold design. But 
in subthreshold operation, the difference in threshold voltage determines the cur-
rent variation between NMOS and PMOS. Using typical NMOS to PMOS ratio 
used in superthreshold operation may result in unsymmetrical voltage transfer 



125Ultralow Power Processor Design with 3D IC Operating …

characteristic in subthreshold supplies. Second, the technology as well as the volt-
age and temperature variation increases the difficulty for subthreshold design. For 
superthreshold design, the on/off current ratio is typically more than 103. Although 
the technology causes some transistors to be stronger or weaker, the on-transistor 
still overwhelms the off-transistor. However, in the subthreshold region, only sub-
threshold leakage current can be used to switch the logic gates. The current relation 
becomes exponential with respect to threshold voltage. Therefore, any variation 
in technology may cause current to vary exponentially. Near-threshold operation 
is more stable than subthreshold in this respect. Third, many standard memory 
components such as standard 6T SRAM cannot work in subthreshold region since 
reduced noise margin (SNM) in subthreshold design causes signal integrity issues. 
The memory cells need to be modified to reach the energy minimum voltage [5, 6].

3.2  Sizing Techniques

To minimize process variation effects in our design, we used the GlobalFoundries 
130 nm technology that has a nominal supply voltage of 1.5 V. We studied the 
transistor characteristics around the threshold voltage values (NMOS-0.53 V and 
PMOS-0.56 V). The spice simulations with supply varying from 0 to 0.8 V show 
that during superthreshold operation, NMOS is faster than PMOS as expected but 
under subthreshold conditions, PMOS is stronger.

To determine the minimum supply voltage to be used, we study the energy per 
cycle of a 20 inverter chain and find the optimum supply voltage at 0.3 V (Fig. 1). 
However, for reliable operation of larger cells like D-flip-flop, we set our supply volt-
age at 0.4 V after careful spice simulations. The flip-flop fails to operate below 0.35 V 
supply. The other two voltages are chosen to be 0.6 and 0.8 V. 0.6 V is chosen as it is 

(a) (b)

Fig. 1  Energy consumption per cycle for 20 inverter chain. a Switching and leakage energy.  
b Total energy
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just greater than the specified threshold voltage of this technology. Memory is oper-
ated at 0.8 V and therefore the same voltage is also used for logic. In total, we have 
four different supply voltages varying from nominal 1.5 V to subthreshold 0.4 V.

The logic gates are sized accordingly, equalizing the strength of NMOS and 
PMOS to reduce propagation delay mismatch independently at these voltages [2]. 
Therefore, each gate has four implementations with different transistor sizes. The 
original sizes are used for 1.5 V operation. The boundary area of the cells is kept 
the same as nominal sizes to have a fair area comparison at different supplies. The 
wider standard cells are used as per the need of subthreshold operation. To save 
time and keep our focus on the objective targeted, we confine our standard cell 
library to the basic cells only, viz., Inverter, NAND, NOR, Buffer, D-flip-flop, and 
Multiplexer and avoid sizing of all gates for subthreshold operations. We use the 
same type of cells but resized for delay matching at each supply voltage, respec-
tively. While sizing of standard cells, we use the load capacitance value of 16fF 
and input rise/fall time of 2 % of input switching period (Fig. 2).

3.3  Library Characterization

After sizing of the cells at the above-mentioned settings and completing the new 
cell layouts, we characterize our standard cell libraries with Cadence Encounter 

(a) (b)

(c) (d)

Fig. 2  Delay mismatch before and after sizing at 0.4 V supply. a INV before sizing. b INV after 
sizing. c DFF before sizing. d DFF after sizing
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Library Characterizer using the post-extracted spice netlist. These new libraries 
are used in the subsequent digital circuit designs. The cell power consumption and 
delay comparison for 1.5 V nominal voltage and 0.4 V subthreshold voltage for 
the, respectively, sized cells are shown in Table 1. These values are obtained after 
cell characterization corresponding to from intermediate input transition and load. 
There is a significant power reduction but at the expense of increase in propaga-
tion delays as we move from 1.5 to 0.4 V. The power–delay product reduces as 
we reduce the supply voltage. Since, we set our supply to be 0.4 V, the minimum 
energy per cycle supply voltage is not reached for all cells.

3.4  Variation Study

Since low voltage operation is highly sensitive to variation in supply and tempera-
ture, we study the standard cell library behavior with changes in these parameters 
and carry out Monte Carlo simulations to get a better picture of the impact of vari-
ation. We choose the inverter as our target standard cell and carry out the relevant 
simulations. We carry out Monte Carlo simulation with 10,000 runs. Gaussian 
distribution for threshold voltage and transistor dimensions is used with standard 
deviation of 50 mV for threshold voltage variation and 10 nm for dimension vari-
ation and all the variations are random. Figure 3 shows the inverter layouts at the 
different voltages with major differences highlighted and the 3D histograms of 
propagation delays. The x and y axes in the histograms are the high-to-low and 
low-to-high propagation delays, respectively. The histogram for 1.5 V is very com-
pact (many red bars), even though they are not tall. The spread of delay variation 
increases as we move to lower voltages with almost 20 % maximum variation 
from mean for 0.4 V inverter.

Figure 4 further elaborates the delay distribution at nominal and subthreshold 
voltages. The red bars are for low-to-high propagation delay, i.e., when the PMOS 
is on and the blue bars are for high-to-low propagation delay when the NMOS is 
on. The left column is for nominal 1.5 V supply and the right is for subthreshold 

Table 1  Standard cell power–delay product comparison for super-Vth (1.5 V) and sub-Vth 
(0.4 V) supply

Power (μW) Avg tdelay (ns) Power x delay (fJ)

Cell Super-vth Sub-vth Super-vth Sub-vth Super-vth Sub-vth

BUF 9.32 0.00041 0.164 323 1.53 0.131

DFF 14.83 0.00172 0.432 660 6.41 1/132

INV 7.49 0.00033 0.103 213 0.77 0.071

MUX 11.31 0.00078 0.207 595 2.34 0.461

NAND2 10.96 0.00070 0.122 290 1.34 0.202

NOR2 12.39 0.00080 0.132 293 1.64 0.235
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Fig. 3  Inverter cell layout with differences highlighted (top). Propagation delay 3D histograms 
after Monte Carlo simulations (bottom). Here tpHL and tpLH stand for high-to-low and low-to-high 
propagation delays, respectively
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0.4 V supply. As can be clearly seen, the distribution is more compact for the 
nominal supplies and for the high-to-low propagation delays when NMOS is on. 
There is a longer tail in the distribution for the low-to-high propagation delay 
compared to the high-to-low propagation delay at 0.4 V supply. The explanation 
for this can be found in the white circle in Fig. 3. The 0.4 V inverter has only one 
PMOS transistor but two NMOS transistors. Therefore, random variations in the 
NMOS transistors tend to average out and reduce the overall standard deviation 
of the high-to-low delay variation. However, there is no such averaging for low-
to-high propagation delay since only one transistor is present. As a result, there 
is a longer tail and longer standard deviation. It is also important to note in these 
histograms that the mean propagation delays are similar for 0.8, 0.6, and 0.4 V 
inverters. This further verifies that appropriate gate sizing has been carried out to 
match the delays.

The performance changes in the subthreshold inverter with PVT variations 
are shown in Table 2. These results are obtained from spice simulation using 10μ 
input and 16fF load at output. The full-chip thermal and supply voltage variation 
analysis for one of the design cases presented in Sect. 4 is based on this standard 
cell performance variation studies.

Fig. 4  Propagation delay variation comparison for Monte Carlo simulations of inverter at 1.5 
and 0.4 V
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3.5  Memory Designs

For practical applications, the requirement of memory is unavoidable. There exist 
a number of works on subthreshold memory design [5, 6]. However, we used 
commercial memory compilers to generate large memory macros at nominal sup-
ply voltages. For smaller memory sizes less than 1 KB, we design register files 
using our standard cells at the respective operating voltage to have very low power 
consumption.

The larger memory macros generated by commercial memory compilers uses 
standard 6T SRAM cells. We reduce the supply voltage of memory to 0.8 V, which 
is determined from spice simulations as the minimum voltage for reliable 6T cell 
SRAM operation for the same technology. The memory libraries are also scaled as 
per the scaling factors obtained from spice simulations at reduced voltage supply 
of 0.8 V. As mentioned earlier, this is the reason for choosing 0.8 V as one of the 
voltages for studying the 3D designs. However, there is a requirement of multiple 
voltage supplies of 0.4 V/0.6 V and 0.8 V for logic and memory, respectively, for a 
whole system design at these logic supplies. 3D helps us in this respect as we use 
memory macros in dies separate from logic die and, hence, they can have dedi-
cated power supply without additional circuits.

Another critical issue is signal interfacing between logic and memory which 
require the use of level-shifters. As the voltage has to be raised from a sub/
near-threshold voltage to a high voltage, we use a modified level-shifter circuit 
as shown in Fig. 5. Since the input is sub/near-threshold, the transistors are not 
strongly driven and the output may not change. Therefore, we add transistors in 
diode connection to control the pull-up current. The diode-connected transis-
tors help to drive a larger current to switch the output successfully. The sizing of 
the transistors in this circuit has been done to satisfy the requirements and veri-
fied with spice simulations and the signals plot is also shown in the figure. These 
level-shifters are used at the address and data pin outputs of logic in our full-chip 
design. A new set of low-voltage cell libraries is obtained to accommodate the 
level-shifter timing delays inside the cell. The cells in these libraries are only used 
at the memory connections.

Table 2  Effect of PVT 
variations on sub-Vth inverter 
at three corners (fast–fast, 
typical–typical, slow–slow)

Process corner FF TT SS

Rise delay (ns) 239 (0.599×) 420 (1.0×) 1080 (2.57×)

Fall delay (ns) 251 (0.615×) 408 (1.0×) 1370 (3.35×)

Temperature (K) 323 298 273

Rise delay (ns) 309 (0.736×) 420 (1.0×) 503 (1.20×)

Fall delay (ns) 322 (0.789×) 408 (1.0×) 580 (1.42×)

Supply voltage (V) 0.44 0.40 0.36

Rise delay (ns) 336 (0.800×) 420 (1.0×) 542 (1.29×)

Fall delay (ns) 287 (0.703×) 408 (1.0×) 575 (1.41×)



131Ultralow Power Processor Design with 3D IC Operating …

4  Full-Chip Design and Analysis

4.1  Design Flow

We study the impact of 3D designs and low voltages for various types of circuits. 
The different test cases we use are the 8052 microcontroller, LEON3 processor  
[14], and low density parity check (LDPC) circuit [15]. The rationale behind 
choosing these circuits is to have different kinds of test cases. While LDPC is pure 
logic design with very high degree of interconnection, 4-core LEON3 is heavily 
dominated by memory. The 8052 microcontroller uses internal RAM of 256 bytes 
and external RAM up to a maximum of 64 KB. It also has a ROM with size up 
to 64 KB. We implement two versions of 8052 with 16 KB and 64 KB external 
memory, respectively. All these designs are implemented in 2D and 3D. Memory 
is always operated at 0.8 V except for the nominal 1.5 V design when it is operated 
at 1.5 V itself.

We use Synopsys Design Compiler to obtain the netlist from the RTL and 
then use Cadence SoC Encounter to do the full-chip layout. Synopsys Primetime 
is used for timing and power analysis for 3D design. The different test cases are 
designed in different ways. For 8052 designs, based on the area of logic and mem-
ory, we completely separate both into different tiers for the 3D design. Since the 
system has input and output pins that are connected to the logic portion only, we 
put the logic and internal RAM on the bottom die (die0) and the external memory 
are stacked on top. Each 16 KB external RAM along with 16 KB external ROM 
makes one die. We use 60 TSVs of 5 μm in diameter to connect between two dies, 
and we set the TSV pitch to be 10 μm. The TSV parasitics are calculated accord-
ingly [9]. For the LEON3 and LDPC designs we first carry out multi-way parti-
tioning of the netlist using the best results from both flare [3] and hMETIS [8]. 

0.8V

0.4V

input

output

input

(a) (b)

Fig. 5  Level-shifter circuit used for 0.4 V/0.6 V to 0.8 V shift a Schematic b Transient  
waveform
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Then TSV insertion with true 3D placement is carried out using a 3D placer [11]. 
In 4-core LEON3 designs, the memory modules are spread in all the four tiers 
at the same 2D locations and they do not have any dedicated tier. For LDPC test 
case, two-way partitioning followed by 3D cell and TSV placement is done. The 
full-chip layouts for 64 KB 8052 designs are shown in Fig. 6 and the layouts for 
LDPC design are shown in Figs. 7 and 8.

We build 2D and 3D designs for all these test cases at four different supply 
voltages to compare the sub/near-threshold and 3D impact on the power, energy, 

2D sub-Vth

5-tier 3D sub-Vth (die 0 and die1 shown only)

TSVs and their connections

Fig. 6  Subthreshold layout with 64 KB external memory. The designs for die 1 to die 4 
(= memory dies) in 3D design are almost identical
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and footprint area. The design specifications along with the number of tiers in 3D 
implementation are listed in Table 3.

We observe that by implementing the designs in 3D, we obtain up to 78 % 
reduction in the footprint area (for 64 KB 8052). The more the number of tiers in 
3D, the greater the improvement in footprint area. Because of footprint reduction, 
the wires that are needed to connect the blocks in 8052 designs are shortened, and 
this results in reduction in the top-level interconnect wire length. The wire length 
saving is small in 16 KB design due to very few 3D connections. There is almost 
no impact of wire length saving in 4-core LEON3 design because memory domi-
nates the design and 3D folding shows lesser benefits. However, in LDPC design 
which is heavily interconnect-dominated, we see up to 12 % wire length reduction 
by going to 3D.

4.2  Timing and Power Comparisons

Table 4 shows the detailed results of the different implementations at different 
supply voltages. We analyze each of the test cases individually and then try to 
summarize the design dependency of quantity of 3D advantages. The clock peri-
ods are kept the same for 2D and 3D designs in each case to have an iso-perfor-
mance comparison. The total power reported is the sum of the internal, switching, 
and leakage powers. The memory power has been reported independently.

In 8052 designs, the clock frequency is up to 66.7 MHz for superthreshold 
design. Therefore, the internal power and the switching power are the main part of 
the total power consumption. Since both the logic and memory are under the same 
supply voltage and the switching activity for memory is very low, the memory 

Fig. 7  Layouts of 2D IC LDPC design. a Full-chip. b Zoom-in shot that reveals routing congestion
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Table 3  Footprint area comparison for the different designs implemented

Footprint area (μm×μm) No. of tiers in 3D

8052 (with 16 KB) 2D 940× 1300 2

3D 500× 1300

8052 (with 64 KB) 2D 2300× 1300 5

3D 500× 1300

LEON3 2D 3600× 2400 4

3D 1200× 1800

LDPC 2D 2100× 2100 2

3D 1430× 1430

Fig. 8  Layouts of 3D IC LDPC design. a Top die. b Bottom die. c Zoom-in shot that reveals 
TSVs, logic cells, and interconnects
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power is not a big portion of total power. By reducing the supply voltage and 
going to subthreshold computing, the design with 16 KB external memory shows 
9099 times reduction in total power at the cost of 3333 times lower clock fre-
quency. We use the symbol ‘×’ from here for comparison. For certain low-power 
applications like sensors, the workload for each node is not heavy, and the perfor-
mance of each computing node is not the major concern in most cases. Therefore, 
by reducing the supply voltage we can reduce the power and energy per cycle and 
ensure a longer battery life.

Since the external memory for subthreshold designs are working at 0.8 V, the 
larger the size of memory, the more the leakage, as is clear from the results. By 
reducing the clock frequency and supply voltage we can achieve a significant 
reduction in internal power and switching power. In the 64 KB external memory 
design, the internal and switching power is reduced by almost 35000× by chang-
ing from superthreshold design to subthreshold logic. But the leakage power is not 
directly related to clock frequency change, so we achieve 6.49× times saving in 
leakage power saving. The larger the memory size, the smaller the power savings. 
The 64 KB external memory design shows 3008× overall power reduction in con-
trast with the 9099× power saving for 16 KB external memory design.

The internal power and switching power is reduced by 1.5 and 2.5 %, respec-
tively, in the subthreshold 3D design with 64 KB memory compared to subthresh-
old 2D design, and the total power is only reduced a little because the leakage 
power remains almost the same and it is the dominating part in total power. The 
best power–delay product is obtained at 0.6 V because memory leakage starts to 
dominate at 0.4 V. We can see from Table 4 that degradation of PDP is more severe 
for 64 KB designs compared to 16 KB designs, as there is more memory contrib-
uting to more leakage.

The 4-core LEON3 has huge memory content. Memory power is more than 
60 % of the total power for superthreshold 1.5 V design. Therefore, even though 
there is some minor improvement in switching power in 3D implementation, the 
overall benefit is almost negligible. We also know that leakage power does not 
scale proportional to switching power. Therefore, as we reduce the supply voltage, 
dominance of memory increases further. Once again best power–delay product is 
obtained at 0.6 V which agrees with earlier studies on full processors [10].

For the LDPC design, we do not have any memory but only logic. Also, the 
design is highly interconnected and hence we see significant reduction in switch-
ing power in the 3D designs (Table 4). Since switching power is a major portion 
(85 %) of the total power, we observe 9 % reduction in total power which is a 
direct consequence of 10 % switching power savings. It is interesting to observe 
that the best power–delay product for this design is obtained at 0.4 V unlike the 
other test cases where it was at 0.6 V. This follows directly from the fact that leak-
age is negligible in LDPC due to absence of any memory and hence we have a 
similar minimum energy point as in the 20 inverter chain evaluated in Sect. 3.
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4.3  3D Impact Versus Type of Design

The three design cases implemented at different voltages include memory-dom-
inated designs as well as interconnect-dominated designs. As is clear from the 
results, 3D implementation has very less power improvement for memory-domi-
nated designs, but a significant power reduction is observed for interconnect-dom-
inated designs (LDPC). 3D also helps in the implementation of separate tiers with 
separate voltage supplies. The use of separate tiers for separate voltage domains 
simplifies the power delivery design where we will not require different voltage 
islands on the same die (8052 design case). Each die can have its own dedicated 
supply connection with the far tiers getting power through power/ground TSVs.

On the other hand, if the design is heavily dominated by memory (LEON3), 
it is not feasible to have all memory on single tier as there will be wastage of 
area in the logic tier. This necessitates the requirement of good mixed 3D place-
ment. Bad placement can result in degradation of power with unnecessary long 
wires. But at the same time, near/subthreshold implementation is important for 
maximum energy efficiency for ultralow power remote applications, which also 
need to be made with minimum footprint area and therefore, 3D is helpful in that 
respect. Therefore, depending on the type of design and type of application, 3D 
IC implementation can be used to get the best possible benefits that are practically 
attainable.

4.4  Full-Chip Variation Study

As discussed in the previous section, subthreshold operation is highly sensitive to 
process, voltage, and temperature variations. We therefore analyze the 8052 sub-
threshold (0.4 V) design at different process corners and with temperature and 
voltage variations. The results for only logic variations are shown in Table 5. Only 
memory process variation effects are shown in Table 6. We observe that the design 
becomes faster at higher temperature unlike standard superthreshold circuits and 
consumes higher power. This is because subthreshold current increases exponen-
tially with increase in temperature. The other variations affect the design perfor-
mance and power consumption as expected. Since the critical path in our analysis 
is only through logic, variations in memory do not affect the timing performance.

4.5  Thermal Analysis

Since the 3D IC implementation stacks several dies into a single package, there-
fore heat dissipation is always a major concern. Also, the performance of low-
voltage cells especially the subthreshold ones are very sensitive to temperature. 
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Therefore, we need to carefully simulate the thermal effects on our 3D designs. 
Since current tools cannot handle 3D designs properly, we use our in-house tools 
to build a thermal model for 3D IC and perform thermal simulation using ANSYS 
Fluent. First, we build a mesh for our chip and compute the thermal conductivity 
for each grid using layout information. Then we export power information from 
Primetime and build a power density map. Finally, we use Fluent to solve the ther-
mal differential equations using the power density map and thermal conductivity 
information and obtain the temperature map of our design. In this simulation, we 
assume adiabatic boundary conditions on all four sides and the bottom side of the 
package, and the top side of the package is directly in contact with static air with-
out any heat sink. The ambient temperature is 25 °C.

The temperature map for 2-die 8052 design with 16 KB memory is shown in 
Fig. 9. Since in superthreshold design, the memory power is only 7.3 % of the 
total power, therefore, the temperature of the chip is mainly determined by the 
blocks on the bottom die (Table 7). Therefore, the center of the blocks will usu-
ally have the highest temperature within that block. Also, since TSVs are made of 
copper, which has the highest thermal conductivity of all the materials on the chip, 
it can transfer heat quickly from the bottom die to the top die. Therefore, around 
the TSV arrays, the temperature is relatively low and that area becomes the coolest 
part of the full chip.

Table 5  Effect of PVT variations on subthreshold logic only: power numbers based on 20 kHz 
frequency operation

Process corner FF TT SS

Longest path delay (ns) 9801 40062 327905

Core leakage power (μW) 0.185 0.037 0.021

Total core power (μW) 0.420 0.278 0.264

Temperature (°C) 50 25 0

Longest path delay (ns) 23316 40062 104595

Core leakage power (μW) 0.121 0.037 0.024

Total core power (μW) 0.364 0.278 0.266

Supply voltage (V) 0.44 0.4 0.36

Longest path delay (ns) 22424 40062 111500

Core leakage power (μW) 0.050 0.037 0.033

Total core power (μW) 0.347 0.278 0.230

Table 6  Effect of process variations on memory power only (Operating corners are obtained 
from memory compiler and scaled down)

Corner FF/0.88 V/−40 °C TT/0.8 V/25 °C SS/0.72/125 °C

Leakage (μW) 3.12 3.3 6.52

Total (μW) 3.20 3.37 6.60
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By lowering the voltage supply and performing subthreshold computing, the 
power density on each die is significantly reduced. As a result, the maximum 
temperature increase from ambient temperature within the chip is reduced from 
72.96 °C in superthreshold design to 0.00852 °C in subthreshold design. Also, 
since the memory has much larger power than the logic portion, the temperature 
on the bottom die is heavily affected by the top die. In this case, the ROM has 
the largest power density within the chip, so the maximum temperature appears 
on the part where ROM is placed. From the results, we can conclude that by 
stacking subthreshold circuits in 3D, we do not encounter serious thermal prob-
lems from within the chip. However, there will be external temperature effects on 
performance.

4.6  IR-Drop Analysis

We have shown that the performance of standard cells and, therefore, the full design 
is highly affected by supply voltage variation. This makes the power distribution 

Table 7  3D full-chip temperature and IR-drop (logic die) analysis

Power density 
(mW/cm2)

Max temp (°C) Max static IR 
drop

Die0 Die1 Die0 Die1

3D Super-Vth 10410 750 97.964 97.821 26 mV

3D Sub-Vth 0.269 0.381 25.008 25.008 0.34 μV

Fig. 9  Temperature map 
for subthreshold 3D design. 
Temperature gradient is 
negligibly small

core

ROM

internal
RAM

external
RAM

25.008258 25.008245temp (dec-C)

logic die

memory die



141Ultralow Power Processor Design with 3D IC Operating …

within the chip a critical design step. Although the external supply may not vary, the 
internal IR drop may result in reduced supplies to certain logic gates within the chip. 
To study this effect, we use a simple Power Distribution Network (PDN) for the 
8052 design and analyze the static IR drop for subthreshold operation. The IR-drop 
issues will mainly affect the logic portion operating at subthreshold 0.4 V because 
the memory contains dies are operating at 0.8 V and have a dedicated PDN.

The blocks used in the top-level logic design have power rings on their bounda-
ries. We use simple minimum PDN for top level with only rings at the die bound-
ary in the top metal layers and use the Metal1 VDD and VSS rails to connect to 
the individual block rings as well as the top-level buffers and inverters used for 
timing closure. The power supply bump locations for IR-drop analysis are set at 
the four corners of the dies at the power ring intersections.

We use Cadence VoltageStorm for static IR-drop analysis. Detailed placement 
and layout information is used for IR-drop analysis to ensure exact calculations 
even within the hard blocks. Figure 10 shows the IR-drop map. The individual cell 
power consumption is obtained from Primetime simulations. We scale-up the ini-
tial power consumption of each cell by a factor of 10,000 to obtain accurate results 
of every minor IR drop and then scale down the voltage drop values back to origi-
nal after obtaining the results from analysis. We observe that even for a minimal 
PDN design, the maximum static IR drop is only 0.34 μV in subthreshold design 
(Table 7). The values are small because the current drawn by each cell from the 
supply is subthreshold and, hence, very small. Therefore, we can conclude that IR 
drop is not an issue for our subthreshold 3D design.

As discussed earlier, another major advantage of going 3D is the integration 
of subthreshold and near-threshold (as in our work) or superthreshold dies with-
out any additional circuits for separate PDNs. Since each die operates at its own 
supply, we can have dedicated power ground TSVs supplying the top tiers. The 
same design in 2D may require isolation and decoupling of the different supply 
networks.

Fig. 10  IR-drop map for subthreshold logic tier
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5  Power Benefits in Many-Core Designs

The power consumption discussed so far does not include I/O power. If we have 
an off-chip memory, the number of I/O pads will limit the bandwidth of memory 
access. As the I/O pads consume a huge amount of power, their count usually has 
an upper bound. However, when we use 3D integration, we can integrate off-chip 
memory to on-chip and get rid of the processor to memory I/O pads. We not only 
reduce the power consumption but also increase the memory bandwidth close to 
theoretical maximum. As the memory to processor connections are TSV-based in 
3D design, they consume much less power than I/O pads. We study this feature 
quantitatively by implementing a many-core subthreshold design with off-chip 
memory and comparing it with the equivalent 3D implementation.

5.1  I/O Driver Design

The I/O pads provided in the standard library are large with complicated cir-
cuits in them and therefore consume a large amount of power and cannot be 
used for subthreshold circuits. They are meant for high performance in standard 
superthreshold circuits. Therefore, to have a reasonable quantitative power analy-
sis of many-core implementation, we design our own I/O pads using level-shifter 
and buffers to drive a large load. We exclude ESD and other circuits from our sim-
ple design. The representative diagram for the output pad is shown in Fig. 11. We 
use a capacitive load of 5 pF to size the large buffer with spice simulations. The 
large load is representative of the pin capacitance and interconnect capacitance 
between the processor output pad to memory input pad for off-chip design. Level-
shifters are required as the processor output is 0.4 V, while the memory operates 
at 0.8 V. We set the I/O supply voltage as 0.8 V. The total power dissipated by 
a  single I/O pad is calculated from spice simulations to be 1.066 μW at 20 kHz 
with 5 pF load and 1 μs input slew. This is inclusive of switching power, cell 
power, and leakage power.

Fig. 11  I/O circuit for logic to off-chip memory connections in many-core 2D subthreshold 
design
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5.2  Power Saving in Many-Core Sub-Vth 3D Designs

Using 3D implementation for the microcontroller design helps us put together 
many processors as per requirement in reduced area with reduced interconnect and 
hence lesser power. Since each of the cores is smaller in size in 3D, the inter-core 
connections become shorter and there is less loss of power in wires. As we move 
to lower technology processes, the wire length parasitic becomes more critical and 
contributes significantly to power. Also, we can achieve significant memory band-
width increase by going to 3D.

For initial study, we used 128 cores in 2D and 3D designs and analyzed the 
area, wire length, processor to memory I/O power, and the memory bandwidth. 
For the 2D design we use a single large off-chip memory, while we use 5-tier 
stacking for 3D design. The many-core layouts are shown in Fig. 12. The com-
parison results are shown in Table 8. We use a two-channel off-chip 2D memory 
as our baseline for comparison and then analyze the benefits of 3D design. We 
observe that the reduction in wire power is proportional to the reduction in wire 
length. Also, the processor to memory I/O power, which is 18.5 % of the total 
power in 2D design, is completely removed in the 3D implementation. The theo-
retical maximum bandwidth also increases from 16 bits/cycle for 2D many-core 
to 1024 bits/cycle for 3D many-core compared to 8 bits/cycle for single core. 
Therefore, going for 3D designs will contribute significantly to power savings 
above the subthreshold savings with increase in memory bandwidth for specific 
applications.

6  Design Lessons and Guidelines

The design of low power sub/near-threshold gates involves a number of issues that 
need to be taken care of. Wider cells (2× or 4×) need to be used for low voltage 
operation for better performance in driving the same load as superthreshold cir-
cuits. Also, the narrow-width effect may be much more prominent in subthreshold 
operation of gates [17] and proper cell sizing is dependent on it.

While determining the optimum supply voltage for the design for maximum 
energy efficiency, we need to take care of proper functionality of all the gates. This 
is because the energy-minimum supply voltage for gates occurs at deep subthresh-
old region, where cells may fail to operate reliably, while the memory leakage 
contribution may shoot up at such low voltages. The D-flip-flop is the critical cell 
in our case whose correct operation determines the minimum supply voltage of 
0.4 V. The cell characterization has to be done carefully based on sub/near-thresh-
old operation-based input slew values.

For 3D sub/near-threshold design, we need to be careful about the thermal and 
IR-drop variations that the chip may encounter during operation. Subthreshold 
cells are highly sensitive to temperature and voltage variations. Since 3D stacking 
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causes thermal and power integrity issues, this is a critical part of the design. The 
TSV parasitic also need to be taken into account during full-chip timing and power 
analysis as they are a nonnegligible portion of total power dissipation, especially 
when the number of 3D connections is very high.

Fig. 12  Many-core 
subthreshold layouts

2D 128-core design

5-tier 3D 128-core design
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To reduce power and improve performance, circuit techniques like power gat-
ing, adaptive body biasing, or design of sub/near-threshold memory cells are very 
good options. We need to consider these in future designs to have further 3D ben-
efits in low-voltage designs. In 3D sub/near-threshold design, it is sometimes pref-
erable to use different supply cells in different dies in case we have a multiple 
supply design. The reason is that we can have dedicated power supply to the dies 
without major design issues. However, we need to design good level-shifter cir-
cuits for proper interfacing of signals with different voltage values and without 
any large delays. Another important factor is that the I/O pads used for low-volt-
age circuits need to be modified. Otherwise, the objective of low-power operation 
will be nullified by the power hungry I/O pads.

7  Conclusions

In this chapter, we explore and quantify the 3D IC benefits in ultralow power 
designs using sub/near-threshold circuits of different varieties. While logic circuits 
show excellent reduction in power consumption with good power–delay product 
improvement, memory contributes to maximum power in designs with memory 
because of its near-threshold region of operation and high leakage. The larger 
the memory in a design, the lesser the power savings. However, the footprint area 
reduction of up to 78 % is quite significant when we move to 3D and this plays a 
key factor in miniaturization of digital systems. We also carried out detailed vari-
ation studies at the cell level as well as the full-chip level. We showed that 3D IC 
implementation of sub/near-threshold circuits is free from internal thermal and IR-
drop-related issues. The problem of dominating memory power can be improved 
significantly using special low-voltage memory cells [5]. This along with memory 
folding is one of the important steps to be considered in our future work. We have 
also demonstrated the idea of many-core design with increase in memory band-
width and further reduction in power consumption due to the removal of proces-
sor to memory I/O pads. Therefore, 3D-stacked sub/near-threshold circuits with 
proper memory design approach present a major improvement for both ultralow 
power and miniaturization in processors.

Table 8  Design comparison for subthreshold many-core implementation in 2D and 3D

Property 2D 3D (5-tier)

Area (cm×cm) 2 × 2.4 (100 %) 1.12 × 1.2 (28 %)

Wirelength (m) 54.70 (100 %) 23.94 (44 %)

Memory I/O power (μW) 104.5 (100 %) 0.768 (0.007 %)

Total power (μW) 564.5 (100 %) 460.8 (81.5 %)

Data connections 48 (I/O) 3072 (TSV)

Total connections 98 (I/O) 3108 (TSV)

Memory bandwidth (bits/cycle) 16 (100 %) 1024 (6400 %)
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implant devices. The first part reviews wearable devices to harvest energy from the 
human body for biomedical and portable devices. Harvestable human body energy 
sources can be classified into two categories, voluntary and involuntary. Voluntary 
sources are capable of providing high power levels, up to several watts, but are 
only available when the wearer is active. Involuntary sources are constantly avail-
able, but provide much smaller amounts of energy, of the order of milliwatts. The 
latter part of the article reviews research activities to power up devices implanted 
in the human body. There are two approaches to power up implant devices. The 
first approach is to harvest energy from the body or ambient sources. The energy 
sources are essentially limited to kinetic energy of the body, body heat, and solar. 
The second approach is to transmit power to implant devices wirelessly. The 
power level available to implanted devices through harvesting or power transmis-
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1  Introduction

Technological advances in low-power electronics have increased the feasibility of 
powering them from ambient energy sources including solar, thermal, kinetic, and 
RF. Energy harvested from these sources can be used to charge or replace batter-
ies in portable devices. A human body is a bountiful source of energy, which can 
be harvested to power biomedical devices such as body sensor networks, implants, 
and even long-range wireless sensor nodes. Harvesting body energy increases the 
operational life of medical devices or enables perpetual machines without the need 
for battery replacement or recharging.

A human body releases harvestable energy through two different mechanisms: 
heat and motion. Some body energy, such as motion from breathing and body 
heat, is released continuously, regardless of the person’s intention. This kind of 
energy source, called involuntary, does not require a conscious action. In contrast, 
voluntary sources, such as walking, jumping, or other spontaneous activities, can 
generate a much larger amount of energy than involuntary sources, but depend on 
the human to intentionally provide the energy.

The first part of this article reviews recent research activities in the area of 
wearable human energy harvesters, which can be applicable to biomedical circuits. 
All of these devices harness the energy from body heat, voluntary, or involuntary 
motion. A wide variety of transducers including thermoelectric generators, elec-
tromagnetic generators, electrostatic generators, and piezoelectric transducers are 
considered to harness the energy.

Implantable electronic devices enable us to monitor the human body in real 
time, and their applications on the human body are expected to expand rapidly as 
illustrated in Fig. 1 [1]. Several key challenges must be addressed to realize these 
scenarios: implantable devices should be minimally invasive, completely biocom-
patible, and with low thermal dissipation and power autonomy. In particular, the 
power autonomy is critical, since replacement of batteries for implant devices is 
costly and may involve surgery. The capacity of batteries has increased continu-
ously, but fails to meet the power requirement of most implant devices. Also, size 
constraints of implant devices may limit the use of batteries.

There are two promising approaches for the power autonomy of implant 
devices. The first approach is to harvest power from the human body or ambient 
sources, and the other is to transmit power wirelessly from external sources to 
implant devices. Harvestable energy sources for the first approach include knee, 
body, and head movement, heart, artery, muscle, body heat, glucose fuel cell, and 
solar. Wireless power transmission to implant devices can be accomplished by var-
ious means including inductive link, RF transmission, infrared, and ultrasonic.

Both fields, energy harvesting from human body and powering up implant 
devices, are rapidly growing owing to advancements in transducers, integrated 
circuit technology, and energy storage devices. Various energy sources and power 
transmission methods pose distinct technical challenges at various levels such as 
transducer, circuit, and system. Intensive research will address these problems, but 
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it is still in an early stage. It is expected that the research in this area will be inten-
sified in the next decade.

This chapter reviews the major recent research activities on the two topics: 
energy harvesting with wearable devices from the human body and powering up 
implant devices at the system level. The chapter is organized as follows: Sect. 2 
describes energy harvesting from voluntary sources with wearable devices fol-
lowed by involuntary ones. It is organized by the type of energy sources. 
Section 3 covers energy harvesting from the human body with implant devices, 
and it is also organized by the type of energy sources. Section 4 describes wire-
less power transmission to implant devices. Section 5 summarizes the chapter.

2  Wearable Devices

Voluntary human motion includes any intentional movement such as walking or 
moving an arm. This energy is available typically in large quantities, but not con-
tinuously. A major goal of energy harvesting from voluntary motion is to incur 
minimal impact on the wearer, which leads to harvesting only a small portion of 
the available energy. In many instances, research focuses on harvesting energy 
without incurring any additional metabolic cost. This section covers energy 
 harvesting from the foot, knee, torso, and arm.

Fig. 1  Diversity of implantable device applications [1]. (Reproduced with permission from 
Springer)
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2.1  Foot

Foot-mounted kinetic energy harvesters can harvest from heel strikes, sole com-
pression and, foot forward motion. Of these three, heel strikes generate the largest 
amount of energy. For a typical person walking two steps per second and a heel 
displacement of 5 cm, 70 W is expended [2]. The rubber soles of shoes absorb and 
dissipate mechanical energy as heat, while elastically returning some portion of 
the energy to walking or running.

2.1.1  Heel-Strike Generators

An electromagnetic heel-strike harvester uses a rack and pinion to convert the 
almost-linear motion of a heel into high-speed rotational motion [2]. The rota-
tional motion spins an electromagnetic generator, which converts mechanical 
energy into electrical energy. The electromagnetic heel-strike harvester generates 
1.8 W from a person walking two steps per second. The power management cir-
cuit consists of a DC converter supplying power through a full-wave rectifier to 
charge a 0.2 F capacitor. A 13 Ω load resistor and a cell phone are in parallel with 
the capacitor for their experiments. The cell phone extracts usable energy from the 
capacitor. The resistor dissipates energy in an attempt to reduce voltage ripple.

The PZT (lead zirconate titanate) dimorph device in Fig. 2 shows a heel-strike 
harvester installed inside the sole of a shoe [3]. The device is made of a PZT 
dimorph and a metal mid-plate. Though it is feasible to harvest several watts from 
walking, harvesting the level of energy would severely hamper the feel of a normal 
shoe. Shenck et al. harvested 8.4 mW from a heel-strike piezoelectric generator in 
a Navy work boot [3–5]. The generator was imperceptible to the wearer, but suf-
ficient to power a radio identification transmitter.

Fig. 2  Piezoelectric material 
placement inside a shoe [3]. 
(Reproduced with permission 
from IEEE)
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2.1.2  Sole Compression/Decompression Generators

Piezoelectric materials generate electricity under mechanical strain. There are two 
different approaches to use piezoelectric materials in shoes for energy harvest-
ing. The first approach replaces most or all of the heel rubber with a piezoelectric 
structure that has similar elasticity to the original rubber [3–5]. This causes a slight 
change in the “feel” of the shoe when walking. The second approach uses a flat 
sheet of piezoelectric material inside the shoes under the foot that compresses and 
decompresses every step [3, 5]. One example of this approach is use of a flexible 
polyvinylidene fluoride (PVDF) stave as shown in Fig. 2. The mechanical design 
is simple, and it offers potential for large energy harvesting. The shoe-sole piezo-
electric harvester demonstrated produces an average of 1.3 mW [3, 5].

2.1.3  Foot Motion Generators

Research groups investigated the use of linear electromagnetic generators in shoes 
to harvest energy from the forward acceleration of a foot. The harvester proposed 
by Zeng et al. is shown in Fig. 3. It consists of stationary coils and a movable 
permanent magnet plate to induce current [6]. They used a boost converter with 
maximum power point tracking (MPPT) to charge a supercapacitor, while a cas-
caded buck converter charges a lithium ion battery. Their devices achieve an 
energy density of 8.5 mW/cm3 [6]. In contrast, Stamenkovic et al. use a movable 
plate of coils and stationary permanent magnets and, simulation results show that 
it achieves the energy density of 5.379 mW/cm3 [7].

2.2  Knee

A human knee is capable of generating a large amount of energy. However, energy 
harvesting from a knee should not increase the person’s metabolic cost, which 
incurs strain on the body and requires additional food intake. Both of them would 
be detrimental to the wearer’s comfort and health.

Fig. 3  Cross-sectional view 
of a shoe-mounted linear 
electromagnetic generator 
[6]. (Reproduced with 
permission from IEEE)
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Donelan et al. focused on helping the knee decelerate without inhibiting accel-
eration [8]. Gears embedded in the electromagnetic generator increase rotational 
speed of the generator by several times, so that it produces a higher voltage to 
increase the system efficiency. In addition, it helps to produce a more stable volt-
age. A one-way clutch or ratchet allows energy harvesting from the knee only 
when the leg is extending. A controller measures the acceleration of the knee with 
the aid of a potentiometer, so that it harvests only when the knee is decelerating, 
which happens when the leg is almost fully extended. This regenerative braking 
ideally helps the knee and should not increase the wearer’s energy consumption. 
In reality, a mechanical generator still costs metabolic energy during the period 
when the energy is not harvested. The energy harvester generates 4.8 W with only 
5.0 W of additional metabolic energy cost. If the harvester harvests energy during 
the acceleration period from forward motion, the metabolic cost would be several 
times that of the harvested power [8].

Luciano et al. worked on a brushless electromagnetic generator to be embedded 
inside a prosthetic knee [9, 10]. This research focused on the optimal combination 
of the magnets and the coil. The generator has six magnets and one coil. As the 
knee bends, the six magnets pass over the coil in sequence. Preliminary test results 
at 1 Hz show 2 V peak voltage over a load of 1 MΩ, but average power is not pro-
vided [9, 10].

A knee-generator shown in Fig. 4 is based on piezoelectric bimorph cantile-
vers [11]. A bimorph generates maximum power when it oscillates at its resonance 
frequency, typically ranging from several tens to hundreds of Hz, which is far 
higher than the frequency of the knee motion. Plectra around the circumference 
of the device actuate bimorph cantilevers at a higher frequency than that of the 
knee motion. Simulations predict generation of up to 7 mW under steady walk-
ing. Theoretical and experimental results in [11] are based on a fixed resistor load. 
Usable electrical energy is lower when the loss of the power management circuit 
(for rectification and voltage regulation) is considered [11].

A dielectric elastomer is essentially a plate capacitor whose capacitance 
changes with the distance between the two plates and distortion of the dielectric 
material. Stretching the material converts mechanical energy into electric field 
energy. A dielectric elastomer generator could be attached to clothing on the front 

Fig. 4  Knee-mounted 
piezoelectric generator 
plucks multiple bimorphs to 
operate at resonance [11]. 
(Reproduced with permission 
from M. Zhu)
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or back of the knee and cause very little discomfort to the wearer. Regular walk-
ing or running flexes the elastomer to generate electricity. The authors reported 
10–50 µJ of energy harvested per knee extension [12].

2.3  Torso

Intensive research has been conducted on harvesting energy from human torso 
motion during walking or running [13–15]. An electromagnetic generator was 
developed to produce electricity from low-frequency human motion [13]. The 
device, shown in Fig. 5, consists of a magnetic ball contained in a nonconductive 
cage. A wire is wrapped around the cage, so that the moving ball induces AC volt-
age in the coils. The device can be placed anywhere on the human body such as a 
backpack or a pocket. It was shown that two sets of coils close to the ends of the 
cage (which is the right one in the figure) are more effective than one coil at the 
equator (the left one in the figure). The optimal number of the turns, ball diameter, 
and ball-to-cavity diameter ratio were determined for the particular test scenarios 
[13]. The electromagnetic generator achieves a power density of 0.5 mW/cm3 with 
optimal parameters, but efforts to make the generator smaller dramatically reduced 
its power density [13].

Unlike the cage type, a linear electromagnetic generator shown in Fig. 6 has a 
tube with wire coils and a free-sliding magnetic mass inside the tube. Either fixed 
magnets or springs are attached at the ends of the tube, which make the sliding 
mass to oscillate [14, 15]. Two prototypes were tested on a shaker and a torso. The 
first prototype with fixed magnets at both ends generates 1.86 mW, while running 
with an oscillation frequency of 2.75 Hz. The second with only one fixed magnet 

Fig. 5  Two spherical 
generator prototypes. The 
equator-wrapped coil is 
on the left and the offset-
wrapped coil is on the right 
[13]. (Reproduced with 
permission from D.P. Arnold)
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generates 2.46 mW. One of the prototypes, the paper does not specify which, 
attached to a torso generates average 0.9 mW for 1 h of walking, which is suffi-
cient to power a wearable wireless sensor node [15].

Fujita et al. investigated vibration energy harvesting from forward and back-
ward motion of the waist, wrist, and ankle using an electrostatic generator [16]. An 
electrostatic generator is similar to a dielectric elastomer generator, where mov-
ing electrodes convert the motion into electric field energy between the electrodes. 
Researchers mounted a prototype electrostatic energy harvester on the waist of a 
user and logged the amount of energy harvested. Over the course of an 8-minute 
walk across a college campus, the peak power was 0.5 nW, average power 61 pW, 
and the total energy extracted 32 nJ [16].

2.4  Arm

The energy level from an arm varies greatly from finger movement to forearm 
flexing. Typical arm movements are intermittent and low frequency, which neces-
sitate unique transducers [17–20].

The piezoelectric shell transducer in Fig. 7 was investigated to increase the 
slope and magnitude of the generated impulse voltage. The piezoelectric shell 
structure was formed by attaching PVDF film to a curved thin polyester film, 
which provides a stiff structure for the piezoelectric shell generator [17]. As force 
is applied to a shell structure, it resists bending until it reaches a point and then all 
of a sudden bends quickly to generate a sharp impulse. A sharp impulse increases 

Fig. 6  Linear 
electromagnetic generator to 
convert kinetic energy into 
electricity [14]. (Reproduced 
with permission from Trans 
Tech Publications)
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the peak voltage. A higher voltage, even if it may carry the same amount of energy 
per pulse, reduces the power loss across diodes and resistance in the current path 
[17]. Test results show that the shell structure generates a peak impulse of 30 V, 
while a flat PVDF of only 5 V. When eight shell structures were inserted into 
an arm-cuff worn around a person’s elbow, it exhibited peaks of 20 V, while flat 
PVDF films caused only 10 V peaks.

Impact-based generators were also considered to sharpen the impulse and 
increase the peak voltage. An impact-based generator moves a mass at a slow 
speed, which strikes against piezoelectric transducers. The energy of the mov-
ing mass is transferred to the transducer in a short period and then the transducer 
resonates after the impact. A mathematical model predicts that a 1 cm3 device is 
capable of generating 40 µW on the wrist of a walking person [18]. Renaud et al. 
later presented a prototype generator consisting of two piezoelectric cantilevers, a 
free-moving mass, and a case. Such a generator could be worn on a wrist to power 
electronic devices. Electricity is generated by the impact of the mass on the pie-
zoelectric cantilevers at each end of the frame. The device generates 47 µW in a 
resistive load at rotation of 30 rpm and 600 µW under 10 cm linear displacement 
at 10 Hz [19].

A piezoelectric wire, often bonded to a flexible substrate, can generate elec-
tricity by stretching and contracting. A single wire generator (SWG) is a piezo-
electric wire manufactured on a polymer film. An SWG can harvest energy from 
low-frequency deformation such as air flow and human motion [20]. Yang et al. 
demonstrated SWGs harvesting energy from a finger and a live hamster. The 
finger-mounted SWG produces peaks of 20 mV and 150 pA from minute finger 
movements [20] (Fig. 8).

Fig. 7  Plastic shell with a 
piezoelectric transducer [17]. 
(Reproduced with permission 
from IEEE)
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2.5  Breathing

Chest expansion due to breathing provides a high amount of energy. An added 
benefit of harvesting from respiration is that the frequency of input power is the 
rate of respiration, which eliminates the need for a separate respiratory rate moni-
tor. Padasdao et al. demonstrated a prototype energy harvester strapped around a 
chest. It converts chest expansion into linear motion initially and then into high-
speed rotational motion using a gearbox to drive an electromagnetic genera-
tor [21]. The generator is a modified servomotor, which includes a gearbox and 
sturdy case. The concept of the approach is shown in Fig. 9. Chest expansion from 
breathing pulls on the chest strap, which causes an electromagnetic generator to 
rotate. The performance of the prototype was measured for normal, fast, and very 
slow breathing. The electromagnetic generator produces 1.4 V peak to peak and 
84.8 mA peak to peak or average power of 15 mW under the normal breathing 
condition. The high rotational speed obtained with gears attributes high efficiency 
to the prototype [21].

Shahhaidar et al. also developed a prototype energy harvester, where the 
approach is essentially the same as in the above [22]. The prototype is composed 
of two DC motors, a gearbox, springs, and a chest belt. The springs store energy 
in each expansion and keep the belt tight when the chest contracts. Despite the 

Fig. 8  Using an SWG to harvest energy from a human index finger. a Mechanical design and 
flexing. b Open circuit voltage [20]. (Reproduced with permission from American Chemical 
Society)

Fig. 9  Top view of chest and 
electromagnetic generator 
harvesting from respiration 
[21]. (Reproduced with 
permission from IEEE)
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gearbox, the generator suffers from low rotational speed and produces 100 mV at 
the load. According to estimations, 0.2 Hz breathing can generate up to 30 mW. 
The prototype presented was able to harvest 2 mW [22].

2.6  Body Heat

Human bodies lose a tremendous amount of energy daily as heat, but harvesting a 
good amount of energy from body heat is challenging. The challenge stems from 
the fact that temperature gradient between the body and the surrounding air is 
small, typically 1°–2°. It is due to lack of air flow around the thermoelectric gen-
erator (TEG) worn on a body as well as a relatively small temperature difference 
between the body and the atmosphere. A TEG converts thermal energy into electri-
cal energy because a temperature gradient applied to a p–n junction causes cur-
rent to flow due to the Seebeck effect. Energy harvesting research from the human 
body focuses on three major areas: TEG design, low-voltage power electronics, 
and system design [23–30]. This section covers only the system design.

Several research groups focused on TEG systems to test their effectiveness 
and comfort for wearable electronics [25, 26]. Leonov et al. tested different 
textile configurations and situations to measure the system performance [30]. 
Figure 10 depicts the four different textile configurations, in which the power 
generated by a TEG (denoted as “1” in Fig. 10a) was measured. The configura-
tion in Fig. 10a has an inner TEG metal plate touching the wearer’s skin, and 
an outside metal plate exposed to the outside air. It would be the most effective 

Fig. 10  Four different configurations to integrate TEGs in garments [30]. (Reproduced with per-
mission from IEEE)
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in terms of the temperature gradient, but least comfortable for the wearer. The 
configuration in Fig. 10b covers the outside metal plate with cotton. This causes 
only 5 % reduction in power, as long as there is no air gap between the cotton 
and the TEG. The configuration in Fig. 10c adds a carbon fiber heat-spreading 
layer between the cotton and the TEG. The carbon layer increases performance 
by approximately 30 %. The configuration in Fig. 10d adds another cotton layer 
between the skin and the TEG. It greatly increases comfort and completely hides 
the TEG, but slightly reduces performance. Fourteen units adopting the second 
configuration generated an average power of 4 mW while walking in a 17 °C 
environment [30].

3  Implant Devices

This section reviews recent research activities on energy harvesting with implant 
devices. Potential energy sources for harvesting include kinetic energy from 
the human body, body heat, fuel cells, and ambient sources specifically solar. It 
describes research activities for each energy source type in the following.

3.1  Knee

A knee can be exposed to force up to three times higher than the body weight [31, 
32]. A typical transducer used for knee bending is a piezoelectric element or elec-
tromagnetic generator. Platt et al. investigated the use of three piezoelectric ele-
ments inside the orthopedic implants [31, 32]. A knee implant is shown in Fig. 11. 
The femoral component is a highly polished hard surface attached to the femur. 
Relative motion between the femoral and bearing surfaces allows the knee to func-
tion. The tibial tray supports a low-friction polyethylene bearing surface. Force 
applied by the femoral component is applied to the bearing surface and then to the 
three piezoelectric stacks on the distribution plate. When 900 N of force is applied 
over one piezoelectric stack (whose dimension is 10 × 10 × 20 mm) placed inside 
the prototype in a laboratory setup, it generates up to 1.6 mW of raw power, a total 
of 4.8 mW for the three stacks. The height of the piezoelectric stacks is 20 mm, 
which significantly increases the thickness of the tibial tray. Consequently, the 
quantity of tibial and femoral bone loss also increases during a knee arthroplasty.

Almouahed et al. investigated a new generation of a knee implant shown 
in Fig. 12 through modeling and experimental trials [33, 34]. The knee implant 
is more sophisticated than the earlier one in the above, and it uses four smaller 
piezoelectric elements of dimension 10 × 10 × 4 mm. The power generated is 
estimated to be about 1 mW for a single piezoelectric element with 50 kΩ resis-
tive load, and the total power generated would be about 4 mW. Finally, Chen et al. 
reported PZT ceramics (of dimension 5 × 5 × 18 mm) and an associated circuit 
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applicable to orthopedic implants [35]. Four piezoelectric elements can generate 
about 1 mW of power, which is sufficient to power a wireless monitoring system.

The above works adopt piezoelectric elements to generate electric energy from 
knee bending [31–35]. Luciano et al. investigated use of a miniaturized electro-
magnetic generator shown in Fig. 13, which can be implantable in a human knee 
prosthesis [9, 36]. Figure 13a depicts the upper portion of the knee (femur), in 
which permanent magnets are installed. Figure 13b shows a coil at the top of the 

Fig. 11  Knee implant with 
three piezoelectric stacks 
[31, 32]. (Reproduced with 
permission from IEEE)

Piezoelectric
Stacks

Tibal
Tray

Bearing

Femur

Tibia

Distribution
Plate

Fig. 12  Knee implant with 
four piezoelectric stacks 
[33, 34]. (Reproduced with 
permission from IEEE)
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tibia or the lower part of the knee. When the knee flexes, the magnets move rela-
tive to and induce current in the coil. The system with a power conditioning circuit 
produces output energy of about 22.1 μJ in 7 s for a gait frequency of 1.02 Hz 
emulated with an electric motor.

3.2  Body Movement

Nasiri et al. investigated a linear permanent magnet generator implanted in the 
abdominal muscles as shown in Fig. 14 [37]. The linear generator consists of 
two layers of permanent magnets and one layer of coils. It generates power from 

Fig. 13  Structure of the electromagnetic generator for knee prosthesis [9, 36]. (Reproduced with 
permission from IEEE)

Fig. 14  Pocket for the linear permanent magnetic generator [37]. (Reproduced with permission 
from IEEE)
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multidirectional body movements. The generator was tested under different con-
ditions including movements at different frequencies and amplitudes, resonance 
frequency test, and a walking test. The magnetic generator generates 1.1 mW of 
power at the resonant frequency of near 0.3 Hz. The peak output voltage drops 
from 1.5 V at the resonant frequency to 0.7 V at 0.1 Hz and 0.9 V at 6 Hz. It har-
vested 9 mJ from 22.5 s of walking motion.

Morais et al. reported a nonlinear electromagnetic generator implantable in a 
hip prosthesis [38]. As shown in Fig. 15, the generator consists of a Teflon tube 
with one or two external coils and a neodymium magnet attached to a spring. 
A magnetic brake is attached at the bottom of the tube to avoid collisions of the 
magnet against the bottom of the Teflon tube itself. This device intends to harvest 
energy from the human gait to power a telemetric system inserted in a smart hip 
prosthesis implant for early detection of loosening and implant failure. The device 
with a power management circuit is able to power the telemetric system for 9.2 s 
after charging for 34.8 s from a walking speed of 1.3 Hz.

3.3  Heart

A system based on a piezoelectric generator is reported in [39], which harvests 
energy from heartbeats to power cardiac implant devices. The output power fol-
lows the acceleration spectrum of heartbeats as shown in Fig. 16. The achievable 
power level and design parameters are determined from a spectral analysis to 
about 100 μW before electronics. The system is about 15 × 7 × 5 mm3, which fits 
all the components as well as accommodates the proof mass travel range.

Martin et al. present a more comprehensive design, fabrication, and tests of a 
microspiral-shaped piezoelectric energy harvester and its associated microfabri-
cated packaging that collects energy from ordinary blood pressure variations in 

Fig. 15  Electromagnetic 
generator implantable in a hip 
prosthesis [38]. (Reproduced 
with permission from 
Elsevier)
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the cardiac environment [40], as shown in Fig. 17. A prototype of 10-µm-thin 
ultra-flexible electrodeposited micro-bellows (6 mm diameter, 21 mm3 volume) 
is a new type of implant packaging. It enables direct blood pressure harvesting 
and permits high-efficiency energy transfer to a transducer operating in a quasi-
static mode and hence adaptable and unaffected by frequent heartbeat frequency 

Fig. 16  Simulated output power per gram of proof mass for a piezoelectric generator as the 
transducer [39]. (Reproduced with permission from IEEE)

Fig. 17  Schematic of the implantable packaged energy harvester scavenging energy from blood 
pressure variation [40]. (Reproduced with permission from IEEE)
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changes. Spiral-shaped piezoelectric transducers are introduced for their flexibil-
ity and large incoming mechanical energy. Nontrivial optimal electrodes place-
ment and best spiral design parameters are studied and discussed. Three types 
of spiral prototypes (11 mm3 volume each) with double-sided microstructured 
electrode patterns are presented and characterized. A power of 3 µJ/cm3/heart-
beat and a transduction efficiency of 5.7 × 10−3 have been obtained for the best 
design at 1.5 Hz.

An electrostatic generator harvesting energy from ventricular wall motion was 
developed to power a cardiac pacemaker perpetually [41], and it employs a hon-
eycomb structure. A test setup was constructed with an accelerometer placed on a 
dog’s heart. The same amount of acceleration sensed from the heart drives the gen-
erator. The dog’s heart beats at 180 per minute, and the average power recorded 
for more than 2 h is 36 μW.

3.4  Artery

Potkat et al. investigated an implantable energy harvester from the expansion and 
contraction of an artery [42]. A PVDF thin film embedded within a flexible, self-
curling medical-grade silicone cuff converts the expansion and contraction of the 
artery into electrical energy. The cuff is rolled around a latex tube mimicking an 
artery as shown in Fig. 18. A peak voltage of 1.2 V, a maximum instantaneous 
power of 16 nW, and an average power of 6 nW were measured. The microfabri-
cated version of this implantable device would generate more than 1.0 μW for in 
vivo tests.

Fig. 18  PVDF thin film 
energy harvester for the 
artery [42]. (Reproduced with 
permission from IEEE)



164 R. Kerley et al.

3.5  Muscle

Lewandowski et al. reported an implantable piezoelectric generator to harvest 
energy from muscles [43]. As shown in the conceptual block diagram in Fig. 19, 
the device is attached in series with a muscle tendon. The system targets individu-
als with extensive paralysis, where the electrically stimulated muscle would not 
interfere with natural muscle contractions or activities. Electrically stimulated 
muscle contractions exert force on the piezoelectric generator producing a charge, 
which is collected in energy storage circuitry and used to power the stimulator and 
other loads. It is argued that the required power to artificially excite a muscle is 
minimal in comparison with the power generated by the muscle and hence such a 
device is justified. Experimental results indicate that a small PZT stack prototype 
(5 × 5 × 18 mm3) generates 80 μW of power under application of force of 250 N.

3.6  Body Heat

Yang et al. exploited the thermal gradient between a skin surface and the inner 
body and harvested thermal energy with an implanted TEG as shown in Fig. 20 
[44]. They performed numerical simulations on three-dimensional bioheat  transfer 
of a human body with implanted TEGs in different depths and configurations. 

Fig. 19  Conceputal block 
diagram for an implanted 
piezoelectric generator for 
muscles [43]. (Reproduced 
with permission from 
Springer)
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To increase generation of energy, they also proposed and evaluated several 
approaches such that there is intentional cooling and heating of the skin surface. 
In their in vivo experiment, a TEG was implanted in the abdomen of a rabbit. The 
temperature difference stabilized at around 1.3° after 260 s with the TEG voltage 
of about 5 mV. When the rabbit skin surface was covered with an ice water bag, 
the temperature difference increased up to 5.5 °C and the TEG voltage increased 
to 25 mV.

Nagel et al. investigated an implanted TEG to power an artificial accommoda-
tion system shown in Fig. 21 [45]. They considered characteristics of high-perfor-
mance thermoelectric materials and the temperature distribution within the human 
eye to estimate power generated by a TEG as a part of the artificial accommo-
dation system. It is shown that power ranges from 4.96 μW in the worst case to 
24.4 μW in the best case.

Fig. 20  Thermal energy harvesting with an implanted TEG and the model of a tissue [44]. 
(Reproduced with permission from J. Liu)

Fig. 21  Implanted 
artificial accommodation 
system within an eye [45]. 
(Reproduced with permission 
from IEEE)
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3.7  Glucose Fuel Cell

A fuel cell is an electrochemical device that generates current through the reac-
tion of two chemicals flowing into it—the fuel on the anode site and the  oxidant 
on the cathode site. Implantable fuel cells that use glucose as a reactant are 
probably the most studied biofuel cells, due to the high availability of glucose 
in body fluids. Glucose fuel cells can be divided into two groups: (1) abiotically 
catalyzed and (2) enzymatically catalyzed. The former group utilizes nonbiolog-
ical catalysts such as noble metals or activated carbon. The latter group, instead, 
uses enzymes, such as glucose oxidase or laccase, as catalysts to enable the 
electrode reactions. These devices are summarized in [46]. Figure 22 shows one 
example of flow-through type fuel cells intended for blood stream implantation. 
During in vitro experiments, glucose fuel cells abiotically catalyzed can generate 
up to 50 μW.

Fig. 22  Simplified schematics of flow-through type fuel cells intended for bloodstream implan-
tation. a Fuel cell with hydrophobic cathode membrane. b Concentrically arranged fuel cell with 
oxygen-selective cathode catalyst [46]. (Reproduced with permission from Elsevier)
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3.8  Inner Ear

Bandyopadhyay et al. investigated endocochlear potential (EP), the 70–100 mV elec-
trochemical biopotential inside the mammalian ear shown in Fig. 22 [47]. Due to the 
anatomical constraints inside the inner ear, the total extractable power from the EP 
is limited close to 1.1–6.25 nW. An nW boost converter is used to increase the input 
voltage (30–55 mV) to a higher voltage (0.8–1.1 V) usable by CMOS circuits in the 
sensor. The power management unit can sustain itself, and a duty-cycled ultralow-
power load while extracting power from the EP of a live guinea pig. The power man-
agement unit circuits have been implemented on a 0.18 μm CMOS process (Fig. 23).

3.9  Solar Energy

All the implant devices described above harvest human body energy, which comes 
from the food intake. In contrast, solar energy is external and hence harvesting 
solar energy does not affect the body. Outdoor solar energy provides the highest 

Fig. 23  Endocochlear potential [47]. (Reproduced with permission from IEEE)

Fig. 24  Solar energy harvester [48]. (Reproduced with permission from IEEE)
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power density among ambient energy sources, but the light penetration is greatly 
reduced by the human body tissue. A solar energy harvester for implant devices 
gathers the energy within the therapeutic window wavelengths, where the opti-
cal absorption is small [48]. Implanted subcutaneous photovoltaic cells shown in 
Fig. 24 can harvest microwatts of power in bright ambient light condition [48].

Ayzian et al. present an energy-autonomous, photovoltaic-driven, and MRI-
compatible CMOS implantable sensor, as shown in Fig. 25 [49]. On-chip P +/N- 
well diode arrays are used as CMOS-compatible photovoltaic cells to harvest 
power from the light that penetrates into the tissue. In this 2.5 mm by 2.5 mm 
microwatt integrated system, the in vivo physiological signals are first measured 
by using a subthreshold ring oscillator-based sensor. The acquired data is then 
modulated into a frequency-shift keying signal, and finally transmitted neuro-
morphically to the skin surface by using a pair of polarized electrodes.

Fig. 25  A photovoltaic-driven energy-autonomous CMOS implantable sensor [49]. (Repro-
duced with permission from IEEE)



169Energy Harvesting from the Human Body …

4  Wireless Power Transmission to Implant Devices

Wireless power transmission to implant devices can rely on various means includ-
ing inductive link, RF transmission, infrared, and ultrasonic and is described in 
this section.

4.1  Inductive Link

The use of inductive links to power implant devices has been actively investi-
gated in the past decade. An inductive link consists of two coils: a primary coil 
and a secondary coil. The primary coil placed outside the body generates a vari-
able magnetic field, which causes the change of the magnetic flux for the second-
ary coil planted underneath the skin. Power is transferred wirelessly through the 
body tissue. The ratio of the energy captured by the secondary coil to the energy 
transmitted by the primary ranges between 0.01 and 0.1. The simplified model of 
the inductively coupled system is shown in Fig. 26. The left side of this model 
represents the outside components of the system and the primary coil, while the 
right side includes a basic model of the implanted system. Here, R1 represents the 
parasitic resistance in the coil, C1 is the tuning capacitance used to raise the coil 
voltage, and RL is the load on the system. The primary coil L1 is driven by an RF 
amplifier supplying current i1 at frequency ω.

Most inductive link works reported utilize frequencies of the order of a few meg-
ahertz or lower. This frequency range minimizes the power absorption by the tissues, 
yielding higher transmission efficiency [50–52]. Sauer et al. in [50] present a telem-
etry chip shown in Fig. 27, which is powered by inductive coupling. The two coils 
are used to transmit both power and data. The chip fabricated in 0.5 μm CMOS 
technology supplies 1.7 mA at 3.3 V, over a distance up to 25 mm between coils.

Lenaerts et al. investigated an inductive link to power a wireless camera capsule 
for noninvasive visual inspection of the small bowel (small intestine) [51]. Up to 
150 mW of usable dc power can be delivered to the capsule for the entire duration 
of its travel along the gastric track. Figure 28 shows parts of the power receiver. 
The outer dimensions of the power receiver compartment inside the capsule are 
10 × 13 mm. The power efficiency of the link is measured to be 1 % under worst-
case geometrical conditions.

Fig. 26  Simplified model 
of the inductively coupled 
system



170 R. Kerley et al.

Fig. 28  The disassembled power receiver: three orthogonal coils and receiver electronics [51]. 
(Reproduced with permission from Elsevier)

Fig. 29  Basic structure of the transcutaneous energy transmission system [52]. (Reproduced 
with permission from IEEE)

Fig. 27  An implant sensor system powered through inductive link [50]. (Reproduced with  
permission from IEEE)
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Niu et al. in [52] investigated a microelectromechanical system (MEMS)-based 
spiral piezoelectric energy harvester, which harvests kinetic energy from patient’s 
shoes during walking. The harvested energy supplies power to an implant device, 
specifically an artificial heart, through inductive link as shown in Fig. 29. The reg-
ulated output power can reach up to 1 μW.

4.2  RF Transmission

Cao et al. investigated a device for gastroesophageal reflux disease (GERD) moni-
toring [53]. The conceptual design and sensor system are shown in Fig. 30. The 
system consists of an implantable, batteryless, and wireless transponder with 
integrated impedance and pH sensors. The transponder implant with the size of 
0.4 × 0.8 × 3.8 cm harvests RF energy to operate dual-sensor and load-modula-
tion circuitry. The external reader can store the data in a memory card and/or send 
it to a base station wirelessly. The device and system were tested at the bench, in a 
mannequin and in live pigs, which demonstrates the functionality, feasibility, accu-
racy, and reliability in detecting various stimulated reflux episodes.

Faul et al. developed a wireless implant lens system powered by RF and is shown 
in Fig. 31 [54]. The power for the implant system is derived from the 915 MHz RF 
signal transmitted by the reader, and the RF signal is converted into a regulated DC 
voltage with two-stage half-wave rectifier. A small antenna fits into an area less than 
10 × 10 mm, and the system has an operating range of nearly 100 cm.

Fig. 30  Passive wireless system using dual sensors in a single capsule to monitor GERD symp-
toms [53]. (Reproduced with permission from IEEE)



172 R. Kerley et al.

4.3  Infrared

Goto et al. exploited the infrared spectrum to transmit power to implanted devices 
[55]. The device shown in Fig. 32 can supply power ranging from hundreds of 
microwatts to a few milliwatts to implanted devices. When illuminated with the 
power density of 22 mW/cm2 for 17 min, the photodiode array generates sufficient 
power for a 20 μA cardiac pacemaker to operate for 24 h. The photothermal effect 
at the photodiode array raises the temperature at the irradiated skin by 1.4 °C for 
the power density, which does not pose any safety issues.

Fig. 31  External reader 
interfacing an intraocular 
(implanted) intraocular 
pressure sensor [54]. 
(Reproduced with permission 
from IEEE)

Fig. 32  Schematic diagram 
of the near-infrared power 
supply system [55]. 
(Reproduced with permission 
from IEEE)
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4.4  Ultrasonic

Ozeri et al. considered ultrasonic traveling waves to transfer power toward 
the receiver, whose energy is reconverted by the implanted receiver into elec-
trical energy [56]. The recommended operating frequency is 100–1000 kHz. 
Piezoelectric generators convert the acoustic vibration energy into electrical power 
for implanted electronics devices as reported by [57–61]. Kim et al. investigated 
a piezoelectric energy harvester for low-frequency components of musical vibra-
tions [57], which powers a wireless interrogation device. The system operates in 
two phases. A piezoelectric cantilever converts the sound vibration into electrical 
power and charges a capacitor. The stored charge is dumped into an LC tank, forc-
ing it to oscillate at the resonance frequency and emit the energy to an outside 
receiver. A prototype transponder shown in Fig. 33 was tested using a PZT can-
tilever with a mechanical resonant frequency of 435 Hz encapsulated in a glass 
capsule (length = 40 mm, diameter = 8 mm) along with a rectifier circuitry and 
a storage capacitor. RF pulses can be picked up at distances of up to 7 cm without 
the tight requirement on alignment between the receiver and the transponder coils.

Shaul et al. proposed an ultrasonic transcutaneous energy transfer, which 
uses an external transmitting transducer attached to the skin surface facing an 
implanted receiving transducer [58]. The harvested power charges a capacitor dur-
ing the charging period until it reaches a DC threshold voltage. Upon reaching the 
threshold level, the device starts to operate, while the capacitor being discharged. 
The implant sensing system shown in Fig. 34 consists of a small (2.2 × 2.3 mm) 
varactor, together with 10 turns of 30 gage wire wound over the implanted piezo-
electric transducer.

Anthony et al. present design and characterization of a MEMS-based energy 
harvester with target applications including implanted biomedical sensors and 
actuators [59]. The harvester converts ultrasonic waves from an external trans-
mitter to mechanical excitation and then the vibration of a central mass structure 

Fig. 33  3-D drawing of implanted inductive pressure sensor with acoustic energy harvesting 
[57]. (Reproduced with permission from IEEE)
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into electrical energy with an electrostatic transducer. The device features a novel 
3 degrees of freedom design, which enables the harvester in any orientation to 
produce energy. The harvester is fabricated using a conventional silicon-on-insu-
lator MEMS process. An example of the experimental setup is shown in Fig. 35. 
The experimental results show that the system is able to generate 24.7, 19.8, and 
14.5 nW via the device’s x-, y-, and z-axis, respectively, over 15 s.

Francesco et al. present the design of an ultrasound link for deep implanted 
medical devices [60]. To avoid biological side effects such as cavitations, the oper-
ating frequency of 1 MHz is set for the system, and a class-E power amplifier as 
the front-end circuit drives external transducers. A novel synchronous rectifier is 
proposed to maximize energy extraction from the implanted transducer. The link 

Fig. 34  Ultrasonic transcutaneous energy transfer system [58]. (Reproduced with permission 
from IEEE)

Fig. 35  Ultrasonic 
transcutaneous energy 
transfer system [59]. 
(Reproduced with permission 
from IEEE)
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efficiency is characterized in water for a transmitter–receiver distance of 105 mm, 
and a system efficiency of 2.3 % is achieved without using any phantom material. 
The link efficiency drops to 1.6 % when a phantom material is used.

5  Summary

The first part of this article reviews recent research activities on wearable energy 
harvesters, in which the target energy sources are limited to human bodies. The 
latter part of the article reviews the means to power implant devices. An implant 
device can be powered by harvesting energy from the human body, ambient 
sources, or through power transmission from external sources. Harvestable human 
body energy includes voluntary motion, involuntary motion, and heat. Each type 
of energy harvesting faces different technical challenges.

5.1  Energy Harvesting with Wearable Devices

Harvestable energy sources of a human body with wearable devices include foot, 
knee, torso, chest, and body heat. A comparison of power harvested from dif-
ferent body parts or types of energy (kinetic and thermal) is shown in Table 1. 
The power figure in the table is the maximum power obtained for each har-
vesting method, i.e., the highest power reported in a paper for the transducer 
type. The table indicates that electromagnetic generators are most effective for 

Table 1  Summary of human energy harvesting

Source Harvesting method Power

Foot Rotational electromagnetic harvester in heel [2] 1.8 W

Linear electromagnetic harvester in shoe [6, 7] 830 mW

Piezoelectric in heel [3–5] 8.4 mW

Piezoelectric in sole [3, 5] 1.3 mW

Electrostatic on ankle [16] 61 pW

Knee Electromagnetic deceleration only [8] 4.8 W

Piezoelectric pinwheel [11] 7 mW

Dielectric elastomer [12] 25 µW

Torso Spherical electromagnetic [13] 1.44 mW

Linear electromagnetic [14, 15] 2.46 mW

Thermoelectric [30] 4 mW

Arm Impact-based piezoelectric [18] 40 µW

Chest Respiratory rotary electromagnetic [21] 15 mW

Wrist Thermoelectric [22–25] 250 µW
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kinetic energy harvesting, followed by piezoelectric transducers of the order 
of milliwatts and dielectric elastomers of the order of tens of microwatts down 
to picowatts. Thermoelectric generator harvesting varies greatly depending on 
the environment and application ranging from hundreds of microwatts to a few 
milliwatts.

5.2  Powering Implant Devices

Implant devices can be powered through energy harvesting or transmission of 
power from external sources. Harvestable energy sources to power up implant 
devices include knee, heart, artery, muscle, body heat, and solar. Table 2 compares 
the maximum power reported for each harvesting method. The piezoelectric har-
vesters seem most promising in terms of the power produced. In particular, the 
harvesters in [31–35] generate power greater than 1 mW. However, these devices 
intended for the knees require significant force to generate power. Electromagnetic 
harvesters produce lower power than the above-mentioned piezoelectric devices, 
but they do not require large forces, and hence are applicable for any body part. 
The electrostatic harvesters produce much lower power than electromagnetic har-
vesters and are limited to low-power devices. Thermoelectric harvesters should be 
implanted close to the skin surface, where the temperature gradient is large. Large 
difference in the reported power is due to different sizes and thermal gradients 
used for the testing.

Table 2  Comparison of various harvesting techniques for implant devices

Source Transducer Power Size

Knee Piezoelectric [31–32] 4.8 mW 10 × 10 × 20 mm

Piezoelectric [33–34] 7.2 mW 10 × 10 × 4 mm

Piezoelectric [35] 1 mW 5 × 5 × 18 mm

Electromagnetic [9,36] 22.1 µJ

Body Electromagnetic [37] 1.1 mW 1.7 in3

Electromagnetic [38] 1.9 mJ 3.76 cm3

Heart Piezoelectric [39–40] 100 µW 15 × 7 × 5 mm

Electrostatic [41] 36 µW 50 × 30 × 30 µm

Artery Piezoelectric [42] 1 µW

Muscle Piezoelectric [43] 80 µW 5 × 5 × 18 mm

Body heat Thermoelectric [44] 25 mV 5 × 5 × 10 mm

Thermoelectric [45] 24.4 µW 58.9 mm2

Fuel cell Glucose fuel cell [46] 50 µW

Inner ear None [47] 1 µW 25 mm2

Solar Photovoltaic [48] 1 µW 25 mm2

Photovoltaic [49] 30 nW 2.5 × 2.5 mm
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Implant devices can be powered up through various power transmission means 
including inductive link, RF transmission, infrared, and ultrasonic. The delivered 
power level of wireless power transmission methods is sensitive to the distance 
between the transducer and the implant. Table 3 compares various methods cov-
ered in this article. The inductive link power transmission reported in [51] delivers 
largest power, but its size is large. The infrared method may cause the skin tem-
perature to increase, which should be carefully examined for safety and long-term 
effects. Overall, each method has unique characteristics and technical challenges 
to address.

5.3  Final Remarks

Modern research in energy harvesting from the human body is a broad field and 
is making steady progress in several areas. Most energy harvesting research focus 
on increasing the power level to harvest, and it will continue and be accomplished 
by improving transducers and power management circuits. Wearer’s comfort dur-
ing energy harvesting is another important topic for wearable energy harvesters. 
Transducer design for comfort relies on flexible materials and unobtrusive hard-
ware. Increased comfort can also be attained by using wireless sensor networks 
instead of wired sensors.

Implant devices will be pervasive as the wellbeing of humans becomes ever 
important. Powering implant devices is a major issue for current and future 
implant devices. Energy harvesting and wireless power transmission will be pur-
sued to address the problem. Another important issue for energy harvesters and 
power transmission devices for implant devices is health hazard, and it should be 
addressed before deployment of any such devices.

Table 3  Comparison of various power transmission techniques for implant devices

Source Harvesting/Transmission method Power Size

Inductive link Coils coupling [50] 5.6 mW 0.1 mm2

Coils coupling [51] 150 mW 10 × 13 mm

Piezoelectric and coils coupling [53] 1 µW

RF Transmission RF Transmission [53] 4 × 8 × 38 mm

RF Transmission [54] 10 × 10 mm

Infrared Photovoltaic [55] 46 mW 2.1 cm2

Ultrasonic Piezoelectric [57] 50 mV 8 × 8 × 40 mm

Piezoelectric and RF transmission [58] 50 mW

Electrostatic transducers [69] 20 nW

External transducers [60, 61] 25 mW 0.114 mm2
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1  Introduction

Due to increasing demand for energy sources and environmental concerns about 
fossil fuels as well as self-sustainable and maintenance-free operations, there has 
been a growing demand for energy harvesting power supply systems. There are 
ranges of energy harvesting sources from microwatt to megawatt or higher power 
capacity applications. Photovoltaic (PV) energy generation has received signifi-
cant attention due to relatively higher energy density from milliwatts to megawatts 
among various energy harvesting power sources. The PV cell efficiency ranges 
from 20 to 30 % in commercial products and exhibits even a higher efficiency in 
the lab. PV cell power generation is largely affected by environmental factors such 
as time of day, season, weather, etc. However, short-term PV cell power genera-
tion stability is superior to other renewable power sources such as windmills. PV 
power generation does not require moving parts subject to wear and tear, noise, 
and vibration, etc., which is crucial for portable and long-term applications. This 
chapter focuses on PV power generation for small power applications below a kW 
order.

Thanks to extensive research efforts on PV power generation technologies, 
various scales of PV systems have been deployed for practical applications, such 
as PV power stations, solar-powered vehicles, and solar power heating and light-
ing appliances. This chapter presents the power models of PV energy harvesting 
system subcomponents, maximum power point tracking (MPPT), and maximum 
power transfer tracking (MPTT), reconfigurable PV cell arrays for partial shad-
ing and fault tolerance. This chapter also introduces a light-weight PV energy har-
vesting system that does not require power converters or energy storage elements 
while it performs MPPT.

1.1  Structure of PV Energy Harvesting Systems

The PV energy harvesting systems are comprised of a PV cell array, a load 
device, and a power converter between the PV cell array and the load device. 
There is an optional energy storage element between the PV cell array and the 
load device, and a power converter between the energy storage element and load 
device. Figure 1 illustrates two simplified PV energy harvesting system examples. 
Figure 1a does not include an energy storage element, and thus the load device is 
directly powered by the PV cell. There is a power converter between the PV cell 
array and the load device because it is generally hard to match the PV cell array 
output voltage with the load device supply voltage. Assuming that load device cur-
rent is independent of the solar irradiance and temperature, which is a typical situ-
ation, the PV cell array output current is independent of the solar irradiance and 
temperature accordingly. It is crucial to control the PV cell array output current so 
that the PV cells output power is maximized. This is the so-called MPPT, which is 
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explained in Sect. 2.3.1. To make a long story short, it is hard to realize the MPTT 
with the setup of Fig. 1a due to the mismatch between the load current and the 
maximum power point (MPP) PV cell array current. This chapter introduces a new 
MPTT with the architecture of Fig. 1a in Sect. 4.

In order to maintain the operating point at the MPP regardless the load current, 
we commonly use the architecture in Fig. 1b for the MPTT of the PV cell array 
though the load device does not have to operate when there is no solar irradiance. 
The energy storage element in Fig. 1b is, of course, useful to make the PV energy 
harvesting system functional even if there is solar irradiance interruption. Most 
energy storage elements exhibit variable terminal voltage by the state of charge 
and the load current. The nominal voltage of batteries is determined by the bat-
tery chemistry, and the terminal voltage of a capacitor is a linear function of the 
state of charge, which does not match with the load device power supply voltage 
in general. Therefore, there should be another power converter between the energy 
storage element and load device.

The power converter between the PV cell array and energy storage element keeps 
tracking of the PV cell array MPP current. In other words, the charging current to the 
energy storage element is not constant at all times unlike a battery charger plugged 
into the wall. The charging current keeps track of the MPP current of the PV cell 
array around the clock. We call this power converter an MPP charger. The power 
converter between the energy storage element and the load device is commonly a 
voltage regulator. We prefer to use switching-mode DC-DC converters both for the 
MPP charger and the voltage regulator for high conversion efficiency. Section 2.2 
covers power efficiency and models of switching-mode DC-DC converters.

The energy storage element should provide a desired nominal voltage, nominal 
capacitance, minimum cycle efficiency, minimum cycle life, energy density, power 
density, form factor, cost, etc. Rechargeable batteries are commonly used consid-
ering these requirements. Lithium-ion batteries are preferred for high-performance 

Power 
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Power 
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Energy
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device
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Fig. 1  Simplified diagrams of PV energy harvesting systems. a A PV energy harvesting system 
without an energy storage. b A PV energy harvesting system with an energy storage
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systems, and lead-acid batteries are considered for cost-efficient systems. One of 
the primary design goals of PV energy harvesting systems is low maintenance 
cost. The batteries in the PV energy harvesting systems become a primary cause of 
the limited lifetime. Electric double-layer capacitors (supercapacitors) are promis-
ing replacements of rechargeable batteries, thanks to their virtually unlimited cycle 
life. There are distinct shortcomings of supercapacitors, but their advantages often 
override their drawbacks in particular applications.

1.2  Design Consideration and Runtime Management

A PV cell is a semiconductor device that produces relatively low open-circuit and 
MPP voltages. The MPP current is a function of the PV cell area, and there are 
cost-effective sizes of the PV cell for mass production. Aside from a very small, 
low-power applications, the load device supply voltage and current are generally 
higher than a PV cell MPP voltage and current. This makes the PV energy har-
vesting systems use an array of PV cells instead of a single PV cell. The power 
converter, MPP charger, is connected to both ends of the PV cell array, which is 
named as a string inverter (converter) architecture. The string inverter architec-
ture is cost effective but subject to degradation due to partial shading. This chap-
ter gives a closer look into the partial shading problem and provides novel online 
PV cell array reconfiguration; a PV energy harvesting system, a typical example 
that requires a cross-layer optimization. The dynamically reconfigurable PV cell 
array must come with a novel management algorithm to maintain its maximum 
efficiency. Section 3 introduces a dynamically reconfigurable PV cell array archi-
tecture and algorithms to combat partial shading and temperature variation. This 
section also covers fault-tolerant features of the PV cell array.

Power converters are the primary factor of efficiency degradation. The energy 
storage element is subject to efficiency loss as well. Batteries’ cycle efficiency 
and limited rate capability result in significant power loss. Supercapacitors show 
a very high cycle efficiency, but their severe terminal voltage variation by the state 
of charge makes it difficult for the power converters to maintain a high efficiency. 
Most of all, the power converters and energy storage elements are bulky, heavy, 
and expensive, which seriously discourage to implement low cost, tiny energy har-
vesting systems. Section 4 introduces a breakthrough MPPT method without the 
power converters and energy storage element for low-power PV energy harvesting 
applications.

The architecture in Fig. 1a does not give a freedom in the charge management 
of PV energy harvesting systems. The PV cell array harvests solar energy, and the 
load device uses the harvested energy immediately. However, Fig. 1b has an energy 
storage element, and thus energy harvesting and consumption can be independent 
of each other. In other words, energy harvesting can be done following the MPPT, 
and the load device energy consumption can be determined by its workload (user 
demand) and the power management policy. The average power coming into the 
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energy storage element should not be smaller than the power coming out from it 
at all times to avoid service interruption. Determination of the energy storage ele-
ment is typically constrained by its minimum capacity when it comes to the bat-
tery-based energy storage. A larger size of the battery shows better cycle efficiency 
due to lower internal impedance and higher rate capability, a longer cycle life due 
to less number of cycles, but its cost, volume, and weight increase. On the other 
hand, a supercapacitor-based energy storage makes the design consideration more 
complicated. Section 2.3.2 introduces a new concept of MPPT, called MPTT, that 
jointly optimizes the power efficiency of the PV cell array and the power converter.

2  Efficiency of Photovoltaic Cell Energy Harvesting 
Systems

In this section, we first present a PV cell power model and a switching converter 
power model, which are two dominant components to the overall energy efficiency 
of solar energy harvesting systems. Next, we discuss and compare two operational 
techniques to maximize the output power of PV cells. Lastly, we discuss how the 
partial degradation of a PV cell array due to shading or permanent fault affects the 
performance of the array.

2.1  PV Cell Modeling

The basic building block of a PV array is a PV cell. The PV cells exhibit highly 
nonlinear voltage-current (V-I) output characteristics (curves) that change with 
the solar irradiance level. Figure 2a shows the PV cell V-I output characteristics 

Fig. 2  V-I and V-P output characteristics of a PV cell and MPPs
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under different solar irradiance levels. Figure 2b shows the corresponding voltage-
power (V-P) output characteristics. The red dots in Fig. 2 denote the maximum 
power points (MPPs) of a PV cell where the PV cell achieves the maximum output 
power for the given solar irradiance level. Notations used in this section are listed 
in Table 1.

Let Vpvc and Ipvc denote the output voltage and current of a PV cell, respec-
tively. The PV cell equivalent circuit model is shown in Fig. 3 with the V-I output 
characteristics given by

where

and

Parameters in (1)–(3) are defined as follows: G is the solar irradiance level;  
T is the cell temperature; q is the charge of the electron; Eg is the energy band-
gap; and k is the Boltzmann’s constant. STC stands for standard test condition in 
which the irradiance level is 1000 W/m2 and the cell temperature is 25 °C. The 
parameters listed above are either physical constants, environment-related value or 

(1)
Ipvc = IL − Id − Ish = IL(G)− I0(T) · (e(V

pvc+Ipvc·Rs)· q
AkT − 1)−

Vpvc + Ipvc · Rs

Rp

(2)IL(G) =
G

GSTC

· IL(GSTC)

(3)I0(T) = I0(TSTC) · (
T

TSTC
)3 · e

qEg
Ak

·( 1
TSTC

− 1
T
)

Table 1  Notations used in 
Sect. 2.1

Vpvc Output voltage of a PV cell

Ipvc Output current of a PV cell

IL(G) The photo-generated current at solar irradiance G

I0(T) Dark saturation current at temperature T

Rs PV cell series resistance

Rp PV cell parallel resistance

A The diode ideality factor

q Charge of an electron

Eg The energy bandgap

Fig. 3  Electronic circuit 
equivalent model (a) and 
symbol (b) of a PV cell 
(Reproduced with permission 
from Wang et al. [22])
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configuration parameters. There are still five unknown parameters, commonly not 
provided by manufacturers, to be determined. These five parameters are the key 
that is capable of analytically describing the characteristics of a PV cell:

•	 IL(GSTC): the photo-generated current at standard test condition.
•	 I0(TSTC): dark saturation current at standard test condition.
•	 Rs: PV cell series resistance.
•	 Rp: PV cell parallel (shunt) resistance.
•	 A: the diode ideality factor.

We extract the unknown parameters from measured PV cell V-I curves at vari-
ous irradiance levels and temperatures, in which each V-I curve is measured using 
data acquisition equipment under one specific environmental condition (G, T).  
Therefore, our parameter extraction method is not confined to only the parame-
ters at STC. Instead, it extracts IL(G0) and I0(T0) flexibly under any environmen-
tal condition (G0, T0) from the measured data. Subsequently, the corresponding 
parameters at STC, IL(GSTC) and I0(TSTC), can be determined using (2) and (3). 
We apply the proposed combined parameter extraction method on the measured 
PV cell V-I curves [1]. Significant reduction (on average 8X) in root mean square 
(RMS) fitting error can be observed compared with the conventional method 
which only considers some specific points.

2.2  Power Converter (Charger) Power Model

Figure 4 shows the model of a PWM (pulse width modulation) buck-boost switch-
ing converter, which is used as the charger in the proposed PV system. The input 
ports of the charger are connected to the PV panel/array, whereas the output ports 
are connected to the EES element. The charger regulates the operating point of 
the PV panel by controlling the charger’s input voltage, i.e., the PV output volt-
age (and then the PV panel output current is automatically determined by its V-I 
characteristics.) Notations used in this section are listed in Table 2. We denote the 
input voltage, input current, output voltage, and output current of the charger by 
Vin, Iin, Vout, and Iout, respectively. Depending on the relationship between Vin and 

Fig. 4  Power converter electronic modeling (Reproduced with permission from Wang et al. [22])
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Vout, the charger operates in one of the two possible operating modes: the buck 
mode when Vin > Vout and the boost mode otherwise [2, 3].

Power conversion is not free. Converting the voltage level involves nonzero 
amount of power loss. The overall power loss includes conduction losses by para-
sitic resistances of circuit components, switching losses by parasitic capacitances 
of switching devices, power consumption of the controller circuit, and so on. The 
power conversion efficiency ηconv is defined as:

where Pconv denotes the power loss in the converter/charger. This power loss is not 
constant, but varies depending on the input and output voltages and the amount 
of power that is transferred through the converter, and thus, the power conversion 
efficiency is also a variable. The power conversion efficiency is a critical factor 
because it determines the amount of harvested PV energy that can be ultimately 
transferred to the storage system (and to be used later.) In general, the power con-
version efficiency will be maximized when (i) the input voltage and output volt-
age are close to each other, and (ii) the output current is within a certain desirable 
range.

We develop the converter power model based on the power model for buck 
switching converter provided in [2]. When the charger/converter is operating in the 
buck mode, its power loss Pconv is given by:

(4)ηconv =
Vout · Iout
Vin · Iin

=
Vin · Iin − Pconv

Vin · Iin

(5)Pconv = (Iout)
2 · (RL + D · Rsw,1 + (1− D) · Rsw,2 + Rsw,4)

(6)+
(�I)2

12
· (RL + D · Rsw,1 + (1− D) · Rsw,2 + Rsw,4 + RC)

(7)+Vin · fs · (Qsw,1 + Qsw,2)+ Vin · Icontroller

Table 2  Notations used in 
Sect. 2.2

Vin, Iin Input voltage and current of converter

Vout, Iout Output voltage and current of converter

ηconv Efficiency of the converter

Pconv Power loss of the converter

D PWM duty ratio

�I Maximum current ripple of converter

fs The switching frequency

Icontroller Current of the microcontroller

RL, RC Internal series resistances of inductor and 
capacitor

Rsw,i, Qsw,i Resistance and gate charge of the ith MOSFET
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where D = Vout/Vin is the PWM duty ratio and �I = Vout · (1− D)/(L · fs) is 
the maximum current ripple; fs is the switching frequency; Icontroller is the cur-
rent of the microcontroller of the charger; RL; and RC are the internal series resist-
ances of the inductor L and the capacitor C, respectively; Rsw,i and Qsw,i are the 
turn-on resistance and gate charge of the ith MOSFET switch shown in Fig. 4, 
respectively.

The charger power loss Pconv in the boost mode is given by:

where D = 1− Vin/Vout and �I = Vin · D/(L · fs).
The power dissipation of the charger is minimized when (i) the input 

voltage and the output voltage of the charger are close to each other 
and (ii) the output current of the charger is within a certain range. Let 
Iout = Chg_Out_I(Vin, Iin,Vout) denote the function that calculates Iout based on 
Vin, Iin, and Vout.

2.3  Mitigating the Output Variation of PV Modules

2.3.1  Maximum Power Point Tracking

As discussed in Sect. 2.1, the output current of a PV cell is a function of the out-
put voltage of the PV cell; hence, the resultant output power also varies by the 
voltage. As a result, the voltage-dependent output power is maximized only at a 
certain operating point, which is called the MPP. Since the V-I curve of a PV cell 
varies by irradiation level on the cell and the temperature of the cell, the MPP of 
the PV cell also changes by these factors. In order to generate the maximum power 
from PV cells, the operating point should be dynamically adjusted to remain at 
their MPP adaptive to the changes in the irradiance level and temperature. This 
technique for finding the MPP and adjusting the operating point to it is called the 
MPPT, and it is mandatory for realizing energy-efficient PV systems.

There are numerous research efforts on MPPT techniques [4]. A brute force 
technique is sweeping all the voltage levels from short-circuit to open-circuit to 
find the optimal voltage level. However, it takes a long time to find the optimal 
voltage, and it suffers from low power generation during the sweeping operation. 
Another simple yet effective technique is utilizing the precharacterized V-I curve 

(8)Pconv =
(

Iout

1− D

)2

· (RL + D · Rsw,3 + (1− D) · Rsw,4 + Rsw,1 + D(1− D)RC)

(9)+
(�I)2

12
(RL + D · Rsw,3 + (1− D)(Rsw,4 + RC)+ Rsw,1)

(10)+Vout · fs · (Qsw,3 + Qsw,4)+ Vin · Icontroller
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of the PV cell to predict the irradiance level and find the optimal voltage. Other 
MPPT techniques perform feedback control of the system to adjust the operating 
point. For example, perturb and observe (P&O) technique, or hill-climbing tech-
nique, makes a slight increase or decrease (perturbation) in the PV cell voltage to 
see which direction increases the output power (observe), and change the oper-
ating voltage in that way. Incremental conductance techniques utilize the prop-
erty that dPpvc/dVpvc = 0 at the MPP. It compares the incremental conductance 
(dIpvc/dVpvc) and the PV cell’s instantaneous conductance (Ipvc/Vpvc) to deter-
mine whether to increase or decrease Vpvc. Surveys on various MPPT techniques 
can be found from [5, 6].

2.3.2  Maximum Power Transfer Tracking

While the MPPT techniques are essential to maximize the power obtained from 
PV cells, it may not be the true optimal solution from the perspective of the whole 
system. The energy eventually consumed by a load or stored in an energy storage 
device is the output of the power converter, not the output power of the PV cells. 
As presented in Sect. 2.2, the power conversion efficiency of a power converter is 
not 100 %, but it is variable depending on the input and output conditions. Since 
the output of PV cells becomes the input of the power converter, the operating 
point of the PV cells affects the efficiency of the power conversion. By the use 
of an MPPT technique, we can maximize only the input power to the converter, 
which, however, does not guarantee the maximum output power from the con-
verter. In addition, the output of the converter, which is a load device or an energy 
storage, is also subject to significant variation. For example, the terminal voltage 
of a supercapacitor changes linearly proportional to its state of charge. Therefore, 
the system-level energy-optimal design and operation of a PV system must take 
account of the variable efficiency.

Figure 5 is a conceptual graph that shows how the conversion efficiency affects 
the power harvested from a PV cell. The output power from the PV cell, which 
is the input power to the converter is maximum when the PV output voltage is at 
(A), and this point is the MPP. However, due to the variation of the conversion 
efficiency as denoted by the dotted curve, the converter output power, which is 

Fig. 5  PV output power 
and converter output power 
variation by PV output 
voltage. Shaded area 
denotes the power loss in the 
converter
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the amount that we can actually utilize at the load, has a different maximum point, 
(B). This point is called the maximum power transfer point, or the MPT point, and 
we can maximize the net power by operating the PV cell at this point. The tech-
niques for dynamically adjusting the operating point to the MPT point is called the 
maximum power transfer tracking (MPTT) [7]. The MPTT requires considerations 
not only on the characteristics of the PV cell, but also on the characteristics of the 
power converter, the load, and the storage device, all together.

In this context, some recent research efforts have recognized the impact of the 
power conversion efficiency and proposed novel circuits for maximizing the out-
put power [8–11]. These output-maximizing converters are proposed to address 
the suboptimality of the conventional MPPT power converters. They have a feed-
back control loop that monitors the output of the power converter. Unlike the 
MPPT power converters that monitor the PV cell output, these converters monitor 
the converter output and adjust the operating point, e.g., the operating frequency of 
a charge pump.

More recently, MPTT-aware system design optimization techniques have been 
proposed. These techniques recognize the impact of components optimization in 
design time to the energy efficiency, such as the configuration of PV cell array or 
supercapacitor array. In [7], it is shown that the amount of energy harvesting may 
vary greatly depending on the PV array configuration and the capacitance of the 
supercapacitor. They proposed an optimization framework that finds the most cost-
efficient PV array configuration and the most energy-efficient capacitance for a 
given requirement on the amount of energy. A technique proposed in [12] involves 
both a design-time optimization and a runtime reconfiguration technique. In 
design time, several supercapacitors of different capacitances are evaluated to find 
the best capacitance that maximizes energy efficiency. During operation, the array 
of the supercapacitors is dynamically reconfigured to change the terminal voltage 
and effective capacitance adaptively. In [13], a cross-layer optimization method is 
introduced, which derives the optimal design parameters such as PV cell silicon 
thickness, PV cell array configuration, and charge pump stages and frequency.

2.4  Partial Shading and PV Cell Faults

In reality, the solar irradiance levels received by PV cells in a PV system may be 
different from each other when a portion of PV modules is in shadow, and such a 
phenomenon is known as the partial shading effect. For example, moving clouds 
cause partial shading for stationary applications. On the other hand, shadows from 
nearby objects (e.g., buildings, trees, and poles) produce partial shading for PV 
systems on hybrid electric vehicles, which is much more severe as vehicles are 
moving through shaded or lighted regions. In these cases, the partial shading pat-
tern may be quite regular (i.e., like a block), and we call this case block shading. 
Partial shading may also result from fallen leaves or dust on the PV modules [14], 
or other aging effects of PV modules. In this case, the partial shading pattern may 
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be randomized, and we call this case random shading. Moreover, PV cell faults, 
which make the output of the faulty PV cell to zero, have similar impact as the 
partial shading effect.

PV cells generally have different MPPs under the partial shading effect. Partial 
shading not only reduces the maximum output power of the shaded PV cells, but 
also makes the lighted or less-shaded PV cells that are connected in series with 
the shaded ones to deviate from their MPPs. In other words, the PV cells cannot 
simultaneously operate at their MPPs. With partial shading, the maximum output 
power of a PV module becomes much lower than the sum of the maximum output 
power values of all the individual PV cells in the PV module.

We demonstrate that the partial shading effect or PV cell faults may signifi-
cantly degrade the output power level of a PV module with a fixed n× m configu-
ration. We use a PV module with a 2× 2 configuration as an example. As shown 
in Fig. 6, the PV module consists of two series-connected PV groups, and each PV 
group consists of two parallel-connected PV cells. The PV cell at the bottom right 
is completely shaded (with no solar irradiance, or has a PV cell fault) while the 
rest of PV cells receive the solar irradiance under the standard test condition i.e., 
GSTC W/m2. Since only one PV cell out of four is shaded, the ideal setup should 
exhibit the PV module output power degradation of 25 % compared to the same 
PV module without any shading. However, the actual PV module output power 
degradation is much larger than 25 %.

We plot in Fig. 7 the V-I characteristics of the PV module under partial shad-
ing (or PV cell fault). Curve 1 corresponds to the V-I output characteristics of the 
bottom PV group with the shaded PV cell, whereas Curve 2 corresponds to the V-I 
output characteristics of the top PV group. Curve 2 has a higher current value than 
Curve 1 at the same voltage value. Curve 3 is the V-I output characteristics of the 
PV module, which is directly derived from Curves 1 and 2 since the PV module is 
a series connection of the two PV groups. Note that we assume that each PV cell 
is integrated with a bypass diode to protect the PV cell from reverse bias operation 
under partial shading [15] when we derive Curve 3.

We compare the end-to-end V-P output characteristics of the partially shaded 
PV module (or PV module with PV cell fault) with the same PV module without 

Fig. 6  An example of partial 
shading on a PV module with 
four PV cells (Reproduced 
with permission from Wang 
et al. [22])
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shading in Fig. 8. The red dots in Fig. 8 show the MPPs. The maximum output 
power of the partially shaded PV module (or PV module with PV cell fault) is 
about 56 % of that of the same PV module without shading (or PV cell fault). As 
a result, one shaded (or faulty) PV cell degrades the PV module output power by 
as much as 44 %, which establishes the significance of the effect of partial shading 
effect (or PV cell fault).

In addition, partial shading (or PV cell fault) may result in multiple power 
peaks in the V-P output characteristics of a PV module, as also can be seen in 
Fig. 8. Therefore, the MPPT (or MPTT) techniques must be modified in order to 
dynamically track a global optimum operating point instead of a local optimal one 
[16, 17]. This is because the existing MPPT or MPTT techniques such as the per-
turb and observe method rely on the unimodality assumption about the V-P out-
put characteristics of the PV module. The modified MPPT or MPTT techniques 
increase the complexity of the PV system control circuitry.

The modified MPPT techniques may restore part of the power loss due to par-
tial shading, but they cannot fully utilize the lighted PV cells due to the devia-
tion from their MPPs caused by the shaded cells. On the other hand, PV module 
reconfiguration techniques, which have the potential of fully exploiting the MPPs 
of both lighted and shaded PV cells in a partially shaded PV module, can help 
maintain the output power level of a PV system under partial shading. Various 

Fig. 7  V-I characteristics of 
the PV module under partial 
shading

Fig. 8  V-P characteristics of 
the PV module under partial 
shading
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PV reconfiguration techniques have been proposed, which are different from each 
other in terms of the system structure and control approach that they employ [18–
20]. However, they suffer from one or more of the following limitations:

1. To compensate the power loss from shaded PV cells, many extra PV cells are 
needed for performing reconfiguration according to the shading pattern.

2. There is a lack of systematic and scalable structural support or effective control 
mechanism.

3. Variations in the conversion efficiency of the charger or inverter at different 
operating points are overlooked, which may result in a sizeable degradation in 
the overall energy conversion efficiency.

3  Reconfigurable Photovoltaic Cell Array

In this section, we introduce a reconfigurable PV cell array architecture and its 
operation. Reconfigurable PV cell arrays have several benefits when compared 
with fixed (nonreconfigurable) PV cell arrays. First, the output voltage and current 
of PV cell arrays can be adjusted so that the efficiency of the power converter is 
maximized. Second, the effects of partial shading can be mitigated. Third, faulty 
cells can be dynamically excluded from PV cell arrays without service interrup-
tion. We first introduce the switch network architecture of the reconfigurable PV 
cell array, and then, we describe its benefits in the rest of this section.

3.1  Reconfigurable Switch Network Architecture

In most cases, the output of a single PV cell can generate no more than a few 
watts. Therefore, it is typical to connect multiple PV cells to build a PV cell array 
to obtain a higher output voltage and/or a higher output current. Stacking PV cells 
in series increases the output voltage, while multiple PV cells in parallel increases 
the output current. It is important to properly design the number of series and 
parallel connections to obtain desired voltage and current levels. However, the 
optimal configuration that produces the maximum power changes by irradiance 
level, temperature, storage device state of charge, and so forth, as we discussed 
in Sect. 2.3.2. Therefore, instead of fixing the configuration, it is beneficial to be 
able to dynamically change the configuration during operation as needed. In [21], 
a switch network architecture for dynamic array reconfiguration is introduced. It is 
originally proposed for the reconfiguration of an energy storage array, e.g., super-
capacitor array or battery array, but it can be leveraged for the reconfiguration of 
PV cell arrays in the same manner.

Figure 9 shows the reconfigurable switch network architecture for a PV cell 
array that consists of N PV cells, C1,...,N. First N − 1 cells, from C1 to CN−1, have 
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a set of three switches each. One switch set is composed of one series switch 
(S-switch) and two parallel switches (P-switches). The S-switch of the ith cell is 
denoted by Ss,i, and the two P-switches of the ith cell are denoted by SpT ,i (top par-
allel switch) and SpB,i (bottom parallel switch).

There are a few rules for the operation of the three switches in a switch set:

•	 Two paired P-switches should be open or closed at the same time.
•	 Either S-switch or P-switches pair should be closed at any moment.
•	 S-switch and P-switches pair should not be closed at the same time.

More formally, for i = 1, 2, . . . ,N − 1,

where the binary variables xp,i and xs,i are defined as

One and only one of xs,i and xp,i should be 1 at any moment. If both xs,i and xp,i are 
1 at the same time, Ci is short circuited. On the other hand, if both xs,i and xp,i are 0 
at the same time, Ci is disconnected from Ci+1.

Consecutive PV cells that are connected in series form a PV group. All the PV 
cells in the same PV group are connected in series; hence, the current through 
these PV cells is all identical. Multiple PV groups are connected to their adja-
cent PV groups in parallel. Therefore, the terminal voltage of all the PV groups 
becomes identical.

(11)xp,i + xs,i = 1,

(12)xs,i =

{

0 if Ss,i is open,

1 if Ss,i is closed,

(13)xP,i =
{

0 if SpT ,i and SpB,i are open,

1 if SpT ,i and SpB,i are closed.

Ci

P-switch

S-switch CN

Ss,i

SpB,i

SpT,iSpT,1

SpB,1

P-switchS-switch open
P-switches closed

S-switch closed
P-switches open

Switch set

Ss,1

C1

Fig. 9  Reconfigurable switch network architecture [21]
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3.2  Balanced Configurations

A PV cell array configuration that all the PV groups have the same number of 
PV cells is called a balanced configuration. If the solar irradiance onto every PV 
cell is uniform, the output voltage and current of each PV cell are also uniform 
in a balanced configuration. As balanced configurations are the most basic con-
figurations of a PV array, we first discuss their properties in this subsection. Then 
we discuss imbalanced configurations, where the number of PV cells in each PV 
group may differ, in the following subsection.

The flexibility of the reconfigurable switch architecture introduced in Sect. 3.1 
allows any arbitrary balanced configuration. The number of feasible balanced con-
figurations that we can make using N PV cells is equivalent to the number of divi-
sors of N. For example, the number of balanced configurations of a 10-cell PV cell 
array (N = 10) is four: 10 × 1, 5 × 2, 2 × 5, and 1 × 10, where m× n is the m
-series and n-parallel balanced configuration. Note that the number of divisors of 
10 is four: 1, 2, 5, and 10.

Using the binary variables xs,i and xp,i defined in Sect. 3.1, the balanced con-
figurations of a m× n PV cell array are obtained by switching operations which 
obey the following rule:

Assuming that the solar irradiance is uniform across the whole PV cell array, 
the output voltage Vpvm and the output current Ipvm of a balanced m× n PV cell 
array are:

Figure 10 is the balanced configurations that we can make using a 4-cell PV 
cell array (N = 4). It shows three balanced configurations: 4 × 1, 2 × 2, and 
1 × 4. For example, the 2 × 2 configuration consists of two PV groups, each of 
which is composed of two PV cells connected in parallel with a pair of P-switches, 
and the two groups are connected in series with a S-switch.

Recall that the amount of energy harvested from a PV cell array may vary 
depending on its configuration even if the number of PV cells is the same. Finding 
the optimal configuration was a part of the optimization framework introduced in 
[7], but this was a static design-time decision. However, the optimal configuration 
that maximizes the power delivered to the load or storage device keeps changing 
as we discussed in 2.3.2. We can leverage this PV cell array reconfiguration archi-
tecture to further improve the energy delivery by dynamically reconfiguring the 
PV array in runtime.

(14)xs,i =
{

1 if i = n · kwhere k = 1, 2, . . . ,m− 1,

0 otherwise,

(15)xp,i = 1− xs,i.

(16)Vpvm = m× Vpvc,

(17)Ipvm = n× Ipvc.
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3.3  Imbalanced Reconfiguration to Combat Partial Shading

In general, a reconfigurable PV array (module) with N PV cells can achieve imbal-
anced reconfiguration, i.e., it can have a arbitrary number (less than or equal to 
N) of PV groups, each with arbitrary number of PV cells with consecutive IDs. 
Figure 11 is an example of PV module reconfiguration. The first four PV cells are 
connected in parallel to form PV Group 1; the next three PV cells form PV Group 
2; and the last five PV cells form PV Group 3. These three PV groups are series-
connected by the S-switches of the fourth and the seventh PV cells.

A reconfigurable PV module consisting of N PV cells may include an arbitrary 
number (less than or equal to N) of PV groups. The number of parallel-connected 
PV cells rj(> 0) in the jth PV group should satisfy

(18)

g
∑

j=1

rj = N ,

4-cell PV group

2-cell PV group

P-switch

S-switch

4×1 2×2 1×4

xs,1 = 1

xs,2 = 1

xs,3 = 1

xs,1 = 0

xs,2 = 1

xs,3 = 0

xs,1 = 0

xs,2 = 0

xs,3 = 0

xpT,1 = xpB,1 = 0

xpT,2 = xpB,2 = 0

xpT,3 = xpB,3 = 0

xpT,1 = xpB,1 = 1

xpT,2 = xpB,2 = 0

xpT,3 = xpB,3 = 1

xpT,1 = xpB,1 = 1

xpT,2 = xpB,2 = 1

xpT,3 = xpB,3 = 1

Vpvm = 4 ·Vpvc

Ipvm = Ipvc

Vpvm = 2 ·Vpvc

Ipvm = 2 · Ipvc

Vpvm =Vpvc

Ipvm = 4 · Ipvc

Fig. 10  Balanced configurations of a four-cell PV cell array (N = 4)
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where g is the number of PV groups. This configuration can be viewed as a par-
titioning of the PV cell index set A = {1, 2, 3, . . .N}, where the elements in A 
denote the indices of PV cells in the array. This partitioning is denoted by sub-
sets B1, B2,…, and Bg of A, which correspond to the g PV groups comprised of 
r1, r2, . . ., and rg PV cells, respectively. The subsets B1, B2, . . ., and Bg satisfy

and

The indices of PV cells in group j must be smaller than the indices of PV cells in 
group k for any 1 ≤ j < k ≤ g due to the structural characteristics of the reconfig-
urable PV array, i.e., i1 < i2 for ∀ i1 ∈ Bj and ∀ i2 ∈ Bk satisfying 1 ≤ j < k ≤ g.  
A partitioning satisfying the above properties is called an alphabetical partitioning.

Figure 12 shows the architecture of a PV system with a reconfigurable PV 
array (module), equipped with the reconfiguration architecture. The input and 
output ports of the charger are connected to the PV module and a supercapaci-
tor array, respectively. The charger regulates the operation of the PV module by 
regulating its output voltage. The output current of the PV module is automatically 
determined based on its V-I characteristics. We adopt a software-based MPTT 

(19)∪g
j=1Bj = A

(20)Bj ∩ Bk = ∅, ∀ j, k ∈ {1, 2, . . . , g}, j �= k

Fig. 11  An imbalanced reconfiguration example (Reproduced with permission from Wang et al. 
[22])
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technique in the proposed PV system. It employs the perturb & observe (P&O) 
algorithm to maximize the charger output current through regulating the output 
voltage of PV module.

For the ith PV cell, the relationship between output voltage Vpvc
i  and output cur-

rent Ipvci  depends on the solar irradiance Gi as given by PV cell characteristics. We 
obtain Gi of each PV cell using onboard solar irradiance sensors. The PV cell tem-
perature has a relatively minor effect on the V-I characteristics.

The output voltage and current of the PV module are denoted by Vpv and Ipv, 
respectively. The power consumption of the charger is Pconv. The terminal voltage 
of the supercapacitor is Vcap, and the charging current of the supercapacitor is Icap.  
We have

We provide a formal problem statement for the PV module reconfiguration (PMR) 
problem in the following.

PMR Problem Statement: Given Gi of each ith PV cell and Vcap, find the 
optimal configuration of the PV module and the optimal operating point (Vpv, Ipv),  
such that Icap is maximized. The objective is equivalent to maximizing the PV 
system output power.

We propose the near-optimal PV module reconfiguration algorithm comprised 
of a kernel algorithm and an outer loop. The kernel algorithm finds the optimal 
number of PV cells in each PV group with a given group number g such that the 
PV module MPP power is maximized. The kernel algorithm is based on dynamic 
programming with polynomial time complexity. The outer loop determines the 
optimal g value.

With details shown in [22], the kernel algorithm relies on the observation that 
the MPP voltages of a PV cell under different solar irradiance levels are very close 
to each other, but the corresponding MPP currents vary significantly. Let VMPP

pvc  

denote the solar irradiance-independent MPP voltage of a PV cell, and let IMPP
pvc (G) 

(21)Vpv · Ipv = Pconv + Vcap · Icap.

Fig. 12  The system structure of the reconfigurable PV system (Reproduced with permission 
from Lin et al. [23])
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denote the MPP current as a function of the solar irradiance G. The kernel algo-
rithm maximizes the estimated PV module MPP power as given by

Or equivalently, it maximizes minj
∑

i∈Bj
IMPP
pvc (Gi). Optimal substructure prop-

erty with details shown in [22] applies to this problem. Hence, we apply dynamic 
programming method as the basis of the kernel algorithm to solve this problem. 
Details of the kernel algorithm are provided in [22].

In the outer loop, we first execute the kernel algorithm to find an optimal con-
figuration for a given group number g value. After that, we calculate the estimated 
Icap under such configuration using the charger characteristics. In the calculation 
of the estimated Icap, we estimate the PV module output voltage and current by 
g · VMPP

pvc  and minj
∑

i∈Bj
IMPP
pvc (Gi), respectively. We find the optimal g value that 

maximizes the estimated Icap, and the corresponding configuration subsequently. 
Details are provided in [22].

3.4  Fault Tolerance

3.4.1  Reconfiguration for Fault Detection and Fault Bypassing

The objective of fault detection is to identify any PV cell faults in the PV panel. 
Fault bypassing aims at forming a new PV panel configuration to minimize the 
output power loss caused by PV cell faults [23]. Consider a PV panel assuming 
a N ×M configuration during normal system operation. For fault detection, we 
may need to form a k ×M PV panel configuration (k ≤ N) with a selected set of 
PV cells and measure their combined output power to determine whether a PV cell 
fault exists in this portion of PV panel. During fault bypassing, we may need to 
form a Nopt ×Mopt PV panel configuration to improve the system output power, 
where the faulty PV cells, and perhaps some healthy PV cells are excluded from 
the new configuration Nopt ×Mopt < N ×M.

Inactivating even healthy PV cells may become necessary in some cases of 
fault bypassing. For example, suppose we have 42 PV cells and one of them is 
faulty. We cannot form a good configuration with a prime number of 41 healthy 
PV cells such that the MPP voltage of this configuration matches with the bat-
tery voltage. Therefore, we would like to inactivate one healthy PV cell to have 
40 active cells. Then we are able to perform a 5 × 8 or 8 × 5 configuration to 
increase the PV system output power. The inactivated healthy PV cell may be used 
later if we encounter an additional PV cell fault.

We use Fig. 13 as an example to illustrate how to effectively control the ON/
OFF states of the switches for fault detection and fault bypassing. PV cells 1, 5, 
and 16 are inactive healthy PV cells, and PV cell 8 is a faulty PV cell. Figure 13 

(22)
g · VMPP

pvc ·min
j

∑

i∈Bj

IMPP
pvc (Gi)
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shows a 4 × 3 PV panel configuration formed with the remaining PV cells. The 
faulty PV cell 8 is open-circuited and inactive outside our control. The healthy PV 
cells can be isolated in either of two cases: (i) they are located between two PV 
cell groups; (ii) they are at the leftmost or the rightmost position in the electrical 
connection of the PV panel. In Fig. 13, an example of the first case is PV cell 5, 
whereas examples of the second case are PV cells 1 and 16.

The fault detection and bypassing algorithms for fault-tolerant PV systems are 
proposed based on the reconfigurable PV panel structure. The fault detection algo-
rithm can identify a PV cell fault with logarithmic time complexity or determine 
the nonexistence of a PV cell fault in O(1) time. The fault bypassing algorithm 
determines the optimal configuration of a PV panel, such that the PV system out-
put power degradation due to PV cell faults can be minimized.

The fault detection algorithm is executed every �t units of time. �t must be 
much smaller than the average fault occurrence time interval, which is in the order 
of days or months, so that we can safely assume that at most one PV cell fault 
occurs during each time interval and the fault detection algorithm only needs to 
detect at most one newly occurring fault at each execution. The fault detection 
algorithm first compares the actual PV panel output power with the theoreti-
cal output power of the PV panel without any faults. If the difference is smaller 

Fig. 13  An example of PV 
reconfiguration for fault 
detection and fault bypassing 
(Reproduced with permission 
from Lin et al. [23])
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than a prespecified error threshold, then there will exist no new fault, and the fault 
detection algorithm will terminate in O(1) time. Otherwise, the fault detection 
algorithm will continue to find the fault, and the fault bypassing algorithm will be 
executed. In most cases, the fault detection algorithm will confirm the nonexist-
ence of a new fault. Therefore, the computational overhead of the fault detection 
and bypassing algorithms is small. In practice, we have found that �t can be set to 
an hour.

3.4.2  Fault Detection Algorithm

The basic step of the fault detection algorithm is the Fault Existence Checking 
algorithm, which determines whether a PV cell fault exists in a set of k ×M PV 
cells. We track the maximum output power of the k ×M PV panel configuration 
using the charger in the PV system at Step 3 of the Fault Existence Checking algo-
rithm. In reality, k must be larger than or equal to a threshold value Kmin such that 
the output voltage of the k ×M PV panel configuration is high enough to properly 
drive the charger. This means that the Fault Existence Checking algorithm cannot 
run on a PV panel configuration smaller than Kmin ×M.

The fault detection algorithm has two steps: first, determine which row the 
faulty PV cell is located at (row search); second, determine which column the 
faulty PV cell is located at (column search). To find the location of the potential 
faulty PV cell in the N ×M PV panel, we first run the Fault Existence Checking 
algorithm on the whole PV panel. If it is confirmed that no PV cell fault exists, the 
fault detection algorithm will terminate. Otherwise, the fault detection algorithm 
will continue to find the location of the PV cell fault as explained next. Detailed 
procedure is described in Algorithm 1.

We use Fig. 14 to demonstrate how the row search and column search proceed. 
In this example, N = 4, M = 4, and Kmin = 2. For row search, we bisect the PV 
panel into the first two rows (A1) and the remaining two rows (A2). We run the 
Fault Existence Checking algorithm on A1 and find out that A1 contains a faulty 
PV cell. Then we bisect A1 into the first row (B1) and the second row (B2). The 
size of B1 is smaller than Kmin ×M. Therefore, we form a Kmin ×M (2 × 4) con-
figuration from B1 along with the third row, which has been confirmed to contain 
only healthy PV cells, and subsequently, run the Fault Existence Checking algo-
rithm on this configuration. We determine that B1 does not contain the faulty PV 
cell, and therefore, the faulty PV cell is within B2. Now, we have located the row 
containing the faulty PV cell.
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Algorithm 1: Finding the Location of the PV Cell Fault

1 Vcom ← the N ×M PV module; k ← N
2 while k > 1 do
3 Vpart1 ← the first k1 = �k/2� rows in Vcom
4 Vpart2 ← the rest k2 = k−�k/2� rows in Vcom
5 if k1 ≥ Kmin then
6 R ← Run Fault Existence Checking on Vpart1
7 If R = 1: Vcom ← Vpart1; k ← k1
8 Else: Vcom ← Vpart2; k ← k2

9 else
10 Vb ←Kmin − k1 rows of PV cells that have been confirmed to be healthy PV cells
11 R ← Run Fault Existence Checking on Vpart1 along with Vb
12 If R = 1: Vcom ← Vpart1; k ← k1
13 Else: Vcom ← Vpart2; k ← k2

14 Vcom is now the row containing the faulty PV cell
15 while k > 1 do
16 Vpart1 ← the first k1 = �k/2� cells in Vcom
17 Vpart2 ← the rest k2 = k−�k/2� cells in Vcom
18 Vb ←Kmin ×M− k1 PV cells that have been confirmed to be healthy PV cells
19 R ← Run Fault Existence Checking on Vpart1 along with Vb
20 If R = 1: Vcom ← Vpart1; k ← k1
21 Else: Vcom ← Vpart2; k ← k2

22 Return Vcom

For column search, we bisect B2 into PV cells 5 and 6 (C1) and PV cells 7 and 
8 (C2). We run the Fault Existence Checking algorithm on C1 along with PV cells 
3, 4, and 9–12 that are confirmed healthy. We pick these healthy PV cells, because 
in this way we can form a 2 × 4 configuration, with PV cells 7 and 8 bypassed 
between the first PV cell group (PV cells 3–6) and the second PV cell group (PV 

Fig. 14  Illustration of the 
fault detection algorithm 
(Reproduced with permission 
from Lin et al. [23])
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cells 9–12). We find out that C1 does not contain the faulty PV cell, and therefore, 
C2 contains the faulty PV cell. We bisect C2 into PV cell 7 (D1) and PV cell 8 
(D2). We form a 2 × 4 configuration from D1 along with PV cells 4–6 and 9–12, 
and run the Fault Existence Checking algorithm on this configuration. We confirm 
that the faulty PV cell is PV cell 7, and thereby, conclude the column search.

3.4.3  Fault Bypassing Algorithm

The fault bypassing algorithm determines the optimal configuration of a PV panel, 
such that the PV system output power loss due to PV cell faults is minimized. We 
need to decide (i) the number of active healthy PV cells S, and (ii) the optimal PV 
panel configuration Nopt ×Mopt. Let us denote the number of factors of S by F(S)
. The maximum output power of a PV panel is approximately proportional to S. 
And a S value is preferred if F(S) is larger, since we have more choices of PV 
panel configurations with this S value.

Algorithm 2: Fault Bypassing Algorithm of a PV Panel
Input: G, T , and Vbat

Output: Nopt and Mopt

1 Imax
bat ← 0

2 Determine the set of candidate S values
3 for each S value in the candidate set do
4 for N′ from 1 to S do
5 if M′ = S/N′ is an integer then
6 Calculate Ibat from M′, N′, Vbat and Chg Out I function
7 Update Imax

bat , Nopt , Mopt if Ibat > Imax
bat

Assume that the PV panel has N ×M PV cells and L PV cell faults have 
been identified so far. Therefore, we have Smax = N ×M − L. First, we 
determine a set of candidate S values in ascending order, which satisfies 
S + F(S) ≥ Smax + F(Smax). There are F(S) possible configurations using S active 
healthy PV cells. Among these configurations, there exists an optimal configura-
tion that provides maximum PV system output power Pmax(S). Based on the PV 
cell and charger model, we find the optimal Sopt value by ternary search on the set 
of candidate S values, such that Pmax(Sopt) is the maximum achievable PV sys-
tem output power. The optimal PV panel configuration is determined accordingly. 
Detailed procedure is described in Algorithm 2.
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4  Storage- and Converter-Less Energy Harvesting

Energy storage elements as well as power converters have been necessary com-
ponents for performing an MPPT. However, as described, these components 
seriously limit the design and implementation of load devices in many aspects 
including the weight, form factor, cost, maintainability, etc. In addition, using 
those components may result in additional energy loss while storing the energy 
and converting the voltage level as described in the previous sections. So elimi-
nation of those components gives numerous benefits for designing load devices. 
This section mainly focuses on introducing a breakthrough MPPT method without 
neither power converters nor energy storage elements for low-power PV energy 
harvesting applications.

4.1  Principle of Operation

There are obvious obstacles in eliminating power converters and energy storage 
elements from the conventional energy harvesting devices. First, the MPP cur-
rent and voltage should be exactly matched with the operating ranges of the load 
devices without using those two components. However typical electronic compo-
nents including microprocessors, in general, are unable to fulfill this requirement 
by themselves. Second, the load devices should be functional even after power 
interruption when the PV energy is not strong enough to operate it. The basic prin-
ciple of storage- and converter-less energy harvesting is to provide the harvested 
energy directly to the computing node by exploiting a fine-grained dynamic power 
management (DPM).

As shown in Fig. 15, the MPP voltage of PV cell is maintained within a nar-
row range regardless of the solar irradiance. This means that the PV cell produces 
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Fig. 15  Power-Voltage curve of a 4.5 × 5.5 cm2 PV cell under different solar irradiance (Repro-
duced with permission from Wang et al. [24])
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almost-constant voltage output, which is a main role of power converters, as long 
as we keep the track of the MPP current. Among the several ways to keep the track 
of the MPP current, fast enough DPM makes the PV cell keep the MPP as if the 
current of the load device is a DC current as long as the average current is the 
same to the MPP current. However, this may not be feasible if we do not carefully 
consider DPM overheads because fast DPMs may also bring nonnegligible energy 
and timing overheads during the state changes, which finally decreases the overall 
energy efficiency. So the proper control of the DPM frequency considering these 
overheads is necessary for maximizing the energy efficiency.

Storage-less operation does not directly affect the operation during a day 
even at very weak solar irradiance thanks to a very fine-grain DPM in a few hun-
dreds microseconds. Although the load devices become unavailable after sunset, 
this may not be a serious problem in the applications where the operation is only 
required during the daytime.

4.2  Storage- and Converter-Less MPPT

Figure 16 illustrates the architecture of storage- and converter-less energy  harvesting 
system proposed in [24]. Only single load switch with a DPM control logic is used 
in between the PV cell and load device. The DPM control logic continuously turns 
on and off the load switch depending on the level of the PV cell output  voltage. 
Once the PV cell output voltage is higher than the upper threshold, Vh, the load 
device is turned on. Then, the PV cell output voltage decreases as the load devices 
are connected to the PV cell and the load current is higher than the MPP current. 
When the PV cell voltage becomes lower than the lower threshold, Vl, the MPP con-
troller turns off the load switch and the PV cell output voltage recovers and goes 
back to Vh. This control policy maintains the PV cell output voltage within [Vl,Vh].

The control process acts like a MPP tracking with the PV cell current steering 
as the load switch turns on and off faster than the cutoff frequency of the PV cell. 
This makes the PV energy harvesting system operational without power converters 
or an energy storage device while performing the MPPT.

The decoupling capacitor, Cdecoup on the load side maintains power integrity of 
the load devices like normal devices. On the other hand, the bulk capacitor, Cbulk,  
connected in parallel with the PV cell extends the time constant of the PV cell so 

Fig. 16  Storage- and 
converter-less PV energy 
harvesting system
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that the PV cell’s time constant may match with the feasible DPM period of the 
load devices. So the sizing of bulk capacitor plays an important role because it 
determines the DPM time granularity, voltage drop during charge sharing between 
the bulk capacitor and decoupling capacitor, and the time and energy overhead of 
the DPM scheme. The DPM period, TDPM, can be estimated by

where Vmid is the voltage after the charge sharing, Ipvc,mpp is the output current at 
the MPPs of the PV cell, and Ion is the load current when the load device is on. 
Vmid is simply calculated from the size of Cbulk and Cdecoup, Vh, and Vl.

So the larger bulk capacitor, the longer DPM period. If the bulk capacitor size 
is small, the PV cell output voltage decreases fast as the load current discharges 
the capacitor. If the bulk capacitor is large, the PV cell output voltage decrease 
slowly.

Figure 17 shows the voltage changes observed on the PV cell during the opera-
tion of the load device. Under the control of the DPM control signal, the PV cell 
output voltage swings within the MPP windows of [Vh,Vl].

4.3  Overhead Analysis

Though storage- and converter-less energy harvesting architecture significantly 
improves the energy efficiency by providing the harvested energy from the PV cell 
directly to the load device, it also brings nonnegligible energy overheads which are 
not used for executing the task but used for changing the power states or preparing 
the task execution before/after power state changes.

For example, the task cannot be executed until all the components used in the 
load device are waked up from the power-off state even after the load switch is on. 
For guaranteeing the reliable device operation, the task also cannot be executed 
during the preparation of the power state changes from on state to off state just 
before turning off the load switch. This is a nonavoidable DPM overhead in the 

(23)TDPM ≈ (
Vh − Vl

Ipvc,mpp

+
Vmid − Vl

Ion − Ipvc,mpp

)Cbulk.

Fig. 17  Voltage changes 
depending on the DPM 
control (Reproduced with 
permission from Wang et al. 
[24])
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storage- and converter-less architecture. If TDPM is set too small, DPM overhead 
may not be negligible. As described in Eq. 23, the period of DPM is mainly con-
trolled with the size of Cbulk, Ipvc,mpp, and configuration of threshold values.

Another overhead of the storage- and converter-less architecture is the energy 
loss during the charge sharing between Cbulk and Cdecoup when the load switch is 
turned on. The amount of energy loss is controlled by varying the size of Cbulk 
and Cdecoup. However adjusting the size of Cdecoup is not desirable because it main-
tains power integrity of the load device. The larger bulk capacitor, the less energy 
loss during the charge sharing. This means that the energy loss is minimized if 
we set the size of Cbulk as large as possible. However, this is not a simple prob-
lem because the size of Cbulk is tightly coupled with the period of the DPM as 
well. In addition, the larger capacitor makes it harder to track MPP of PV cell, 
which directly affects the quality of MPPT, though it lowers energy loss during the 
charge sharing as well as DPM overhead. So adjusting the size of bulk capacitor 
considering the application characteristics is important for maximizing the energy 
efficiency of the energy harvesting systems.

5  Conclusions

Solar energy harvesting is one of the most promising renewable energy gen-
eration that directly produces electric energy from solar irradiance. Despite its 
range of advantages, partial shading and cell fault may significantly degrade the 
whole array performance. This chapter introduced a systematic design practice 
of a dynamically reconfigurable photovoltaic (PV) cell array. The design frame-
work introduced in this chapter significantly enhances the state-of-the-art PV 
energy harvesting systems both in performance and cost thanks to the cross-layer 
optimization.
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Abstract This chapter presents the analysis and designs of efficient energy har-
vesting circuits interfacing two example energy generators: thermoelectric gen-
erator and piezoelectric generator. First, the key characteristics of these energy 
generators are described and the design criteria for the optimal performance of the 
basic energy harvester circuits are derived. For instance, the condition to minimize 
the start-up voltage of a blocking oscillator-based thermoelectric energy harvester 
and the condition to maximize the energy transfer efficiency of a full-bridge rec-
tifier-based piezoelectric energy harvester are derived. Second, new circuit tech-
niques that can overcome the limitations of the basic energy harvester circuits are 
introduced: the dual-path rectifier, bias-flip rectifier, and switched capacitor array. 
These circuit techniques either reduce energy losses, converting the voltage into 
a suitable range, or maintain impedance matching for the highest energy transfer.

Keywords Energy harvesting · Thermoelectric generator · Piezoelectric generator ·  
Ultra-low-power circuit design

1  Introduction

There are increasing demands for microenergy harvesters as the interest for 
Internet-of-Things (IoT) applications emerge. In these applications, ubiquitous 
wireless sensors collect information regarding the environment such as tempera-
ture and humidity, structural heath of buildings and bridges, or human body con-
ditions such as blood pressure and heart rate and communicate the information 
among one another via wireless links. One of the challenges lies in powering these 
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sensor devices, as it is impractical to periodically replace or recharge batteries 
for numerous wireless sensors distributed across a large area or implanted inside 
human bodies. Energy harvesting is a promising solution to this challenge as the 
device can continue its operation without recharging the battery or even without 
the battery itself.

There are many energy sources available for harvesting. For instance, photo-
voltaic cells harvest energy from light and piezoelectric generators do so from 
mechanical vibration. It is also possible to harvest energy from temperature differ-
ence using thermoelectric generators (TEGs) and from ambient RF signals using 
rectennas.

It is noteworthy that each energy harvesting device has different characteris-
tics, which must be properly accounted for in order to collect their energy with the 
highest efficiency. For instance, a photovoltaic cell generates a DC voltage with 
a finite series resistance, and the maximum power transfer occurs when the load 
resistance is equal to this source resistance. A thermoelectric generator also out-
puts a DC voltage, but its magnitude is very small (a few tens of millivolts). A pie-
zoelectric generator generates an AC current with a capacitive output impedance.

This chapter showcases low-power integrated circuit designs that can harvest 
energy from two energy sources: thermoelectric generators and piezoelectric gen-
erators. For all microenergy harvester circuits, including these two examples, it is 
imperative that the circuits themselves dissipate ultra-low-power consumption. The 
input power for the energy harvesting source is typically of the order of 1–100 μW 
and the circuits must dissipate lesser power than this input power in order to accrue 
net positive energy into the energy storage. Other desired characteristics include the 
ability to start from an energy-depleted state, the ability to operate robustly with 
unsteady power supplies, low energy loss during start-up or wake-up transients, etc. 
The remainder of this chapter will address these topics in detail.

2  Thermoelectric Energy Harvesting Circuits

Thermoelectric generators (TEGs) harvest energy from ambient heat and offer 
promising ways to supply power to body-worn electronics and industrial sensors. 
TEGs are usually in the form of a sheet that can be attached to a high-temperature 
surface (e.g., body skin or machine surface) facing the air with the lower room 
temperature. TEGs generate a voltage that is proportional to this voltage differ-
ence. Also, the effective series resistance of TEGs is typically very low, making 
TEGs nearly-ideal voltage sources. However, for wearable body sensors, the avail-
able temperature differences are only 1–5 K, with which the thermoelectric gen-
erators (TEGs) can generate only 15–75 mV.

Therefore, the challenge in harvesting energy using TEGs lies in converting 
this low DC voltage into a higher voltage, storing the energy while maintaining 
high transfer efficiency, and minimizing the power dissipation of all the circuits in 
operation.
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2.1  Blocking Oscillator

A blocking oscillator is frequently used to convert a low DC voltage from a ther-
moelectric generator to a reasonably high-swing AC signal, which can then be 
converted into a high DC voltage via rectification [1]. Also, since the blocking 
oscillator can start oscillation as soon as the input voltage is higher than a few tens 
of millivolts, it has the ability to collect energy and recover from a fully energy-
depleted state. This cold-start capability is particularly important in applications 
where the wireless sensors may experience low input energy conditions for an 
extended period of time, and hence can exhaust all the energy stored in the internal 
battery or capacitor.

Figure 1 shows an energy harvester circuit employing a blocking oscillator and 
voltage-doubling rectifier for thermoelectric generators. The oscillator consists 
of a normally-on transistor device and a high-turn-ratio transformer. The tran-
sistor can be either a junction field-effect transistor (JFET) or a depletion-mode 
MOSFET. The circuit is basically a negative-transconductance oscillator in which 
the parallel inductor and capacitor at the transistor’s gate terminal (VG) form a 
tuned LC-tank and the transistor restores the tank energy loss via a magnetic cou-
pling between the two inductors LS and LP. Being a normally-on device, the tran-
sistor can provide small but nonzero transconductance (gm) even when the DC bias 
voltage at VG is at 0. The transformer magnifies this gm value with a high-turn 
ratio (e.g., 100:1) and inverts its polarity to negative.

The circuit can start and sustain the oscillation when the negative transconduct-
ance has magnitude larger than the net loss conductance of the tank (gloss). To ana-
lyze this condition, Fig. 2 shows the small-signal circuit model of the blocking 
oscillator. The resistor rO is the finite output resistance of the transistor and RL and 
CG are the total resistance and capacitance seen at VG, respectively. RL is deter-
mined mainly by the series resistance of the secondary coil (LS) and CG is deter-
mined by the series capacitance CS. The series resistance of the primary coil (LP) 
is assumed negligible compared to rO and RL. Since the DC bias on the transistor’s 
gate voltage (VG) is fixed at 0 V, its transconductance (gm) and output resistance 

LP

VOUTDC
10mV ~ 50mV

VTEG CS

LS COUT

VG VINTM1

D1

D2

Blocking Oscillator Diode-based Voltage Doubler

ROUT

Fig. 1  A transformer-based blocking oscillator and a diode-based voltage doubler as an energy 
charger harvester circuit for thermoelectric generators (TEGs)
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(rO) are affected mainly by the drain bias and hence the input voltage from the 
TEG device (VTEG).

Applying the Kirchhoff current and voltage laws, a set of ordinary differential 
equations (ODEs) governing the inductor currents iP and iS can be derived as the 
following, where M = k

√
LP · LS :

This set of ODEs can also be written in a state-space representation as below 
where the parameters α, β, γ , δ, ε and θ are defined as in (4)–(9).
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d
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For the circuit to start an oscillation, the system described in (3) must be unsta-
ble and oscillatory. By applying the Routh–Hurwitz stability criterion, one can 
derive the following inequality condition for starting an oscillation:

Or, equivalently:

Assuming that the magnetic coupling coefficient k is sufficiently close to 1 and 
the term RLCG/M is negligible, the start-up condition in (11) can be further simpli-
fied to a very intuitive expression:

where n denotes the turn ratio of the transformer, i.e., n =
√

LS
/

LP. To start the 

oscillation, the product of the transformer’s turn ratio (n) and transistor’s intrinsic 
gain (gmro) must be greater than 1.

The start-up condition in (12) can help determine the required transformer 
turn ratio and transistor size that achieve a desired minimum input voltage level 
(VTEG). For instance, the intrinsic gain (gmro) is set by the DC bias on the drain 
node and hence the TEG input voltage (VTEG). Depending on its value, one can 
either adjust the transistor’s size (W1) or transformer’s turn ratio (n) to satisfy 
(12). In general, the intrinsic gain is lower with the lower drain bias and the larger 
W1 or n is required to start the oscillation at a lower VTEG. However, as W1 or n 
increases, either the capacitance on the gate node (CG) or the transformer loss (RL) 
will increase, making the term RLCG/M in (11) nonnegligible and therefore limit-
ing the minimum VTEG possible.

2.2  Voltage-Doubling Rectifier

The diode-based voltage-doubler circuit in Fig. 1 consists of a series capacitors 
(CS) and two rectifying diodes (D1 and D2) and converts the AC signal of the 
oscillator output (VG) into a DC voltage (VOUT) stored on the output capacitor 
(COUT). If VG swings between –VG,neg and +VG,pos, the internal node VINT will 
swing between 0 and VG,neg + VG,pos and the diode D2 will transfer charge to 
COUT whenever VINT exceeds VOUT. Therefore, at steady states, VOUT will reach 
VOUT,final = VG,neg + VG,pos.

(9)θ =
−RLLP

LPLS −M2

(10)αθ − ǫ − γδ +
αǫ − βδ

α + θ
< 0

(11)
RLCG

M
+

LP
(

RLLP + k2roLS
)

Mro(RLLP + roLS)
< gm

(12)ngmro > 1



216 J. Kim et al.

Due to the finite output resistance of the oscillator, the size of the series capaci-
tance CS affects both the final output voltage level (VOUT,final) and the energy har-
vesting efficiency (η). Here, efficiency η is defined as the ratio between the total 
energy transferred to the output capacitor and the total energy collected from the 
input power source (e.g., TEG device), while the output capacitor is charged from 
a fully-depleted level (i.e., 0 V) to the final level (VOUT,final). Basically, the larger 
CS lowers the effective load impedance presented to the oscillator, increasing the 
amount of energy transferred to COUT per cycle but making it difficult to sustain 
the oscillation. Therefore, a tradeoff between the output level (VOUT,final) and effi-
ciency (η) is expected when determining CS.

Figure 3 shows the simulated final output voltage level (VOUT,final) and energy 
harvesting efficiency (η) for different CS values. For the TEG open-circuit volt-
age (VTEG) of 35 mV, Fig. 3a shows that VOUT,final initially increases with CS 
as more energy is transferred, but may decrease when excessive CS reduces the 
oscillation amplitude. Figure 3b shows the existence of the optimal CS that yields 
the peak efficiency η. Figure 3a and b suggests that there exists an optimum CS 
that achieves the highest VOUT,final and η. For instance, when VTEG = 35 mV and 
RLOAD = 5 MΩ, CS of 6 pF can achieve VOUT,final of 6.25 V and η of 48 %.

To increase VOUT,final further without degrading the efficiency η, it is also pos-
sible to use an energy harvester circuit employing two voltage-doubler circuits 
as shown in Fig. 4. Basically, the two voltage-doubler circuits work in a com-
plementary fashion, each producing VG,neg + VG,pos, and -VG,neg-VG,pos, respec-
tively, increasing VOUT,final up to 2×. However, since the effective load impedance 
 presented to the oscillator is lower, slight degradation in the energy harvesting 
 efficiency η is expected.

Figure 5 compares the simulated VOUT,final and η of the charger with the dual-
path voltage-doubler to those of the basic charger in Fig. 1. For instance, at 
VTEG = 35 mV, VOUT,final increases from 6.25 to 8.8 V, while η drops from 48 to 
46 %. Also, the total energy stored on COUT increases by 1.98× since the energy is 

Fig. 3  The simulated final 
output voltage (VOUT,final) and 
energy harvesting efficiency 
(η) of the blocking oscillator-
based energy harvester in 
Fig. 1 for different sizes of CS
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proportional to V 2
OUT. It is clear that the charger with the dual-path voltage-doubler 

is advantageous in collecting the higher voltage and more energy at the cost of 
minor degradation in the energy efficiency.

2.3  Switched Capacitor Storage

Often, the output from the described energy harvester is not suitable to charge a 
rechargeable battery directly. Or, it might be desirable not to use a battery at all, 
using capacitors as energy storages instead [2–4]. For instance, eliminating batter-
ies can enable small form factors and low costs. However, the main challenge with 
charging a capacitor instead of a battery is that its voltage can vary widely with the 
amount of energy stored. For example, the TEG energy harvester must be able to 
operate and maintain high transfer efficiencies while the output voltage varies over 
a wide range.

Fig. 4  A TEG energy 
harvester circuit with  
a dual-path voltage doubler LP

VPOS
DC

10mV ~ 50mV

VTEG

LS

VG
M1

Blocking Oscillator Dual-Path Voltage Doubler

VNEG

RLOAD

Fig. 5  The simulated final 
output voltage (VOUT,final) and 
energy harvesting efficiency 
(η) of the TEG energy 
harvester circuit employing a 
dual-path voltage doubler
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Using a switched capacitor array can address this challenge. This switched 
capacitor array can change its configuration from series to parallel and keep the 
voltage seen by the energy harvester within a narrower range to maintain a high 
transfer efficiency. The capacitor configuration has to be administered by an ultra-
low-power controller continuously monitoring the capacitor voltage level, where 
a pseudo-dynamic, low-crowbar-current comparator design keeps its power over-
head low. It has been demonstrated that the overall EH system with four external 
10 μF storage capacitors can harvest 500 μJ of energy in 10 min from a 1.4 cm2 
TEG experiencing a 3 °C temperature difference.

Figure 6 shows a switched capacitor array of four unit capacitors connected 
to the blocking oscillator-based energy harvester explained before. The capacitor 
array has three possible configurations: all four capacitors connected in series, two 
sets of two series capacitors in parallel, and all four in parallel. For each configu-
ration, the effective capacitance is C/4, C, and 4C, respectively, where C denotes 
the unit capacitance. In case of charging the capacitors from a fully-depleted state, 
the array is initially configured as C/4 and is subsequently switched to C and 
then to 4C each time the storage voltage VSTO reaches a certain level, e.g., 5 V. 
It improves the initial charging rate by 16× and keeps VSTO close to the optimal 
range of 3.5–4 V at which the charger exhibits the peak power transfer efficiency. 
On the other hand, when the buck converter discharges the capacitors, the array is 
switched back from 4C to C and then to C/4 as VSTO decreases and reaches 2 V. It 
allows a subsequent buck converter with a valid input range of 1.8–5 V to deliver 
99 % of the energy stored in the capacitors and extend the sensor’s operation time 
by 18 % compared to the case without reconfiguration.

VSTO

TEG

+

VOUT

(1.3V)

Charger Reconfigurable
Capacitor Array

VIN (1.8V~5V)

Wide-range
Buck Converter

CHG CHG

VREF

VSTO
VCHG

To
Load

Charging

Discharging

Extended
Operation

Depletion
NMOS

1:100

Ctrl.

C/4 C 4C

2V

5V

Fast
Response

Maximum
Energy
Storage

Fig. 6  A switched capacitor array to maintain the high energy transfer efficiency while charging 
and discharging a capacitor-based energy storage
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It is imperative that the controllers that administrate the capacitor configuration 
dissipate ultra-low-power consumption. To achieve this, the charging controller 
illustrated in Fig. 7 operates as an asynchronous FSM with a set of continuous-
time voltage comparators detecting the crossing of a slowly-increasing VSTO ramp 
across different threshold levels set by the turn-on voltage drop of the series 
diodes. A typical issue with using a static comparator for this purpose is that the 
circuit can dissipate a large crowbar current, especially when the input is close 
to the threshold. Cascading pseudo-dynamic buffers of which the low-threshold 
devices M1 and M2 operate in subthreshold conduction mode can limit these 
crowbar currents while VMEAS is below the threshold. On the other hand, when 
VMEAS rises above the threshold, a positive feedback is initiated by the transis-
tors M3 and M4, making sharp transitions for the outputs S and SB. A similar 
low-crowbar-current comparator is used for realizing a 34 nW, 5 kHz relaxation 
oscillator described in [5]. It provides a clock for the discharging controller imple-
mented as a synchronous FSM, which periodically monitors VSTO and VOUT 
against the reference voltages generated by a bandgap reference circuit.
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3  Piezoelectric Energy Harvesting Circuits

Recently, there is an emerging demand for wireless remote switches that can oper-
ate without any batteries [6, 7]. Such batteryless wireless switches (BWS) can 
eliminate the need to distribute wires within buildings and recharge/replace bat-
teries, and save installation and maintenance costs of various Internet-of-Things 
(IoT) systems (Fig. 8). One way to realize such a BWS is to harvest energy from 
the mechanical energy of pressing the button on the remote controller using a pie-
zoelectric generator and operate a wireless transmitter using this energy [8, 9]. In 
particular, the advantage of piezoelectric generators (PGs) compared to magnetic-
coil-based generators is their small size and light weight. Moreover, recent devel-
opments of piezoelectric material such as lead magnesium niobate–lead titanate 
(PMN–PT) greatly improved the energy generation efficiency of PGs.

This section will focus on the optimal condition for harvesting the maximum 
amount of energy from PGs using a passive full-bridge rectifier in Fig. 9, particu-
larly when the mechanical vibration is single-pulsed rather than continuous (e.g., 
a button press). It will be shown that in an ideal condition, the passive bridge 
rectifier can harvest the maximum energy when the storage capacitance (CSTOR) 
is three times the internal capacitance (CPZ) of the PG source. This analysis is 
adopted from [10].

RF
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PZ

No Battery

+IPZ(+) CPZIPZ

IPZ(-)
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Fig. 8  Batteryless wireless switch using a piezoelectric generator as an energy source

Fig. 9  A full-bridge rectifier 
harvesting energy from a 
piezoelectric generator (PG). 
Reproduced by permission of 
the Institution of Engineering 
and Technology [10]

CPZ CSTOR

VPZ
VSTOR

Piezoelectric Transducer Bridge Rectifier

IPZ



221Low-Power Circuit Techniques for Efficient Energy Harvesting

3.1  Maximum Energy Transfer Condition for Full-Bridge 
Rectifier-Based Energy Harvester

In Fig. 9, a PG is connected to a passive bridge rectifier and a storage capacitor, 
CSTOR. The PG can be modeled as a current source producing a sinusoidal pulse 
along with a shunt capacitance CPZ [11]. The PG’s internal capacitance is typically 
low, and the output impedance is high.

Suppose the PG’s sinusoidal pulse current IPZ(t) takes the following expression:

where IP0 is the peak current amplitude and ω is the angular frequency of the 
pulse. IPZ(t) charges mainly its internal capacitance CPZ and the storage capacitor 
CSTOR via the bridge rectifier. Furthermore, if the rectifier is ideal with zero turn-
on voltage (VD) and zero on-resistance (Ron), the rectifier will transfer charge from 
CPZ to CSTOR whenever |VPZ| is greater than |VSTOR|.

It has been shown in [10] that the resulting voltage on the capacitor VSTOR,1 
after the first half-period of the current pulse, i.e., 0 ≤ t ≤ T/2, is

And after the second half-period (T/2 ≤ t ≤ T), the voltage VSTOR,2 becomes

where t1 + T/2 is the time when the rectifier starts conducting again.
Figure 10 illustrates the waveforms of VPZ, |VPZ|, and VSTOR along with the 

input current IP during the first and second half-periods. During the first half-
period, the rectifier stays on and the current IPZ charges both CPZ and CSTOR 
simultaneously. When the second half-period begins, the current IPZ becomes 
negative and VPZ starts to decrease from its peak value, VSTOR,1. Since |VPZ| is 
initially smaller than |VSTOR|, the rectifier turns off and CSTOR maintains its volt-
age. However, when the negative current further discharges CPZ so that VPZ finally 
becomes negative and its magnitude |VPZ| exceeds |VSTOR|, the other pair of diodes 
in the rectifier turns on and resumes the charge transfer from CPZ to CSTOR.
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The final output voltage after the pulse period VSTOR is the sum of VSTOR,1 and 
VSTOR,2:

And the final energy stored in CSTOR, ESTOR, is

For given values of IP0, ω, and CPZ, the amount of available energy depends on 
x3/(1 + x)4, where x is the ratio between CSTOR and CPZ. It can be shown that the 
expression has a global maximum at x = 3. In other words, the maximum energy 
Emax can be obtained when CSTOR = 3CPZ, which is

However, this maximum energy value is likely to degrade when the diodes 
in the rectifier have nonzero turn-on voltage  VD and turn-on resistance Ron. For 
instance, when the diodes have nonzero VD, the rectifier will turn on only when 
|VPZ| is greater than |VSTOR| by VD. This results in the reduction in the output volt-
age after the first half-cycle (VSTOR,1) and also the delay in the rectifier turn-on 
time during the second half-cycle (t1). Therefore, the nonzero VD will shift VSTOR 
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Fig. 10  Charging waveforms 
of VPZ and VSTOR when 
the piezoelectric generator 
produces a single sinusoidal 
pulse. The diodes of the 
rectifier are assumed ideal. 
(Reproduced by permission of 
the Institution of Engineering 
and Technology [10])
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curve in Fig. 10 both rightward and downward. Furthermore, when the diodes 
have nonzero Ron, their on-resistance will cause additional voltage drops across 
the conducting diodes, resulting in the lower final output voltage  VSTOR.

Figure 11 shows the simulated plot of the transferred energy normalized to the 
maximum energy available using the constant VD model. The result confirms that 
the maximum point is at the ratio of 3.

3.2  Bias-Flip Rectifier and Switched Capacitor Array

However, the piezoelectric energy harvester with a basic full-bridge rectifier 
described in the previous subsection can experience energy losses when the input 
current inverts its polarity and discharges the internal capacitance (CPZ), or when 
the input capacitance of the harvester circuit is not matched to 3 · CPZ. To recover 
these energy losses, it is possible to combine a bias-flip rectifier and a 6:1 series-
parallel switched capacitor (SC) converter as shown in Fig. 12.

The bias-flip rectifier with a switched inductor LB is modified from [12] and 
reduces the loss caused by the remaining energy in the internal capacitance CPZ. In 
other words, when the polarity of the input current from the piezoelectric genera-
tor IPZ changes from positive to negative, the switch S1 turns on to form a reso-
nant circuit between LB and CPZ and inverts the voltage stored on CPZ. As a result, 
the remaining charge on CPZ can be transferred to the next stage without being 
canceled and wasted by the negative-polarity IPZ.

The switched capacitor converter plays two roles: impedance matching for 
maximum energy transfer and down-conversion of the output voltage Vout. During 
charge, the capacitors are stacked in series making its overall capacitance close 
to 3·CPZ to maximize the transferred energy into the storage. However, it results 

Fig. 11  Simulated 
transferred energy versus 
CSTOR/CPZ ratio assuming 
a constant VD model for 
the rectifying diodes. 
(Reproduced by permission of 
the Institution of Engineering 
and Technology [10])
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in very high voltage stored on the capacitor array which is difficult to handle or 
convert down to a normal range with high efficiency. By switching the capacitors 
into a parallel configuration during discharge, the output voltage can be down-con-
verted by 1/N, where N is the number of capacitors.

Figure 13 illustrates the operation of this piezoelectric energy harvester 
employing the described bias-flip rectifier and switched capacitor converter. When 
a piezoelectric push-button is pressed, it generates a single, bipolar AC pulse. 
During the first half-period while the piezoelectric current IPZ is positive, the cur-
rent builds up a voltage Vout on the storage capacitors connected in series. When 
Vout reaches a peak, detected by a comparator that monitors the difference between 
Vout and its RC-filtered version, the switch S1 in the bias-flip rectifier is enabled, 

Bias-Flip
Rectifier

Switched Capacitor
Array

Vout
VPZP

+
-

VPZN

Piezoelectric
Transducer

VP5 VP6

LB

S1

IPZ

CPZ

VP2

D1

Fig. 12  A piezoelectric energy harvester using a bias-flip rectifier and switched capacitor array

: charge path
: discharge path

Charging Phase Discharging Phase

charge (~200ms) discharge

5V

30V

VP1

VP2

VP6

3V

Charge Mode

First Peak Second Peak

φ1

φ1 φ2

Fig. 13  Operation of the piezoelectric energy harvester in Fig. 12
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flipping the polarity of the voltage stored in the internal capacitor CPZ. And charg-
ing continues into the second half-period. When the charging phase is completed, 
the switches in the switched capacitor array turn on, switching the capacitors from 
series to parallel configuration. The output voltage Vout is then down-converted by 
1/N. The described bias-flip rectifier and switched capacitor converter can greatly 
improve the efficiency of the piezoelectric energy harvester.

4  Summary

This chapter illustrated the design of energy harvester circuits interfacing two 
energy generators: thermoelectric generator and piezoelectric generator. For both 
examples, it is important to understand their key characteristics in order to design 
circuits that can collect the maximum energy. For instance, a thermoelectric gen-
erator is essentially a DC voltage source producing very low voltage in mV-range 
with negligible output resistance. On the other hand, a piezoelectric generator is an 
AC current source with a capacitive output impedance, of which open-circuit volt-
age can be as high as a few tens or hundreds of volts.

For each energy generator, this chapter has derived the conditions that keep its 
corresponding energy harvester circuit optimal. For instance, the design criteria 
for a blocking oscillator to harvest energy from the lowest possible input voltage 
are derived. Also, the maximum energy transfer condition for a full-bridge recti-
fier-based piezoelectric energy harvester is derived. These conditions also revealed 
that it is not always possible to achieve the best energy harvesting efficiency with 
the basic blocking oscillator or full-bridge rectifier.

To address these limitations, this chapter has also described some circuit tech-
niques. For thermoelectric generators, the dual-path rectifier can double the output 
voltage with only a small degradation in efficiency. The switched capacitor array 
can maintain high efficiency by keeping the output voltage of the energy harvester 
circuit within a narrow range. For piezoelectric generators, the bias-flip recti-
fier and switched capacitor array both recover the energy loss due to the internal 
capacitance of the piezoelectric generator.
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Abstract Graphene-based nanostructures exhibit good mechanical strength, high 
porosity, outstanding electrical conductivity, and excellent thermal and chemical 
stability, which in addition to its low cost, versatile functionalization chemistry, 
and relative ease of large-scale preparation make it ideally suited to serve as a key 
component for the development of new electrode materials. Recently, a wide vari-
ety of methods have been developed for the formation of porous graphene archi-
tectures to further improve the performances. Porous graphene provides abundant 
pathways for rapid ion diffusion and high accessible surface area. In this chapter, 
the recent continued breakthroughs in the preparation of porous graphene-based 
nanoarchitectures as well as their applications as electrode materials for electro-
chemical energy storage devices are introduced.

Keywords Graphene · Porous · Electrochemistry · Electrochemical energy storage ·  
Nanostructures · Lithium-ion rechargeable batteries · Supercapacitors

1  Introduction

Graphene is an atomic single layer of honeycomb carbon lattice. Recently, gra-
phene and graphene-based nanomaterials have attracted increased attention because 
of their unique properties and great potential for numerous applications [3, 14, 21, 
33, 36–38, 51, 63]. In particular, research on graphene-based nanomaterials for 
electrochemical energy storage has progressed rapidly during recent years due to 
the increasing demand for the development of these storage devices with improved 
performance including high energy, power density, and excellent cycle stability, 
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while maintaining low production cost [15, 43, 44, 71, 76, 83, 92]. Among vari-
ous carbon materials, graphene has awakened a tremendous interest because of its 
superior electronic conductivity, large theoretical specific surface area, and phys-
icochemical stability [22, 30, 52]. These interesting properties make graphene and 
graphene-based nanomaterials promising electrode materials for various electro-
chemical energy storage devices (e.g., supercapacitors and batteries), which have a 
wide range of applications from microelectromechanical systems to portable elec-
tronic devices, and to electric vehicles.

Graphene-based nanomaterial from graphite oxide is being manufactured in 
large scale at relatively low cost [58]. During the past decade, various graphene-
based nanomaterials (Figs. 1, 2, and 3) have been investigated as potential elec-
trode materials with high specific capacity and long cycle stability [26, 29, 31, 
40–42, 46, 48, 53, 62, 82]. However, in spite of the previous efforts to prepare bet-
ter electrochemical energy storage devices by using graphene, market demand for 
higher performances of these devices are ever increasing. For lithium-ion batteries, 
since lithium ions cannot pass through the carbon atomic arrays in 2D sheets of 
graphene, therefore, lithium ions have to tortuously detour to reach the electrolyte. 
This results in a longer diffusion distance and slow charge–discharge rate in lith-
ium-ion battery systems [35, 65]. Supercapacitors, also called ultracapacitors or 
electrochemical capacitors, store electrical charge on high-surface-area conducting 
materials. Their widespread use is limited by their low energy storage density and 

Fig. 1  a SEM image of Fe2O3; b SEM image of Fe2O3/graphene; c TEM image of 
Fe2O3/graphene; d TEM image of Fe2O3/graphene in high resolution. Reproduced from Ref. [82] 
with permission from Elsevier
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relatively high effective series resistance. As previously reported, the theoretical 
specific surface area of a single graphene sheet is extremely high (~2600 m2 g−1) 
[64]. However, the real accessible surface areas of graphene-based materials are 
far below this value, mainly due to the strong aggregation tendency of graphene 
sheets (Fig. 4).

To surmount these challenges, graphene sheets were further treated into porous 
structures which mean abundant pathways for rapid lithium-ion diffusion [79] and 
to achieve higher accessible surface area [90]. Due to its unique structural and 
electronic characteristics, a porous graphene opens up new opportunities for the 
development of electrode materials with novel nanoarchitectures in electrochemi-
cal energy storage devices. In this chapter, recent advances and novel strategies 
in the preparation of porous graphene architectures as well as their applications 
as electrode materials for electrochemical energy storage devices are introduced. 
Finally, the future prospects in the development of graphene-based nanocomposite 
materials with improved energy storage performances are discussed.

Fig. 2  FE-SEM photographs of a ZnO nanocrystals and different types of ZnO@GN hybrids, 
b ZnO@GN-1, c ZnO@GN-2, and d ZnO@GN-3. Reproduced from Ref. [26] with permission 
from Elsevier
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2  Strategies to Buildup Porous Graphene

A wide variety of strategies have been developed for the formation of porous gra-
phene architectures as outlined in Table 1. These can be roughly divided into two 
categories. One is the in-plane generation of defective pores into the graphene 
sheets and the other is the out-of-plane generation of 3D graphene-based porous 
superstructures (Scheme 1) (Figs. 5 and 6).

2.1  Generation of Defective Pores into the Graphene Sheets

When etching of graphene is performed under appropriate acid/oxidizer solution, 
carbon erosion will occur. Accordingly, porous graphene is produced when gra-
phene oxide dispersed in water is treated with acid/oxidizer solution under sonica-
tion [84] or microwave irradiation [18]. HNO3 and KMnO4 are typical examples 
of acid and oxidizer used.

Fig. 3  TEM images of a GO before the one-step in-situ transformation reaction, and b Mn3O4/GNS 
composite after the one-step in-situ transformation reaction. c HRTEM image of individual Mn3O4 
nanoparticle in Mn3O4/GNS composite; the inset shows the electron diffraction pattern of Mn3O4 
nanoparticle in Mn3O4/GNS composite. d HAADF-STEM image of Mn3O4/GNS composite and 
EDS element mapping results for e Mn and f O species of Mn3O4/GNS composite. Reproduced 
from Ref. [48] with permission from Elsevier
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Fan et al. [18] investigated the preparation of porous graphene using KMnO4 
as oxidizer under microwave irradiation (Fig. 7). The obtained porous gra-
phene revealed a pore size of approximately 3 nm and a specific surface area of 
1374 m2 g−1.

Fig. 4  TEM images of  
a and b LFP/CA-1, c and d 
LFP/CA-2, and e and f LFP/
CA-3. And g HRTEM image 
and h SAED pattern of the 
LiFePO4 particle in LFP/
CA-3. Reproduced from  
Ref. [79] with permission 
from Elsevier



234 Y. Piao

The following equation shows the reaction of carbon with KMnO4:

Porous graphene could also be produced by using a strong base. Romanos et al. 
[57] presented nanospace engineering of KOH-activated carbon. It is reported that 

(1)4MnO−
4 + 3C+ H2O ↔ 4MnO2 + CO2−

3 + 2HCO−
3

Table 1  Typical strategies for the formation of porous graphene

Method Detail Pore Pore size Specific  
surface area

Example

Acid/oxidizer HNO3, 
microwave

meso/macro 7–600 nm 15–25 m2/g [88]

HNO3, 
microwave

macro 100–1000 nm 784 m2/g [84]

KMnO4, 
microwave

meso 3 nm 1374 m2/g [18]

KMnO4,  
HCl, H2O2

meso – 81 m2/g [11]

Base KOH micro/meso 0.6–5 nm 3100 m2/g [90]

KOH micro/meso ~5 nm 2400 m2/g [86]

KOH micro/meso 1–10 nm 3523 m2/g [87]

Hard template Silica meso 32.5 nm 851 m2/g [27]

Silica macro 140 nm 412 m2/g [2]

PMMA macro 107.3 nm 128.2 m2/g [9]

SPS, PVP, Ni 
foam

micro/meso/
macro

– 70 m2/g [68]

PS macro 2000 nm – [13]

Ice template macro – – [66]

Ice template macro – – [17]

Deposition Chemical vapor 
deposition

macro ~100 μm 670 m2/g [56]

Chemical vapor 
deposition

macro – – [8]

Chemical vapor 
deposition

macro – 1654 m2/g [50]

Electrochemical 
deposition

macro 100–1000 nm 1000 m2/g [10]

Hydrothermal Hydrothermal meso 20 nm – [24]

Hydrothermal meso 9 nm 281 m2/g [20]

Hydrothermal macro ~1000 nm – [67]

Hydrothermal macro – – [74]

Hydrothermal macro – – [1]

Others Polymer, ther-
mal decompose

micro/meso 30 nm 1720 m2/g [77]

Self-assembly macro 1000 nm – [39]
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Scheme 1  Schematic illustration of in-plane generation of defective pores into the graphene 
sheets and out-of-plane generation of 3D graphene-based porous superstructures

Fig. 5  Preparation pathway of the MC–GR and Pt/MC–GR composites. Reproduced from Ref. [2] 
with permission from Elsevier

Fig. 6  a TEM image of GR. Inset shows SEM image of SiO2-GO after calcination. b TEM 
image of MC–GR. Inset shows SEM image of MC–GR. Reproduced from Ref. [2] with permis-
sion from Elsevier



236 Y. Piao

high specific surface areas, porosities, subnanometer (<1nm), and suprananom-
eter (1–5 nm) pore volumes could be quantitatively controlled by a combination 
of KOH concentration and activation temperature. Recently, the chemical process 
was used to prepare chemically activated graphene. Typical examples of these 
bases are KOH and NaOH. After chemical activation, the specific surface area of 
the porous graphene is increased to become closer to the theoretical value [86, 90].

2.2  Out-of-Plane Generation of 3D Graphene-Based  
Porous Superstructures

Besides the in-plane generation of defective pores into the graphene sheets, 3D 
graphene-based out-of-plane porous superstructures could be built up. Using the 
hard template approaches, graphene layers were deposited on inorganic/organic 
particles larger than 50 nm or in situ grown on metallic porous frameworks fol-
lowed by the elimination of template that can result into graphene-based materials 
with 3D porous structures.

Using uniform polymethyl methacrylate (PMMA) latex spheres as hard tem-
plates, Chen et al. [9] prepared a controllable 3D macroporous bubble graphene 
film with tailorable microstructure. Zhao et al. [27] developed a novel hydrophobic 
interaction-driven hard templating approach for the rational designed preparation of 
nanoporous graphene foams with controlled pore size, high surface area, and ultra-
large pore volume. Monodisperse silica particles were used as the templates to pre-
pare nanoporous graphene foams. The generated graphene foams show the highest 
total pore volume value in all the reported porous graphene materials. Additionally, 
they demonstrated that metal oxide nanoparticles can be easily decorated on the 
pore walls, due to the ultra-large open-porous feature and the homogeneous hydro-
phobic surface nature. Huh et al. [13] built a 3D macroporous structure that consists 
of chemically modified graphene by using polystyrene particles as a sacrificial tem-
plate. Furthermore, for further capacitance boost, a thin layer of MnO2 was addi-
tionally deposited onto the embossed chemically modified graphene. The porous 
graphene nanostructure shows a large surface area facilitates fast ionic transport 

Fig. 7  Illustration of the formation of porous graphene material with pores on the surface of 
sheet. Reproduced from Ref. [18] with permission from Elsevier
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within the electrode while preserving decent electronic conductivity and thus 
endows the composite electrodes with excellent electrochemical properties. Using 
sulfonated polystyrene (SPS) sphere as hard template, Zhang et al. [68] also pre-
pared porous graphene electrode by an in situ constructing strategy.

Chemical vapor deposition and electrochemical deposition were used to pre-
pare graphene-based materials with 3D porous structures using Ni foam, porous 
MgO, etc., as templates. Zhang et al. [4] prepared a novel 3D porous graphene 
networks by the scalable ethanol-chemical vapor deposition method. They demon-
strated that the 3D graphene network can be used as a good platform to construct 
graphene/metal oxide composites for surpercapacitor applications.

3D porous graphene-based composite materials were prepared by electrochemi-
cal deposition [10]. 3D graphene porous material is prepared electrochemically 
by reducing a concentrated graphene oxide dispersion. Subsequently, the second 
component is electrochemically deposited onto this 3D matrix, yielding graphene-
based 3D porous composite material. The prepared graphene-based composite 
materials have a conductive graphene network as the matrix, onto which the sec-
ond component is homogeneously coated.

Sun et al. [67] reported a hydrothermal approach to prepare nitrogen-doped 
graphene in various forms, including a stable dispersion, a hydrogel and an aero-
gel of nitrogen-doped graphene. The stable dispersion mainly consists of single-
sheet graphene and the hydrogel is physically cross-linked to be quite strong.

2.3  Other Methods

Ogale et al. reported a one-step, catalyst-free process for the preparation of single-
layer-graphene-assembled porous carbon by a polymer pyrolysis route [77]. The 
surface area of the single-layer-graphene-assembled porous carbon was found to 
be 1720 m2 g−1. The nanomaterial was tested as a supercapacitor and showed a 
high capacitance value of ca. 154 F g−1 in an aqueous electrolyte in a typical elec-
trochemical cell.

Zhu et al. reported a simple approach to transform the CVD graphene films 
through self-assembly into porous and continuous fibers with tunable diameter, 
pore distribution, and high electrical conductivity [39]. Graphene is first self-
assembled from a 2D film to a 1D fiber-like structure in an organic solvent and 
then dried to give the porous and crumpled structure.

3  Applications in Lithium-Ion Rechargeable Batteries

Due to their attractive advantages over other types of batteries, lithium-ion 
 batteries have been widely used as power sources for various portable electronic 
devices. More recently, they have attracted growing attention as power supplies 
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for electric vehicles and hybrid electric vehicles. Intensive research has been 
performed to develop new electrode materials with improved performance for 
lithium-ion batteries. Accordingly, a great deal of effort has been made to find 
alternative electrode materials with improved electrochemical performance for 
lithium-ion batteries. To improve lithium storage capacity, the most promising car-
bon is disordered partially graphitic carbon from both a technological and scien-
tific point of view, since defects provide large excess capacities [32]. Among the 
various novel nanostructured electrode candidate materials, graphene-based elec-
trode materials (Fig. 8) are of particular interest due to their high surface area and 
good conductivity [54, 85].

3.1  Porous Graphene-Based Anode Materials

Porous graphene nanostructure could provide more space to accommodate the 
volume change of the active materials during the charge–discharge to enhance the 
electrochemical stability of the electrodes. Accordingly, porous graphene-based 

Fig. 8  a, b SEM images and c, d TEM images of M-NG composite (inset: HRTEM image of 
Mn3O4 nanoparticle on the graphene sheet). Reproduced from Ref. [54] with permission from 
Elsevier
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materials hold promise as novel electrode materials to further improve the perfor-
mance of lithium-ion batteries.

Feng et al. presented a bottom-up approach to the large-scale production of 2D 
sandwich like graphene-based mesoporous carbon [80]. Their high surface area, 
thinness, and numerous mesopores are favorable for the accessibility of the elec-
trolyte, rapid diffusion of lithium ions, and host uptake. Additionally, the graphene 
layers can act as mini-current collectors dispersed in the electrode, which facili-
tates the fast transport of electrons during the charge–discharge cycling due to its 
high electrical conductivity. When the porous nanocomposite material is used as 
an anode material for lithium-ion batteries, the nanostructured electrode material 
exhibits a first discharge capacity of 915 mA h g−1, which rapidly stabilizes and 
remains at 770 mA h g−1 even after 30 cycles, when cycled at a rate of C/5.

Graphene-based 3D macroporous materials are favorable electrode candidates 
for lithium-ion batteries. Yan et al. reported a simple method for the preparation 
of 3D graphene/Fe3O4 architectures by a mild chemical reduction of graphene 
oxide in the presence of Fe3O4 nanoparticles [7]. The obtained superparamagnetic, 
porous, and lightweight material shows good electrochemical performance as 
anode material in lithium-ion battery.

Using porous MgO sheets as a template, Fan et al. reported a simple CVD 
approach for scalable preparation of porous graphene materials (Figs. 9, and 10) 
[19]. The resulting porous graphene networks exhibit a high reversible capacity of 
1723 mA h g−1, and excellent high rate capability and cycling stability for Li-ion 
batteries.

A 3D porous architecture of Si/graphene nanocomposite was rationally 
designed and constructed through an in situ magnesiothermic reduction of 
SiO2/graphene oxide composites series and spray-drying with additional graphene 
[73]. The porous nanoarchitectured composite has superior electrochemical stabil-
ity and the 3D graphene network shows enhanced electrical conductivity as well as 
improves rate performance. Furthermore, the 3D nanoarchitechture can be cycled 
at extremely high Li+ extraction rates.

3D graphene foams cross-linked with Fe3O4 nanospheres were prepared by 
hydrothermal treatment [70]. The Fe3O4 nanospheres are wrapped by graphene 
sheets and further confined within continuous graphene networks. Such hier-
archical Fe3O4/graphene hybrids provide double protection against the volume 
changes of Fe3O4 nanospheres during electrochemical processes. The graphene 
shells suppress the aggregation of Fe3O4 nanospheres and buffer the volume 
expansion, while the interconnected 3D graphene networks act to reinforce the 
core–shell structure of Fe3O4@graphene shell (Fe3O4@GS) and thus enhance the 
electrical conductivity of the overall electrode. As a result, 3D graphene foams 
cross-linked with Fe3O4 nanospheres (Fe3O4 NSs) encapsulated with graphene 
(Fe3O4@GS/GF) delivers a high reversible capacity of 1059 mA h g−1 over 150 
cycles, and excellent rate capability, thus exhibiting great potential as an anode 
material for lithium storage.

Fan et al. reported a bottom-up strategy assisted by atomic layer deposition to 
graft bicontinuous mesoporous nanostructure Fe3O4 onto 3D graphene foams and 
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directly use the composite as the lithium-ion battery anode [45]. This electrode 
exhibits high reversible capacity and fast charging and discharging capability. A 
high capacity of 785 mA h g−1 is achieved at 1 C rate and is maintained this high 
capacity up to 500 cycles. Moreover, the rate of up to 60 C is also demonstrated, 
rendering a fast discharge potential. For the first step, graphene foam was grown 
on Ni foam by CVD and then Ni was etched away by a mixture of FeCl3 and HCl 
solution. In the second step, a layer of ZnO was coated onto the graphene foam by 
atomic layer deposition.

A facile and general method was reported to prepare ordered porous binder-
free 3D porous graphene–metal oxide@carbon electrodes at a large scale [91]. 
Viscous precursor paint was prepared by mixing graphene oxide slurry, polysty-
rene aqueous solution and metal salt. The ordered porous binder-free electrodes 
were obtained after heat treatment of the paint at 400 °C under Ar for 60 min. The 
overall framework is macroporous structure and made of metal oxides or a mixture 
of graphene and metal oxides. There are secondary pores in the walls of the porous 
electrode with size in the range of 5–10 nm. The macropores are derived from the 

Fig. 9  TEM images of porous graphene (a) and (b), and hydrazine-reduced graphene oxide (c). 
XRD patterns of porous graphene and hydrazine-reduced graphene oxide (d). Reproduced from 
Ref. [19] with permission from Elsevier
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duplication of sacrificing polystyrene spheres, while the mesopores are generated 
from the gas release during decomposition of precursors. The preparation pro-
cess allows the adjustment of the selected components, the amount of graphene 
added, the thickness of the electrodes. Such ordered porous binder-free electrodes 
demonstrated superior Li storage properties. For example, graphene-Fe3O4@C 
binder-free electrode depicts high capacities of 1123.8 and 505 mAh g−1 at cur-
rent densities of 0.5 and 10 A g−1, respectively. It shows that the surface Li stor-
age mechanism contributes significantly to the total capacities in such 3D porous 
binder-free electrodes.

A novel composite, MoS2-coated 3D graphene network, is synthesized by a 
facile CVD method [5]. The 3D graphene network serves as a template for the 
deposition of MoS2 and provides good electrical contact between the current 
collector and deposited MoS2. As proof of concept, the nanocomposite shows 
 excellent electrochemical performance as an anode material for lithium-ion bat-
teries, which exhibits reversible capacities of 877 and 665 mA h g−1 during the  
50th cycle at current densities of 100 and 500 mA g−1, respectively, indicating its 

Fig. 10  a Pore size distribution and b Raman spectra of the porous graphene. c AFM image of 
the porous graphene, the arrows indicate the existence of pores in graphene sheet. Reproduced 
from Ref. [19] with permission from Elsevier
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good cycling performance. Furthermore, the nanocomposite also shows excellent 
high-current-density performance.

Ultrahigh rate capabilities of transition metal oxide-based electrodes were 
derived from the design of ordered hierarchically porous 3D electrodes with 
entrapped active nanoparticle configuration [28]. In contrast to previous reports on 
hierarchically porous electrodes from irregular self-assembly or post-incorporation 
of active nanoparticles, the strategy relies on in situ formation and entrapment 
of active nanoparticles inside the simultaneously formed ordered hierarchically 
3D porous carbon, in which the periodic macroporous-mesoporous carbon was 
directly integrated with the open-porous Ni foam current collector without organic 
binder, and the electrode active nanoparticles were spatially entrapped inside 
the periodic porous carbon. Based on the unique electrode configuration, the as-
prepared ordered hierarchically porous 3D electrodes show extraordinary rate 
capabilities.

Zhang et al. developed a simple method for the preparation of metal-oxide 
coated 3D graphene composites through a facile two-step annealing process [6]. 
The metal–organic frameworks that served as the precursors of the metal oxides 
were first synthesized on the 3D graphene networks. The desired nanocomposites 
were then obtained by a two-step annealing process. The method is expected to be 
used for synthesis of other metal oxide/graphene composites with 3D structures.

3.2  Porous Graphene-Based Cathode Materials

Porous graphene-based cathode materials were also studied. Yang et al. reported a 
composite of chemically activated carbon and LiFePO4 as a cathode active mate-
rial. KOH activation was conducted to construct a 3D structure allowing for dif-
fusion of lithium ions. The porous structure of chemically activated carbon is 
advantageous to lithium-ion diffusion due to its high rate capability [79]. A com-
posite of chemically activated porous graphene and LiFePO4 was developed to 
improve the speed of charging–discharging and the cycling stability of lithium-ion 
batteries using LiFePO4 as a cathode material [23]. Chemically activated porous 
graphene was synthesized using KOH. Electrochemical properties have also 
been investigated after assembling coin cells with the porous graphene/LiFePO4 
 composite as an active material. The composite electrode exhibited better electro-
chemical properties than the conventional graphene/LiFePO4 composite as well as 
bare LiFePO4, including exceptional speed of charging–discharging and excellent 
cycle stability. The porous graphene in the electrode composite provides abundant 
porous channels for the diffusion of lithium ions. Moreover, it acts as a conducting 
network for easy charge transfer and as a divider, preventing the aggregation of 
LiFePO4 particles.
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4  Applications in Supercapacitors

Electrochemical supercapacitors store energy using either ion adsorption or fast 
surface redox reactions [60]. Electrochemical capacitors are also promising energy 
storage devices due to the advantages of short charging times, a long cycle, and 
high power density [47, 49, 61]. However, current commercial electrochemi-
cal supercapacitors have much lower energy density than lithium-ion batteries. 
Design of a desirable, low-cost electrode material with a longer cycling lifetime 
and higher energy density is imperative for electrochemical capacitor. The perfor-
mance of electrode materials for supercapacitors is dependent on the accessible 
specific surface area and the pore structure. The control over structure and mor-
phology of carbon electrode materials is therefore an effective strategy to render 
them high surface area and efficient paths for ion diffusion. Accordingly, porous 
graphene-based materials have been proved favorable electrode candidates for 
supercapacitors due to their open-porous structure that allows electrolytes access 
more easily to the surface of frameworks.

4.1  Activation of Graphene for Supercapacitors

Defective pores could be generated on graphene by chemical methods to pre-
pare activated graphene. Zhu et al. synthesized chemically activated graphene 
(CA-graphene) with a 3D morphology via KOH activation for application to 
supercapacitors. The extremely high energy and power density for supercapacitors 
were possible due to the large surface area from the abundant pore systems [33].

Hierarchical porous carbons are promising electrode materials in high-power 
supercapacitors. Kim et al. demonstrate the fabrication of highly porous gra-
phene-derived carbons with hierarchical pore structures in which mesopores are 
integrated into macroporous scaffolds [34]. The macropores were introduced by 
assembling graphene-based hollow spheres, and the mesopores were derived from 
the chemical activation with KOH. The unique 3D pore structures in the graphene-
based carbons give rise to a BET surface area value of up to 3290 m2 g−1 and pro-
vide an efficient pathway for electrolyte ions to diffuse into the interior surfaces 
of electrode particles. These carbons exhibit both high gravimetric (174 F g−1) 
and volumetric (∼100 F cm−3) specific capacitance in an ionic liquid electrolyte 
in acetonitrile. The energy density and power density of the cell assembled with 
this carbon electrode are also high, with gravimetric values of 74 Wh kg−1 and 
338 kW kg−1 and volumetric values of 44 Wh L−1 and 199 kW L−1, respectively. 
The high supercapacitor performance achieved with these graphene-based carbons 
is attributed to their unique pore structure and makes them potentially promising 
for various energy storage devices.

Zheng et al. synthesized porous graphene/activated carbon composite by hydro-
thermal carbonization and subsequent two-step chemical activation with KOH 
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(Fig. 11) [89]. The composite has a relatively high packing density and large 
specific surface area of 2106 m2 g−1, as well as containing plenty of mesopores 
(Fig. 12). As supercapacitor electrode material, it exhibits specific capacitance 
up to 210 F g−1 in an aqueous electrolyte and 103 F g−1 in organic electrolyte, 
respectively. The specific capacitance decreases by only 5.3 % after 5000 cycles. 
In this composite material, a layer of porous activated carbon coats on graphene 
improves dispersion of graphene sheets and increases its packing density. The 
graphene integrated into activated carbon matrix also increases conductivity. 
Additionally, the nanosheet-like electrode material has a short diffusion path-
way, which facilitates rapid transport of the electrolyte ions. Three-dimensional 
graphene-based frameworks are also fabricated by hydrolysis of TEOS with gra-
phene aerogel as support and CTAB as soft template [72]. The resulting hierarchi-
cal macro- and mesoporous structures exhibit narrow mesopore size distribution 
(2–3.5 nm), high surface area, and low mass density. Benefiting from the integra-
tion of meso- and macroporous structures, the material manifests outstanding spe-
cific capacitance (226 F g−1), high rate capability, and excellent cycling stability 
when it is applied in electrochemical capacitors.

4.2  3D Graphene-Based Porous Materials  
for Supercapacitors

Many research works have been published on 3D graphene-based porous nano-
structures for supercapacitors. Here, some selected studies on this research field 
are reviewed.

Zhang et al. present a simple, green, and efficient approach using two stand-
ard and simple industry steps to make 3D graphene-based porous materials at bulk 
scale, with ultrahigh specific surface area (3523 m2 g−1) and excellent bulk con-
ductivity [87]. The good properties of these materials are demonstrated by their 

Fig. 11  Schematic illustration showing the experimental steps of preparing porous graphene/AC 
nanosheet composite. Reproduced from Ref. [89] with permission from Elsevier
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superior supercapacitor performance in ionic liquid with specific capacitance and 
energy density of 231 F g−1 and 98 Wh kg−1, respectively.

A self-assembled macrostructured graphene architecture was prepared by a 
convenient one-step hydrothermal method [74]. The self-assembled graphene 
hydrogel is electrically conductive, mechanically strong, and thermally stable 
and exhibits a high specific capacitance. The self-assembled graphene hydro-
gel as a 3D supercapacitor electrode material exhibits high specific capacitance 
(175 F g−1) in an aqueous electrolyte.

Freestanding, lightweight, ultrathin, highly conductive, and flexible 3D gra-
phene networks, loaded with MnO2 by electrodeposition, were prepared as the 
electrodes of a flexible supercapacitor [25]. The 3D graphene networks showed an 
ideal supporter for active materials and permitted a large MnO2 mass loading of 

Fig. 12  a SEM image of char-like intermediate product, b SEM image of graphene/AC 
nanosheet composite, c, d TEM images of graphene/AC nanosheet composite. Reproduced from 
Ref. [89] with permission from Elsevier
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9.8 mg cm−2, leading to a high area capacitance of 1.42 F cm−2 at a scan rate of 
2 mV s−1. The MnO2 content with respect to the entire electrode was further opti-
mized and a maximum specific capacitance of 130 F g−1 was achieved. The excel-
lent electrochemical performance of a symmetrical supercapacitor consisting of a 
sandwich structure of two pieces of 3D graphene/MnO2 composite network sepa-
rated by a membrane and encapsulated in polyethylene terephthalate membranes 
was explored.

A hybrid structure of ZnO on 3D graphene foam has been synthesized by CVD 
growth of graphene followed by a facial in situ precipitation of ZnO nanorods 
under hydrothermal conditions [16]. The results show that the ZnO nanorods have 
high crystallinity and cluster uniformly on graphene skeleton to form flower-like 
nanostructures. It is found that the graphene/ZnO hybrids display superior capaci-
tive performance with high specific capacitance of ~400 F g−1 as well as excellent 
cycle life, making them suitable for high-performance energy storage applications.

3D graphene architectures in the macroworld can in principle maintain all the 
extraordinary nanoscale properties of individual graphene flakes. However, cur-
rent 3D graphene products suffer from poor electrical conductivity, low surface 
area, and insufficient mechanical strength/elasticity; the interconnected self-sup-
ported reproducible 3D graphenes remain unavailable. A sugar-blowing approach 
based on a polymeric predecessor to synthesize a 3D graphene bubble network 
was reported [69]. The bubble network consists of mono- or few-layered gra-
phitic membranes that are tightly glued, rigidly fixed, and spatially scaffolded by 
micrometer-scale graphitic struts. Such a topological configuration provides inti-
mate structural interconnectivities, freeway for electron/phonon transports, huge 
accessible surface area, as well as robust mechanical properties. The graphene net-
work thus overcomes the drawbacks of presently available 3D graphene products 
and opens up a wide horizon for diverse practical uses, for example, high-power 
high-energy electrochemical capacitors, as highlighted in this work.

Fan et al. demonstrated the fabrication of functionalized graphene nanosheets 
via low temperature thermal treatment of graphite oxide with a slow heating rate 
using Mg(OH)2 nanosheets as template [78]. Because of its dented sheet with high 
surface area, a certain amount of oxygen-containing groups, and low pore volume, 
the as-obtained graphene delivers both ultrahigh specific gravimetric and volumet-
ric capacitances of 456 F g−1 and 470 F cm−3, almost 3.7 times and 3.3 times 
higher than hydrazine-reduced graphene, respectively. The assembled superca-
pacitor exhibits an ultrahigh volumetric energy density of 27.2 Wh L−1, which is 
among the highest values for carbon materials in aqueous electrolytes, as well as 
excellent cycling stability with 134 % of its initial capacitance after 10,000 cycles.

Mitlin et al. employed a microwave synthesis process of cobalt phthalocyanine 
molecules templated by acid-functionalized multiwalled carbon nanotubes to cre-
ate 3D sponge-like graphene nanoarchitectures suited for ionic liquid-based elec-
trochemical capacitor electrodes that operate at very high scan rates [75]. The 3D 
nanoarchitectures are able to deliver an energy density of 7.1 Wh kg−1 even at 
an extra high power density of 48 kW kg−1. In addition, the ionic liquid superca-
pacitor based on this material works very well at room temperature due to its fully 
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opened structures, which is ideal for the high-power energy application  requiring 
more tolerance to temperature variation. Moreover, the structures are stable in 
both ionic liquids and 1 M H2SO4, retaining 90 and 98 % capacitance after 10,000 
cycles, respectively.

Porous yet densely packed carbon electrodes with high ion-accessible surface 
area and low ion-transport resistance are formed by capillary compression of adap-
tive graphene gel films in the presence of a nonvolatile liquid electrolyte [81]. This 
simple soft approach enables subnanometer-scale integration of graphene sheets 
with electrolytes to form highly compact carbon electrodes with a continuous ion-
transport network. Electrochemical capacitors based on the resulting films can 
obtain volumetric energy densities approaching 60 Wh L−1.

4.3  Flexible Supercapacitors Using 3D Graphene-Based 
Porous Materials

There has been much research interest in the development of flexible supercapac-
itors over the past few years due to their high mechanical compliance. Li et al. 
reported that the combination of graphene chemistry with ice physics can lead 
to the formation of ultralight and superelastic graphene-based cellular monoliths 
[55]. Chi et al. reported the preparation of freestanding paper-like electrode mate-
rials have trigged significant research interest for their practical application in 
flexible and lightweight energy storage devices [12]. The utilization of 3D porous 
graphene scaffold to load nanostructured polyaniline dramatically enhances the 
electrical conductivity, the specific capacitance, and the cycle stability of the gra-
phene–polyaniline nanocomposite. Shao et al. demonstrated a simple method for 
preparing high-performance flexible asymmetric supercapacitors based on 3D 
porous graphene/MnO2 nanorod and graphene/Ag hybrid thin-film electrodes 
[59]. These graphene hybrid films, which accelerate ion and electron transport by 
providing lower ion-transport resistances and shorter diffusion-distances, exhibit 
high specific capacitances and power performances, and excellent mechanical 
flexibility. These results suggest that such asymmetric graphene/MnO2 nanorod 
and graphene/Ag hybrid thin-film architectures are promising for next-generation 
high-performance flexible supercapacitors.

5  Future Perspectives

To overcome the limitations of conventional materials, numerous novel nanocom-
posite materials have been prepared by combining different types of nanomateri-
als with porous graphene for various electrochemical energy storage devices. The 
major challenges for the preparation of porous graphene-based nanocomposite 
materials include the preparation of nanostructures with precisely controlled of 
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complex and hierarchical pore morphology as well as the designed fabrication of 
nanocomposite materials with novel compositions.

Porous graphene, as a new platform for nanocomposite materials, provides 
new possibilities to the nanodevices. Although there has been rapid growth in the 
development of porous graphene-based nanocomposite materials as promising 
candidate electrode materials for electrochemical energy storage application in 
the past few years, as evidenced by the sharp increase in research work published 
in this area, there remain several challenges needed to be overcome. In order for 
them to be used in real energy storage devices in the future, several issues includ-
ing the production cost, scalable synthesis, and long-term mechanical stability of 
the nanocomposite materials need to be addressed. To study the performance of 
a porous material for electrochemical energy storage, more reliable parameter, 
such as the volumetric energy and power density against the whole electrochemi-
cal energy devices, should be measured. Nevertheless, we envisioned that numer-
ous well-designed porous graphene-based novel nanocomposite materials with 
improved energy storage performances will be developed by using new prepara-
tion methods and novel compositions. These nanocomposite materials will pro-
vide many new chances for efficient electrochemical energy storage devices in the 
future.
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1  Introduction

The rapid development of better energy-related devices has generated some of the 
most important challenges in the twenty-first century. Extensive studies around the 
world have been focused on energy products such as portable electronics, elec-
tric vehicles, spacecraft, and renewable energy. Low cost, high efficiency, sustain-
able-energy devices are in high demand. As new alternative energy devices have 
become more competitive with fossil fuels, renewable energy nanomaterials for 
energy harvesting and energy storage are in high demand.

Two-dimensional (2D) nanomaterials composed of graphene and nanostruc-
tured transition-metal dichalcogenides (TMDs) have attracted a great deal of inter-
est due to their unique properties. These make them good candidates for potential 
applications in electronic devices such as supercapacitors, light-emitting diodes, 
solar cells, fuel cells, piezoelectric nano-generators, and lithium-ion batteries.

When it comes to energy-related applications, graphene and 2D-TMD single-
layers have many advantages: (1) atomic thickness for quantum confinement of 
charge carriers, (2) electrical properties that vary from those of metal to semi-
conductor to insulator, (3) good cycle stability and flexibility, (4) high catalytic 
activity, and (5) short path-lengths for electron transport. Moreover, 3D structures 
incorporating graphene and 2D-TMDs are more attractive electrode materials in 
applications related to renewable energy. In particular, their properties related 
to the versatile electrical conductivity and their huge surface area are useful in 
enhancing the performance of energy devices.

Since its discovery in 2004 [1] graphene has demonstrated its role in enabling 
rapid advances in energy technologies for high-performance energy devices. 
Moreover, 2D-graphene has proven a good material for nanoscale devices used 
in energy harvesting, energy conversion, and storage applications. Recently, lay-
ered TMD materials (e.g., MoS2, WS2, MoSe2, and WSe2) are attracting signifi-
cant attention in many energy-related applications. Their crystal structure varies 
from hexagonal (MoS2, WS2) to ortho-rhombic (MoTe2, WTe2). Nanosheets of 
2D-TMDs possess remarkably different electronic properties than those of bulk 
TMDs, which can exhibit either semiconductor or metallic behavior depending 
on their elemental composition and method of synthesis. The optical properties of 
2D-TMD nanosheets make them potentially useful for energy harvesting and con-
version materials in solar cells, photoelectrochemical cells, and photo-fuel cells. 
Their graphene-like layer can also be used for energy storage devices such as Li-
ion batteries and supercapacitors.

Here, we focus on the recent advances on graphene (including graphene oxide, 
GO) and 2D-TMD nanosheets for use in energy devices: specifically, electrodes 
in solar cells, electrocatalysts and photocatalysts for fuel cell, electrodes in Li-ion 
batteries, and electrodes for supercapacitors.
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2  Electronic Structure and Synthesis of 2D Materials

2.1  Electronic Structure

Graphene This substance can be made to assume the form of single-atom-thick, 
2D single-layer of sp2 hybridized carbon atoms in a honeycomb crystal lat-
tice. In this form, it has unique structure and properties. These include rich elec-
tronic states (excellent conductivity of 106 S cm−1 and thermal conductivity of 
5000 W m−1 K−1), good mechanical properties (Young’s modulus of 1.0 TPa), 
large surface area (2630 m2 g−1), optical absorbance of ~2.3 % for visible light, 
high transparency, high flexibility, and easy modification using organic and inor-
ganic molecules. Detailed descriptions of the overall properties of graphene have 
been published elsewhere [2–7].

Because it possesses these superior properties, graphene is still being studied 
intensely as an attractive candidate for many energy-related applications [8–21].

2D-TMDs Atomically thin 2D-TMDs (6.5 Å thick) have received much atten-
tion in recent years, because they are naturally abundant, have unique proper-
ties and form semiconductors with various bandgaps [6, 22]. Layered TMDs are 
materials with the formula MX2, where M is a transition metal from Group-4 to 
Group-7 and X is a chalcogen of S, Se, or Te. Their structures are formed of cova-
lently bonded X-M-X single-layers that interact by van der Waals forces (Fig. 1a). 
Each single layer consists of two X atom layers and a layer of metal atom sand-
wiched between two layers of chalcogens. Transition metal atoms provide four 
electrons to fill the bonding states of MX2, oxidation states of +4 for metal atoms, 
and oxidation states of −2 for chalcogen atoms. The d-electron count of the tran-
sition metal relates to the MX2 phase. The metal atoms of MX2 can have either 

Fig. 1  a Layered MX2 structure. b Atomic structure for MX2 in the H and T structure. (Repro-
duced with permission from Ataca et al. 2012 [24]. Copyright © 2012 American Chemical Society)

Graphene and Two-Dimensional Transition Metal …
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trigonal prismatic or octahedral coordination. Bulk MX2 exhibits three different 
stacking-types: 1T (trigonal), 2H (hexagonal), and 3R (rhombohedral) [6, 23]. 
Group-6 bulk MX2 is mostly of 2H structure, which is more stable than the 1T 
phase. Single-layer MX2 is of only two types: 1H and 1T (Fig. 1b) [24]. Each M 
atom has six X atoms, and each X atom has three M atoms forming hybridiza-
tion of the M d-orbital and X p-orbital. The change in symmetry induces changes 
in the electronic properties from semiconducting to metallic [25, 26]. Thus, MX2 
nanosheets have electronic properties from semiconducting to metallic, depending 
on their geometry, composition, thickness, and electron density. The phase transi-
tion from 2H to 1T can be induced by specific procedures.

The bandgap of MX2 varies with a number of layers. Calculations using density 
functional theory (DFT) have shown that the MoX2 and WX2 materials can change 
from indirect-to-direct bandgaps, depending on the number of layers (Fig. 2) [6, 
27–30]. Single-layer MX2 is a direct bandgap semiconductor with bandgap energy 
of 1.2−2.1 eV, whereas bulk MX2 is an indirect bandgap semiconductor with 
bandgap energy of 1.0−1.4 eV. The electronic properties of MX2 are summarized 
in Table 1.

Contrary to zero-bandgap graphene, single-layer 2D MX2 sheets are semicon-
ductors with a small direct-bandgap, which is a useful material for a wide range 
of applications (e.g., field effect transistors, energy harvesting/conversion devices, 
optoelectronics, and sensors). Transistors of single-layer MoS2 using HfO2, exhib-
ited a mobility of 200 cm2 V−1 s−1 [32]. Other properties shown are Young’s 

Fig. 2  Electronic band structures of bulk and single-layer MX2. The black arrows are their band 
gaps. (Reproduced with permission from: (MoS2, WS2) Kuc et al. 2011 [28]. Copyright © 2011 
American Physical Society. (WSe2) Huang et al. 2014 [30]. Copyright © 2014 Royal Society of 
Chemistry)
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modulus of 270 ± 100 GPa for MoS2 single-layer [33] and in-plane resistivity 
of 3–40 kΩ/sq [34] and 14–28 kΩ/sq [35] for micromechanical exfoliated MoS2 
and CVD-grown MoS2, respectively. The direct-bandgap transition in single-layer 
MX2 provide enhanced photoluminescence (PL) by quantum confinement effects. 
Moreover, MoS2 single-layer exhibits optical-valley polarization [36, 37] and 
lesser stiffness than graphene [38]. The electronic band structure of 2D-MX2 not 
only depends on the number of layers but also on the strain [27].

In summary, both graphene and 2D-MX2 nanosheets have a great number of 
superior properties that make them attractive candidates for use in energy harvest-
ing, energy conversion, and storage applications.

2.2  Synthesis Methods

Graphene and 2D-MX2 can be obtained from a variety of methods including 
micromechanical exfoliation (also called scotch-tape method), chemical vapor 
deposition (CVD), and liquid-based exfoliation. Each preparation method results 
in products with particular structures and properties. Graphene and 2D-MX2 pro-
cessed using liquid-based-exfoliation and CVD methods have often been used in 
energy harvesting, conversion, and storage applications due to their large surface 
area and ease of mass production. [7, 39–48].

2.2.1  Micromechanical Exfoliation

Graphene become an important material after discovery through micromechani-
cal exfoliation method by Novoselov et al. (2004) [1]. Micromechanical exfolia-
tion is the best known method for obtaining high quality graphene. This method 
produces graphene from bulk crystals of layered graphite by repeated exfoliation 
using scotch tape [1, 49] (Fig. 3). Like graphene, a 2D-MX2 single-layer can be 
exfoliated from bulk MX2 crystal using scotch tape [50]. Other layered materi-
als can also be exfoliated into single-layer flakes by micromechanical exfoliation 
[51, 52]. This method does not control flake thickness and size; however, and is 

Table 1  Electronic 
properties of MX2  
materials [6, 28, 30, 31]

Metal X, chalcogen

S Se Te

Mo Semiconductor Semiconductor Semiconductor

Bulk: 1.2 eV Bulk: 1.1 eV Bulk: 1.0 eV

1 L: 1.8–1.9 eV 1 L: 1.5–1.6 eV 1 L: 1.2 eV

W Semiconductor Semiconductor Semiconductor

Bulk: 1.4 eV Bulk: 1.2 eV Bulk:

1 L: 1.9–2.1 eV 1 L: 1.6–1.7 eV 1 L: 1.2 eV
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not appropriate for mass production, or for production of large 2D-MX2 single-
layers. For energy harvesting/conversion and storage devices, 2D nanosheet-based 
devices require nanosheets of large surface area for solar cells, and large amounts 
of nanosheets for energy storage applications. Thus, this mechanical exfoliation 
method is used primarily for fundamental studies of new physics and new devices 
[32, 33, 40, 53–61].

2.2.2  Chemical Vapor Deposition

Among methods for graphene synthesis, CVD is widely used to produce uniform 
single-layer of large area [44, 62]. This is also the most appropriate method to syn-
thesize 2D-MX2 single-layer with a vertically hybrid structure. This method also 
makes it possible to introduce dopants to 2D-MX2 to control bandgap [63].

A typical, low-pressure CVD system consists of a furnace with a quartz tube, 
for heat-vaporization of chalcogenides, and an outflux cold trap. The CVD syn-
thesis of MoS2 has involved precursors of various phases, such as MoO3 and S 
powder vaporized and co-deposited onto substrate [64–66], sulfurization of pre-
deposited Mo precursors (e.g., MoO2 film [67, 68], MoO3 film [68], Mo [35], 
aromatic molecules [69]), and decomposition of ammonium thiomolybdate 
((NH4)2MoS4) film under S gas [70].

Regarding the first case, CVD methods have been reported for creating MoS2 
single-layer on SiO2/Si substrates by Lee et al. [64]. They reported that large-area 
MoS2 sheets with 1–3 layers were directly synthesized on SiO2/Si substrate by 
heating MoO3 and S powder (Fig. 4). The synthesized MoS2 showed high crystal-
linity in a six-fold hexagonal lattice and n-type semiconductor properties. Zhan 
et al. demonstrated that large-area MoS2 could be synthesized by sulfurization 
of pre-deposited Mo film by e-beam evaporation [35]. The resulting film showed 
polycrystalline MoS2 due to suppressed Mo migration because the melting point 
of Mo (2610 °C) was higher than the growth temperature (~750 °C). Another 
 similar method was reported by Wang et al. [67]. They demonstrated forma-
tion of a MoS2 bilayer 1.5 nm thick using layer-by-layer sulfurization of MoO2 

Fig. 3  Micromechanical exfoliation. AFM images of mechanically exfoliated single-layer gra-
phene and MoS2. (Reproduced with permission from: (graphene) Novoselov et al. 2005 [49]. 
Copyright © 2005 American Chemical Society). (MoS2) (Reproduced with permission from Li 
et al. 2012 [50]. Copyright © 2012 John Wiley and Sons)



259Graphene and Two-Dimensional Transition Metal …

microplates at 850–950 °C. Using the weak adhesion between a MoS2 layer and 
MoO2 precursor film, MoS2 flakes with domain size of 10 μm were obtained by 
separation from the MoS2/MoO2 film. MoS2 synthesis using substrate dip-coated 
in (NH4)2MoS4 solution and exposed to S gas was reported by Liu et al. [70]. 
These workers produced large-area MoS2 film with uniform thickness in 2–3 lay-
ers. Sulfurization using pre-deposited metal precursor films is an effective method 
for preparation of large-area MX2 single-layer.

Recently, Najmaei et al. reported forming triangular MoS2 single-layer with 
large grain size and an edge-length of 10 μm using MoO3 film on Si substrate 
[68] (Fig. 5a). Lee et al. demonstrated triangular MoS2 sheets on various sub-
strates using atmospheric pressure CVD (APCVD) with aromatic-molecule seeds 
(perylene-3,4,9,10-tetracarboxylic acid tetrapotassium salt, PTAS) [69] (Fig. 4b). 
In addition, there have been reports of demonstrations in which insulating sin-
gle-crystals, such as sapphire, quartz, and mica, were used to form high quality 
2D-MX2 [71–76].

Formation of large-area MoS2 single-layer was reported by van der Zande et al. 
[66]. They used solid MoO3 and S precursors to produce large MoS2 single-layer 
by APCVD growth. The resulting sheets of triangular MoS2 had very long edge-
length (~120 µm). Another large MoS2 layer was grown on mica substrate, result-
ing in a continuous MoS2 film of high uniformity, by coalescence of aligned MoS2 
domains [75].

Besides MoS2, recently, our group reported CVD growth of large-area MoSe2 
single-layer with high quality and uniformity, on SiO2/Si and sapphire substrate 
[73] (Fig. 6). A MoSe2-graphene hetero-structure created by the CVD method 
was also demonstrated. It exhibited PL quenching by fast transfer of photogen-
erated charge carriers in the stacked heterostructure. Cong et al. reported triangular 
WS2 single-layer with long edge-length (178 μm) formed in a modified quartz-
tube furnace [77]. In this case, WO3 and S powder were loaded into a small, inner 
quartz tube sealed on one side. By direct sulfurization of the WO3, formation of 

Fig. 4  Schematic illustration for CVD (left) and the optical image of MoS2 on SiO2/Si (center). 
The thickness of single-layer MoS2 is 0.72 nm, which is measured by AFM (right). (Reproduced 
with permission from Lee et al. 2012 [64]. Copyright © 2012 John Wiley and Sons)
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Fig. 5  a Schematic illustration for CVD (upper), SEM image (bottom left) and False-color 
dark-field TEM image of MoS2 (bottom right) (Reproduced with permission from Najmaei et al. 
2013 [68]. Copyright © 2013 Nature Publishing Group). b Chemical structure of PTAS (bottom 
right), schematic illustration of MoS2 growth (bottom left) and SEM images of single-layer MoS2 
(upper left). Optical images of MoS2 film on quartz (upper right) and sapphire (bottom right). 
(Reproduced with permission from Lee et al. 2013 [69]. Copyright © 2013 American Chemical 
Society)

Fig. 6  Schematic illustration of CVD system (upper). The structure of MoSe2 on SiO2/Si (or 
sapphire) and graphene/SiO2/Si substrate, respectively (bottom left). Optical image of MoSe2 sin-
gle-layer and PL intensity map for the yellow box shown in the left optical image (bottom right). 
(Reproduced with permission from Shim et al. 2014 [73]. Copyright © 2014 American Chemical 
Society)
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large-area, WS2 single-layer of high quality was demonstrated. First, triangular 
WS2 sheets formed and then a few layer sheets grew at the apexes of the triangular 
sheets. Formation of large-area WSe2 monolayer was also demonstrated using gas-
phase reaction of WO3 and Se powder in hydrogen [72].

The CVD method can produce MX2 single-layer with large domain and high 
quality. In particular, well-aligned MX2 domains may produce wafer-scale, single 
crystals by domain coalescence during CVD growth.

2.2.3  Liquid-Based Exfoliation

Graphene and 2D-MX2 can also be obtained by the liquid-based exfoliation 
method. This method is the most economic for mass production. Therefore, it has 
been considered a useful approach for obtaining large quantities of 2D nanosheets 
from bulk powder. Liquid-based exfoliation is a suitable method for applications 
that require large amounts, such as electrochemical energy storage, flexible energy 
devices, composite materials, inkjet printing, thin films, and spray coating.

Graphene Nanosheets

Liquid-based exfoliation involves sonication of graphite, intercalated graphite, or 
graphite oxide powder in suitable solvents [43, 78–80].

Graphite oxide Liquid-based exfoliation of graphite oxide is widely used for 
graphene production [41, 43, 81–89]. This method involves a two-step process: 
intercalation with strong oxidizing agents and expansion of graphite layers by 
sonication. These chemical processes introduce functional groups (i.e., epoxide, –
OH, –COOH, and –COH groups) in the basal plane and at the edges [80] (Fig. 7). 
Thus, GO by oxidative exfoliation has a defective structure and insulating proper-
ties. The reduction of GO by thermal [89, 90], electrochemical [86, 88, 91], or 
chemical treatment [87, 90] can transform the insulating GO to conductive gra-
phene, which is then referred to as reduced GO (rGO).

Direct exfoliation of graphite Direct liquid exfoliation of natural graphite can 
produce single- or few-layer graphene by ultrasonication in organic solvents (e.g., 
N-methyl-2-pyrrolidone (NMP), N,N-dimethylformamide (DMF), and benzyl 
benzoate) with suitable surface energy (40–50 mJ m−2) [92]. This method gives 
the highest yield in NMP and high quality graphene with low defects. Although 
this type of exfoliation can be used directly to obtain conductive graphene sheets 
with low defects, this method has some disadvantages (e.g., very low yield, toxic 
solvents, and reaggregation).

Intercalated graphite Intercalated graphite formed by insertion of intercalant 
species between graphite layers can be used to expand the graphite-interlayer dis-
tance by rapid increase in the vapor pressure of inserted materials, during micro-
wave or thermal treatment. This form of exfoliation provides a high-yield method 
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of producing graphene with high quality and large lateral size. However, many 
methods for creating intercalated-graphite involve oxidation in ambient air and 
dangerous chemical reactions.

2D-TMD Nanosheets

With a layered structure similar to graphene, MX2 can also be made to produce 
single-layer or few-layer MX2 by liquid-based exfoliation. There are two pertinent 
types of liquid-based exfoliation: direct exfoliation by sonication in appropriate 
solvents and chemical exfoliation of Li-intercalated MX2 in water.

Liquid-based direct exfoliation Direct exfoliation involves ultrasonication of 
bulk MX2 powder in organic solvents and in aqueous surfactant solutions [93–97]. 
The efficiency of direct exfoliation depends on solvent, surfactant, and sonica-
tion time. Direct liquid exfoliation using organic solvents can produce single- or 
few-layer 2D-MX2 through ultrasonication. Nanosheets of 2D-MX2 also showed 
the highest yield in NMP as graphene. Coleman et al. demonstrated this form of 
direct exfoliation and reported surface energy of 65−75 mJ m−2 for MoS2, WS2, 
and MoSe2 [94, 96]. NMP has surface energy similar to MX2. In the case of 
direct exfoliation using surfactants, the surfactants prevent the restacking of MX2 
nanosheets. However, these direct exfoliations exhibited very low yield (2−10 %), 
which also required lengthy sonication time to improve dispersion. Our group, 
has recently reported direct exfoliation of MoS2 with alkali-metal-hydroxide 

Fig. 7  a Scheme for GO synthesis and the structure of GO and rGO (gray ball: carbon, red ball: 
oxygen). b Optical image of GO and rGO solution, and c AFM image of GO sheets on SiO2/Si 
with 1 nm height. d Optical image of GO paper (left) and SEM image (right) of cross-section 
of the GO paper. (Reproduced with permission from Dikin et al. 2007 [85]. Copyright © 2007 
Nature Publishing Group)
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assistance to improve the direct-exfoliation efficiency [93] (Fig. 8). Our method 
exhibited high yield (65 %) and good dispersibility.

Liquid-based chemical exfoliation Liquid-based chemical exfoliation of Li-
intercalated MX2 in water gives a high yield of single-layer MX2 (nearly 100 %). 
Bulk MX2 is intercalated with Li using n-butyllithium (n-BuLi) [26] (Fig. 9a) or 
electrochemical lithiation [98, 99] (Fig. 9b), forming LixMX2. Electrochemical 
lithiation can be controlled by adjusting the amount of Li ions inserted [99]. The 
LixMX2 materials can easily be exfoliated using brief ultrasonication in water. The 
resulting 2D-MX2 flakes showed single-layer thickness of 1–1.2 nm and metal-
lic 1T phase. The initial 2H phase was induced to form the metallic 1T phase by 

Fig. 8  Optical image of MoS2 dispersion with alkali-metal assistant in DMF (left). TEM image 
and AFM image of the exfoliated MoS2 single-layer. (Reproduced with permission from Bang 
et al. 2014 [93]. Copyright © 2014 American Chemical Society)

Fig. 9  a Schematic illustration for Li intercalation into MX2 layers (upper) and optical image 
of the exfoliated MoS2 dispersion in water. TEM image of MoS2 single-layer and AFM image 
the exfoliated MoS2 sheets (bottom). (Reproduced with permission from Eda et al. 2011 [26]. 
 Copyright © 2011 American Chemical Society). b Schematic illustration for  electrochemical 
lithiation (2) and exfoliation (3) of the Li-intercalated MX2 (upper). TEM image of MoS2 
nanosheet. Inset: optical image of the exfoliated MoS2 dispersion (bottom). (Reproduced with 
permission from Zeng et al. 2011 [98]. Copyright © 2011 John Wiley and Sons)
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charge transfer from Li to MX2. The induced 1T-phase can recover to the ini-
tial 2H phase upon annealing at temperatures of 200–300 °C [26]. This method 
is one of the most effective methods for mass production of metallic 2D-MX2 
single-layer.

3  Energy Harvesting and Energy Conversion Applications

3.1  Solar Cells

Solar energy is abundant and sustainable and has attracted interest for many years. 
Solar cells (dye-sensitized, polymer, organic, hetero-junction, and quantum-dot 
sensitized) are promising devices for conversion of solar energy into electricity. 
Graphene has been extensively investigated in relation to solar cell applications 
because of its high optical transparency, good mechanical flexibility, high thermal 
stability, and high electrical conductivity. For these reasons, it is now a candidate 
to replace indium tin oxide (ITO) in photovoltaics and opto-electronics. Graphene-
analogs, such as 2D-MX2 materials, have also potential as photovoltaic and opto-
electronic materials. There have been reports of their use for transparent anodes 
or cathodes, catalytic counter electrodes, and the active layer for energy harvest-
ing and conversion. In particular, heterostructures, such as those formed by com-
bining 2D-MX2 and graphene, have recently attracted attention as a new structure 
for light-harvesting applications. Heterostructures can induce significant photon 
absorption and photocurrent.

3.1.1  Graphene Nanosheets for Solar Cells

Graphene and graphene-based materials are attractive for solar energy harvesting 
and conversion. They have been investigated extensively for solar cell applica-
tions. As mentioned in Sect. 2.2, graphene has unique properties such as high car-
rier mobility, high optical transparency, very large surface area, high chemical and 
thermal stability, and high mechanical flexibility. It can be used in diverse ways as 
transparent anodes and cathodes, electron and hole-transport materials, catalytic 
counter electrodes, and active layers in solar cells.

Graphene as photo-anode In dye-sensitized solar cells (DSSCs), graphene can 
be used as photo-anode. Transparent indium tin oxide (ITO) and fluorine-doped 
tin oxide (FTO) are conventional electrodes used in DSSCs. However, indium is 
a rare-earth metal, mechanically brittle, and unstable under high temperature pro-
cessing. Graphene, because of its high electrical conduction and optical transpar-
ency, may replace ITO in solar cells. Coleman et al. analyzed the transmittance 
and sheet resistance of graphene-based transparent electrodes from published 
data [100] (Fig. 10a). They mentioned that the conductivity of graphene could be 
increased by increasing the concentration of carriers. Bae et al. reported creation 
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of large-area CVD-graphene film (4-layered) with HNO3 doping by the roll-to-
roll method [101]. This acid-doped graphene film exhibited low sheet resistance 
(30 Ω/sq) with 90 % transmittance, which is superior to ITO electrodes. In addi-
tion to these, hybrid films of CVD-graphene and metal grid showed the best per-
formance (3 Ω/sq with 80 % transmittance), in the form of bendable, transparent 
electrodes [102] (Fig. 10b).

Wang et al. reported rGO film used as a transparent conducting electrode in 
DSSCs [103]. The rGO film exhibited conductivity of 550 S cm−1 with 70 % 
transmittance (1000–3000 nm). However, DSSCs using rGO film (device struc-
ture: rGO/TiO2/dye/spiro-OMeTAD/Au) showed very low power-conversion effi-
ciency (PCE) of 0.26 %. Li et al. reported the use of GO film as the hole-transport 
layer in organic solar cells (OSCs) [104]. The OSC using GO film (device struc-
ture: ITO/GO(2 nm)/P3HT:PCBM/Al) had PCE of 3.5 ± 0.3 %. DeArco et al. 
reported flexible CVD-graphene films on polyethylene terephthalate (PET) film 
[105]. The CVD-graphene on transparent PET film showed sheet resistance of 
230 Ω/sq with 72 % transparency. Organic solar cells using this CVD-graphene 
as flexible transparent anode exhibited 1.27 % PCE and good performance under 
bending of up to 138° (Fig. 11). For use in high performance organic solar cells, 
Hsu et al. reported a CVD graphene-tetracyanoquinodimethane (TCNQ) multi-
layer anode with the resistance of 182 Ω/sq and 88 % transmittance [106]. The 
OSC using graphene-TCNQ (device structure: Graphene-TCNQ/PEDOT:PSS/
P3HT:PCBM/Ca/Al) showed 2.58 % PCE.

CVD-graphene and rGO can be used as diverse roles in solar cells. CVD-
graphene is more attractive as transparent conducting electrode due to their high 
electrical conductivity and relative inertness compared to rGO.

Fig. 10  a Plot for transmittance and sheet resistant from data in the published papers. (Repro-
duced with permission from De and Coleman 2010 [100]. Copyright © 2010 American Chemical 
Society). b Schematic illustration of hybrid film of CVD-graphene and metal grid as transparent 
electrode (upper). Optical image of the bendable transparent electrode (bottom left) and SEM 
image (bottom right) of CVD graphene-metal grid on PET. (Reproduced with permission from 
Zhu et al. 2011 [102]. Copyright © 2011 American Chemical Society)
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Graphene as catalytic counter electrodes Graphene is also a promising mate-
rial for use as catalytic counter electrodes (CE) in DSSCs due to its low cost, 
high surface area, high conductivity, and electrocatalytic properties. Many works 
have reported using graphene and graphene composites as catalytic CEs in Pt-free 
DSSCs. Recently, Gong et al. demonstrated that rGO embedded in a polypyrrol 
(ppy) matrix, is a good candidate conductive and catalytic CE in DSSCs [107]. 
Certain DSSCs (device structure FTO/TiO2/dye/I3, I− mediated electrolyte/rGO-
ppy) exhibited a high PCE of 8.14 %, which is comparable to a Pt counter elec-
trode (8.34 % PCE). This rGO-ppy electrode can be considered a promising CE 
for Pt-free DSSCs.

Graphene Quantum Dots (GQDs) GQDs are graphene nanoparticles with lat-
eral size less than 100 nm. They have excellent properties that include high opti-
cal absorptivity [108–110]. Yan et al. first reported GQD-sensitized DSSC [111]. 
Zhang et al. demonstrated that graphene synthesized by a hydrothermal method 
could act as a photosensitizer [112]. Recently, Williams et al. suggested that pho-
toexcited GQDs inject electrons into TiO2 within 15 fs [113].

Metallic graphene with a semiconductor can form Schottky-junction layer in 
DSSCs. Miao et al. reported an enhanced Schottky-junction solar cell formed 
using chemical-doped graphene/n-Si [114]. The graphene had been doped with 
bis(trifluoromethanesulfonyl)-amide (TFSA). The TFSA-doped graphene showed 
low sheet resistance and increased work function. This solar cell exhibited a high 
PCE (8.6 %). Song et al. reported the rGO-TiO2 Schottky-junction in a DSSC 
(device structure: FTO/graphene-TiO2/dye/I3, I− mediated electrolyte/Pt). DSSC 
using rGO-TiO2 showed an improved PCE (6.06 %) compared to pure TiO2 with-
out rGO [115]. Liu et al. reported GO (work function of 4.6–4.8 eV) used for hole 

Fig. 11  Schematic illustration of the organic solar cell with CVD graphene as anodic electrode 
(upper). Current-voltage characteristic curves for the photovoltaic device under A.M. 1.5 illu-
mination at 100 mW cm−2 for different bending angles (bottom). (Reproduced with permission 
from De Arco et al. 2010 [105]. Copyright © 2010 American Chemical Society)
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transport and Cs-doped GO (work function of 3.9–4.1 eV) for electron transport in 
polymer solar cells [116].

Thus, graphene and graphene derivatives could be widely used to improve the 
performance of solar cells. These materials have high electrical conductivity and 
optical transparency, and are promising candidates to replace ITO in solar cells.

3.1.2  Nanosheets of 2D-TMDs for Solar Cells

Nanosheets of 2D-MX2 have recently been receiving a lot of interest due to their 
role as semiconductors with a small direct bandgap (1–2 eV) and n or p-type car-
riers depending on their layer thickness and elemental compositions [22]. They 
can absorb significant portions of the solar spectrum, and may be considered effi-
cient nanomaterials for use in solar energy conversion. These 2D-MX2 sheets have 
higher sunlight absorption (5–10 % in visible range at 6.5 Å thickness) than the 
commonly used absorbers, Si and GaAs [117]. Moreover, the 2D-MX2 single-
layer is flexible, transparent, and ultrathin. Thus, 2D-MX2 single-layer can be used 
as an efficient photovoltaic material.

2D-TMDs for cathode catalysts In DSSC, platinum (Pt) is widely used as a 
cathode material due to its excellent electrocatalytic properties. However, it has 
several disadvantages in DSSC applications (i.e., high price and limited reserves). 
To replace expensive Pt electrodes, 2D-MX2-based materials have been studied 
for use as cathode catalysts in DSSC. When DSSC was chemically synthesized 
using MoS2 and WS2 it exhibited power conversion efficiency (PCE) of 7.59 and 
7.73 %, respectively [118]. Recently, Patil et al. prepared MoS2 from MoCl5 and 
thioacetamide at low temperature (70 °C) and under wet conditions [119]. This 
DSSC exhibited 7.01 % PCE, which is comparable to DSSC with a Pt counter 
electrode (7.31 %). Chen et al. reported the few-layer MoSe2 fabricated by surface 
selenization of Mo-coated glass in a CVD system [120]. The few-layer MoSe2 
DSSC showed a higher PEC (9 %) than a counter electrode based on Pt nanoparti-
cles on FTO glass. MoS2 and graphene composite as a counter electrode in DSSC 
showed a PEC of about 6 % [121, 122]. The 2D-MX2-based CE exhibited good 
performance, and are very useful for replacement of Pt in DSSCs.

2D-TMDs for polymer solar cells 2D-MX2-based materials have been 
studied for applications in polymer solar cells. Yu et al. reported a MoS2-Au 
Schottky-junction solar cell with 1.8 % PCE [123]. In the same group, a MoS2-
TiO2 composite structure with a P3HT active layer (device structure: ITO/TiO2/
MoS2/P3HT/Au) exhibited 1.3 % PCE under 100 mW cm−2 illumination [124]. 
Recently, Yun et al. reported creation of a polymer solar cell using p- and n-doped 
MoS2 film for modulation of the work function of the interfacial layer. A P-doped 
MoS2 hole-transport layer showed enhanced performance (3.4 % PCE) in a pol-
ymer solar cell [125]. Gu et al. prepared a 2D-MoS2 single-layer (AFM image 
in Fig. 13) using liquid-based exfoliation from Li-intercalated MoS2 [126]. A 
device using liquid-exfoliated 2D-MoS2 nanosheets as a hole-extraction layer 
exhibited 4.03 % PCE for the P3HT:PC61BM active layer and 8.11 % PCE for 
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the PTB7:PC71BM active layer, respectively (Fig. 12). Niu et al. reported sin-
gle and few-layer 2D-TMDs nanosheets obtained by salt-assisted liquid exfolia-
tion [127]. Some OSCs using the 2D-MoS2 nanosheets as hole-transport layers 
and P3HT:PC61BM as the photoactive layer (device structure: ITO/2D-MoS2/
P3HT:PC61BM/Al) showed 1.81 % PCE under AM 1.5 illumination. Recent 
OSCs using MoO3/MoS2 exhibited a PCE of 6.9 % and high air-stability of 5.5 % 
PCE after 16 days [128]. These results also demonstrate that 2D-MoS2-based 
nanosheets are a promising hole-transport material for high performance solar 
cells. To improve light harvesting in OSCs, plasmonic OSCs using MoS2-Au NP 
composite (MoS2@Au) as the hole-transport layer exhibited enhanced short-cir-
cuit photocurrent density, and a PCE of 7.25 % [129].

Heterostructure of 2D-TMDs Van der Waals heterostructures of semiconduct-
ing MX2 have recently attracted attention as a new structure for light-harvesting 
applications [117, 130–135]. Britnell et al. prepared vertical heterostructures 
of MX2-graphene using 2D-MX2 as good photoactive materials and graphene 
as a good transparent electrode [135]. They demonstrated effective photovoltaic 
devices with photosensitivity above 0.1 A W−1 using vertical MX2-graphene het-
erostructures. From DFT calculation, Bernardi et al. predicted the performance 
of heterojunction solar cells with a Schottky barrier (MoS2-graphene) and bilayer 
excitonic MX2 (MoS2-WS2) [117]. They estimated 0.4–1.5 % PCE for a bilayer 
of MoS2-WS2 1.2 nm thick, and 0.1–1.0 % PCE for a bilayer of MoS2-graphene 
0.9 nm thick. Recently, Lopez-Sanchez et al. reported a diode based on a p–n 
heterojunction of single-layer MoS2 and p-type silicon [132]. This heterojunc-
tion diode of MoS2-Si operates as a photovoltaic device, which converts incident 
light into electrical power with an external quantum efficiency (EQE) of 4.4 %. 
Lee et al. fabricated at sandwiched p–n heterojunction of n-MoS2 and p-WSe2 
single-layer between graphene layers, and measured the external quantum effi-
ciency [134] (Fig. 13). The reported EQE of the p-WSe2/n-MoS2 heterojunctions 
of different thicknesses were 2.4, 12, and 34 % for single layer, bilayer, and mul-
tilayer, respectively. In addition, Hong et al. reported the experimental observa-
tion of ultrafast hole-transfer within 50 fs in the stacked heterostructure of MoS2 

Fig. 12  Schematic 
illustration of inverted-type 
OSC with MoS2 thin layer 
(upper) and AFM image of 
MoS2 nanosheets on APTES 
modified SiO2/Si (bottom). 
(Reproduced with permission 
from Gu et al. 2013 [126]. 
Copyright © 2013 John 
Wiley and Sons)
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and WS2 [133]. Heterostructures of semiconducting 2D-MX2 can enhance light–
matter interaction, which induces major photon absorption and production of 
photocurrent.

Semiconductors of 2D-MX2 are materials that separate electrons and holes for 
energy conversion. The physical properties of heterostructures using them can be 
controlled to induce fast charge-separation. Therefore, 2D MX2-based devices are 
promising for light-harvesting and conversion.

3.2  Fuel Cells

Fuel cells are clean, sustainable energy conversion devices that convert chemical 
energy of a fuel directly into electricity. These technologies are approaching com-
mercialization in small portable power sources [136]. The key parts of a fuel cell 
are electrodes for fuel oxidation (anode) and oxygen reduction (cathode) (Fig. 14). 
Expensive noble metals are well-known active catalysts for both anodes and 

Fig. 13  Schematic illustration of Graphene/n-MoS2/p-WSe2/Graphene. (Reproduced with per-
mission from Lee et al. 2014 [134]. Copyright © 2014 Nature Publishing Group)

Fig. 14  The structure of 
fuel cell
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cathodes in fuel cells. Among them, platinum-nanoparticles are regarded as the 
best catalyst, and they have the highest electrocatalytic activity for oxygen reduc-
tion at the cathode. However, Pt has several disadvantages in practical applications 
of fuel cells. These include its high price, limited (global) reserves, and deactiva-
tion by self-poisoning from CO adsorption. Therefore, it is essential to develop 
low-cost non-platinum catalysts. The activities of catalysts depend on their surface 
properties. Good catalysts for high performance and commercialization require 
low cost, high surface area, maximum contact area, good electronic conductivity, 
and high electrochemical stability in acidic and alkaline electrolytes. Graphene 
has received a great deal of attention as a good catalyst due to its high surface 
area, good chemical and environmental stability, and unique structures. Graphene-
analogous 2D-MX2 has also begun receiving considerable interest recently.

3.2.1  Graphene Nanosheets for Fuel Cells

Oxygen reduction reaction (ORR) at the cathode The oxygen reduction reac-
tion determines the overall performance of a fuel cell. Pt nanoparticles are the 
best catalysts and are still used in practical applications due to their high catalytic 
activity and good stability. Graphene-based Pt nanoparticles have been also stud-
ied for ORR [13, 137–142]. However, Pt has the disadvantage of reserves that are 
too limited, and prices that are too high for the commercialization of fuel cells. 
Therefore, development of Pt-free catalysts is important for commercialization of 
fuel cells. Many researchers have addressed the electrocatalytic activity of metal-
free graphene-based nanomaterials. These graphene-based nanomaterials exhib-
ited enhanced catalytic activity and durability when used for ORR in fuel cells. 
Graphene appears to be a promising candidate as catalyst support than commer-
cial Pt-C due to high surface area, high electrical conductivity, 2D nanosheets with 
atomic layer, basal-plane structure of sp2-hybridized carbon, and good stability 
[13, 140–149].

As metal-free alternatives, metal-free graphene-based nanomaterials are impor-
tant for commercialization of fuel cells. As a result, metal-free graphene-based 
nanomaterials have been extensively developed for ORR [13, 140–142, 150–161]. 
Heteroatom-doped graphene is one of the metal-free nanocatalysts. Heteroatom 
doping can induce charge redistribution in graphene and create active sites for 
oxygen adsorption. Heteroatom-doped graphene induces intramolecular charge 
transfer between graphene and dopants, and exhibits high catalytic activity and 
stability. Qu et al. reported creating N-doped graphene by growth of CVD gra-
phene with ammonia [140]. The resulting N-doped graphene has shown higher 
catalytic activity and stability than commercial Pt/C. Yang et al. reported an 
S-doped rGO with good catalytic activity [141]. Li et al. synthesized N-doped 
graphene quantum dots (N-GQDs) with oxygen rich functional groups [142]. 
Zhang et al. reported amine-functionalized rGO with good performance for ORR 
[13]. These heteroatom-doped graphenes provided advantages as ORR cata-
lysts. Although it is still not exactly clear about the active sites, theoretical and 
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experimental studies suggest that heteroatom-based graphene or its composites 
may provide metal-free catalysts with high activity and low cost.

Fuel oxidation at the anode Graphene-based noble metals have been attrac-
tive as anode material for use in direct methanol fuel cells (DMFCs). Methanol 
is a fuel appropriate for fuel cells, and the methanol oxidation process includes 
methanol adsorption and subsequent dissociation into adsorbed intermediates 
[162]. As mentioned earlier, CO-poisoning can greatly reduce the catalytic activ-
ity of Pt NPs [163]. In the case of the rGO-Pt NP catalysts, the oxygen-containing 
functional group of rGO or graphene can improve the electrocatalytic activity by 
removing the adsorbed CO from Pt sites [164]. Actually, the rGO-Pt nanoparti-
cles exhibited higher catalytic performance than commercial Pt/C catalyst for the 
methanol oxidation reaction [143–148, 163–165]. Li et al. reported high catalytic 
activity for methanol oxidation using rGO-Pt nanoparticle (rGO-PtNPs) electrodes 
[145]. The graphene-based alloy metal NPs (e.g., PtRu-graphene, PtNi-graphene, 
and PtPd-rGO, PtFe-graphene) also displayed high electrocatalytic activities for 
methanol oxidation. Zhao et al. used one metal-free graphene-based nanomaterial 
(rGO-PPy-PdNPs) as anode [164]. In addition to methanol, the catalytic activity 
of graphene-based metal NPs catalysts has also been studied for use in oxidation 
reaction of ethanol [166, 167], formic acid [167–169], and hydrogen [163].

Graphene-based nanomaterials can be used as catalyst at both anodes and 
cathodes in fuel cells. Further study is necessary to determine the exact catalytic 
mechanisms needed to develop graphene-based catalysts with high activity and 
durability.

3.2.2  Nanosheets of 2D-TMDs for Fuel Cells

Hydrogen is a clean fuel that leaves only water behind when used, and is one of 
the promising new energy sources. To produce hydrogen in a fuel cell effectively, 
an electrocatalyst is required. As already known, Pt is the best known electrocata-
lyst for the hydrogen evolution reaction (HER), though it has the disadvantages 
mentioned previously. Layered MX2 products are made from abundant materials, 
and 2D-MX2 nanosheets have received increasing attention as HER catalysts for 
fuel cells [170–172].

2D-TMDs for HER catalysts As seen in Sect. 2.1.2 (CVD), 2D-MX2 
nanosheets exhibit the shape of triangle or truncated triangles. Their structure 
has two different edge sites: X and M [173] (Fig. 15a). The elements Co and Ni 
incorporated into MoS2 induce morphology change resulting in truncated triangles 
with prominently exposed S edge [174]. The ratio of the length of the basal plane 
to that of the edge sites changes with the size of the nanosheet. These edge sites 
are related to HER activity. In density-functional calculations, the free energy for 
hydrogen adsorption on the MoS2 edge was shown to be similar to the activity of 
biological catalysts [170] (Fig. 15b).

Jaramillo et al. [172] experimentally demonstrated that MoS2 edges are catalyt-
ically active sites for HER. Since then, Kibsgaard et al. synthesized double-gyroid 
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MoS2 to largely expose the edge sites [171] (Fig. 16). This double-gyroid MoS2 
exhibited high activity, with a Tafel slope of 50 mV decade−1. An amorphous 
MoS2 with many defects also exhibited catalytically activity, with an average Tafel 
slope of 50 mV decade−1 [175–177].

Fig. 15  a STM images of MoS2 single-layer (left) and white lines for the scan orientation. 
Top view of atomic ball model of the truncated MoS2 (right, Mo atoms: blue, S atoms: yellow). 
(Reproduced with permission from Lauritsen et al. [173]. Copyright © 2004 Elsevier). b Free 
energy diagram for hydrogen evolution by density functional calculations. (Reproduced with 
 permission from Hinnemann et al. 2005 [170]. Copyright © 2005 American Chemical Society)

Fig. 16  The mesoporous structure of double-gyroid MoS2 (left). CVs of the double-gyroid MoS2 
electrode at 5 mV s−1 (right upper) and tafel plot (right bottom). (Reproduced with permission 
from Kibsgaard et al. 2012 [171]. Copyright © 2012 Nature Publishing Group)
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As mentioned in Sect. 2.1 (Electronic structure), the symmetry of single-layer 
2D-MX2 has trigonal prismatic (2H phase) or octahedral (1T phase) coordination 
for transition-metal atoms [22]. Materials of 2D-MX2 with 2H phase are mainly 
semiconducting, whereas 1T phase is metallic. Moreover, 2D-MX2 nanosheets 
chemically exfoliated with Li intercalation exhibit metallic properties after phase 
change from 2H to 1T. An MX2 single-layer in 1T phase was much more active 
for HER than in 2H phase [99, 178, 179]. The higher activity can be attributed to 
the presence of the metallic 1T phase. In particular, strained single-layer 1T-WS2 
produced by chemical exfoliation with Li intercalation exhibited excellent cata-
lytic activity for HER [179]. Yi et al. demonstrated the correlation between MoS2 
properties and HER activity by electrochemical tuning of Li intercalation [99]. 
They also reported that 1T-MoS2 have high catalytic activity for HER. In other 
work, MX2-graphene hybrid types were used as catalysts for HER [180, 181]. Li 
et al. reported use of a MoS2-rGO hybrid to improve the conducting network and 
edge sites, and this hybrid exhibited excellent electrocatalytic activity with high 
current, low over-potential of −0.1 V and a low Tafel slope of 41 mV decade−1 
[181]. Liao et al. synthesized MoS2 NPs on mesoporous graphene sheet (MoS2 
NPs-MGF) with high surface area and conductive skeleton, and this product 
showed high electro-catalytic activity with rapid electron transfer and a low Tafel 
slope of 42 mV decade−1 [180]. A WS2-rGO hybrid exhibited electrocatalytic 
activity with a Tafel slope of 58 mV decade−1. There are also studies in which 
noble-metal NPs (Pt and Au)-MoS2 nanosheets [182, 183] were used for HER and 
Pd-MoS2 [184] for methanol oxidation. The hybrid materials showed higher HER 
activity than pure 2D-MoS2 or WS2. High HER performance was shown using 
2D-MX2 or 2D MX2-G hybrid types (amorphous sheets, defective nanosheets, 
porous structure, and metallic 1T phase) with highly active sites. A summary of 
MX2-based HER catalysts is provided in Table 2.

Table 2  MX2-based HER catalysts

Material Tafel slope (mV/decade) References

MoS2 nanoparticles 55–60 [172]

Double-gyroid MoS2 50 [171]

Amorphous MoS2 40 [177]

Defect-rich MoS2 50 [176]

1T-MoS2 nanosheets 40–44 [99, 185, 186]

1T-WS2 nanosheets 60 [179]

MoS2-rGO 41 [181]

MoS2 on MGF 42.8 [180]

WS2-rGO 58 [187]

Pt on single-layer MoS2 40 [183]

Pt-2H MoS2 110 [185]

Pt-1T MoS2 43
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2D-TMDs for water-splitting catalysts Semiconductor-based photocatalysts 
can be used for hydrogen production from photoelectrochemical (PEC) water 
splitting powered by solar energy (Fig. 17a). Single-layer 1H-MoS2 is a photoac-
tive semiconductor with a direct bandgap of 1.8 eV, which exhibits quantum con-
finement and excellent catalytic activity. Bandgaps of the 2D MX2 single-layer can 
be matched with the visible region of the solar spectrum (1−2 eV). Therefore, the 
2D MX2 single-layer can absorb more sunlight, which can lead to high efficiency. 
Very recently, the Au-MoS2 composite photo-anode exhibited enhanced photocata-
lytic water splitting under visible light [188] (Fig. 17b).

To achieve high efficiency of solar energy conversion, the development of active 
semiconductors under visible-or-longer wavelength regions will become important. 
Nano materials of 2D MX2 are potential candidates for renewable hydrogen pro-
duction. However, many challenges remain regarding solar hydrogen fuel.

4  Energy Storage Applications

Batteries and supercapacitors are important electrochemical energy storage 
devices, and have been extensively developed for a wide range of applications. 
The use of these energy storage devices in many energy-related products demands 
high energy storage capability, power delivery capability, and cycle stability. The 
rapid advance of these technologies depends on the development of better elec-
trode materials. Nanostructured materials offer excellent energy storage, long life-
cycles, and high rate capability.

Fig. 17  a The structure of PEC water splitting cell. b TEM image of Au NPs on MoS2 (upper 
left) and transmittance versus wavelength for MoS2-Au NPs on FTO (upper right). LSVs for 
PEC with MoS2-Au NPs photoanode in 0.1 M KH2PO4 under visible light of 350 mW cm−2 
(bottom left) and normalized amperometric I-t cycles at 0.8 V for PEC on MoS2-Au NPs pho-
toanode (bottom right). (Reproduced with permission from Yin et al. 2014 [188]. Copyright © 
2014 John Wiley and Sons)
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Atomically thin graphene and 2D-MX2 nanosheets have also attracted attention 
for use as electrode materials and electrode assistants for developing energy stor-
age devices.

4.1  Lithium-Ion Batteries

Li-ion batteries (LIBs) have the significant advantages of low weight and higher 
energy storage. They are at the heart of the most promising energy storage systems 
for portable electronic devices and future electric vehicles. An LIB system consists 
of three parts: anode, cathode, and electrolyte. Commercial batteries utilize graph-
ite as anode and lithium cobalt oxide (LiCoO2) as cathode. The electrode materials 
are closely related to battery performance. Fast insertion and extraction of Li ions 
can be sustained using 2D nanosheets of materials such as graphene and MX2. 
They are ultrathin, flexible, stretchable, and have high surface area, which will be 
useful for development of future portable, flexible devices.

4.1.1  Graphene Nanosheets for LIBs

Graphite is a common anode-electrode material in LIBs, but exhibits low Li stor-
age capacity. The theoretical capacity of graphite is 372 mAh g−1 for LiC6 [189]. 
Great efforts have been great made to overcome the capacity limitations of graph-
ite for use in advanced LIBs. Graphene has received significant interest as an 
electrode material due to its high specific surface area, good chemical and ther-
mal stability, wide potential window, high electrical conductivity, and excellent 
mechanical flexibility. The theoretical surface area of graphene is 2630 m2 g−1 [7]. 
This is much higher than that of graphite (~ 10 m2 g−1) and CNT (~400 m2 g−1). 
Thus, atomically thin graphene can be considered an electrode material with good 
power capability for electrochemical energy storage. In particular, chemically pre-
pared rGO offers a large number of porous sites, good conductivity, and increased 
interlayer spacing. Furthermore, they can be made to form layered structures with 
large interlayer space. The specific capacity of rGO sheets, with specific surface 
area of 492.5 m2 g−1, was 1264 mAh g−1 at 100 mA g−1, a value higher than 
that of graphite [190]. However, the rGO electrode showed limited rate capabil-
ity with capacity fluctuation due to induction of instability during lithiation and 
de-lithiation. To improve the rate capability, N or B-doped graphene has been 
used. It showed high rate capability and high specific capacity (1043 mAh g−1 
for N-doped graphene and 1540 mAh g−1 for B-doped graphene) [19]. The high 
performance of these doped-graphene electrodes is due to fast Li-ion diffusion 
and electron transport supported by heteroatomic defects, increased interlayer 
distance between graphene sheets, improved electrical conductivity, and ther-
mal stability. Graphene sponges could increase porosity, resulting in improved 
capacity. However, porosity also reduces the volumetric capacity and leads to a 
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large amount of electrolyte insertion, resulting in increased irreversible capac-
ity. The first-cycle capacity of rGO sponge was 1059 mAh g−1 at 50 mA g−1, but 
the capacity after a few cycles was only 400 mAh g−1 at 50 mA g−1 [191]. In 
the first cycle, mesoporous graphene had a specific capacity of 3535 mAh g−1 at 
100 mA g−1, but only 1040 mAh g−1 in the second cycle [192]. Graphene itself 
used as electrode material show low rate capability, poor cycle stability, and much 
lower capacity than a silicon-based anode (4200 mAh g−1).

For high performance LIBs, graphene-based hybrid composites have been widely 
explored as electrode materials. These include graphene-metal oxide composites, 
graphene-2D MX2 composites, graphene-CNT composites, and graphene-Si nano-
particle composites. In graphene-based composites, graphene can act as a highly 
conductive layer and as a mechanical support layer. The hybrid composites may 
reduce restacking of graphene layers and maintain a highly active surface area. Thus, 
Li storage capacity and the cycling performance of graphene-based hybrid compos-
ites can be enhanced. For example, the specific capacity of rGO-Fe2O3 compos-
ite in the 1st and 50th cycles exhibited 1693 and 1027 mAh g−1 at 100 mA g−1, 
respectively [193]. Honeycomb film of 3D rGO-dimethyldioctadecylammonium 
(rGO-DODA) showed a large specific capacity of about 3025 mAh g−1 in the first 
cycle and a reversible capacity of 1612 mAh g−1 at 50 mA g−1 [194]. A graphene-
silicon hybrid structure may significantly improve the energy density. The rGO-Si 
nanoparticle composite (SiNP@rGO) exhibited specific capacity of 2920 mAh g−1 
in the first cycle and capacity of over 1205 mAh g−1 after 150 cycles with high 
cycling stability [195]. Sandwiching Si nanowires in rGO creates 3D porous 
structure (SiNW@G@rGO) produced a reversible capacity of 1600 mAh g−1 at 
2100 mA g−1 [196]. Porous 3D graphene networks connected with Sn nanoparticles 
encapsulated within graphene shells (Sn@G-PGNW)were used as LIB anode [9]. Its 
capacity was 1022 mAh g−1 at 0.2 C and it exhibited very long-term cycle stability 
with capacity of 96.3 % after 1000 cycles. Graphene-based hybrid structures have 
shown better performance than bare graphene. Generally, graphene-Si composites 
showed high capacity (more than 2000 mAh g−1). Various graphene-based anode 
materials useful for LIBs have been listed in Table 3.

One-atom-thick graphene was also studied for use in flexible LIBs, due to 
its high surface area, excellent flexibility, high conductivity, and short ion diffu-
sion length. Graphene paper is highly conductive and mechanically strong with a 
Young’s modulus of 41.8 GPa and a tensile strength of 293.3 MPa [197]. Some 
groups have demonstrated it using conductive rGO paper or CVD graphene. This 
graphene paper exhibited a capacity of 822 mAh g−1 at 50 mA g−1 [198]. The bat-
tery using CVD graphene can be bent and showed energy density of 10 Wh L−1 
at 50 W L−1 with good cycle stability over 100 cycles [12]. These flexible batter-
ies using graphene have shown good flexibility, high capacity, high rate, and long 
cycle performance even under conditions of repeated bending.

Graphene also serves as cathode material due to its high capacity and long cycle 
stability. LiFePO4-CVD graphene sponge as cathode material exhibited a revers-
ible capacity of 120 mAh g−1 at 10 °C without capacity loss after 500 cycles [199]. 
Composite sponge of rGO-VO2 ribbons 10 nm thick showed a high reversible 
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specific capacity of 415 mAh g−1 at 1 C and cycle stability of 10 % capacity loss 
for over 1000 cycles [200].

Graphene-sponge-type electrodes could be used as anodes or cathodes in LIBs, 
with improved performance. Graphene-based hybrid materials that are thin, flex-
ible, and stretchable and have high surface area will be applied in future electronic 
devices. Despite many achievements, however, new structures of graphene-based 
electrodes are still needed for higher performance energy-storage devices.

4.1.2  Nanosheets of 2D-TMDs for LIBs

Layered bulk-MX2 has been explored for use as LIB-anode material due to its 
potential for improved Li-insertion and extraction. For example, MoS2 has inter-
layer spacing of 0.615 nm, larger than that of graphite (0.335 nm), which may easily 
diffuse Li ions. MoS2 nanosheets have recently received great attention because of 
their high theoretical specific capacity (669 mAh g−1), and because of a voltage for 
Li-ion insertion that is higher than that of graphite, which is a good anode material 
[201, 202]. The theoretical capacity of MoS2 is two times higher than that of graph-
ite. However, the electric conductivity of MoS2 is very low, resulting in poor rate 
performance. One effective method for enhancing the conductivity is combining 
graphene, CNT, or conducting polymers with poorly conductive MoS2 nanosheets. 
There are many reports of MoS2 composites used as LIB anodes. The capacity of 
the MoS2-rGO composite as anode was 1100 mAh g−1 at 100 mA g−1 and showed 
good rate capability [22]. The capacity of MoS2 (66.7 %)-polyaniline nanowires 

Table 3  Graphene-based anode materials for LIBs

Material Surface
area
(m2 g−1)

Capacity
(mAh g−1)

Cycle stability
(mAh g−1)

References

rGO 492.5 1264 at 0.1 A/g 848 after 40 cycles [190]

N-doped rGO 290 1043 at 0.05 A/g 872 after 30 cycles [19]

B-doped rGO 256 1549 at 0.05 A/g 1227 after 30 cycles [19]

rGO sponge 1059 at 0.05 A/g 82 % capacity retention 
after 100 cycles

[191]

Mesoporous 
graphene

281 3535 at 0.1 A/g 1040 at the 2nd cycle [192]
833 after 60 cycles

rGO-Fe2O3 1693 at 0.1 A/g 1027 after 50 cycles [193]

rGO-DODA honey-
comb film

3025 at 0.05 A/g 1612: reversible capacity, 
1150 after 50 cycles

[194]

SiNP@rGO 2920 at 0.1 A/g 1720: reversible capacity, 
1205 after 150 cycles

[195]

SiNP@G@rGO 1600 at 2.1 A/g 80 % capacity retention 
after 100 cycles

[196]

Sn@G-PGNW 1022 at 0.2 C 96.3 % capacity retention 
after 1000 cycles

[9]
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(66.7 % MoS2-PANI NW) was 952.6 mAh g−1 at 100 mA g−1. Composites of 
MoS2 (C@MoS2) with a coating of flower-like carbon, synthesized with D-glucose 
and MoO3, exhibited high reversible specific capacity (1419 mAh g−1 at 0.1 A g−1) 
and good rate performance [203]. MoS2(90 %)-graphene with a nano-cable struc-
ture exhibited a specific capacity of about 1150 mAh g−1 at 0.5 A g−1 and a long 
cycle life (100 % capacity retention after 160 cycles) [204]. Nano MoS2-based com-
posites as anode material exhibited a significant improvement in cycle performance 
and rate capability. WS2 could also be a candidate material for anodes. A hybrid of 
3D WS2 nanotubes-graphene (WS2NT-G) exhibited improved cycling stability and 
rate capability without additional materials. Its initial capacity was 886.1 mAh g−1 
at 1 A g−1 and 318.6 mAh g−1 after 500 cycles [205]. Anode materials for LIBs 
made of 2D-MX2 are listed in Table 4.

MoS2 and MoS2-graphene composites are also attractive material for novel 
Na-ion batteries [93, 211, 212]. Sodium-ion batteries (SIBs) have an advantage 
in large-scale applications that require a large amount, due to the low cost and 
abundance of Na. Our group worked with MoS2 nanosheet and MoS2-rGO com-
posite and these materials showed high initial capacities of 254 mAh g−1 (MoS2 
nanosheets) and 376 mAh g−1 (MoS2-rGO composite) [93]. Recently, anodes of 
single-layer MoS2-carbon-nanofiber composite exhibited the best rate performance 
and cycling stability for Na storage in MoS2. It achieved a specific capacity of 
854 mAh g−1 at 0.1 A g−1 after 1000 cycles [213].

These results demonstrate the advantages of MX2 nanosheets, graphene, and 
their hybrid composites as electrode materials for LIBs or SIBs.

Table 4  MX2-based anode materials for LIBs

Material Surface
area
(m2 g−1)

Capacity
(mAh g−1)

Cycle stability
(mAh g−1)

References

Bulk MoS2 4.89 800 at 0.05 A/g 226 after 50 cycles [202]

Restacked MoS2 9.83 800 at 0.05 A/g 750 after 50 cycles

MoS2 nanosheets 1062 at 1 C 907 after 50 cycles [206]

WS2 nanosheets 886 at 1 A/g 318.6 after 500 cycles [205]

MoS2-GNS(1:2) 2200 at 0.1 A/g 1290 after 50 cycles [207]

MoS2-rGO 1100 at 0.1 A/g [22]

95 % MoS2-PEO 1131 at 0.05 A/g ~900 after 50 cycles [208]

66.7 % MoS2-PANI 
NW

1063.9 at 0.1 A/g 90.2 % capacity retention 
after 50 cycles

[209]

Flower-like  
C@MoS2

31 1419 at 0.1 A/g 80 % capacity retention 
after 50 cycles

[203]

MoS2-MWCNT 1549 at 0.05 A/g 98.6 % capacity retention 
after 10 cycles

[210]

90 % MoS2-G 
nanocable

20 1150 at 0.5 A/g
reversible capacity

100 % capacity retention 
after 160 cycles

[204]

WS2NT-G 996 at 0.1 A/g 500.2 after 50 cycles [205]
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4.2  Supercapacitors

Supercapacitors, another energy storage device, have advantages over batter-
ies in their high power density and excellent cycle ability. There are two types, 
according to the energy storage mechanism used [214, 215]. One type is called 
the electrical double layer capacitors (EDLCs). They store charge in electric dou-
ble layer formed at the interface between an activated electrode and an electrolyte. 
The others are called pseudocapacitors, and the charge storage of pseudocapacitors 
depends on fast faradaic redox reactions.

EDLC depends on the charge in the double layer of the electrodes used. The 
capacitance is given by C = εA/4πt, where ε is the dielectric constant of the elec-
trical double-layer region, A the electrode surface area, and t the thickness of 
electrical double layer. To achieve high capacitance, large specific surface area 
and thin double layers are necessary. Double-layer charge storage is a surface 
process and the surface properties of the electrode greatly influence the capaci-
tance. Therefore, the performance of EDLCs is determined by the choice of elec-
trode material, in relation to large surface area and high electrical conductivity. 
Recently, 2D layered materials (i.e., graphene, rGO, MX2 and their composites) 
have been shown to be efficient, promising materials for high-performance super-
capacitor electrodes due to their large surface area and large in-plane conductivity 
[10, 16, 216–220].

Generally, activated carbon materials have been used as electrodes for EDLCs, 
while transition metal chalcogenides have been investigated for use in pseudoca-
pacitors. Thus, atomically thin graphene and 2D-MX2 nanosheets are attractive for 
use in supercapacitors.

4.2.1  Graphene Nanosheets for Supercapacitors

The capacitance of single-layer graphene was reported to be 21 mF cm−2. 
Theoretical gravimetric capacitance of graphene materials is about 550 F g−1, 
which is the highest capacitance value among all carbon-based electrodes [215, 
221]. However, the reported capacitance of graphene-based materials is still below 
the theoretical value. For example, the specific capacitance of reduced graphite 
oxide was 135 F g−1 in aqueous KOH electrolyte and 99 F g−1 in organic elec-
trolyte [18]. The specific capacitances of other graphene materials with different 
treatments were also low values (120 F g−1 in an organic electrolyte for a reduced 
graphene oxide (rGO) electrode by thermal heating [222], 282 F g−1 at 1 A g−1 
for an N-doped rGO electrode) [218]. To enhance storage capacity, several groups 
have reported results from work on various supercapacitors using graphene-hybrid 
composites (e.g., graphene-CNTs composites and graphene-conductive polymer 
composites). There have also been many efforts to enhance capacity using porous 
graphene. KOH-activated rGO had large surface area (3100 m2 g−1) and specific 
capacitance of 165 F g−1 at 1.4 A g−1 [219]. The porous graphene grown on a 
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porous MgO layer gave a specific capacitance of 255 F g−1 at 10 mV s−1 in 6 M 
KOH aqueous solution [223]. Vertically oriented graphene showed high power 
density (112.6 kW kg−1 at 600 A g−1) [10]. Restacking inhibited rGO using mela-
mine resin exhibited high specific capacitance of 210 F g−1 at 0.5 A g−1 due to 
its high specific surface area (~1040 m2 g−1) and large macro pore distributions 
[224]. 3D macroporous embossed graphene frameworks showed both high energy 
(44 Wh kg−1) and power densities (25 kW kg−1) [225]. Recently, a supercapacitor 
with holey-graphene-framework electrode yielded a high capacitance (298 F g−1 
at 1 A g−1) [16].

Portable electronic devices require on-chip energy storage. Micro- or nanode-
vices have advantages such as small thermal time constants, high sensitivity, and 
integrated circuit fabrication. Micro-supercapacitor devices formed by the pattern-
ing of graphite oxide thin film exhibited good energy storage capacity and excel-
lent cycle stability [226]. However, they also showed large internal resistance 
(6.5 kΩ) and poor frequency response. Recently, more than 100 micro-superca-
pacitors exhibited high power (200 W cm−3), excellent frequency response, and 
were highly bendable [15]. A graphene supercapacitor using plain-woven fab-
ric composites showed a specific capacitance of 8 mF cm−2 (267 F g−1) [227]. 
This electrode had excellent flexibility, an electrode about 1–7 nm thick, and 
device thickness of less than 1 mm. Thus, this flexible electrode could be useful 
for energy storage devices in portable and wearable electronics. Although many 
improved electrodes for EDLC have been demonstrated, their capacitance is still 
not sufficient for high-performance energy storage devices.

Pseudocapacitors (another type of supercapacitor), have large specific capaci-
tance and hybrid electrodes made of redox-active materials and highly conductive 
graphene-based materials. Transition metal oxides (RuO2 and MnO2) are widely 
used as pseudocapacitor electrode materials, and they use fast and reversible redox 
reactions for charge storage [228–230]. Graphene-38w% RuO2 composites exhib-
ited high specific capacitance of 570 F g−1 and excellent cycle stability of 97.9 % 
capacitance retention after 1000 cycles [229]. Graphene-MnO2 nanoparticle com-
posites with 3D-porous structure showed a specific capacitance of 389 F g−1 at 
1.0 A g−1, energy density of 44 Wh kg−1, and power density of 25 kW kg−1 [225]. 
Micro-supercapacitor of rGO-polyaniline films showed electrochemical capaci-
tance of 970 F g−1 at 2.5 A g−1 [230]. Cobalt oxide nanowires on 3D-graphene 
possessed high specific capacitance (1100 F g−1 at 10 A g−1) [228]. Thus, hybrid 
graphene combined with other active materials give much higher pseudo-capaci-
tance. Details of graphene-based supercapacitors are summarized in Table 5.

4.2.2  Nanosheets of 2D-TMDs for Supercapacitors

Nanosheets of 2D-MoS2 have graphene-like morphology including a basal plane 
and an edge plane similar to graphene, which provide a large surface area. These 
2D-MoS2 nanosheets can be stacked using van der Waals interaction. The Mo 
atoms possess a range of oxidation states from Mo2+ to Mo6+ and show promising 
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behavior as pseudocapacitors. The theoretical gravimetric capacitance of MoS2 
is about 1000 F g−1 [207]. Their performance in supercapacitors is comparable 
to that of CNT array electrodes. Liquid-based exfoliated 2D-MoS2 nanosheets 
could be used as electrode materials for high-performance micro-supercapac-
itors. Micro-supercapacitors with finger-like electrodes using 2D-MoS2 films 
exhibited area-specific capacitance of 8 mF cm−2 with excellent cycle stability 
[220]. Composites of MoS2-polypyrrole exhibited high specific capacitance (553. 
7 F g−1 at 1 A g−1) and high cycle stability [217]. Hybrid electrodes of 2D WS2-
rGO also exhibited high specific capacitance (350 F g−1) [216]. Edge-oriented 
MoS2-nanowall films made excellent supercapacitors [231]. Supercapacitors using 
2D MX2 nanosheet-graphene composites showed enhanced specific capacitance 
and excellent cycle stability.

Graphene and 2D-MX2 nanosheets could provide electrode materials for super-
capacitors to be used in portable, flexible, transparent microelectronic devices. 
In spite of the substantial research already done, there is still a pressing need to 
develop higher quality electrode materials with higher power, higher energy den-
sity, and lower cost for supercapacitor applications.

5  Summary

Today, some of the fastest growing technologies are related to electronic devices 
in communication, health care, and environmental monitoring. Nanomaterials 
that might be used to enhance energy harvesting, energy conversion, and energy 

Table 5  Graphene-based supercapacitors

Material Capacitance Electrolyte References

EDLC

Reduced graphite oxide 135 F/g 5.5 M KOH [18]

99 F/g 1 M TEA BF4/AN

rGO by thermal treatment 122 F/g at 1 A/g 1 M TEA BF4/PC [222]

N-doped rGO 282 F/g at 1 A/g 1 M TEA BF4/AN [218]

Microwave exfoliated  
porous rGO

165 F/g at 1.4 A/g 1 M BMIM BF4/AN [219]

Porous graphene grown  
on porous MgO template

255 F/g at 10 mV/s 6 M KOH [223]

Vertically oriented graphene 156 F/g at 100 A/g 6 M KOH [10]

3D Holey graphene 298 F/g at 1 A/g 6 M KOH [16]

Pseudocapacitor

rGO-RuO2 composite 570 F/g at 1 A/g 1 M H2SO4 [229]

rGO-MnO2 composite 389 F/g at 1 A/g 1 M Na2SO4 [225]

rGO-PANI 970 F/g at 2.5 A/g 1 M Na2SO4 [230]

Co3O4 NW on 3D graphene 1100 F/g at 10 A/g 2 M KOH [228]
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storage devices are in great demand. High-quality electrode materials are the main 
driving force for energy-related devices involving high power and high energy 
density at lower cost.

Graphene and 2D-MX2 nanosheets are very attractive for energy harvesting, 
energy conversion and storage applications, due to their superior electrical, opti-
cal, and mechanical properties. Graphene, in particular, shown to be an ideal mate-
rial for use in many of the nanoscale devices used in energy harvesting/conversion 
and storage applications, is still being studied for these and other energy-related 
purposes. Recently, 2D-MX2 nanomaterials are also attracting significant attention 
in many energy-related applications. These 2D-MX2 materials exhibit controllable 
bandgap properties and MX2 single-layer is a direct bandgap semiconductor with 
bandgap energy of 1.2–2.1 eV in its elemental composition. The optical proper-
ties of 2D-MX2 nanosheets have potential as energy harvesting and energy con-
version materials in solar cells, photoelectrochemical cells, and photo-fuel cells. 
Moreover, the heterostructure of semiconducting 2D-MX2 can be used to control 
its physical and optical properties, which include large photon absorption, high 
photocurrent production, and fast charge separation. Thus, atomically thin layers 
of 2D-MX2 and graphene, with good flexibility and high transparency, are promis-
ing materials for use in future devices. In particular, 3D assembly technology will 
provide intrinsic advantages necessary for high efficiency in practical applications.

Acknowledgments This work was supported by the Nano-Material Technology Development 
Program (2012M3A7B4049807), Global Frontier Project (CASE-2011-0031640), and LG 
Display Co., Ltd.

References

 1. Novoselov KS et al (2004) Electric field effect in atomically thin carbon films. Science 
306:666–669

 2. Georgakilas V et al (2012) Functionalization of graphene: covalent and non-covalent 
approaches, derivatives and applications. Chem Rev 112:6156–6214

 3. Molitor F et al (2011) Electronic properties of graphene nanostructures. J Phys: Condens 
Matter 23(243201):243215

 4. Nair RR et al (2008) Fine structure constant defines visual transparency of graphene. 
Science 320:1308

 5. Sarma SD et al (2011) Electronic transport in two-dimensional graphene. Rev Mod Phys 
83:407–470

 6. Wang QH et al (2012) Electronics and optoelectronics of two-dimensional transition metal 
dichalcogenides. Nat Nanotech 7:699–712

 7. Zhu Y et al (2010) Graphene and graphene oxide: synthesis, properties, and applications. 
Adv Mater 22:3906–3924

 8. Kim K et al (2014) Ultrathin organic solar cells with graphene doped by ferroelectric polari-
zation. ACS Appl Mater Interfaces 6:3299–3304

 9. Qin Jian et al (2014) Graphene networks anchored with sn@graphene as lithium ion battery 
anode. ACS Nano 8:1728–1738

 10. Bo Z et al (2013) Vertically oriented graphene bridging active-layer/current-collector inter-
face for ultrahigh rate supercapacitors. Adv Mater 25:5799–5806



283Graphene and Two-Dimensional Transition Metal …

 11. Liu Z et al (2013) Package-Free flexible organic solar cells with graphene top electrodes. 
Adv Mater 25:4296–4301

 12. Wei D et al (2013) Ultrathin rechargeable all-solid-state batteries based on monolayer gra-
phene. J Mater Chem A 1:3177–3181

 13. Zhang C et al (2013) Synthesis of amino-functionalized graphene as metal-free catalyst 
and exploration of the roles of various nitrogen states in oxygen reduction reaction. Nano 
Energy 2:88–97

 14. Wang JT-W et al (2014) Low-temperature processed electron collection layers of 
graphene/tio2 nanocomposites in thin film perovskite solar cells. Nano Lett 14:724–730

 15. El-Kady MF, Kaner RB (2013) Scalable fabrication of high-power graphene micro-superca-
pacitors for flexible and on-chip energy storage. Nat Commun 4:1475–1484

 16. Xu Y et al (2014) Holey graphene frameworks for highly efficient capacitive energy storage. 
Nat Commun 5:4554–4562

 17. Xue Y et al (2014) Controllable synthesis of doped graphene and its applications. Small 
10:2975–2991

 18. Stoller MD et al (2008) Graphene-based ultracapacitors. Nano Lett 8:3498–3502
 19. Wu Z-S et al (2011) Doped graphene sheets as anode materials with superhigh rate and 

large capacity for lithium ion batteries. ACS Nano 5:5463–5471
 20. Liu C et al (2010) Graphene-based supercapacitor with an ultrahigh energy density. Nano 

Lett 10:4863–4868
 21. Wang G et al (2009) Graphene nanosheets for enhanced lithium storage in lithium ion bat-

teries. Carbon 47:2049–2053
 22. Chhowalla M et al (2013) The chemistry of two-dimensional layered transition metal 

dichalcogenide nanosheets. Nat Chem 5:263–275
 23. Enyashin A et al (2007) Nanosized allotropes of molybdenum disulfide. Eur Phys J Special 

Topics 149:103–125
 24. Ataca C et al (2012) Stable, single-layer MX2 transition-metal oxides and dichalcogenides 

in a honeycomb-like structure. J Phys Chem 116:8983–8999
 25. Putungan DB, Kuo J-L (2014) Structural and electronic properties of monolayer 1T-MoS2 

phase, and its interaction with water adsorbed on perfect, single S-vacated and MoS2-unit-
vacated surface: density functional theory calculations. Integrated Ferroelectrics 156:93–101

 26. Eda G et al (2011) Photoluminescence from chemically exfoliated MoS2. Nano Lett 
11:5111–5116

 27. Yun WS et al (2012) Thickness and strain effects on electronic structures of transition 
metal dichalcogenides: 2H-MX2 semiconductors (M = Mo, W; X = S, Se, Te). Phys Rev B 
85:033305

 28. Kuc A et al (2011) Influence of quantum confinement on the electronic structure of the tran-
sition metal sulfide TS2. Phys Rev B 83:245213

 29. Kadantsev ES, Hawrylakb P (2012) Electronic structure of a single MoS2 monolayer. Solid 
State Comm 152:909–913

 30. Huang W et al (2014) Theoretical study of thermoelectric properties of few-layer MoS2 and 
WSe2. Phys Chem Chem Phys 16:10866–10874

 31. Kumara A, Ahluwalia PK (2012) Electronic structure of transition metal dichalcogenides 
monolayers 1H-MX2 (M = Mo, W; X = S, Se, Te) from ab-initio theory: new direct band 
gap semiconductors. Eur Phys J B 85:186–193

 32. Radisavljevic B et al (2011) Single-layer MoS2 transistors. Nat Nanotech 6:147–150
 33. Bertolazzi S et al (2011) Stretching and breaking of ultrathin MoS2. ACS Nano 

5:9703–9709
 34. Ayari A et al (2007) Realization and electrical characterization of ultrathin crystals of lay-

ered transition-metal dichalcogenides. J Appl Phys 101:014057
 35. Zhan Y et al (2012) Large-area vapor-phase growth and characterization of MoS2 atomic 

layers on a SiO2 substrate. Small 8:966–971
 36. Zeng H et al (2012) Valley polarization in MoS2 monolayers by optical pumping. Nat 

Nanotech 7:490–493



284 G.S. Bang and S.-Y. Choi

 37. Mak KF et al (2012) Control of valley polarization in monolayer MoS2 by optical helicity. 
Nat Nanotech 7:494–498

 38. Yue Q et al (2012) Mechanical and electronic properties of monolayer MoS2 under elastic 
strain. Phys Lett A 376:1166–1170

 39. Zhou M et al (2014) Production of graphene by liquid-phase exfoliation of intercalated 
graphite. Int J Electrochem Sci 9:810–820

 40. Bonaccorso F et al (2012) Production and processing of graphene and 2d crystals. Mater 
Today 15:564–589

 41. Allen MJ et al (2010) Honeycomb carbon: a review of graphene. Chem Rev 110:132–145
 42. Kumar P et al (2013) Graphene: synthesis, properties and application in transparent elec-

tronic devices. Rev Adv Sci Eng 2:1–21
 43. Park S, Ruoff RS (2009) Chemical methods for the production of graphenes. Nat Nanotech 

4:217–224
 44. Kim KS et al (2009) Large-scale pattern growth of graphene films for stretchable transpar-

ent electrodes. Nature 457:706–710
 45. Shen Y, Lua AC (2013) A facile method for the large-scale continuous synthesis of graphene 

sheets using a novel catalyst. Sci Rep 3:3037–3042
 46. Zhou H et al (2013) Chemical vapour deposition growth of large single crystals of mon-

olayer and bilayer graphene. Nat Commun 4:2096–2103
 47. Lee J-H et al (2014) Wafer-scale growth of single-crystal monolayer graphene on reusable 

hydrogen-terminated germanium. Science 344(6181):286–289
 48. Muñoz R, Gómez-Aleixandre C (2013) Review of CVD synthesis of graphene. Chem Vap 

Depos 19:297–322
 49. Novoselov KS et al (2005) Two-dimensional atomic crystals. Proc Natl Acad Sci USA 

102:10451–10453
 50. Li H et al (2012) Fabrication of single- and multilayer MoS2 film-based field-effect transis-

tors for sensing no at room temperature. Small 8:63–67
 51. Osada M, Sasaki T (2012) Two-dimensional dielectric nanosheets: novel nanoelectronics 

from nanocrystal building blocks. Adv Mater 24:210–228
 52. Kalantar-zadeh K et al (2010) Synthesis of atomically thin WO3 sheets from hydrated tung-

sten trioxide. Chem Mater 22:5660–5666
 53. Late DJ et al (2012) Hysteresis in single-layer MoS2 field effect transistors. ACS Nano 

6:5635–5641
 54. Lee C et al (2010) Anomalous lattice vibrations of single- and few-layer MoS2. ACS Nano 

4:2695–2700
 55. McDonnell S et al (2013) HfO2 on MoS2 by atomic layer deposition: adsorption mecha-

nisms and thickness scalability. ACS Nano 7:10354–10361
 56. Radisavljevic B et al (2011) Integrated circuits and logic operations based on single-layer 

MoS2. ACS Nano 5:9934–9938
 57. Bao W et al (2013) High mobility ambipolar MoS2 field-effect transistors: substrate and die-

lectric effects. Appl Phys Lett 102:042104
 58. Splendiani A et al (2010) Emerging photoluminescence in monolayer MoS2. Nano Lett 

10:1271–1275
 59. Sun Y et al (2014) Probing local strain at MX2—metal boundaries with surface plasmon-

enhanced raman scattering. Nano Lett 14:5329–5334
 60. Zhang Y et al (2012) Ambipolar MoS2 thin flake transistors. Nano Lett 12:1136–1140
 61. Mak KF et al (2010) Atomically thin MoS2: a new direct-gap semiconductor. Phys Rev Lett 

105:136805
 62. Zhang Y et al (2013) Review of chemical vapor deposition of graphene and related applica-

tions. Acc Chem Res 46:2329–2339
 63. Gong Y et al (2013) Stabilizing nanostructured solid oxide fuel cell cathode with atomic 

layer deposition. Nano Lett 13:4340–4345
 64. Lee Y-H et al (2012) Synthesis of large-area mos2 atomic layers with chemical vapor depo-

sition. Adv Mater 24:2320–2325



285Graphene and Two-Dimensional Transition Metal …

 65. Lin Y-C et al (2012) Wafer-scale MoS2 thin layers prepared by MoO3 sulfurization. 
Nanoscale 4:6637–6641

 66. Zande AMvd et al (2013) Grains and grain boundaries in highly crystalline monolayer 
molybdenum disulphide. Nature Mater 12:554–561

 67. Wang X et al (2013) Controlled synthesis of highly crystalline MoS2 flakes by chemical 
vapor deposition. J Am Chem Soc 135:5304–5307

 68. Najmaei S et al (2013) Vapour phase growth and grain boundary structure of molybdenum 
disulphide atomic layers. Nat Mater 12:754–759

 69. Lee Y-H et al (2013) Synthesis and transfer of single-layer transition metal disulfides on 
diverse surfaces. Nano Lett 13:1852–1857

 70. Liu K-K et al (2012) Growth of large-area and highly crystalline MoS2 thin layers on insu-
lating substrates. Nano Lett 12:1538–1544

 71. Chang Y-H et al (2014) Monolayer MoSe2 grown by chemical vapordeposition for fast pho-
todetection. ACS Nano 8:8582–8590

 72. Huang J-K et al (2014) Large-area synthesis of highly crystalline WSe2 monolayers and 
device applications. ACS Nano 8:923–930

 73. Shim GW et al (2014) Large-area single-layer MoSe2 and Its van der waals heterostructures. 
ACS Nano 8:6655–6662

 74. Zhang Y et al (2013) Controlled growth of high-quality monolayer WS2 layers on sapphire 
and imaging its grain boundary. ACS Nano 7:8963–8971

 75. Ji Q et al (2013) Epitaxial monolayer MoS2 on mica with novel photoluminescence. Nano 
Lett 13:3870–3877

 76. Yu Y et al (2013) Controlled scalable synthesis of uniform, high-quality monolayer and few-
layer MoS2 films. Sci Rep 3:1866–1871

 77. Cong C et al (2014) Synthesis and optical properties of large-area single-crystalline 2d sem-
iconductor WS2 monolayer from chemical vapor deposition. Adv Optical Mater 2:131–136

 78. Cai M et al (2012) Methods of graphite exfoliation. J Mater Chem 22:24992–25002
 79. Park KH et al (2012) Exfoliation of non-oxidized graphene flakes for scalable conductive 

film. Nano Lett 12:2871–2876
 80. Tung VC et al (2009) High-throughput solution processing of large-scale graphene. Nat 

Nanotech 4:25–29
 81. Eda G, Chhowalla M (2010) Chemically derived graphene oxide: towards large-area thin-

film electronics and optoelectronics. Adv Mater 22:2392–2415
 82. Wei D, Liu Y (2010) Controllable synthesis of graphene and its applications. Adv Mater 

22:3225–3241
 83. Dreyer DR et al (2010) The chemistry of graphene oxide. Chem Soc Rev 39:228–240
 84. Gao W et al (2009) New insights into the structure and reduction of graphite oxide. Nat 

Chem 1:403–408
 85. Dikin DA et al (2007) Preparation and characterization of graphene oxide paper. Nat 

448:457–460
 86. Sundaram RS et al (2008) Electrochemical modification of graphene. Adv Mater 

20:3050–3053
 87. Stankovicha S et al (2007) Synthesis of graphene-based nanosheets via chemical reduction 

of exfoliated graphite oxide. Carbon 45:1558–1565
 88. Zhou M et al (2009) Controlled synthesis of large-area and patterned electrochemically 

reduced graphene oxide films. Chem Eur J 15:6116–6120
 89. McAllister MJ et al (2007) Single sheet functionalized graphene by oxidation and thermal 

expansion of graphite. Chem Mater 19:4396–4404
 90. Yang D et al (2009) Chemical analysis of graphene oxide films after heat and chemical 

treatments by X-ray photoelectron and micro-raman spectroscopy. Carbon 47:145–152
 91. Shao Y et al (2010) Facile and controllable electrochemical reduction of graphene oxide and 

its applications. J Mater Chem 20:743–748
 92. Hernandez Y et al (2008) High-yield production of graphene by liquid-phase exfoliation of 

graphite. Nat Nanotech 3:563–568



286 G.S. Bang and S.-Y. Choi

 93. Bang GS et al (2014) Effective liquid-phase exfoliation and sodium ion battery application 
of MoS2 nanosheets. ACS Appl Mater Interfaces 6:7084–7089

 94. Cunningham G et al (2012) Solvent exfoliation of transition metal dichalcogenides: dis-
persibility of exfoliated nanosheets varies only weakly between compounds. ACS Nano 
6:3468–3480

 95. Zhou K-G et al (2011) A mixed-solvent strategy for efficient exfoliation of inorganic gra-
phene analogues. Angew Chem Int Ed 50:10839–10842

 96. Coleman JN et al (2011) Two-dimensional nanosheets produced by liquid exfoliation of lay-
ered materials. Science 331:568–571

 97. Smith RJ et al (2011) Large-scale exfoliation of inorganic layered compounds in aqueous 
surfactant solutions. Adv Mater 23:3944–3948

 98. Zeng Z et al (2011) Single-layer semiconducting nanosheets: high-yield preparation and 
device fabrication. Angew Chem Int Ed 50:11093–11097

 99. Wang H et al (2013) Electrochemical tuning of vertically aligned MoS2 nanofilms and 
its application in improving hydrogen evolution reaction. Proc Natl Acad Sci USA 
110:19701–19706

 100. De S, Coleman JN (2010) Are there fundamental limitations on the sheet resistance and 
transmittance of thin graphene films? ACS Nano 4:2713–2720

 101. Bae S et al (2010) Roll-to-roll production of 30-inch graphene films for transparent elec-
trodes. Nat Nanotech 5:574–578

 102. Zhu Y et al (2011) Rational design of hybrid graphene films for high-performance transpar-
ent electrodes. ACS Nano 5:6472–6479

 103. Wang X et al (2008) Transparent, conductive graphene electrodes for dye-sensitized solar 
cells. Nano Lett 8:323–327

 104. Li S-S et al (2010) Solution-processable graphene oxide as an efficient hole transport layer 
in polymer solar cells. ACS Nano 4:3169–3174

 105. DeArco LG et al (2010) Continuous, highly flexible, and transparent graphene films by 
chemical vapor deposition for organic photovoltaics. ACS Nano 4:2865–2873

 106. Hsu C-L et al (2012) Layer-by-layer graphene/TCNQ stacked films as conducting anodes 
for organic solar cells. ACS Nano 6:5031–5039

 107. Gong F et al (2013) Enhanced charge transportation in a polypyrrole counter electrode via 
incorporation of reduced graphene oxide sheets for dye-sensitized solar cells. Phys Chem 
Chem Phys 15:546–552

 108. Chen L et al (2013) Graphene quantum-dot-doped polypyrrole counter electrode for high-
performance dye-sensitized solar cells. ACS Appl Mater Interfaces 5:2047–2052

 109. Peng J et al (2012) Graphene quantum dots derived from carbon fibers. Nano Lett 
12:844–849

 110. Zhang Y et al (2013) Graphene quantum dots/gold electrode and its application in living cell 
H2O2 detection. Nanoscale 5:1816–1819

 111. Yan X et al (2010) Large, solution-processable graphene quantum dots as light absorbers for 
photovoltaics. Nano Lett 10:1869–1873

 112. Zhang Y et al (2012) Graphene transforms wide band gap zns to a visible light photocata-
lyst. the new role of graphene as a macromolecular photosensitizer. ACS Nano 6:9777–9789

 113. Williams KJ et al (2013) Hot electron injection from graphene quantum dots to TiO2. ACS 
Nano 7:1388–1394

 114. Miao X et al (2012) High efficiency graphene solar cells by chemical doping. Nano Lett 
12:2745–2750

 115. Song J et al (2011) Enhancement of photogenerated electron transport in dye-sensitized 
solar cells with introduction of a reduced graphene oxide-TiO2 junction. Chem Eur J 
17:10832–10837

 116. Liu J et al (2012) Hole and electron extraction layers based on graphene oxide derivatives 
for high-performance bulk heterojunction solar cells. Adv Mater 24:2228–2233

 117. Bernardi M et al (2013) Extraordinary sunlight absorption and one nanometer thick photo-
voltaics using two-dimensional monolayer materials. Nano Lett 13:3664–3670



287Graphene and Two-Dimensional Transition Metal …

 118. Wu M et al (2011) Economical and effective sulfide catalysts for dye-sensitized solar cells 
as counter electrodes. Phys Chem Chem Phys 13:19298–19301

 119. Patil SA et al (2014) Highly efficient and stable DSSCs of wet-chemically synthesized 
MoS2 counter electrode. Dalton Trans 43:5256–5259

 120. Lee LTL et al (2014) Few-layer MoSe2 possessing high catalytic activity towards iodide/tri-
iodide redox shuttles. Sci Rep 4:4063–4069

 121. Yue G et al (2012) A catalytic composite film of MoS2/graphene flake as a counter electrode 
for Pt-free dye-sensitized solar cells. Electrochim Acta 85:162–168

 122. Liu C-J et al (2012) Facile synthesis of MoS2/graphene nanocomposite with high cata-
lytic activity toward triiodide reduction in dye-sensitized solar cells. J Mater Chem 
22:21057–21064

 123. Shanmugam M et al (2012) Layered semiconductor molybdenum disulfide nanomembrane 
based Schottky-barrier solar cells. Nanoscale 4:7399–7405

 124. Shanmugam M et al (2012) Molybdenum disulphide/titanium dioxide nanocomposite-poly 
3-hexylthiophene bulk heterojunction solar cell. Appl Phys Lett 100:153901

 125. Yun J-M et al (2013) Efficient work-function engineering of solutionprocessed MoS2 thin-
films for novel hole and electron transport layers leading to high-performance polymer solar 
cells. J Mater Chem C 1:3777–3783

 126. Gu X et al (2013) A solution-processed hole extraction layer made from ultrathin MoS2 
nanosheets for effi cient organic solar cells. Adv Energy Mater 3:1262–1268

 127. Niu L et al (2014) Salt-assisted high-throughput synthesis of single- and few-layer transi-
tion metal dichalcogenides and their application in organic. Solar Cells. small. doi:10.1002/s
mll.201401647

 128. Yun J-M et al (2014) Exfoliated and partially oxidized MoS2 nanosheets by one-pot reaction 
for efficient and stable organic solar cells. Small 10:2319–2324

 129. Yang X et al (2014) Au nanoparticles on ultrathin MoS2 sheets for plasmonic organic solar 
cells. J Mater Chem A 2:14798–14806

 130. Geim AK, Grigorieva IV (2013) Van der Waals heterostructures. Nature 499:419–425
 131. Haigh SJ et al (2012) Cross-sectional imaging of individual layers and buried interfaces of 

graphene-based heterostructures and superlattices. Nat Mater 11:764–767
 132. Lopez-Sanchez O et al (2014) Light generation and harvesting in a van der waals hetero-

structure. ACS Nano 8:3042–3048
 133. Hong X et al (2014) Ultrafast charge transfer in atomically thin MoS2/WS2 heterostructures. 

Nat Nanotech 9:682–686
 134. Lee C-H et al (2014) Atomically thin p-n junctions with van der Waals heterointerfaces. Nat 

Nanotech 9:676–681
 135. Britnell L et al (2013) Strong light-matter interactions in heterostructures of atomically thin 

films. Science 340:1311–1314
 136. Arico AS et al (2005) Nanostructured materials for advanced energy conversion and storage 

devices. Nat Mater 4:366–377
 137. Shao Y et al (2010) Nitrogen-doped graphene and its electrochemical applications. J Mater 

Chem 20:7491–7496
 138. Li Y et al (2012) Stabilization of high-performance oxygen reduction reaction pt electro-

catalyst supported on reduced graphene oxide/carbon black composite. J Am Chem Soc 
134:12326–12329

 139. Wang C et al (2013) A unique platinum-graphene hybrid structure for high activity and 
durability in oxygen reduction reaction. Sci Rep 3:2580–2586

 140. Qu L et al (2010) Nitrogen-doped graphene as efficient metal-free electrocatalyst for oxy-
gen reduction in fuel cells. ACS Nano 4:1321–1326

 141. Yang Z et al (2012) Sulfur-doped graphene as an efficient metal-free cathode catalyst for 
oxygen reduction. ACS Nano 6:205–211

http://dx.doi.org/10.1002/smll.201401647
http://dx.doi.org/10.1002/smll.201401647


288 G.S. Bang and S.-Y. Choi

 142. Li Q et al (2012) Nitrogen-doped colloidal graphene quantum dots and their size-
dependent electrocatalytic activity for the oxygen reduction reaction. J Am Chem Soc 
134:18932–18935

 143. Li Y et al (2010) Catalytic performance of Pt nanoparticles on reduced graphene oxide for 
methanol electro-oxidation. Carbon 48:1124–1130

 144. Zhou Y-G et al (2010) A facile approach to the synthesis of highly electroactive Pt nano-
particles on graphene as an anode catalyst for direct methanol fuel cells. Chem Commun 
46:5951–5953

 145. Li Y et al (2009) Preparation and electrochemical performance for methanol oxidation of 
pt/graphene nanocomposites. Electrochem Commun 11:846–849

 146. Kakaei K, Zhiani M (2013) A new method for manufacturing graphene and electrochemical 
characteristic of graphene-supported Pt nanoparticles in methanol oxidation. J Power Sour 
225:356–363

 147. Xin Y et al (2011) Preparation and characterization of Pt supported on graphene with 
enhanced electrocatalytic activity in fuel cell. J Power Sour 196:1012–1018

 148. Maiyalagan T et al (2012) Electrodeposited Pt on three-dimensional interconnected gra-
phene as a free-standing electrode for fuel cell application. J Mater Chem 22:5286–5290

 149. Yoo E et al (2011) Sub-nano-Pt cluster supported on graphene nanosheets for CO tolerant 
catalysts in polymer electrolyte fuel cells. J Power Sour 196:110–115

 150. Wang H et al (2012) Review on recent progress in nitrogen-doped graphene: synthesis, 
characterization, and its potential applications. ACS Catal 2:781–794

 151. Sheng Z-H et al (2011) Catalyst-free synthesis of nitrogen-doped graphene via ther-
mal annealing graphite oxide with melamine and its excellent electrocatalysis. ACS Nano 
5:4350–4358

 152. Wang S et al (2011) Polyelectrolyte-functionalized graphene as metal-free electrocatalysts 
for oxygen reduction. ACS Nano 5:6202–6209

 153. Lin Z et al (2012) Facile synthesis of nitrogen-doped graphene via pyrolysis of graphene 
oxide and urea, and its electrocatalytic activity toward the oxygen-reduction reaction. Adv 
Energy Mater 2:884–888

 154. Zhao Y et al (2012) A versatile, ultralight, nitrogen-doped graphene framework. Angew 
Chem Int Ed 51:11371–11375

 155. Lee KR et al (2010) Electrochemical oxygen reduction on nitrogen doped graphene sheets 
in acid media. Electrochem Commun 12:1052–1055

 156. Ahmed MS, Jeon S (2012) New functionalized graphene sheets for enhanced oxygen reduc-
tion as metal-free cathode electrocatalysts. J Power Sour 218:168–173

 157. Wu J et al (2013) Electrocatalytic activity of nitrogen-doped graphene synthesized 
via a one-pot hydrothermal process towards oxygen reduction reaction. J Power Sour 
227:185–190

 158. Yang Z et al (2013) Recent progress in doped carbon nanomaterials as effective cathode 
catalysts for fuel cell oxygen reduction reaction. J Power Sour 236:238–249

 159. Jafri RI et al (2010) Nitrogen doped graphene nanoplatelets as catalyst support for oxygen 
reduction reaction in proton exchange membrane fuel cell. J Mater Chem 20:7114–7117

 160. He C et al (2013) A strategy for mass production of self-assembled nitrogen-doped gra-
phene as catalytic materials. J Mater Chem A 1:1401–1406

 161. Zhang L et al (2012) Effect of microstructure of nitrogen-doped graphene on oxygen reduc-
tion activity in fuel cells. Langmuir 28:7542–7550

 162. Leger J-M (2001) Mechanistic aspects of methanol oxidation on platinum-based electrocat-
alysts. J Appl Electrochem 31:767–771

 163. Yoo E et al (2011) Sub-nano-Pt cluster supported on graphene nanosheets for CO tolerant 
catalysts in polymer electrolyte fuel cells. J Power Sour 196:110–115

 164. Zhao Y et al (2011) Enhanced electrocatalytic oxidation of methanol on Pd/polypyrrole-gra-
phene in alkaline medium. Electrochim Acta 56:1967–1972



289Graphene and Two-Dimensional Transition Metal …

 165. Yoo E et al (2009) Enhanced electrocatalytic activity of pt subnanoclusters on graphene 
nanosheet surface. Nano Lett 9:2255–2259

 166. Yang X et al (2012) Bimetallic PtPd nanoparticles on Nafion–graphene film as catalyst for 
ethanol electro-oxidation. J Mater Chem 22:8057–8062

 167. Chen X et al (2011) Synthesis of “Clean” and well-dispersive Pd nanoparticles with excel-
lent electrocatalytic property on graphene oxide. J Am Chem Soc 133:3693–3695

 168. Zhao H et al (2011) Fabrication of a palladium nanoparticle/graphene nanosheet hybrid via 
sacrifice of a copper template and its application in catalytic oxidation of formic acid. Chem 
Commun 47:2014–2016

 169. Rao CV et al (2011) Graphene-supported ptau alloy nanoparticles: a highly efficient anode 
for direct formic acid fuel cells. J Phys Chem C 115:21963–21970

 170. Hinnemann B et al (2005) Biomimetic hydrogen evolution: MoS2 nanoparticles as catalyst 
for hydrogen evolution. J Am Chem Soc 127:5308–5309

 171. Kibsgaard J et al (2012) Engineering the surface structure of MoS2 to preferentially expose 
active edge sites for electrocatalysis. Nat Mater 11:963–969

 172. Jaramillo TF et al (2007) Identification of active edge sites for electrochemical H2 evolution 
from MoS2 nanocatalysts. Science 317:100–103

 173. Lauritsen JV et al (2004) Atomic-scale insight into structure and morphology changes of 
MoS2 nanoclusters in hydrotreating catalysts. J Catal 221:510–522

 174. Bonde J et al (2009) Hydrogen evolution on nano-particulate transition metal sulfides. 
Faraday Discuss 140:219–231

 175. Benck JD et al (2012) Amorphous molybdenum sulfide catalysts for electrochemical hydro-
gen production: insights into the origin of their catalytic activity. ACS Catal 2:1916–1923

 176. Xie J et al (2013) Defect-rich MoS2 ultrathin nanosheets with additional active edge sites 
for enhanced electrocatalytic hydrogen evolution. Adv Mater 25:5807–5813

 177. Merki D et al (2011) Amorphous molybdenum sulfide films as catalysts for electrochemical 
hydrogen production in water. Chem Sci 2:1262–1267

 178. Wang H et al (2014) Electrochemical tuning of MoS2 nanoparticles on three-dimensional 
substrate for efficient hydrogen evolution. ACS Nano 8:4940–4947

 179. Voiry D et al (2013) Enhanced catalytic activity in strained chemically exfoliated WS2 
nanosheets for hydrogen evolution. Nat Mater 12:850–855

 180. Liao L et al (2013) MoS2 formed on mesoporous graphene as a highly active catalyst for 
hydrogen evolution. Adv Funct Mater 23:5326–5333

 181. Li Y et al (2011) MoS2 nanoparticles grown on graphene: an advanced catalyst for the 
hydrogen evolution reaction. J Am Chem Soc 133:7296–7299

 182. Kim J et al (2013) Enhanced electrocatalytic properties of transition-metal dichalcogenides 
sheets by spontaneous gold nanoparticle decoration. J Phys Chem Lett 4:1227–1232

 183. Huang X et al (2013) Solution-phase epitaxial growth of noble metal nanostructures on dis-
persible single-layer molybdenum disulfide nanosheets. Nat Commun 4:1444–1451

 184. Yuwen L et al (2014) General synthesis of noble metal (Au, Ag, Pd, Pt) nanocrystal modi-
fied MoS2 nanosheets and the enhanced catalytic activity of Pd-MoS2 for methanol oxida-
tion. Nanoscale 6:5762–5769

 185. Lukowski MA et al (2013) Enhanced hydrogen evolution catalysis from chemically exfoli-
ated metallic MoS2 nanosheets. J Am Chem Soc 135:10274–10277

 186. Voiry D et al (2013) Conducting MoS2 nanosheets as catalysts for hydrogen evolution reac-
tion. Nano Lett 13:6222–6227

 187. Yang J et al (2013) Two-dimensional hybrid nanosheets of tungsten disulfide and reduced 
graphene oxide as catalysts for enhanced hydrogen evolution. Angew Chem Int Ed 
52:13751–13754

 188. Yin Z et al (2014) Au nanoparticle-modified MoS2 nanosheet-based photoelectrochemical 
cells for water splitting. Small 10:3537–3543

 189. Tarascon JM, Armand M (2001) Issues and challenges facing rechargeable lithium batteries. 
Nature 414:359–367



290 G.S. Bang and S.-Y. Choi

 190. Lian P et al (2010) Large reversible capacity of high quality graphene sheets as an anode 
material for lithium-ion batteries. Electrochim Acta 55:3909–3914

 191. Zhou X, Liu Z (2011) Graphene foam as an anode for high-rate Li-ion batteries. IOP Conf 
Series: Mater Sci Eng 18:062006

 192. Fang Y et al (2013) Two-dimensional mesoporous carbon nanosheets and their derived 
graphene nanosheets: synthesis and efficient lithium ion storage. J Am Chem Soc 
135:1524–1530

 193. Zhu X et al (2011) Nanostructured reduced graphene oxide/Fe2O3 composite as a high-per-
formance anode material for lithium ion batteries. ACS Nano 5:3333–3338

 194. Yin S et al (2011) Assembly of graphene sheets into hierarchical structures for high-perfor-
mance energy storage. ACS Nano 5:3831–3838

 195. Zhou X et al (2012) Self-assembled nanocomposite of silicon nanoparticles encapsulated 
in graphene through electrostatic attraction for lithium-ion batteries. Adv Energy Mater 
2:1086–1090

 196. Wang B et al (2013) Adaptable siliconcarbon nanocables sandwiched between reduced gra-
phene oxide sheets as lithium ion battery anodes. ACS Nano 7:1437–1445

 197. Wang C et al (2009) Electrochemical properties of graphene paper electrodes used in lith-
ium batteries. Chem Mater 21:2604–2606

 198. Ning G et al (2013) Chemical vapor deposition derived flexible graphene paper and its 
application as high performance anodes for lithium rechargeable batteries. J Mater Chem A 
1:408–414

 199. Li N et al (2012) Flexible graphene-based lithium ion batteries with ultrafast charge and dis-
charge rates. Proc Natl Acad Sci USA 109:17360–17365

 200. Yang S et al (2013) Bottom-up approach toward single-crystalline VO2-graphene ribbons as 
cathodes for ultrafast lithium storage. Nano Lett 13:1596–1601

 201. J-w Seo et al (2007) Two-dimensional nanosheet crystals. Angew Chem Int Ed 
46:8828–8831

 202. Du G et al (2010) Superior stability and high capacity of restacked molybdenum disulfide as 
anode material for lithium ion batteries. Chem Commun 46:1106–1108

 203. Hu S et al (2014) Preparation of carbon coated MoS2 flower-like nanostructure with self-
assembled nanosheets as high-performance lithium-ion battery anodes. J Mater Chem A 
2:7862–7872

 204. Kong D et al (2014) Rational design of MoS2@graphene nanocables: towards high perfor-
mance electrode materials for lithium ion batteries. Energy Environ Sci 7:3320–3325

 205. Chen R et al (2014) Free-standing hierarchically sandwich-type tungsten disulfide 
nanotubes/graphene anode for lithium-ion batteries. Nano Lett 14:5899–5904

 206. Hwang H et al (2011) MoS2 nanoplates consisting of disordered graphene-like layers for 
high rate lithium battery anode materials. Nano Lett 11:4826–4830

 207. Chang K, Chen W (2011) In situ synthesis of MoS2/Graphene nanosheet composites with 
extraordinarily high electrochemical performance for lithium ion batteries. Chem Commun 
47:4252–4254

 208. Xiao J et al (2010) Exfoliated MoS2 nanocomposite as an anode material for lithium ion 
batteries. Chem Mater 22:4522–4524

 209. Yang L et al (2013) Hierarchical MoS2/Polyaniline nanowires with excellent electrochemi-
cal performance for lithium-ion batteries. Adv Mater 25:1180–1184

 210. Shi Y et al (2013) Self-assembly of hierarchical MoSx/CNT nanocomposites (2, x,3): 
towards high performance anode materials for lithium ion batteries. Sci Rep 3:2169–2176

 211. David L et al (2014) MoS2/Graphene composite paper for sodium-ion battery electrodes. 
ACS Nano 8:1759–1770

 212. Park J et al (2013) Discharge mechanism of MoS2 for sodium ion battery: Electrochemical 
measurements and characterization. Electrochim Acta 92:427–432

 213. Zhu C et al (2014) Single-layered ultrasmall nanoplates of mos2 embedded in carbon 
nanofibers with excellent electrochemical performance for lithium and sodium storage. 
Angew Chem Int Ed 53:2152–2156



291Graphene and Two-Dimensional Transition Metal …

 214. Simon P, Gogotsi Y (2008) Materials for electrochemical capacitors. Nat Mater 7:845–854
 215. Conway BE et al (1997) The role and utilization of pseudocapacitance for energy storage by 

supercapacitors. J Power Sour 66:1–14
 216. Ratha S, Rout CS (2013) Supercapacitor electrodes based on layered tungsten disulfide-

reduced graphene oxide hybrids synthesized by a facile hydrothermal method. ACS Appl 
Mater Interfaces 5:11427–11433

 217. Ma G et al (2013) In situ intercalative polymerization of pyrrole in graphene analogue of 
MoS2 as advanced electrode material in supercapacitor. J Power Sour 229:72–78

 218. Jeong HM et al (2011) Nitrogen-doped graphene for high-performance ultracapacitors and 
the importance of nitrogen-doped sites at basal planes. Nano Lett 11:2472–2477

 219. Zhu Y et al (2011) Carbon-based supercapacitors produced by activation of graphene. 
Science 332:1537–1541

 220. Cao L et al (2013) Direct laser-patterned micro-supercapacitors from paintable MoS2 films. 
Small 9:2905–2910

 221. Xia J et al (2009) Measurement of the quantum capacitance of graphene. Nat Nanotech 
4:505–509

 222. Zhu Y et al (2010) Exfoliation of graphite oxide in propylene carbonate and thermal reduc-
tion of the resulting graphene oxide platelets. ACS Nano 4:1227–1233

 223. Ning G et al (2011) Gram-scale synthesis of nanomesh graphene with high surface area and 
its application in supercapacitor electrodes. Chem Commun 47:5976–5978

 224. Lee JH et al (2013) Restacking-inhibited 3D reduced graphene oxide for high performance 
supercapacitor electrodes. ACS Nano 7:9366–9374

 225. Choi BG et al (2012) 3D macroporous graphene frameworks for supercapacitors with high 
energy and power densities. ACS Nano 6:4020–4028

 226. Gao W et al (2011) Direct laser writing of micro-supercapacitors on hydrated graphite oxide 
films. Nat Nanotech 6:496–500

 227. Zang X et al (2014) Highly flexible and adaptable, all-solid-state supercapacitors based on 
graphene woven-fabric film electrodes. Small 10:2583–2588

 228. Dong X-C et al (2012) 3D graphene-cobalt oxide electrode for high-performance superca-
pacitor and enzymeless glucose detection. ACS Nano 6:3206–3213

 229. Wu Z-S et al (2010) Anchoring hydrous RuO2 on graphene sheets for high-performance 
electrochemical capacitors. Adv Funct Mater 20:3595–3602

 230. Xue M et al (2012) Structure-based enhanced capacitance. in situ growth of highly ordered 
polyaniline nanorods on reduced graphene oxide patterns. Adv Funct Mater 22:1284–1290

 231. Soon JM, Loh KP (2007) Electrochemical double-layer capacitance of MoS2 nanowall 
films. Electrochem Solid-State Lett 10:A250–A254


	Contents
	Part I Devices for Low Energy
	Tunneling Field-Effect Transistors for Ultra-Low-Power Application 
	Abstract 
	1 Introduction
	2 Low Power Operation and Subthreshold Swing
	2.1 Switching and Leakage Power Consumption
	2.2 Subthreshold Swing and Its Limit in MOSFETs

	3 Fundamentals of Tunneling Field-Effect Transistor
	3.1 Interband Tunneling Mechanism
	3.2 Tunneling Field-Effect Transistor
	3.3 Point Subthreshold Swing
	3.4 Ambipolar Characteristics

	4 Structure Engineering for Tunneling Field-Effect Transistors
	4.1 Silicon Tunneling Field-Effect Transistors and Related Issues
	4.2 Cylindrical Nanowire Channel
	4.3 Doping Engineering
	4.4 Tunneling Area

	5 Bandgap Engineering for Tunneling Field-Effect Transistors
	5.1 Impact of Bandgap on Tunneling Probability
	5.2 Ambipolar Characteristics in Devices with a Narrow Bandgap Channel
	5.3 Bandgap Engineering

	References

	Bulk FinFETs: Design at 14 nm Node and Key Characteristics 
	Abstract 
	1 Introduction
	2 SOI and Bulk FinFETs
	3 Design of 14 nm Bulk FinFET
	3.1 Effect of Local Doping (LD) Profile in the Fin Body
	3.2 Effect of Fin Body Doping
	3.3 Effect of Junction-to-Junction Length
	3.4 Effect of Fin Body Width

	4 Design of 14 nm SOI FinFET
	4.1 Effect of Fin Body Doping
	4.2 Effect of Junction-to-Junction Length
	4.3 Effect of Fin Body Width
	4.4 Comparison of ID–VGSs of Bulk and SOI FinFETs

	5 Parasitic Resistance and Capacitance in Bulk FinFETs
	5.1 Effect of SD Contact Resistance
	5.2 Junction and Gate Capacitances of Bulk FinFETs

	6 Current Fluctuation with Charge Trap and Temperature
	6.1 Drain Current Fluctuation with Single Charge Trap
	6.2 Device Temperature

	References

	Micro and Nanoelectromechanical Contact Switches for Logic, Memory, and Power Applications 
	Abstract 
	1 Background
	1.1 Why Miniaturized Mechanical Switches?
	1.2 MEMSNEMS Contact Switch Principle
	1.3 Contact Physics

	2 Microelectromechanical System (MEMS) Switches
	2.1 MEMS Switch Types
	2.2 MEMS Switch Advantages
	2.3 Actuation Voltage
	2.4 ReliabilityLifetime
	2.5 Selecting Contact Material
	2.6 Other Selected MEMS Switches

	3 Nanoelectromechanical System (NEMS) Switches
	3.1 NEMS Switch Advantages
	3.2 Fabrication Methods
	3.3 Research Flow
	3.4 Current Issues

	4 Logic and Memory Applications
	4.1 Introduction
	4.2 Logic Applications
	4.3 Memory Applications

	5 Power Applications
	5.1 Introduction
	5.2 Requirements for Power Switching
	5.3 Research Flow

	6 Conclusion
	References

	Part II Systems and Circuits for Low Energy
	Ultralow Power Processor Design with 3D IC Operating at SubNear-Threshold Voltages 
	Abstract 
	1 Introduction
	2 Review of Existing Works
	3 Cell Library Design Methodology
	3.1 Issues Related to SubNear-Threshold Designs
	3.2 Sizing Techniques
	3.3 Library Characterization
	3.4 Variation Study
	3.5 Memory Designs

	4 Full-Chip Design and Analysis
	4.1 Design Flow
	4.2 Timing and Power Comparisons
	4.3 3D Impact Versus Type of Design
	4.4 Full-Chip Variation Study
	4.5 Thermal Analysis
	4.6 IR-Drop Analysis

	5 Power Benefits in Many-Core Designs
	5.1 IO Driver Design
	5.2 Power Saving in Many-Core Sub-Vth 3D Designs

	6 Design Lessons and Guidelines
	7 Conclusions
	References

	Energy Harvesting from the Human Body and Powering up Implant Devices 
	Abstract 
	1 Introduction
	2 Wearable Devices
	2.1 Foot
	2.1.1 Heel-Strike Generators
	2.1.2 Sole CompressionDecompression Generators
	2.1.3 Foot Motion Generators

	2.2 Knee
	2.3 Torso
	2.4 Arm
	2.5 Breathing
	2.6 Body Heat

	3 Implant Devices
	3.1 Knee
	3.2 Body Movement
	3.3 Heart
	3.4 Artery
	3.5 Muscle
	3.6 Body Heat
	3.7 Glucose Fuel Cell
	3.8 Inner Ear
	3.9 Solar Energy

	4 Wireless Power Transmission to Implant Devices
	4.1 Inductive Link
	4.2 RF Transmission
	4.3 Infrared
	4.4 Ultrasonic

	5 Summary
	5.1 Energy Harvesting with Wearable Devices
	5.2 Powering Implant Devices
	5.3 Final Remarks

	References

	Reconfigurable Photovoltaic Array Systems for Adaptive and Fault-Tolerant Energy Harvesting 
	Abstract 
	1 Introduction
	1.1 Structure of PV Energy Harvesting Systems
	1.2 Design Consideration and Runtime Management

	2 Efficiency of Photovoltaic Cell Energy Harvesting Systems
	2.1 PV Cell Modeling
	2.2 Power Converter (Charger) Power Model
	2.3 Mitigating the Output Variation of PV Modules
	2.3.1 Maximum Power Point Tracking
	2.3.2 Maximum Power Transfer Tracking

	2.4 Partial Shading and PV Cell Faults

	3 Reconfigurable Photovoltaic Cell Array
	3.1 Reconfigurable Switch Network Architecture
	3.2 Balanced Configurations
	3.3 Imbalanced Reconfiguration to Combat Partial Shading
	3.4 Fault Tolerance
	3.4.1 Reconfiguration for Fault Detection and Fault Bypassing
	3.4.2 Fault Detection Algorithm
	3.4.3 Fault Bypassing Algorithm


	4 Storage- and Converter-Less Energy Harvesting
	4.1 Principle of Operation
	4.2 Storage- and Converter-Less MPPT
	4.3 Overhead Analysis

	5 Conclusions
	References

	Low-Power Circuit Techniques for Efficient Energy Harvesting 
	Abstract 
	1 Introduction
	2 Thermoelectric Energy Harvesting Circuits
	2.1 Blocking Oscillator
	2.2 Voltage-Doubling Rectifier
	2.3 Switched Capacitor Storage

	3 Piezoelectric Energy Harvesting Circuits
	3.1 Maximum Energy Transfer Condition for Full-Bridge Rectifier-Based Energy Harvester
	3.2 Bias-Flip Rectifier and Switched Capacitor Array

	4 Summary
	References

	Part III Materials for Low Energy 
	Preparation of Porous Graphene-Based Nanomaterials for Electrochemical Energy Storage Devices 
	Abstract 
	1 Introduction
	2 Strategies to Buildup Porous Graphene
	2.1 Generation of Defective Pores into the Graphene Sheets
	2.2 Out-of-Plane Generation of 3D Graphene-Based Porous Superstructures
	2.3 Other Methods

	3 Applications in Lithium-Ion Rechargeable Batteries
	3.1 Porous Graphene-Based Anode Materials
	3.2 Porous Graphene-Based Cathode Materials

	4 Applications in Supercapacitors
	4.1 Activation of Graphene for Supercapacitors
	4.2 3D Graphene-Based Porous Materials for Supercapacitors
	4.3 Flexible Supercapacitors Using 3D Graphene-Based Porous Materials

	5 Future Perspectives
	References

	Graphene and Two-Dimensional Transition Metal Dichalcogenide Materials for Energy-Related Applications 
	Abstract 
	1 Introduction
	2 Electronic Structure and Synthesis of 2D Materials
	2.1 Electronic Structure
	2.2 Synthesis Methods
	2.2.1 Micromechanical Exfoliation
	2.2.2 Chemical Vapor Deposition
	2.2.3 Liquid-Based Exfoliation
	Graphene Nanosheets
	2D-TMD Nanosheets



	3 Energy Harvesting and Energy Conversion Applications
	3.1 Solar Cells
	3.1.1 Graphene Nanosheets for Solar Cells
	3.1.2 Nanosheets of 2D-TMDs for Solar Cells

	3.2 Fuel Cells
	3.2.1 Graphene Nanosheets for Fuel Cells
	3.2.2 Nanosheets of 2D-TMDs for Fuel Cells


	4 Energy Storage Applications
	4.1 Lithium-Ion Batteries
	4.1.1 Graphene Nanosheets for LIBs
	4.1.2 Nanosheets of 2D-TMDs for LIBs

	4.2 Supercapacitors
	4.2.1 Graphene Nanosheets for Supercapacitors
	4.2.2 Nanosheets of 2D-TMDs for Supercapacitors


	5 Summary
	References


