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Preface

The study of natural organic polymers is an extremely complex and difficult task.
Among many other tools utilized for this study, one is analytical pyrolysis. Analytical
pyrolysis viewed as an analytical technique is described in the first part of this book.
The second part presents the results of pyrolysis for individual natural organic polymers
and some chemically modified natural organic polymers. It describes the main pyrolysis
products of these compounds as well as the proposed pyrolysis mechanisms. This part
is intended to be the core of the book, and it is an attempt to capture as much as
possible from the chemistry of the pyrolytic process of naturat organic polymers. The
third part of the book is more concise and describes some of the practical applications
of analytical pyrolysis on natural organic polymers and their composite materials. These
applications are related to analysis, characterization, or comparison of complex
samples. However, it includes only examples on different subjects, and it is not a
comprehensive presentation. A variety of details on specific applications are described
in the original papers published in dedicated journals such as the “Journal of Analytical
and Applied Pyrolysis.”

The book includes a number of topics ranging from those related to biochemistry to
some from physics and covering problems such as mechanisms in organic chemistry or
instrumentation in analytical chemistry. For this reason, additional information from
related fields is needed sometimes for a better understanding of the subject. However,
the intention of the author was to present the book, as much as possible, as a uniform
subject and not as a conglomerate of scientific papers. Some previously written
materials, such as [rwin’s excellent book on analytical pyrolysis, were a guide for this
purpose.

The three parts of the book are covered in 18 chapters, each divided into sections.
Some sections are further divided by particular subjects. References are given for each
chapter. Although representative information was carefully included, the references
were not exhaustive. With the modern capability of literature search, an effort to include
in the book all possible reports would be unnecessary. Most of the information in the
book came from published literature. This includes original papers and also different
books. As an example, the book of H. L. C. Meuzelaar, J. Haverkamp, and F. D.
Hileman on pyrolysis-mass spectrometry of biomaterials was a valuable source of
information for this subject. A few unpublished personal results were also included.

Help for improvements in the presentation of the material for this book was provided by
the editor, Mr. D. Caleman, by Mr. B. F. Price, Director of Analytical Research at Brown
& Williamson, and by Ms. Carol Benton who also made numerous corrections to the
material and prepared the index. The cooperation of two of the author’'s coworkers, Mr.
J. B. Forehand and Dr. N. P. Kulshreshtha, was very useful for including most of the
original data.
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CHAPTER 1. Introduction and Nomenclature

1.1 _Pyrolysis as a Chemical Process.

Pyrolysis is defined as a chemical degradation reaction that is caused by thermal energy
alone [1,2,3]. The term chemical degradation refers to the decompositions and
eliminations that occur in pyrolysis with formation of molecules smaller than the starting
material. The requirement that thermal energy is the only cause of these chemical
degradations refers to the absence of an added reagent to promote pyrolysis. However,
instead of heat itself, temperature (which is the intensive parameter of heat) is more
appropriate to use in the definition of pyrolysis. The term pyrolysis should be used to
indicate the chemical transformation of a sample when heated at a temperature
significantly higher than ambient. Otherwise, a chemical decomposition caused by
thermal energy but taking place at a very low temperature or in a very long period of
time would be considered pyrolysis. Pyrolysis is indeed a special type of reaction,
because at elevated temperatures certain reactions have much higher rates, and many
compounds undergo reactions that do not occur at ambient or slightly elevated
temperatures.

The pyrolytic reactions usually take place at temperatures higher than 250-300° C,
commonly between 500° C and 800° C. The chemical transformations taking place
under the influence of heat at a temperature between 100° C and 300° C are commonly
called thermal degradations [4] and not pyrolysis. Mild pyrolysis is considered to take
place between 300° C and 500° C and vigorous pyrolysis above 800° C.

The term pyrolysis is not restricted to the decomposition of pure compounds. The same
term is frequently used in the literature in connection with the thermal decomposition of
many complex materials such as coal, oil shales, etc. or even of composite materials
such as wood or whole microorganisms.

There are a few problems associated with the definition of the term pyrolysis as being
related to heat alone. For example, it is not possible to be sure that no catalytic effects
are associated with some thermal decompositions [1] or that no chemical reactions take
place between the pyrolysis products (one or more such products acting as reagents).
The chemical interactions between the reaction products in pyrolysis and the catalytic
effects are decreased by performing the pyrolysis in an atmosphere of inert gas or at
reduced pressure. A pyrolysis that is influenced by the intentional addition of a catalyst
is named catalytic pyrolysis. Also, pyrolysis in the presence of a reagent added on
purpose has been reported. In this type of pyrolysis, the decomposition of the sample is
still caused by heat alone, but a reagent is present and may react with the pyrolysis
products to generate new compounds. Sometimes, from the organic polymers,
molecules larger than a starting constituent can also be generated during pyrolysis [5].

1.2 The Scope of Analytical Pyrolysis.

Analytical pyrolysis is by definition the characterization of a material (or a chemical
process) by chemical degradation reactions induced by thermal energy. It consists of a
collection of techniques involving pyrolysis performed with the purpose of obtaining
analytical information on a given sample. The type of analytical information can be



qualitative, quantitative, or structural. Pyrolysis itself, being a chemical reaction, does
not provide analytical data unless it is associated with some kind of measurement
process. The measurement is commonly part of a typical analytical technique such as a
chromatographic or spectroscopic one. The purpose of the analytical technique is the
analysis of the pyrolysis product [pyrolysate (pyrolyzate)).

If a physical property of a sample is measured during heating as a function of
temperature, the technique is commonly named a thermoanalytical technique.
Analytical pyrolysis is considered somehow apart from the other thermoanalytical
techniques such as thermometry, calorimetry, thermogravimetry, differential thermal
analysis, etc. In contrast to analytical pyrolysis, thermoanalytical techniques are not
usually concerned with the chemical nature of the reaction products during heating.
Certainly, some overlap exists between analytical pyrolysis and other thermoanalytical
techniques. The study of the kinetics of the pyrolysis process, for example, was found
to provide useful information about the samples and it is part of a series of pyrolytic
studies (e.g. [6-8]). Also, during thermoanalytical measurements, analysis of the
decompasition products can be done. This does not transform that particular
thermoanalysis into analytical pyrolysis (e.g. [9]). A typical example is the analysis of
the gases evolved during a chemical reaction as a function of temperature, known as
EGA (evolved gas analysis).

There are many applications of analytical pyrolysis and a large number of them are
geared toward polymer analysis or composite material analysis. The analysis of intact
polymers, for example, is a rather difficult task. Polymers are not volatile; some of them
have low solubility in most solvents and some decompose easily during heating.
Therefore the direct application of powerful analytical tools such as gas
chromatography/mass spectroscopy (GC/MS) cannot be done directly on most
polymers. The same is true for many composite materials. Pyrolysis of these kinds of
samples (polymers, composite organic materials) generates, in most cases, smaller
molecules. These can easily be analyzed using GC/MS or other sensitive analytical
procedures. From the “fingerprint” of the pyrolysis products, valuable information can
be obtained about the initial sample. In analytical pyrolysis, instead of adjusting the
analytical method for a particular sample, the sample is "adjusted” for a particularly good
analytical technique. Analytical pyrolysis is therefore a special methodology which
allows the use of available proven analytical methods for the analysis of samples that
are not originally amiable to a particular analytical method. These characteristics of
analytical pyrolysis indicate that there will be two separate subjects of interest when
discussing analytical pyrolysis:

« the pyrolytic process, and
- the analytical method that is applied for the analysis of the pyrolysis products.

The purpose of analytical pyrolysis is to provide analytical information on the initial
sample. The pyrolysis itself is just a process that allows the transformation of the
sample into other compounds. The fact that no catalytic effects take place in addition to
the pure thermal decomposition is not important. Also the breaking or the formation of
chemical bonds makes no difference for the purpose of analytical pyrolysis. On the
other hand, a set of conditions such as good reproducibility, formation of stable reaction
products, etc. is very important for the chemical process generated by heat to make it
adequate for providing correct analytical information. The experimental conditions used



for performing pyrolytic reactions play an important role for the end result of the process.
For this reason, the pyrolytic process in analytical pyrolysis must be strictly controlled
regarding the temperature, pyrolysis time, atmosphere, etc.

Commonly, analytical pyrolysis is performed as flash pyrolysis. This is defined as a
pyrolysis that is carried out with a fast rate of temperature increase, of the order of
10,000° K/s. After the final pyrolysis temperature is attained, the temperature is
maintained essentially constant (isothermal pyrolysis). Special types of analytical
pyrolysis are also known. One example is fractionated pyrolysis in which the same
sample is pyrolysed at different temperatures for different times in order to study special
fractions of the sample. Another special type is stepwise pyrolysis in which the sample
temperature is raised stepwise and the pyrolysis products are analyzed between each
step. Temperature-programmed pyrolysis in which the sample is heated at a controlled
rate within a temperature range is another special type.

Pyrolysis is commonly carried out in an inert atmosphere. However, oxidative pyrolysis
(a pyrolysis that occurs in the presence of an oxidative atmosphere) or reductive
pyrolysis (a pyrolysis that occurs in the presence of a reducing atmosphere) is
sometimes utilized.

There are numerous analytical techniques associated (hyphenated) with pyrolysis and
many literature sources describing these analytical techniques. One of the most
common such techniques is pyrolysis-gas chromatography (Py-GC). In this technique
the volatile pyrolysates are directly conducted into a gas chromatograph for separation
and detection (a volatile pyrolysate is that portion of the pyrolysate that has adequate
vapor pressure to reach the detector). Another common technique is pyrolysis-gas
chromatography/mass spectrometry (Py-GC/MS). In this technique the volatile
pyrolysates are separated and analyzed by on-line gas chromatography/mass
spectrometry. Infrared analysis can be used in the same way as mass spectrometry in
another hyphenated technique, pyrolysis-gas chromatography/infrared spectroscopy
(Py-GC/IR). The chromatographic separation can sometimes be excluded from the
analytical process following the pyrolysis. This is, for example, the case of pyrolysis-
mass spectrometry (Py-MS), in which the volatile pyrolysates are detected and analyzed
by on-line mass spectrometry, and pyrolysis-infrared spectroscopy (Py-IR). A variety of
other techniques are aiso utilized for the analysis of pyrolysates.

1.3 Analytical Pyrolysis Applied to Natural Organic Polymers.

The usefulness of analytical pyrolysis in polymer characterization, identification, or
quantitation has long been demonstrated. The first application of analytical pyrolysis
can be considered the discovery in 1860 of the structure of natural rubber as being
polyisoprene [10]. This was done by the identification of isoprene as the main pyrolysis
product of rubber. Natural organic polymers and their composite materials such as
wood, peat, soils, bacteria, animal cells, etc. are good candidates for analysis using a

pyrolytic step.

In principle, there is no difference between the analytical pyrolysis of natural organic
polymers and that of other samples. Aithough the basics are the same, there are



numerous specific aspects regarding the application of analytical pyrolysis in the
analysis of natural organic polymers.

The most important information obtained in the anaiytical pyrolysis of polymers is the
description of the resulting chemical compounds during or after pyrolysis. The nature
and quantity of the compounds generated during pyrolysis provide the pertinent
information about the sample either as a “fingerprint” of the sample or by the correlation
of the degradation products of the polymer or material with its structure. For the
polymers made from connected identical units (repetitive polymers), this correlation is
simpler. However, for non-repetitive polymers, such as lignin or Maillard browning
polymers, it is more difficult to understand the polymeric structure from their pyrolysis
products.

The applications of pyrolysis to both natural or synthetic polymers range from the
polymer detection used for example in forensic science to the microstructure elucidation
of specific polymers or to the identification of other compounds present in the polymers
(anti-oxidants, plasticizers, etc.}. Applications to complex polymeric materials are in the
field of classification of microorganisms, fossil materials, etc. Also, the degradation of
polymers during heating is a subject of major interest in many practical applications
regarding the properties of polymers. Analytical pyrolysis can also be used for obtaining
information on the resulting chemicals during the burning of different materials. It
should be noted that burning in itself is the chemical reaction with oxygen, which leads
most organic compounds to form CO,, CO, H,O, N,, etc. However, incomplete burning
(smoldering) and the pyrolysis around the burning area generate pyrolysates that can
have complex compositions. Their analysis can be important in connection with health
issues, environmental problems, or taste of food or of cigarettes.

The first part of this book, dedicated to the description of the analytical pyrolysis
methodology, will not be specific to natural organic polymers. The second and the third
part, however, will cover only applications specific to natural organic polymers,
chemically modified natural organic polymers, and their composite materials.
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Chapter 2. The Chemistry of the Pyrolytic Process

2.1 General Remarks.

The pyrolysis of one molecular species may consist of one or more pyrolytic reactions
occurring simuitaneously or sequentially. The path of a pyrolytic process depends on
the experimental conditions. Mainly for polymers, after a first decomposition reaction
step, it is common to have subsequent steps. In this case, the polymeric chain scission,
for example, is followed by other pyrolytic reactions of the small molecules generated
from the polymer. Therefore, pyrolysis of both small and large molecules occurs in the
pyrolysis of a polymer. The result is a complex sequence of chemical reactions with a
variety of compounds generated.

When composite materials are pyrolysed, more than one molecular species is subject to
thermal degradation. However, for composite materials each component can be
considered as starting the pyrolytic process independently, which reduces somewhat the
complexity of the problem.

The pyrolytic process is commonty performed in an inert atmosphere or even at low
pressure. However, it is not always possible to perform the process in gas phase (such
as for polymers). Even in gas phase, but mainly in condensed phase, a series of
chemical interactions may occur between different pyrolysis products. This, in addition
to the multi-step characteristics, makes the result of the pyrolytic process extremely
complex. The individual reaction types taking place during pyrolysis can, however, be
studied independently.

2.2 Elimination Reactions in Pyrolysis.

The pyrolytic elimination is a model reaction, which probably dominates many
pyrolytic processes. The B elimination with two groups fost from adjacent atoms
is common in pyrolysis. A modef pyrolytic elimination takes place with no other
reagent present and often requires gas phase. For this reason, the typical E,
mechanism where a proton and another group from a molecule depart
simultaneously, the proton being pulled by a base, is not common in pyrolysis in
gas phase. The same is true for the E; mechanism. More common for the gas
phase pyrolysis is an E; mechanism. However, for polymers where the pyrolysis
takes place in condensed phase, E; and E; mechanisms are not excluded.
There are also several other mechanisms that have been found to operate in
pyrolytic eliminations.

- Pyrolytic elimination with E; mechanism.

A first type of mechanism involves a cyclic transition state, which may be four-,
five- or six-membered [1]. No discrete intermediate is known in this mechanism
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(concerted mechanism). Some examples of different sizes of cyclic transition
state (heating is symbolized by A) are

‘}7@ e >=4
ooy,

Sl el e

)

R,* OH" Q Ry*
/N CHQ/N : CH, —NR,
. ~_ 7
% . .
H X HX

The two groups (one being the H in the above examples) leave at about the
same time and bond to each other. The designation of this mechanism is E; (in
Ingold terminalogy). There are typical characteristics for the E; mechanism:

a) The kinetics is of the first order.

b) It does not take place with a free radical mechanism (free radical inhibitors do
not slow the reaction).

¢) The elimination takes place in a "syn" position.

During pyrolytic reactions of E; type, if a double bond is present, the formation of a
conjugate system is preferred if sterically possible. Otherwise, the orientation in the
pyrolytic elimination is statistical and is determined by the number of B hydrogens. The
newly formed double bond goes mainly toward the least highly substituted carbon
(Hofmann’s rule). In the bridged systems, the double bond is formed away from the
bridgehead. Also, for the E; mechanism, a cis 3 hydrogen is required. Therefore, in
cyclic systems, if there is a cis hydrogen on only one side, the double bond will go that
way. However, when there is a six-membered transition state, this does not necessarily
mean that the feaving groups must be cis to each other, since such transition states do
not need to be completely coplanar. If the leaving group is axial, then the hydrogen
must be equatorial and cis to the leaving group, since the transition state cannot be
realized when the groups are both axial. But if the leaving group is equatorial, it can
form a transition state with a 3 hydrogen that is either axial (cis) or equatorial (trans).

In some cases, an E; mechanism appears to be followed and the more stable olefin is
formed. Instead of Hofmann's rule, Zaitsev's rule is followed (the double bond goes
mainly toward the most highly substituted carbon). Also, in some reactions the direction
of elimination is determined by the need to minimize steric interactions, sometimes even
when the steric hindrance appears only during the transition state.
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Cases of E; eliminations are common in pyrolysis. Most of these reactions occur
with double or triple bond formation. Several examples are given below.

- Dehydration of some carboxylic acids with the formation of ketenes:
o A

7
R—CH—CZ_ —> R—CH=C==0 +Hy0
II_[ OH

- Elimination of an acid from some esters:

| s | ]

—C—C— —» —C=C— + RCOOH

- Elimination of water from alcohols:
A
R—('ZH—CHQOH —> R—CH=CH, +H0
H

When occurring for large motecules, it is not always possible to assign to the
elimination an E; mechanism. An example is the elimination of water or ethanol
during the pyrolysis of cellulose or ethyi cellulose, respectively:

HO
CH,OH
2 o ,,0 CHZOH
. + ROH

éH,0oH O
2 O CH,0H o
R =H, CpHg

This reaction may have either an E; mechanism or an E; mechanism because it
takes place in condensed phase. it should be remembered that an E, reaction
occurs as follows:

| & |

l\ —_— —C=C— + X + BH

(’H

The impurities in the polymer may act as a proton acceptor. The formation of a
dehydrated cellulose is, for example, favored by the presence of traces of a
strong base (NaOH) in the polymer. This base pulls off the protons during
dehydration. The polymer in itself may act as a base, for example in the
elimination of H,SO, from cellulose sulfate (see Section 7.3).
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Besides p eliminations, 1,3 or 1,n eliminations may also take place during pyrolysis with
the formation of cycles. An example of this type of reaction occurs during the pyrolysis
of certain peptides (and proteins). A glutamic acid unit, for example, can eliminate water
by the following reaction:

| [ ---C—CH—N—C—CH—N---
cH, /[y R H
] A (l?Hz l R H Ho0
ChH, CHC
s X
07 oH
- Fragmentations.

In an elimination, one carbocation can be a leaving group. In this situation, the
reaction is called a fragmentation. The reaction commonly takes place in
substances of the form Y-C-C-X, where X could be halogen, OH,™, OTs, NR,*,
etc. (Ts is p-toluenesulfonate or tosylate). The fragmentation can be written
schematically:

+
Y—C—C—X —» Y 4 N =C/ + X"

AN

An example of this type of reaction is the following dehydration of 1,3-diols:

R R

| H, A | l
HO—C—C—C—0H —» O0=C + C=C + Hy0

l | |

R R

Another example is the decomposition of -lactones (applies also to ketene dimers):

—C—C— — —C=C— + CO2

Some examples of fragmentation reactions are given below.
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Fragmentation of atkyl-aromatic hydrocarbons:
CH
O - O L
CH
Q R R

A
— CH,=—CH—OH + CH,=CH—R
l——> CH3CHO

The double (or triple) bond formation does not take place exclusively between
carbon atoms. [t may occur between carbon and nitrogen or carbon and oxygen.
An example is the pyrolysis of 3-hydroxy olefins:

During pyrolysis, numerous other fragmentation reactions may occur, although the
mechanism is not always E;, E, or E; type (see eliminations involving radicals).

Fragmentation of certain ketones:
P
o

R

- Extrusion reactions.
An extrusion reaction is a reaction of the type:
X-Y-Z > X-Z + Y

Decarboxylation of B-lactones described above may be considered a degenerate
reaction of this type. Another example is the loss of CO from certain ketones:

- Elimination involving free radicals.

Another common type of mechanism found to operate in pyrolytic eliminations
involves free radicals. Initiation occurs by pyrolytic cleavage. A schematic
example of this type of reaction is
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[nitiation R,CH —CH,X —_— R,CH—CH, + X"

RoCH—CH,X + X° ———= R,C—CH,X + HX
Propagation

R,C—CH,X ——>= R,C=CH, + X"

Termination 2 R,C—CH,X — > R,C=CH, + R,CX—CH,X

Free radical eliminations are frequent during pyrolytic reactions, and they are
common for linear chain polymers. At higher temperatures (600° C-800° C) this
type of reaction is also common for small molecules and explains the formation
of unsaturated or aromatic hydrocarbons from aliphatic ones. As an example,
butane decomposition may take place as follows:

CH3'CH2-CH2'CH3 4 CH4 + CH2=CH-CH3

CH;-CH,-CH,-CH; — CHj3-CH; + CH=CH,

CH;-CH,-CH,-CH; » H; + CH3-CH=CH-CH;

More examples of this type of reaction will be given in Section 2.6.
- 1,4 Conjugate eliminations.
In addition to the main mechanisms, another possible type of elimination is the

1,4 conjugate elimination. This type of mechanism is not very common [1]. The
elimination takes place as follows:

[
X—(%——C|:=C—C:I—H —_— C=C-—C=C\ + HX

2.3 Rearrangements Taking Place in Pyrolysis.

A rearrangement is a reaction in which a group moves (migrates) from one atom to
another in the same molecule. A variety of rearrangements can take place during
pyrolysis. Several known types are the following:



- Migration of a group.

Most migrations take place from one atom to an adjacent one (1,2 shift). However,
migrations over higher distances are also known. A typical 1,2 shift takes place as
follows:

" A I

A—B —_— A—B

The migration group M may move with its electron pair, without its electron pair, or with
only one electron. In this last case, a free radical rearrangement takes place. The free
radical rearrangement involves a first step of free radical formation, and then the actual
migration takes place. During pyrolysis, under the influence of heat, the formation of
free radicals is rather common. A typical characteristic for 1,2 free radical migrations is
that this type of migration is not known for hydrogens, is uncommon for methyl groups,
and is not too frequent for alkyl groups in general. More complicated mechanisms may
occur for diradicals [1]. The 1,2 shifts are more common for aryl, vinyl, acetoxy, and
halogen migrating groups. Longer free-radical migrations are known even for hydrogen.
These types of reactions are common during the pyrolytic process, and several
examples will be discussed in the second part of this book.

- Electrocyclic rearrangements.

A different type of known rearrangement is the electrocyclic rearrangement. This takes
place for example for 1,3,5 trienes, which are converted to 1,3 cyclohexadienes when
heated, as follows:
R
A F R

AN
/\R \

- Sigmatropic rearrangements.

Sigmatropic rearrangements are also non-1,2 shifts. This rearrangement consists of a
migration of a o bond adjacent to one or more n systems to a new position in the
molecule, with a new reorganized = system. Examples are

R
A / R
]

R [1,3] rearrangement

AN n
SRR
’ /{ [1,5] rearrangement
—_—
R H R H
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The order [i,j] of the sigmatropic reaction is determined by counting the atoms over
which each end of the ¢ bond has moved. For a more detailed discussion about
rearrangement reactions see e.g. [3].

2.4 Oxidations and Reductions Taking Place in Pyrolysis.

The oxidation/reduction defined as an increase/decrease, respectively, in the oxidation
number, cannot be applied directly in organic chemistry. This is due to the difficulty of
defining the oxidation number for organic compounds. For example, the carbon in
pentane has the formal oxidation number -2.4, while in methane it is -4. For this reason,
an "approximate" oxidation number must be assigned to each compound more or less
arbitrarily. Saturated hydrocarbons have the assigned oxidation number -4; alkenes,
alcohols, mono-chlorinated aliphatic hydrocarbons, and amines have the assigned
oxidation number -2; compounds with triple bonds, aldehydes, ketones, diols, etc. have
the assigned oxidation number 0; acids, amides, and trichlorinated aliphatic
hydrocarbons have the assigned oxidation number +2; and CO, and CCl, have the
assigned oxidation number +4. Using this arbitrary assignment, the common definition
for oxidation/reduction can be applied.

The hydrogen elimination is a typical oxidation reaction that is not uncommon in
pyrolysis. Some other oxidations or reductions may take place during pyrolysis as a
subsequent reaction to the initial process. Certain free-radical substitutions that involve
the transfer of a hydrogen atom can also be considered oxidation/reduction reactions. It
should be noted that oxidation due to the presence of oxygen (intended or accidental)
may also take place during pyrolysis (below ignition temperature). As an exampie,
substituted ethyl celluloses degrade oxidatively [3a]. The reaction probably starts with
the initiation step at free aldehyde groups and has a free radical mechanism (see
Section 7.3). This explains the formation of formic acid, acetaldehyde, ethanol, ethyi
formate, ethane, CO,, CQO, etc. from this material.

2.5 Substitutions and Additions Taking Place in Pyrolysis.

Either as a first step of pyrolysis, or as a result of the interaction of molecules resuiting
from previous pyrolysis steps, substitutions and additions are common reactions during
the pyrolytic process.

- Substitutions.

Substitutions are very common chemical reactions. The increased reaction rate due to
the high temperature in pyrolysis makes reactions of this type possible. The
nucleophilic substitution takes place with the attack of a reagent that brings an electron
pair to the substrate. This pair is used to form a new bond. The leaving group retains
its electron pair. The general scheme of this type of reaction can be written as follows:

I

REX + ¥ —>  R—Y + X



It is interesting to note that the decarboxylation mechanism of aromatic acids is probably
an electrophilic substitution. This reaction is not uncommon during pyrolysis. For
example, the decarboxylation of benzoic acid takes place as an aromatic electrophilic
substitution:

OH (ol
- + H+
O ’ o)
n o- A )
— + CO
o
+ H+ e

in the electrophilic aromatic substitution, in the first step the electrophile attacks the
substrate with the formation of an arenium ion. This is followed by a second step in
which one of the leaving groups departs.

The decarboxylation of aliphatic acids may take place as an aliphatic electrophilic
substitution but also in some cases can be regarded as an elimination reaction using a
cyclic mechanism as described in Section 2.1.

Free radical substitutions are also known to occur in pyrolytic reactions. An example of
this type is the formation of bipheny! from benzene at 700° C (this reaction can be

viewed as an oxidation because of the hydrogen elimination). It is likely that similar
reactions take place in the pyrolysis of coal and kerogen.

This type of reaction may also take place for substituted benzene:

0*QP=qp

and can further generate higher polynuclear aromatic hydrocarbons. An example is
given for the formation of benzo[b]fluoranthene:
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O
Q0 O = @.%

An interesting example of a substitution reaction is the condensation of acetone with the
formation of a molecule that is more stable at higher temperatures.

&
CH OC\CH3
é(; —>  3Hy0 +
CHy”~ Hac/CO\CH3

- Additions.

The addition reactions take place at a carbon-carbon muitiple bond, or carbon-hetero
atom multiple bond. Because of this peculiarity, the addition reactions are not common
as the first step in pyrolysis. The generation of double bonds during pyrolysis can,
however, continue with addition reactions. The additions can be electrophilic,
nucleophilic, involving free radicals, with a cyclic mechanism, or additions to conjugated
systems such as Diels-Alder reaction. This type of reaction may explain, for example,
the formation of benzene (or other aromatic hydrocarbons) following the radicalic
elimination during the pyrolysis of alkanes. In these reactions, after the first step with
the formation of unsaturated hydrocarbons, a Diels-Alder reaction may occur, followed
by further hydrogen elimination:

F
- OO

Some pyrolytic reactions can be seen as a reverse (retrograde) addition. Diels-Alder
reaction for example is known to be reversible and retro Diels-Alder reactions are rather
common. The retro-ene reaction (retro hydro-allyl addition), for example, takes place by
the following mechanism:

CH, CH,



A possible retro-ene reaction may take place during the lignin degradation, as follows:

CH,0
CH,OH CH,0H
| |
cHL o R--- o
CH,0
J— H 3
ot e
A . + O R--- ——»
R OCH, R OCH,
- H OH
(I:HZOH
CH
l CH;0
+ HO R--
R OCH,
OH

Retro-aldol condensations are also known to take place during pyrolysis. The
mechanism of these reactions can be written as follows:

0 o)
Ll Wb ,
R—C—C— —C—C—
| — | + Hot _—~
R—C—R R"—(]Z—R‘ 3
| .
OH o]
o)
e o I
R—C—C— [ + OH
R'—C—R' R"_ﬁ*R'
d )

An example of a retrograde aldol reaction (retroaldolization) is probably the pyrolytic
decomposition of cellulose with formation of hydroxyacetaldehyde (see Section 7.2).
Other mechanisms for pyrolysis of cellulose are also possible [3]. More paths for the
same process is a commaen occurrence in pyrolysis, and more than one mechanism is
frequently needed to explain the variety of reaction products.

19
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2.6 Typical Polymer Degradations during Pyrolysis.

Any polymer degradation during pyrolysis consists of chemical reactions of the types
described in Section 2.1 to Section 2.5. However, for a better understanding of the
expected pyrolysis products of a polymer, a specific classification can be made allowing
the correlation of the nature of the reaction products with the structure of the polymer. it
is possible to categorize polymer degradation reactions as follows:

- Polymeric chain scission.

The polymeric chain scission is an elimination reaction that takes place by breaking the
bonds that form the polymeric chain. When the reaction takes place as a successive
removal of the monomer units from the polymeric chain, it is called a depolymerization.
It also may occur as a random cleavage of the polymer chain, and this happens mainly
when the bonding energies are similar along the chain. If no intramolecular
rearrangement takes place, the result of random cleavage is the formation of oligomers.
If the chain scission is followed by secondary reactions, this leads to a variety of
compounds such as cyclic oligomers.

The chain scission can be seen as a pyrolytic elimination reaction. All mechanisms
described in Section 2.2 may take place during chain scission. A reaction of chain
scission with a cyclic transition state may take place, for example, during cellulose
pyrolysis:

CH,OH

. CH;—0 CH,OH
O Phe -
¢H0 © A 0 o o
) OH —_— +
o) __-XoH OH
A\ OH OH o OH
OH

This reaction is considered a transglycosidation reaction.

Some other chain scissions have a free radical mechanism [4,5]. As an example, the
formation of isoprene from natural rubber probably falls in this class:

CH, .
/CHz\ /CHz\ C=CH ’ A CH3\
P C=CH cH” Ne| —> 0 /C—CH\
2
CHy CH; CH,
n2

Only up to 58% of natural rubber can be practicaily depolymerized to isoprene during
pyrolysis. A random chain scission may also take place along the polymeric chain. The
result is the formation of molecules of lower molecular weight. However, in order to be
volatile enough to be analyzed by typical analytical techniques associated with analytical
pyrolysis, these fragments have to be relatively small. The formation of monomers as a
final step in the random chain scission is not uncommon, and sometimes it is difficult to
decide if a depolymerization or a random chain scission was the first step in pyrolysis.



The free radical mechanism responsible for the polymeric chain scission is basically not
different from elimination involving free radicals described in Section 2.2. However, the
process can be more complicated and some particularities are described below.

For the initiation step, the free radicals formed may consist of one free radical chain plus
one monomeric free radical, one free radical chain plus one low molecular weight free
radical different from the monomer, or may consist of two free radical chains. The
random chain scission could take place truly randomly or at the weaker link. Some
possibilities are exemplified below with poly-isoprene taken as the mode!:

A. a~chain scission (for this particular reaction it is estimated that the bond dissociation
energy is about 83-94 kcal mol™):

oy O ™ - Oy & %\c—da + CH3\c;_cﬁ
AN C=CH —» I o = . —
. . / \ C—=i CHy \
/c_a/ fo3% H, o’ CHQ—CHZ/ cH,
n n-1
CH,
\ A cH CHa .
P CHy\ o, JL=CH —— 2\C:CH/CH2 .+ C=CH
C=CH CHj CH p CH, \
cHy d CHg CH,
n n

B. B-chain scission (for this particular reaction it is estimated that the bond dissociation
energy is about 61.5-63 kcal mol™):

CH, \ A CH, | = | * =0
e Ol c=CH — .} A LT
/c_—o/ o H, /Q—‘CH/ o’ o, oy \%

n n-1

C. methyl scission:

N i T
CHQ/C—C CH; CH,

n n
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The scission may take place at the end of the chain or in the middle of it:

CHy,
. ’CHz\ . /C ) /C—CH
" /C—CH CH; Ch,
3
Chay A )
CH, CH J
- \ C=CH
/C—CH/ cHY ‘CH, >
H3
n +
CH, CH,
AN
C=CH Crzy My - C=CH,
en” C=C¢CH 3 CcH
2 CH, | chy” 3
k

These types of mechanisms can be applied to most linear polymers. During the
initiation reaction, the weaker bonds usually tend to dissociate first. It was noticed, for
example, that the bonds (not including the bond to an sp? carbon) of a carbon atom in
position to the double bond (the allyl carbon) are weaker than other C-C or C-H bonds.
Therefore, the polymer containing an allyl carbon will be more likely to be involved in an
initiation reaction. However, other reactions are not excluded in the free radical
formation.

Propagation is the second step in the free radical chain reaction. The free radicals

generated by B-chain scission can eliminate the monomer by scission of another B-link
and shorten the macromolecuiar radical chain by the reaction:

oH,

CH,
CHy CH, \cch —_ ’CHZ\ ok C=CH )
N \ - - C:Q./ 4 \ + C—CH,
OH-,/C_CH/ oy O, o'd k. * oy,
n-1 n-2

The free radicals formed by a-scission can also eliminate the monomer by the reaction:

CH, CH3\ . CH;
. CHz\ /CHZ \C=('ZH —_ ’CHZ\ /CHz C=CH + \C—CH
- C=CH cHY ) C=CH CHZ/
s 2 chy” CHZ
CHy ; CH,
n-1 n-2

As a rule, the stability of the free radical chains is higher than that of a small free radical.
As a result, a simple propagation reaction may take place with the formation of
monomers by the following scheme:
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o, o
B /\c= G(Cﬂz G!{C:m‘m;
o N o >
AN m/a*z L=+ o= + n
oy * (}{ 51 RN
n c=or
o,
CH,
A, e AN
. ,G‘E\C___ O{/Gg O-L{\c:m\ . - G{\C=c}f/ * %/C_CH\O% + —O"l\\
O.g/ CHZ -1 G-g

n

The disproportionation reaction of the free radical chain can generate the monomer as a
successive process. There are, however, some other issues regarding the propagation
for free radical chain reactions. In addition to the "regular” propagation step, different
reactions may occur in a so-called transfer step. In this step, the free radical chain
reacts with another molecule and generates a different radical chain and a new
polymeric molecule. There are two possible types of transfer reactions. The transfer
step can be an intermolecular chain transfer or an intramolecular chain transfer. An
example of an intermolecular chain transfer is

CH CH,
CH, CH \ — ~CH2\ CH \C=CH —
- Somon” enST M - A T ‘CH
3/ 2 CH, CHa/ 2 3
| n
~ CH,
cH CHa\ . CH, /CHZ C=CH_ .
Lt 2\ /CHZ C=CH, + /C=CH 4 CH,
_C==CH f CH, CHy
CHy n

An intramolecular (free radical) chain transfer takes place as an intramolecular
rearrangement, and an exampie of this kind of transfer is shown below:
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CHy,
CH, CH, CH
A 2 C=CH 2 CH.
_ — c—cH’” oH” N H/ \C=CH/ 3
CHs/ 2 CH(
n-1
CH, CH,
CH, CH _ o CH
2y /CH, C=CH_ . c—CH A CH,
_ e=cH cHy o, * cn” Sen” Ne—cn”
Hy ) cHy”
n-

This type of reaction explains (in part) the formation of the isoprene dimer during rubber
pyrolysis. The same compound may also be formed from other reactions such as
isoprene dimerization.

The radical reactions can be terminated by the usual disproportionation:

CH CH

3 3 CH
2 C—CH - N 3\
p TN = + C—CH
CH2/ CH, CHa/ \CH3 CH2// \\CH

The recombination of the two free radicals is also possible:

C CH CH,

Hs\ 3 3CH
2. o=CH — CH=C_ /7'
CHj CH, CH, Y —CH
CH

3 CH,

The same types of reactions may take place for the free radical chains. Either a
disproportionation or a recombination may take place. The disproportionation for the
polymer used here as an example will be
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In the discussion of the example chosen above, not all the possibilities were considered.
For example, during the propagation process the formation of smaller molecules from
the free radical chains were shown to take place with the dissociation of the weaker
bonds, which are expected to dissociate first. This was also shown for the free radical
formation. The strength of the bond being broken is commonly unknown, but it can be
derived from tabulated heats of formation as shown in Section 3.1. Besides the weaker
bonds, other bonds can also be dissociated, most commonly when there are small
differences between the bond dissociation energies.

Another source of generating a variety of compounds during pyrolysis is the diversity of
intramolecular transfer steps. This explains for example the formation of 1-methyl-4-
isopropenyicyclohexene (limonene) during the pyrolysis of polyisoprene (see Section
6.1).

Only some of the possible alternatives are considered above. The complexity of the
result of a polymer pyrolysis is, therefore, considerable, even considering only the chain
scission.

- Side group reactions.

Side group reactions are common during pyrolysis and they may take place before
chain scission. The presence of water and carbon dioxide as main pyrolysis products in
numerous pyrolytic processes can be explained by this type of reaction. The reaction
can have either an elimination mechanism or, as indicated in Section 2.5 for the
decarboxylation of aromatic acids, it can have a substitution mechanism. Two other
examples of side group reactions were given previously in Section 2.2, namely the water
elimination during the pyrolysis of cellulose and ethanol elimination during the pyrolysis
of ethyl cellulose. The elimination of water from the side chain of a peptide (as shown in
Section 2.5) also falls in this type of reaction. Side eliminations are common for many
linear polymers. However, because these reactions generate smaller molecules but do
not affect the chain of the polymeric materials, they are usually continued with chain
scission reactions.

- Combined reactions.

Eliminations and other reactions do not necessarily take place only on the polymeric
chain or only on the side groups. Combined reactions may take place, either with a
cyclic transition state or with free radical formation. The free radicals formed during
polymeric chain scission or during the side chain reactions can certainly interact with
any other part of the molecule. Particularly in the case of natural organic polymers, the
products of pyrolysis and the reactions that occur can be of extreme diversity. A
common result in the pyrolysis of polymers is, for example, the carbonization. The
carbonization is the result of a sequence of reactions of different types. This type of
process occurs frequently, mainly for natural polymers. An example of combined
reactions is shown below for an idealized structure of pectin. Only three units of
monosaccharide are shown for idealized pectin, two of galacturonic acid and one of
methylated galacturonic acid:
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COOH
0 0 COOCH,
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Two pyrolysis products that are formed during pectin pyrolysis are furfural
(2-furancarboxaldehyde, 2-furaldehyde) and 4-(hydroxymethyl)-1,4-butyrolactone. The
proportion of the butyrolactone compared to that of furaldehyde in the pyrolysis products
of pectin was found to correlate with the methylation degree of pectin [6]. The formation
of 2-furaldehyde from the galacturonic unit probably takes place with the following
mechanism (hydrogens are shown with shorter bonds):

0. o) OH

The intermediate compound assumed to be 2-hydroxy-4,8-dioxabicyclo[3.2.1]octane-
2,6-dione is not a stable molecule and continues to decompose, without being possible
to be isolated, with the formation of another unstable molecule that eliminates water:

co
o
' s wo—
° LA L
-HO
) - €O, 0~ “CHO 2 0~ “CHO
OH

The reaction may take place preferentially at the end of the chain. This reaction
explains the elevated levels of 2-furaldehyde in the pyrolysis products of pectin.

For the formation of 4-(hydroxymethyl)-1,4-butyrotactone, a more complicated process
must be assumed. A contribution with H atoms is needed from two neighboring
monosaccharide units toward the methylated middle unit, forming the monomeric unit
shown below. Therefore, a slightly different cleavage of the polysaccharide chain is



postulated as compared to the previous pathway. After this, more eliminations take
place for the monomeric unit which probably undergoes the following reactions:

A o] o CH,OH

AN
—_— CO2 + CH3OH + Q/

The H atom in the OH group connected to carbon 3 of the monosaccharide unit will
generate methanol with the OCHg3 group, and the O will connect with the carbon from
the carboxylic group to form the 1,4-butyrolactone cycle.

One important feature that should be noticed for pyrolytic reactions is that the
preexistent isomerism is commonly not affected during pyrolysis (if the particular bonds
remain in the pyrolysate). As an example, during the pyrolysis of polysaccharides
common pyrolysis products are the anhydrosugars of the specific monosaccharide units
that form the polysaccharide. The anhydrosugar maintains the stereoisomerism of the
monosaccharide unit. For example, the pyrogram of a (1 — 4)-linked glucose-containing
polysaccharide (cellulose) gives as a main pyrolysis product 1,6-anhydrogiucopyranose:

CH20H

At the same time, the pyrolysis of a (1 > 4)-linked galactose-containing polysaccharide
gives as a main product 1,6-anhydrogalactopyranose:

“~~-0 CHOH o

Oj%o

CHOH o

LS =S

A variety of pyrolytic reactions are presented further, in the second part of this book,
where the pyrolysis products of different polymeric materials are described. These
pyrolytic reactions are not, however, different in principle from the basic kinds of
reactions discussed in Section 2.2 to Section 2.5.

Pyrolytic reactions can appear much more complicated compared to any of the previous
models. However, this is mainly due to subsequent reactions taking place after the
initial elimination step. A common cause of this problem is related to the fact that the
reactions do not actually take place in ideal gas phase. Some pyrolytic processes may

27



28

take place in true condensed phase. Multiple reaction paths and the interaction of the
resulting molecules are, therefore, inevitable. Also, additional issues may affect the
practical results of a pyrolysis. Some are related to the fact that the true pyrolysis can
be associated with reactions caused by the presence (intentional or not) of non-inert
gases such as oxygen or hydrogen that may be present during the heating. Also, the
pyrolysed materials may be in contact with non-inert surfaces that can have catalytic
effects. In order to diminish these effects in the pyrolysis done for analytical purposes,
an inert gas frequently is present during the pyrolytic reaction.

The subsequent reactions after the initial pyrolytic process can be utilized with practical
results. Besides the pyrolysis of a pure sample, the intentional pyrolysis of a mixture in
which one of the components generates reactive products (such as tetramethyl
ammonium hydroxide) can be applied to influence the chemical structure of the products
generated at the end of the pyrolysis. This subject will be discussed in Section 2.7.

2.7 Pyrolysis in the Presence of Additional Reactants or with Catalysts.

Pyrolytic reactions, mainly for analytical purposes, are commonly done in a helium
atmosphere. Sometimes these reactions are done, intentionally or not, in the presence
of additional reactants or in the presence of catalysts. The most common additional
reactants are probably oxygen, hydrogen, water, and quaternary N-alkyl (or aryl)
ammonium hydroxides. Oxygen from the air and water are sometimes unintentionally
present during pyrolysis. The presence of an additional reactant can modify the result of
the pyrolytic reaction.

- Pyrolysis in the presence of oxygen.

Oxygen can be a participant in the pyrolysis in two different ways: it can be present as
atmospheric oxygen, or it may be already reacted with part of the sample in an
autoxidation process by exposure of the sample to air and light over a period of time.

in the presence of excess air, above the flaming temperature of the utilized material
burning and not pyrolysis will take place. Although burning is commonly associated with
secondary pyrolytic processes, this is not the subject of interest here. The results of the
pyrolytic process in the presence of air (below the flaming temperature) can be seen
more like a vacuum pyrolysis catalyzed by oxygen [7]. In this type of situation, the
pyrolysis products are not significantly different from those obtained without oxygen, but
the rate of the reaction is different. However, oxidations may also take place. Free
oxygen has an unusual molecule. [n its ground state each of the two highest occupied
molecular orbitals, which are degenerated, contain unpaired electrons (a triplet state of
the molecule). This means that ordinary oxygen has the properties of a diradical.
Although not extremely reactive, this diradical will react rapidly with many radicals in a
chain oxidation as follows:

R" + 0, —> ROO’

ROO" + RH ——» ROOH + R



In an excited electronic state (singlet oxygen) oxygen is much more reactive. The
oxygen in a singlet state can be generated by a photochemical reaction and may react
with a wide variety of materials by a so-called autoxidation process. The singiet oxygen
may react with the double bond forming a dioxetane intermediate:

Oo—0
e — -

Polymers exposed to air and light may contain oxidized groups such as peroxides
(~OOR). The O-O bond is weak (30-50 kcal/mol) and, upon heating, dissociates to
form free RO- radicals and radical chains. These radicals may influence the
composition of the pyrolysis products. Autoxidation may take place in food, paint,
rubber, etc. It is important, therefore, to consider this possibility when evaluating the
composition of the pyrolysis products of a material that was exposed to air and light
although the pyrolysis is performed in an inert gas.

- Pyrolysis in the presence of hydrogen.

In principle hydrogen can react with numerous chemical compounds. However,
molecular hydrogen as such is not very reactive. In most chemical reactions, only the
hydrogen generated directly in the reaction medium is active (i.e. from Zn and HCI).
Pyrolysis in molecular hydrogen proceeds in most cases in a manner similar to the
pyrolysis in an inert gas (helium or nitrogen). In order to make use of the hydrogen
reactivity, a catalyst must be used. Common catalysts are metals such as platinum or
nickel. In analytical pyrolysis, hydrogen and a catalyst can be used [8] with the purpose
of diminishing the number of species resulting in pyrolysis. When the pyrolytic process
is followed by a chromatographic separation, the chromatogram of the pyrolysate (the
pyrogramy) can appear to be too complicated. If this pyrogram consists, for example, of
groups of compounds with the same carbon chain but containing single and multiple
bonds, this can be simplified by hydrogenation. For each group of compounds, only the
saturated one will appear after a catalytic hydrogenation. The procedure can be useful
only in some particular cases and it is not commonly used.

- Pyrolysis in the presence of water.

The presence of water as a reaction product from the pyrolytic processes or as
adsorbed water on the material to be pyrolysed is not unusual. However, in analytical
pyrolysis, water is not commonly added to the sample. During some pyrolytic processes
with industrial applications such as wood pyrolysis, water is sometimes added
intentionally. The main effect of water during pyrolysis is hydrolysis. This takes place
as the temperature elevates. For polymers like cellulose or starch, the chain scission by
hydrolysis (instead of transglycosidation) is the main effect of water addition. This can
be seen in the modification of the yields of different final pyrolysis products. Therefore,
the reproducibility in analytical pyrolysis may be influenced by the variability of water
content of the initial sample [9].
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- Pyrolysis in the presence of quaternary N alky! (or alkyl, aryl) ammonium hydroxides.

Tetramethyl ammonium hydroxide was initially introduced as a methylating reagent for
pyrolytic methylation of compounds containing acidic NH or OH groups in the hot
injection port of a gas chromatograph [10]. The procedure was further applied with
different pyrolytic techniques by directly adding tetramethyl ammonium hydroxide
together with the material to be pyrolysed [11,12]. The derivatization reagents are
applied on the sample either as an aqueous solution (for tetramethyl ammonium
hydroxide) or as methanolic solutions. Not only tetramethyl ammonium hydroxide was
used as an "in situ” derivatization reagent. Other quaternary N alkyl (or alkyl, aryl)
ammonium hydroxides were successfully used as derivatization reagents. Such
reagents are tetrabutyl ammonium hydroxide [13], phenyitrimethyl ammonium hydroxide
(or trimethy! anilinium hydroxide or TMAH), and (m-trifluoromethylphenyltrimethyl
ammonium hydroxide (or trimethyl-trifluoro-m-tolyl ammonium hydroxide or TMTFTH)
[14]. Also, other pyrolytic derivatizations with the formation of ethyl, propyl, hexyl, etc.
derivatives are known [10].

The alkylation was found to take place with a high yield for organic acids and phenols
that have a pKa < 12. The aliphatic alcohols with a pKa = 16—19, the aliphatic amines,
and the amides either do not undergo alkylation or give poor results under normal
pyrolytic derivatization conditions. One interesting finding is that in the presence of an
alkylammonium hydroxide aldehydes can undergo Cannizzaro disproportionation and
generate acids that will form their esters [15]. Conventional pyrolysis on several
aldehydes did not show the formation of acids, while pyrolysis in the presence of TMAH
showed acid formation.

The typical derivatization of an organic acid using TMAH takes place as follows:

4 /O
— —_— — - +
R—c’. R—C - + H
oH o
CH3
— ——CH3 oH oy

_/ A R—— C//o
N + K +
och, T H2°

The temperatures required for this type of reaction differ from compound to compound,
but in general it should be higher than 250-300° C. These temperatures are easily
attained with common pyrolysis instrumentation.

During pyrolysis, quaternary ammonium hydroxide is also decomposed. The
decomposition of tetramethyl ammonium hydroxide takes place by the following
reaction:



31

CH

DTN Ao OH,
CHﬂ—rl\l—CH3 OH —_—> | + CH,—OH

CH CH,

3

Methanol is not the only result in this reaction. Dimethyl ether is also formed in different
proportions. This reaction product may be formed from water elimination between two
alcohol molecules or, more likely, from the reaction of methanol with tetramethyl
ammonium hydroxide. This reaction is exemplified for TMAH:

CH3
CH CH
CH, —N—CH OH SR

@ 2, + CH,—OH

CH,
[ CH, \ /
CH, N CH, OH N CH3 OCH

+ CHy—OH ——» @ HO —> @ + CH;,—O—CH;,

Anisol can also be formed during the decomposition of TMAH. This can be explained by
the nucleophitic displacement of the trimethyl ammonium group following the attack of
the methoxide ion.
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Chapter 3. Physico-Chemical Aspects of the Pyrolytic
Process

3.1 Thermodynamic Factors in Pyrolytic Chemical Reactions.

Pyrolytic reactions are not different in principle from any other chemical reactions. A few
general considerations about the thermodynamic factors in chemical reactions are,
therefore, useful for the understanding of the parameters affecting the pyrolytic process.

In thermodynamics (see e.g. [1]) it is shown that for any isolated (closed) system (which
does not exchange energy with its surroundings), spontaneous transformations take
place with an increase in the entropy AS of the system. For a non-isolated system in
isothermal conditions, spontaneous processes take place with a negative variation of
free enthalpy AG where

AG=AH-TAS (1

and where AH is the variation in enthalpy of the system and T is the absolute
temperature (measured in Kelvin degrees ° K, where 0° K = - 273.15° C). From formula
(1) for AG and from the fact that a spontaneous process takes place with a negative
variation of free enthalpy, it can be seen that a system will have the spontaneous
tendency to lower its enthalpy (or energy AE = AH - P AV at constant volume) and to
increase its entropy. For a transformation at constant pressure and temperature,
equilibrium will correspond to a minimum of the free enthalpy. Otherwise, the process
would spontaneously continue. Therefore we will have

8G=0 or AG=0 (2)

For a chemical reaction, the variation of enthalpy, entropy, and free enthalpy can be
calculated from the particular values of reactants and products. If the values are
considered at constant pressure of 1 atm., the standard values for the thermodynamic
functions (noted °) will be obtained as follows:

AH®= ¥ AH? products - £ AH ° reactants 3

AS°= 1 AS° products - £ AS ° reactants )
_ ¢}

AG’= % 4G products - = AG ° reactants ®)

Because AG, AH, and AS are temperature dependent, they must be calculated at a
certain temperature. Values of thermodynamic functions at 298.15° K (or 25° C) for
many chemical compounds are tabulated. For a large number of organic compounds,
the decomposition reactions at standard temperature of 25° C have negative values for
the standard free enthalpy AG ® These reactions should, therefore, occur
spontaneously. However, their reaction rates are in most cases slow enough (see
Section 3.2) such that this assures the chemical stability of numerous organic

33



34

compounds. This also points out the importance of the kinetic factors over the
thermodynamic ones in pyrolytic reactions.

As mentioned before, each term in the expression of the equation for free enthalpy
depends on temperature. At lower temperatures, enthalpy will play a more important
role. At higher temperatures, the entropy term T AS will be more important. For most
chemical reactions, an equilibrium is attained at a certain temperature when AG = 0 due
to the opposite contribution of products and reactants to the total value of AG. From the
expression for AG we can write the following equation for equilibrium:

AH =T AS (6)
or for the standard values at constant pressure of 1 atm. we can write:
AH®=TAS® (7)

For a pyrolytic process, the temperature T satisfying relation (7) is defined as the ceiling
temperature Tg:
Te =AH®/AS° (8)

The ceiling temperature T can be considered the upper temperature at which a
pyrolytic process will reach equilibrium. It may be seen, therefore, as a recommended
temperature for pyrolysis. However, in practice, the application for macromolecuies of
the above relations is not straightforward. The theory was developed for ideal systems
(sometimes in gas phase), and although in principle this theory should hold true for any
system, its application to condensed phases or polymeric materials may be
accompanied by effects difficult to account for (phase change, melting, cage effect [2],
etc.). The reaction rate could also be low at calculated T values. For this reason,
temperatures 50° C or 100° C higher than T must frequently be used as pragtical
values of the temperature used in pyrolysis.

The free enthalpy of a chemical process is related to the equilibrium constant K of that
process. This constant allows (in principle) the calculation of the concentrations of the
products giving the concentration of the reactants. Considering a reaction of the type:

A
A ——» B+C+D+,

®

the equilibrium constant K will have the expression:
_BleID
[A] (10)

[t was shown in thermodynamics (i. . [3]) that K is related to the variation of the
standard free enthalpy AG ° by the relation:

AG =-RTInK (11)

Both AG ® and K will be temperature dependent (R is the gas constant and in IS units R
=8.31451 J deg mol" = 1.987 cal deg™ mol”"). Because the value for AG ° is not
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always known at pyrolysis temperature, the practical utility of this relation for pyrolytic
processes is limited. However, the dependence of the equilibrium constant on
temperature indicates that in analytical pyrolysis a good reproducibility can be obtained
only if the temperature is accurately controlled.

The use of thermochemical data in pyrolysis is commonly limited to some predictions
regarding the possible mechanism of a pyrolytic process. One such prediction refers to
the impaossibility of generating ions by a pyrolytic process at temperatures within the
common range of use (up to 1000°~1200° C). A classical calculation for a mono-atomic
gas (with the molecules having three degrees of freedom) indicates that the average
energy per molecule is 3/2 k T where k is the Boltzmann constant (k = 13.805 10** )
deg™). For an ionization potential of 10 eV, this would correspond to a temperature of
77,372.4° K. Although the ionization potentials of some molecules is lower than 10 eV
and their number of degrees of freedom in gas phase is higher than three, temperatures
higher than 5,000 to 10,000° K would be required for their ionization.

At the same time, the radicat formation through thermolytic reactions is rather common.
For example, the thermodynamic factors may allow prediction of the structure of the
most likely radical to be formed in a pyrolytic process. This calculation can be based on
the strength of a bond that breaks. The enthalpy (energy) for the dissociation of a bond
A-B is not always available. However, for a homolytic dissociation with formation of free
radicals, the enthalpy can be derived [4] from tabulated heats of formations

AHg¢ ° using the relation:

AHg ® (A-B) = AH¢ ® (A+) + AHs ° (B*) - AHs ° (AB) (12)

The AHg¢ % (AB) values are easily available. Tables with heats of formation for radicals
are less common but still available in literature (e.g. [2,5,6]), sometimes together with
homaolytic bond dissociations calculated based on equation (12).

The use of thermadynamic data for predicting the reaction path can, for example, be
applied for the thermal decomposition of aliphatic hydrocarbons. This example is more
related to practical applications for petroleum products, but can explain the yield of
certain compounds in secondary steps for the pyrolysis of polymers such as rubber.

For the alkane pyrolysis, two main reaction paths are possible (see also Section 2.2),
one with dehydrogenation and the other with fragmentation. The free enthalpies for
these reactions are as follows:

CoHanez = CiHan + Hg AG =30.2-0.0338T (kcal)
Cm+nH2(m+n)+2 hd CmH2m+2 + CnHZn AG=1894-00338T (kcal)

It is interesting that the AG expressions are practically independent of the number of
carbons in the molecule. At low temperatures, both reactions have positive AG values,
and therefore do not take place. However, thermodynamically the fragmentation is
favored because for this reaction AG = 0 at about 270° C, while for dehydrogenation
AG = 0 only at 622° C. Therefore, during pyrolysis at 450° C-550° C it is unlikely that
hydrogen wili be formed from hydrocarbons.
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3.2 Kinetic Factors in Pyrolytic Chemical Reactions.

Kinetic factors play an important role in the pyrolytic process. Both theoretical and
practical aspects require information on reaction kinetics. Among the practical
applications requiring information on pyrolysis kinetics are the formation of
hydrocarbons from kerogens, the generation of gases from coal during coke fabrication,
and cellulose pyrolysis related to fire problems. The implications of kinetic factors for
analytical pyrolysis are mainly related to the proper choice of certain experimental
conditions such as pyrolysis temperature or time. Also, because the rate of reactions
during pyrolysis is significantly affected by temperature, it is much easier to control
reproeducibility in isothermal conditions than in a temperature gradient. This explains
why the analytical pyrolysis is commonly conducted in isothermal conditions.

In order to understand better the problems related to kinetic factors in pyrolytic
reactions, a few basic concepts will be reviewed. The reaction rate of a chemical
process where R is a reactant and P is a product is defined as the variation of the
concentration of R or of P versus time. The reaction rate can be expressed by the
relation:

dt dt (1)

where [R] or [P] are the (molar) concentrations at any time during the reaction. If in a
chemical reaction of the type:

A+B+C+.. —» D+E+F+..

the rate of reaction depends linearly of the concentration of one reactant A, then

d [A]
c——= kIA]
dt (2)

This type of reaction is of the first order. The constant k is the rate constant.
Concentrations are commonly expressed in mol / L, and k is expressed in s”'. The rate
constant k is temperature dependent and it is a constant only in isothermal conditions.

It is possible that the rate of reaction depends on the concentrations of the A and B
species simultaneously. In this case the dependence is given by

W
T o C kBl o

and the reaction is of the second order. The reaction rate constant k for second order
Kinetics are expressed in mol™ s, These are different from the units used for the
constant for first order kinetics.

Some chemical reactions have a reaction rate of the form:
d [A]

-——= kAl
dt 4



where n is the reaction order. The value of n can be an integer, or for certain chemical
reactions it can be a fractional number.

In order to understand how the constant k depends on temperature, it was assumed that
the chemical reactions may take place only when the molecules collide. Following this
collision, an intermediate state called an activated complex is formed. The reaction rate
will depend on the difference between the energy of the reactants and the energy of the
activated complex. This energy E# is called activation energy (other notation E3). The
reaction rate will also depend on the frequency of collisions. Based on these
assumptions it was shown (e.g. [3]) that k has the following expression (Arrhenius
reaction rate equation):

k=Aexp(- E_# )

RT (5)
where A is a parameter related to the collision number and it is called frequency factor
and R is the gas constant (R = 8.31451 J deg™ mol™"). Relation (5) indicates the explicit
dependence of the rate constant k on temperature (expressed in ° K).

For pyrolytic reactions, the variation of the molar concentration [A] of a substance during
the pyrolysis is not always the most appropriate parameter to be monitored. The
calculation of [A] can be a problem for many types of samples, and very frequently
during pyrolysis, not only one decomposition process takes place. In this case, the
overall reaction kinetics must be considered. A more convenient parameter for
monitoring pyrolytic reactions is, for example, the sample weight. For a reaction of the
first order, by multiplying equation (2) with the volume V and the molecular weight M of
the substance A, (W = [A] V M) we will have

dwW
-— = kW
dt (6)

where W is the weight (mass) of the sample at any time during the reaction. This type
of equation can approximate (with good results) the kinetics for many pyrolytic
processes. Equation (6) can be easily integrated to give:

t

w
InW -kt or In = -kt or W:exp(-kt)

-= W
t=20 Q o] (N

where W, is the initial sample weight (at t = 0).

In some cases, the pyrolysis leaves a residue of undecomposed sample of the weight
Ws (final weight). In this case relation (6) will be
dt ’ ®)

This type of relation can be applied to pyrolytic processes even if the reaction is not of
the first order. In this case the reaction rate is described by the relation:
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dw n
-— = k(W-Wf)
dt 9)

and the reaction order n is not necessarily an integer. Relations of the type (6), (8) or
(9) that were used for weight can be applied for other parameters. Examples of such
parameters are the residual mass fraction (W/W,) where W, is the initial sample
weight, the volatilized mass fraction (1 - W/W,,), or for uniform polymers the number of
polymer molecules.

Equations of the type indicated above can be used to describe the kinetics of a single
chemical process or overall reaction kinetics. Measurements of the variation of W in
time in isothermal conditions allows the calculation of the constant k and order n for
which a best fit of the experimental data can be obtained. For different reaction orders,
Arrhenius formula for k given by relation (5) is usually still applicable. Once the values
for k and n are known for a given reaction, the reaction kinetics can be described in a
wider range of conditions.

The theory described so far is commonly applied for small molecules and usually takes
place in gas phase. Many of these reactions are of the first order. Therefore, it can be
expected that these are unimolecular reactions. However, chemical reactions are
supposed to take place only when the molecules collide. It is necessary, therefore, to
understand how the molecular collision concept is applicable to a unimolecular reaction
of the type:

A —_— B+C+D+ .. (10)

when it takes place in gas phase and possibly at low pressure. For this type of reaction,
the reacting molecule still acquires energy by collision with another molecule:

A+A —> A+ A" (1)

The energized motecule does not, however, react immediately and it is still able to lose
its energy by collision with another molecule. A redistribution of the energy takes place
afterwards, and this process is expressed schematically as

* —— #
A -—— A (12)

In this process the acquired energy is passed to one or more bonds that are weak
enough to break. The process can continue with the chemical decomposition:

A# — > B+C+D+.. (13)

Based on the assumptions indicated above, the kinetics of many unimolecular reactions
can be described with relatively good approximation by relation (2) or (6). The activation
energy E* in the Arrhenius equation will be, in this case, the difference between the
energy of the molecule A and the energy of the activated complex A#,



The unimolecular reaction theory was successfully applied to the rate of dissociation of
ions created in mass spectrometry. In this situation, the rate constant k for the
dissociation is dependent on the internal energy of the ion. A simplified form (an
approximation) for the expression of the rate constant is, in this case,

k=A[E-E)*"/E (14)

where A is the frequency factor, E is the internal energy of the ion, E, is the activation
energy for a reaction to take place, s is a parameter related to the number of vibrational
states of the ion (effective number of oscillators). For a pyrolytic process, the same
theory can be used for compounds generated after the volatilization of the sample (e.g.
[7]) when further pyrolysis takes place in gas phase. The pyrolysis of small molecules
may take place as a second step in the pyrolysis of a polymer when small molecules are
generated in the first step of the pyrolysis. A plot of k given by relation (14) for two
hypothetical reactions is shown in Figure 3.2.1. Curve A corresponds to a reaction with
a higher activation energy (0.03 eV} and higher frequency factor(10°) while curve B
corresponds to a reaction with lower activation energy (0.003 eV) and lower frequency
factor(10°). At lower temperature (lower energy for the molecule) reaction B will be
predominant, while at higher temperature reaction A will prevail.
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FIGURE 3.2.1. Log k given by relation (14) for two hypothetical unimolecular reactions.

When the pyrolytic process does not occur in gas phase, different problems appear.
Although equations of the type (6) with k expressed by rel. (5) or (14) can be used in
certain cases, these may lead to incorrect results in many cases. Various empirical
models were developed for describing the reaction kinetics during the pyrolysis of solid
samples. Most of these models attempt to establish equations that will globally describe
the kinetics of the process and fit the pyrolysis data. Several models of this type will be
described in Section 3.3. A different approach can be chosen, mainly for uniform
repetitive polymers. In such cases, a correct equation can be developed for the
description of the reaction kinetics. This is based on the study of the steps occurring
during pyrolysis involving a free radical chain mechanism. The subject will be discussed
in some detail in Section 3.4.
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The temperature dependence of the rate of reactions is particularly important for the
pyrolytic processes. Relation (5) can be used for the understanding of the common
choices for the pyrolysis parameters. As an example, we can take the pyrolysis of
cellulose [8]. Assuming a kinetics of the first order (pseudo first order), the activation
energy in Arrhenius equation was estimated E# = 100.7 kJ / mol. The frequency factor
was estimated 9.60 10°s™". These values will lead to the following expression for the
weight variation of a cellulose sample during pyrolysis:

dw 5 100700
-——= 96 10 exp{-

dt 8.3146+T (15)

The variation of the reaction rate constant k with temperature for this pyrolytic process is
shown in Figure 3.2.2.
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FIGURE 3.2.2. The variation of the reaction rate constant k {log scale) with temperature
for a reaction described by rel. (15).

Using the integrated form of this equation (see rel. (7)), the values for W/W, for
cellulose can be obtained for different temperatures and pyrolysis times. Assuming a
pyrolysis time of 10 s in isotherm conditions at different temperatures [in rel. (15), T
should be expressed in ° K], several values for W/W, expressed in % are given in Table
3.2.1. These calculated values for W/\Wg used E# and A extrapolated for a wider range
of temperatures than those reported in literature [8] for cellulose. The only purpose of
these calculations is to illustrate the effect of temperature on the rate of pyrolysis. From
Table 3.2.1 it can be seen that around 200° C cellulose is not significantly decomposed.
Around 400° C the decomposition starts, and around 600° C the decomposition is
practically complete. In analytical pyrolysis, 600° C and 10 s pyrolysis time (tota} heating
time THT) could, therefore, be recommended for the experimental conditions of
cellulose pyrolysis.

TABLE 3.2.1. Calculated values for W/W(, for pyrolysis of cellulose expressed in %,
assuming a first order kinetics and 10 s pyrolysis time (THT).

T™C ks WW, %
200 7.3410° 99.99
400 0.0147 86.01
500 0.1511 22.07

600 0.9084 0.01
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3.3 Models Attempting to Describe the Kinetics of the Pyrolytic Processes of Solid
Samples.

The kinetics equation of the type

dt (1)

as shown in Section 3.2 is commonly applied for describing the overall reaction kinetics
during pyrolysis. However, this equation provides only an approximation when the
process is not composed of a single reaction. The pyrolysis of solid samples is usually
a complicated process and rel. (1) may lead to erroneous resuits. The simpler relations
valid for the kinetics in homogeneous systems do not fit well the experimental data for
solid samples. Factors related to heterogeneous reactions must be taken into account
in this case. A series of more elaborate models have been developed [8, 8a].

One such model [8] is stilt based on the overall equation of type (1), but involves two
reaction paths that are considered important during pyrolysis. One path takes place
with the formation of both volatile compounds (gas) and char, and the other with the
exclusive formation of a gas. The theory attempts to account for the description of both
the gas formation and solid residue formation. The chemical reactions can be described
in this case by the following two processes:

k1
Substrate ——— a;Char + (1-a,) Gas

Substrate ——2—>- Gasz

If W is the weight of the substrate at a certain time t during the reaction and W, is the
initial mass, then F = W/W, is the mass (weight) fraction of the unreacted substrate at
the given time t. We can note with C the mass fraction of char relative to Wg and with G
the mass fraction of gas relative to Wq. With these notations the kinetics of the reaction
will be described by the equations:

dF _
?— (k1+k2)F
(2a)
ac ak,F
— = ak,
dt (2b)
dG
I [(1-ayp ky+ k,]F
(2¢)

As seen from rel. (2a), the overall kinetics for F is considered of the first order. Between
F, C and G there is the equation:

F+C+G=1 (3)

and from equations (2b) and (2c¢) it can be shown that we have in isothermal conditions:
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Using equations (3) and (4), equations (2a-2c) can be written as depending on only one
variable. This variable should be easily monitored experimentally. Such a variable is
the mass fraction of the gas G or the mass fraction of the solid residue (1 - G). The
three equations (2a—2c) can be initially used to calculate the values for k1, kp and aq.
This can be done using a best-fit technique for experimental data that are assumed to
be described by equations (2) in isothermal conditions. Once the values for k1. ko and
aq are known, the kinetics equations can be integrated and solved for any time t. This
model has been successfully applied, for example, to describe the pyrolysis of cellulose
and of pine needles [8]. In analytical pyrolysis this model can be used to determine the
amount of gas generated during pyrolysis. Also, analytical pyrolysis data can be used to
fit the kinetics model for use in other practical applications.

Another model for the kinetics of cellulose pyrolysis assumes the formation of an active
cellulose intermediate. Using this assumption, the kinetics of the pyrolysis process can
be described similarly to the previous model as follows [9):

kv Tar and wlatiles
ki A Wy
Cellulose —— Active cellulose ke
Wi Wa Char + Gases
W
c Wg
dW;
— = ki W
dt
(2a’)
dWg
—— = ki W - (kv + kc) W,
dt @2b)
dW¢
—— = 035kc W,
dt 2c)

ki = 1.7 * 10 21 exp (- 58000/RT) min -1
kv= 1.9 * 10 16 exp (- 47300/RT) min -’
kc = 3.4 * 10 11 exp (- 25000/RT) min -1

A more elaborate model similar to the previous one is based on the assumption that
more than one chemical reaction takes place during pyrolysis. This mode! has been
successfully applied for the description of cellulose pyrolysis [10]. In this model, it is
proposed that pyrolysis follows a chemical reaction of the type:
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K

F—> a,C+ (1-a,)G

k
|—L> a,C,*+ (1-23,)G
| ko,
a3C3+ (1-a,)G

In this scheme, F is the unreacted substrate, C,, C,, C, are intermediate pyrolysis solid
products, and G is gaseous reaction product. Assuming first order kinetics for each
reaction step, and using the same symbols for the molecules as well as for the mass
fraction of involved substances, the corresponding rate equations for this process can
be written as follows:

dF
—=-k1F
‘ (5)
dc,
I a1k1F— k201
(5b)
dC2
— =a,k,c,- k,C,
(5¢)
dC
_3 =33k3 CZ
dt (5d)

In equations (5), F is the mass fraction of the unreacted starting substance (mass of
unreacted starting substance divided by the initial mass W), C, is the symbol for the
mass fraction of substance C, etc. Using the symbol # for the mass fraction of the
remaining solid material, we can write:

F+C+C#C = w ©

The equations (5) with equation (6) can be solved analytically, when a,, a,, and a;, as
well as k;, k,, and k; are known. This will provide the values for % at any time during
pyrolysis. The values for the reaction constants k,, k,, and k, can be calculated for
different temperatures based on the Arrhenius equation (rel. (5) Section 3.2) if the
values for the activation energy E# and for the frequency factor A are known for each
step reaction. The values for a;, a,, and a; can be adjusted at a chosen temperature to
fit the experimental data. The application of the above model for cellulose pyrolysis (up
to 350° C) used the following values: a, =0.75, a, = 0.99, a; = 0.22, E# =174 (kJ/
mol), E#, = 178 (kJ / mol), E#, = 179 (kJ / mol), and A, = 7.3 10"° (min."), A, = 1.9.10™
(min."), A; = 1.2 10" (min.™"). Excellent agreement with experimental data was
obtained [10]. However, the large number of optimized parameters raise the question of
a good agreement of the theory with the experiment based only on the "flexibility” of the
model.
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A different model [11] that can be used to obtain the kinetics equation for a pyrolytic
reaction is adapted from the theory developed for the kinetics of heterogeneous catalytic
reactions. This theory is described in literature for various cases regarding the
determining step of the reaction rate. The case that can be adapted for a pyrolytic
process in solid state is that of a heterogeneous catalytic reaction with the rate-
determining step consisting of a first-order unimolecular surface reaction. For the
catalytic reaction of a gas, this case can be written as follows:

k k
Gas + Sur —» GSadsor’o ——> GS iso w T products
“2 W)

where Gas denotes the gas, Sur denotes the surface, and GS* the activated complex of
the gas adsorbed on the active center of the catalyst surface. The determining step of
this type of reaction can be considered the decomposition of the activated complex. lts
reaction rate ¢ can be described by the equation:

d [product
® = - JL—] = k[GS]

dt (8)

When the surface is saturated with gas molecules, we have [GS] = Ca where Cp is the
concentration of active sites on the surface of the catalyst. The reaction rate becomes

¢=kCp (9)

Rel. (9) indicates that the kinetics of a catalytic reaction described by equation (7) does
not depend on the concentration of the reacting gas (is of zero order as a function of
gas concentration). For rel. (9) the evaluation of k is based on statistical
thermodynamics applied to transition state theory for chemical reactions [12]. This
theory shows that k has the following expression:

k=(kT/h) exp[(- AH#+ T AS#)/RT] (10)

where k is Boltzmann’s constant, h is Planck’s constant (h = 0.66252 10 J s) and A
H# -T A S# is the activation free enthalpy. This activation free enthalpy is equal to the
difference between the free enthalpy of the reactant and the free enthalpy of the
activated complex GS*. The activation free enthalpy is related to the activation energy
E* by the relation:

AH#=E#_nRT (11)

where n is the reaction molecutarity and E# is the activation energy defined in Section
3.2

The above considerations can be applied for describing the kinetics of a pyrolytic
process using a few modifications. The reaction rate ¢ as defined above (rel. (8)) can
be replaced by a proportional parameter v where v=-d W/dt. This can be done by
multiplying ¢ with (M S, W) and division with . This gives the following relation:



v=uMS, W/ (12)

where M is the molecular weight of the substance to be pyrolysed, W is its amount, S, is
the specific active surface area (unit of active surface per unit of mass), and ¥ = 6.023
102 s Avogadro's number. The rate v is a more appropriate parameter to be
monitored, being the rate for the pyrolysis of the substance in the amount W. Also, Cp
in rel. (9) should be replaced by Cpy, where C)y is the superficial density of molecules
that can be decomposed. In this case, rel. (9) will become:

v=kMS,WCpy/\ (13)

Considering that a solid is made from different layers which decompose from the
superficial layer toward the center, and each layer is considered a reaction front, we can
write

MCpm/N =Lp (14)

where L is the average distance between two reaction fronts (L can be taken from the
molecular crystalline structure as the distance between two layers of molecules), and p
is the density of the material. In this case, rel. (13) becomes

v=-dW/dt=kLpS,W (15)
Because of the changes in the composition of the reactive part of a material during
pyrolysis, the active surface area S, is not a constant during the pyrolytic process. In
general S, = f (W), and several functional dependencies were chosen between S, and
W. A common choice is
Sa=a (W /WP (16)

where a and b are constants and not necessarily integers. In these conditions, we will
have for the expression of the reaction rate

-dW/dt=kLpa(W/WgPw (17)
or in the typical form of a rate equation
-dW/dt= kK (W/Wp)Pw (18)
This relation explains why the kinetics order of pyrolytic reactions in solid state can have
a non-integer value. The formula for k' can be obtained by combining equation (17) with
the value for k given by equation (10) and with equation (11) where n = 1. We will have
K=LpkT/haexp[-E#+TASH/RT+1] (19)
Writing this relation in the form of an Arrhenius rate constant we have
K'=A exp(-E#/RT) (20)

where
A=LpkT/haexp(AS#/R+1) (21)

45
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The above theory has been applied to different practical systems such as cellulose and
tars [8]. The values used for cellulose, for example, were the activation energy E#
between 100 kJ mol™ and 250 kJ mol™, the frequency factor A between 10° s and
510" s™, and the values for b (related to the order) between O to 1. The large variation
in the choice of these values indicates the lack of precise information about the
parameters used in equations (18) to (21).

A more empirical approach [13] for describing the kinetics of the pyrolytic reactions in
solid state is to use a parametric equation that includes formulas for all possible
categories of kinetics mechanisms known to occur for the chemical reactions of solid
samples. Considering F the mass fraction of the unreacted substance at the time t, the
empirical kinetics equation for heterogeneous systems can be expressed in the general
form:

dF

FTERE 22)

where K is a constant and f(F) is a function that can be chosen of the form:

)= F-rl-na-n" @3)

The terms in equation (23) attempt to describe the reaction rate controlled by the
movement of the phase boundary, diffusion, nucleation in solid state, etc., and different
values (including zero values) for m, n and p were proposed in literature (see e.g.[14]).
Different combinations of m, n, and p values were found suitable for describing different
dominating processes. Table 3.3.1 indicates some common values for m, n and p used
in equation (23).

TABLE 3.3.1. Common values from literature [13] for m, n and p in equation (23).

m n p Type of process
0 0 o] Phase boundary reaction
0 172 213 0 Phase boundary reaction
0 1 0 Unimolecular decay
m<1,3/4 o o] Nucleation
1 o 0 Linear growth of nuclei
-1 0 0 Diffusion
0 0 -1 Diffusion
0.5<m<1 0.5<n<1 0 Nucleation
m>1 n<t 0 Linear growth of nuclei
] 1 1/2,2/3,3/4  Growth of nuclei
0 ] -1 Diffusion
m n P Any complicated case

It has already been shown that (see e.g. rel. (21)) the temperature dependence of the
reaction rate is not always as simple as described by the Arrhenius equation with A
constant. Even for gases, besides the explicit dependence of T shown in equation (5)
Section 3.2, k also depends on temperature through the parameter A. Theoretically, for
gases it can be shown that this parameter is dependent on the square root of
temperature (e.g. [15]), although for practical purposes and within a narrow temperature
interval A is sometimes considered to be a constant. The calculated values for A are not
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always in good agreement with the experiment [3]. One particular cause of this
disagreement is that not all the molecular collisions in a chemical reaction are "effective,”
and some steric considerations should be included in the calculations. Also, for
unimolecular reactions, the description resulting from collisions of molecules of the same
type did not provide complete explanations for the calculation of k in a series of
instances. For unimolecular reactions, a more elaborate theory (RRKM) was developed
(see e.g. [16]), which obtains a better agreement with the experimental data for k.

For the reactions in solid state, several empirical equations were proposed to better
simulate the dependence on temperature of the reaction rate. This dependence can be
described for example by equations of more complicated forms such as:

dF

. =-k(m) f(F) gF.DO (24)

where k(T) is given by the Arrhenius formula (rel. (5) Section 3.2), f(F) is an empirical
function of the form given by rel. (23), and the implicit function g(F,T) is also empirically
adjusted for a better fit of the experimental data. The factor g(F,T) attempts to account
for conversion-temperature cross terms. The integration of the differential equation of
the type given in rel. (24) was done for a series of particular expressions for f(F)
commonly taking g(F,T) = 1. Even more complicated expressions than rel. (24) were
proposed (see e.g. [2]) for the description of the temperature dependence of solid state
reaction kinetics.

3.4 Pyrolysis Kinetics for Uniform Repetitive Polymers.

Thermal decomposition of uniform repetitive polymers was extensively studied in
literature [17—-19)] in relation to the thermal stability of synthetic polymers. A kinetics
equation has been developed based on the study of the steps occurring during pyrolysis
involving a free radical chain mechanism [17]. For some natural polymers such as
rubber, this theory is directly applicable. However, for non-repetitive polymers, or for
polymers with more complex decomposition pathways, the theory does not provide
appropriate kinetics equations.

The pyrolytic process of a repetitive polymer frequently takes place with the formation of
small volatile molecules and has a polymeric chain scission mechanism, as described in
Section 2.6. Considering a polymer with a degree of polymerization (DP) n, the end
scission reaction can be described by the chemical equation:

ke
Pn —> R1 + Rt M

where Pn is the molecule of the polymer, R1 is the radical with one monomeric unit, and
Rn-1 is the radical with n-1 monomeric units. Using the notation Pn not only for the
molecule itself but also for the number of polymeric molecules with the DP = n, the
kinetics of the reaction can be described by the equation:
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dPn
ke Pn
dt (2)

where a first order reaction kinetics is assumed. This relation is similar to equation (2)
from Section 3.2, where the concentration is replaced by the number of molecules. For
most polymers the end scission reaction plays a more important role compared to any
individual random scission (see Section 2.6). However, random scission reactions with
formation of radicals should also be considered. These are described by reactions of
the type:

ks
Pn ——» Rr + Rn-r
(3)
The kinetics equation obtained by considering all reactions (3), withr=2, 3 .. . will be
dPn
ks (n-1) Pn
dt (4)

it should also be noted that in the chemical reactions (1) and (3) only the
macromolecules with the DP = n were considered, but the polymer does not consist of
molecules with only one degree of polymerization. This fact will be considered later.

After the radical formation, intermolecular chain transfer reactions take place. A special
case of chain transfer is the propagation reaction (see Section 2.1) of the type:

Pn + R1T —» Rn + P1

kp
Rn —» P1 + Rn-1 5)

The kinetics of radical Rn disappearance will be expressed by the equation:

dRn
kp Rn
dt (6)

More general types of chain transfer reactions can be written as a sum of the two
previous reactions, as follows:

ke
Pn + Rs — Rpr + Pr + Ps

()

The kinetics equation for all propagation and chain transfer reactions can be written as
follows:

N
dPn N '
— ke (R/V)(n-1)Pn + kc(R/V) £ Pj + kc(Rn/V) Z Pi

dt j=n+1 i=L (8)



where the first term accounts for the rate of disappearance of Pn by transfer type
initiation, the middle term accounts for the formation of Pr, and the last term accounts
for the formation of Ps by termination of a radical by transfer. in equation (8), R is the
total number of radicals, V is the sample volume, and Rn is the number of radicals with
DP =n. Also, in equation (8) L is the degree of polymerization of the smallest non-
volatile molecule, and N is the maximum degree of polymerization in the sample.

The polymeric chain scission mechanism is terminated as shown in Section 2.6 by one
or more of the following types of termination reaction:

- First order termination (due to disproportionation, etc.)

kt
Rn ————= Pn (9)

with the kinetics described by the equation

dPn
kt Rn
dt (10)
- Second order disproportionation
. . kt
Rt + Rj —— Pi + Pj
(1)
with the kinetics described by the equation
dPn
kt (R/V) Rn
dt (12)
- Second order recombination
. ) kt .
Ri + Rj ———» Pi+]
(13)
with the kinetics described by the equation
dPn N
o kt 1/2 X (RiRj/V)
itj=n (14)

The total rate of change in the number of macromolecules with the DP = n can be
expressed by adding equation (2), (4), and (8) and one of the equations (10), (12), or
(14). The result can be simplified by using the formula

N
kc (Rn/V) Z nPn=kcRn{do/M
no=i (15)

49
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where do is the density of the sample and M is the molecular weight of a monomeric
unit. The final formula, which gives the kinetics of the decomposition of molecules Pn,
will be

N

dPn ke Pn (n-1)ks k¢ (R/V)]Pn+kc[{do/MRn + (R/V) Z Pj] +kt BRn
dt Con
]J=n 1 (16)
In equation (16), 3 is the term accounting for the termination step, and it can be
B=1 for first order (17a)
B=R/V for second order disproportionation (17b)
4 N
B-—— Z RIR/V)
2Rn i+j=n for second order recombinations  (17¢)

Similar considerations with those described for Pn can be made for the calculation of the
rate of reactions of Rn species. The rate of change of the number of radicals Rn can be
described by the equation:

dRn N
—— kePn+1+ [2ks+kc(R/V) X Pj [ke (do/ M)+ kp + kt B] Rn + kp Rn+1

o j=n1 (18)

The kinetics equations (16) and (18) will allow the calculation of the weight loss rate for
the polymer during pyrolysis. However, as previously indicated, the polymer does not
consist of molecules with only one degree of polymerization. Therefore, a global
kinetics equation for all the polymerization degrees n = 2, 3, 4 . . . N should be obtained.
For this purpose it is convenient to use the symbol Mo for the total number of polymeric
molecules, where

n=2 (19)

and the symbol M1 for the total number of monomeric units in the polymer sample,

where
N

Mi= % npn
n=2 (20)

The ratio M1/Mo is the average degree of polymerization and we can use the notation

x =M1/Mo 21)
The average degree of polymerization x depends on time (as Mo and M1 depend on
time) during the pyrolytic process. The initial value of x© (for t=0) is a constant for a

certain material. Using rel. (20), we can also write the formula for the weight W (in g) of
the polymer,
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N
W=M3X nPn=MM
n=2 (22)

The rate loss of the weight W during pyrolysis can be easily calculated from the loss of
M1 (number of monomeric units).

With the above notations we can take now the sum over n in equation (16) for the whole
range of polymeric species (n =2, 3 ... N). The sum will give

N
dX Pn

dMo n=2
—— —2=2 keMo ks M1+[kc(do/M)+ktpB](R-R1)
dt dt (23)

Taking the sum over n in equation (18) and assuming that the concentration of radicals
in a steady state is constant (dRn/dt = Q), we can write

0=[2ks + kc (R/V)]M1 2keM1/x  Tkc(do/ M) +ktB) R (24)

Adding equation (23) and (24) we will obtain

M
d—t° (ks + ke RIV)MT + ke M1 - [kc (do/ M)+ kt B} Ri

(25)

where the first two terms account for the gain in molecules by initiation and transfer, and
the third term accounts for the loss by termination of R1 foliowed by evaporation of P1.

In order to find the corresponding kinetics equation for M1, equation (16) and (18) are
multiplied by n, then the sum over all values of polymerization degrees n =2, 3,..N, is
taken, and the two expressions are added. This gives the formula:

dM1
—— - [kc(do/My+ktB] R1-kp(R - RY)
dt (26)

The first term in equation (26) accounts for the weight loss due to termination of R1 and
the second for the weight loss due to unzipping.

The solution of rate equation (25) or (26) is not always simple. A series of particular
cases were, however, easier to solve. For this purpose, several parameters describing
the polymer should be introduced. One parameter defined originally for the
polymerization reaction is the kinetics chain length €. The kinetics chain length is
defined as the average number of monomers that react with an active center from its
formation until it is terminated during the polymerization process. In the same manner,
for the depolymerization process, the zip length 1/y is defined. This is the average
number of monomer molecules eliminated per kinetics chain during depolymerization.
Low values of 1/y mean that little monomer is eliminated during depolymerization but not
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necessarily that there is little degradation. It can be shown [20] that the zip length can
be defined using the relation:

= probability of propagation _ kp R
probability of termination + probability of transfer kit B R+ kc (do/ M)R 7)

Eliminating R - R1 and R1 in rel. (25) and (26) with the aid of rel. (24) and (27), we will
obtain

dM1 M
(-1 (1 + 1) ks + ke RVIMA - (1 + 1) ke Mo
dt (28)

The behavior of a polymer during depolymerization depends very much on the initial
average degree of polymerization x© and the ratio between x© and the zip length 1/y. If
the degree of polymerization is high (1/y < x9), then only a part of the polymer chain
will be degraded by depolymerization. The remaining part will be still considered
polymer together with the chains that have remained intact. The value of x of the
polymer thus decreases. On the other hand if the DP is low compared to the zip length
(1/y > x9), then some chains will be completely converted to monomer, the other
chains retaining the original degree of polymerization.

The initial molecular weight distribution of the polymer is another factor determining the
possibility to solve the kinetics equations. Solutions are possible when the polymer is
close to a monodisperse system or when the molecular weight distribution of the
polymer is known and can be described by a specific formula. A case like this is that of
the “most probable” type polymer, where the distribution Pn is related to x by the
formula:

Pn= l;" (1 -1/)()n-1
X (29)

The average sample weight MM1 and the average degree of polymerization Pn vary
with time during depolymerization; however, due to the random nature of the process,
equation (29) is preserved.

Certainly, the type of termination as indicated above (see rei. (10), (12), or (14)), may
also influence the type of solution for the kinetics equations.

Based on these considerations, several particular equations for the number of monomer
units lost (weight loss when using rel. (22)) during pyrolysis can be established such that
a solution can be simple to obtain. A summary of these equations is given in Table
3.4.1 (see. e.g. [21]).



TABLE 3.4.1. A summary of equations with readily obtained solutions allowing the
calculation of the weight loss during pyrolysis of repetitive polymers.

Zip tength 1/y vs. Initiation Termination MW Weight loss rate
potym. deg. x° distribution  equations (M1 = W/M)
1y < xO random first order any dM1
short —dt - 2ks(1/y) M1
1y < xO random disprop. an dM1
Lhort y _—dt - 2ks(1/y) M1
1y < xO random recombin. most dm1
short probable o 4ks(1/y) M1
1y > x© random an monodisp. dMm1
[ y P B ks
g ot
1y > xO random any most dM1
— -2ksx M1
long probable dt
1y < xO end first order monodisp. dM1 - ke
short dt Xy M1
1y < xO end first order most dM1 -ke M1
short probable at e
1y < xO end disprop. monodisp. dM1  -ke ]
short dt Xy M
1y < xO end disprop. most dM1 - ke
short probable dt x% M1
1y < xO end recombin. most dMm1
short probable @ (ker2) M1
1y > x° end any any dM1
— -ke M1
long dt

3.5 Pyrolytic Processes Compared with Combustion.

Combustion is an oxidation process (commonly using oxygen) that generates heat and
may induce pyrolysis. Especially for solid samples, the zones close to the burning area
are heated by conduction, convection, or radiation and materials suffer pyrolytic
processes. Pyrolysates as well as undecomposed small molecules frequently evolve
from these heated areas by volatilization, steam distillation, aerosol formation, etc.
Numerous studies are reported regarding the burning of solid materials [16a], but the
subject of combustion is outside the scope of this book. Several studies of the
pyrolysates generated during burning have been done using flash pyrolysis. Although
the two processes have some differences, valuable information can be obtained on
pyrolysates generated during burning either by the use of gradient pyrolysis or by
repeated flash pyrolysis at different final pyrolysis temperatures (see Section 4.1).

Significant effort has been made for example to understand the generation of cigarette
smoke. Smoke is more complex than a tobacco pyrolysate, because during smoking
several simultaneous processes take place. One process is indeed pyrolysis, and this
takes place in a range of temperatures as the burning zone of the cigarette progresses.
An additional process is the volatilization (distillation) of certain fractions of tobacco leaf.
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Steam distillation and aerosol formation are also present during smoking. Certain
chemical reactions also occur, the main reaction being the combustion [16b]. Some
compounds formed during smoking are fittered or condensed and remain in the
unsmoked portion of the cigarette, while the transfer of a model pyrolysate to an
analytical instrument may be more complete. An additional factor that should be
considered when comparing cigarette smoke with tobacco leaf pyrolysates is that
cigarettes may contain a tobacco blend, reconstituted tobaccos, and certain additives
such as glycerin, sugars, and flavors. Also, the cigarette paper may have its own
contribution to the smoke composition. A schematic diagram of a burning cigarette
[16b] is shown in Figure 3.5.1.

sidestream
smoke i
i air
some air
y K f some smoke
< A combustion zone
ainstream . . N
ms;noke e« Cc{ B }A} e—ai B pyrolysis and distillation
tobacco calumn C filtration and some condensation

sidestream ar

smoke

FIGURE 3.5.1. Schematic diagram of a burning cigarette [16b].

The temperatures in a burning cigarette vary depending on the place in the cigarette
and also on the time during puffing. It reaches temperatures around 900° C or even
higher, but a temperature gradient from room temperature up to the maximum exists
across section B (Figure 3.5.1) where the pyrolysis takes place.

The cigarette generates sidestream smoke, mainstream smoke, and also some gases
that may evolve through the cigarette paper. The chemical composition of the two types
of smoke (mainstream and sidestream) is quite different and depends on the
temperature distribution and the amount of oxygen reaching the pyrolysis zone.
Sidestream smoke, compared to mainstream, contains a significantly higher proportion
of compounds pyrolysed at higher temperatures and of combustion products, while
mainstream smoke is richer in distilled compounds. Several processes during smoke
formation depend on temperature distribution. Evaporation of volatiles takes place
mainly between 70° C to 200° C. Sugars, lignin, pectin, proteins and hemicelluloses
pyrolyse between 200° C and 400° C; cellulose, amino acids, and esters pyrolyse
between 400° C and 600° C; inorganics decompose at higher temperatures. In addition
to pyrolysis, combustion reactions contribute mainly to the formation of CO,, CO and
H,O [16¢]. The role of these components of smoke is important in experimental
pyrolysis because they provide in the pyrolysis zone a non-oxidative atmosphere similar
to flash pyrolysis in an inert gas. Secondary heterogeneous reactions may aiso take
place during burning, where the pyrolysis or combustion products further react under the
influence of heat, and possibly under some catalytic effects of the solid surfaces.

The study of smoke composition for other materials can also be related to pyrolysis.
Smoking of certain foods is commonly practiced and the subject is very important for
evaluating the taste/flavor of food or for health issues associated with smoke
constituents. Again, analytical pyrolysis can be used as a tool for investigating pyrolysis
products in smoke.
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3.6 _Pyrolysis Process Compared to lon Fragmentation in Mass Spectrometry.

Molecular fragmentation is a usual process during pyrolysis. In mass spectrometry,
molecules are also fragmented following an ionization step. This ionization is commonly
done using an electron bombardment (electron ionization or El) with electrons having
energy of 70 eV and at a very low pressure (in vacuum 10% to 10° Pa). During pyrolysis
ions are not formed (as shown in Section 3.1), because the energies involved in the
pyrolytic process are much lower than the required level for ion formation (ionization
potential of many molecules are around 10 eV) and commonly the pressure is around
100 kPa. These essential differences make the two processes not equivalent. In
addition to that, mass spectrometry in its typical form is applied to small molecules
(expansion of mass spectrometry to large molecules can be done only using special
techniques). Pyrolysis of polymers seems therefore a separate subject. However, a
comparison of the results of fragmentations in pyrolysis and in mass spectrometry of
certain molecules shows significant similarities [21]. Because during polymer pyrolysis
two steps can be distinguished, the first being the fragmentation of the polymer and the
second being further pyrolysis of the small molecules generated in the first step, the
parallel can be also meaningful for polymer pyrolysis. A short description of mass
spectra fragments generation is needed to better understand the analogy.

in mass spectrometry, the electrons interact with the molecules M to eject an additional
electron leaving a positively charged species (with an odd number of electrons) of the
type M. The ions also receive energy during the electron impact, and the excess of
energy induces fragmentation (with fragment ions A’ commonly but not always with an
even number of electrons):

M+e >M " +2e 5> A +B/

The formation of molecular ions takes place with a range of internal energies, and more
than one fragmentation path is possible for a given molecule. The mass spectrum is
given as a chart showing the ion abundance (normalized to the most abundant ion)
versus m/z of the fragments. For the interpretation of the mass spectra, two main
questions should be answered, namely:

« which bond breaks in the molecule, and
» where the charge will go between the two fragments (the neutral fragments are not
seen in mass spectroscopy).

The ionization process takes place in a “vertical” or Frank-Condon process, which
means that the geometry of the molecule does not change during the ionization (the
movement of the atoms is too slow to be affected by the ionization). Indeed, the energy
of 70 eV for an electron corresponds to a (formal) velocity equal to 4.96 10° cm/s. At
this speed, the time required for the electron to traverse a molecule of 1 um in diameter
is about 2 107® s. The time of interaction is, therefore, at least 50 times shorter than the
period of the most rapid molecular vibration (which is C-H stretching). However, the
redistribution of electronic charge between the bonds takes place very rapidly such that
all bonds are affected simultaneously in the ionization process. However, complete
energy randomization and neglect of the electronic state functions is not true for
molecules with many n electrons or heteroatoms with non-bonding valence electrons. In
a molecutlar ion, the charge can be localized or delocalized, depending on the molecule.
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The presence of heteroatoms with non-bonding n electrons favors the localization of
charges. When the radical and/or the charge are localized, this influences the
fragmentation and the reaction mechanisms can be classified as sigma electron
ionizations, localized charge initiations, radical site initiations, and rearrangements.

From a molecule represented as ABCD, for example, several fragmentations are
possible. The formed ions can be the molecular ion, a fragment from one side of the
molecule, a fragment from the middle of the molecule, or an ion resulting from a
rearrangement (re). Although for a given compound the fragmentation takes place with
the same global results, a variety of fragments of different abundances may be
generated. Some possible fragmentations are indicated below:

ABCD —» ABCD'™*

ABCD'Y —= AT+ BCD’ N
[+ A+BCD® —= BC*+p —=B'+C*

-~ BC + D’

L~ B'ecp

L~ B'+CD

ABCD'* —= AB'+ CO

L .~ AB™+ cD

ABCO'* —= ABC + D’

ABCD* =~ AD'*+BC

Besides the molecular ion, the ions A", B", C*, D", AB", BC", CD", ABC", BCD", and
AD aiso can be found among the fragments, and the same fragment can be generated
by different reaction mechanisms.

If the radical is formed by the loss of an electron from a given ¢ bond, such as a bond to
a highly substituted carbon, the cleavage at this location will be favored (sigma efectron
ionization mechanism).

For a localized charge site, the initiation of the cleavage takes place by the attraction of
the electron pair forming the bond (charge site initiation mechanism).

()

-+ + .
R—Y—R —» R + Y—R

For the radical site initiation (o cleavage), the tendency for electron pairing drives the
formation of a new bond to an adjacent atom to the radical site and the cleavage of a
bond to an o atom.

+ . +
R—CRz—C—R —» R + CR,=Y—R

This type of reaction takes place with the preference for the loss of the largest alky!
radical at the reactive site.



Rearrangements accompanying fragmentation are common during fragment ion
formation. Especially common are the rearrangements involving migration of hydrogen
atoms. One such mechanism involves a y-H rearrangement to an unsaturated group
(such as =0, etc.) and a f3-cleavage (McLafferty rearrangement).

H
~ Charge

H H
R o* rR— o R o”
> u > * /U\ retention
H H
R— 0 R—' ~o0 Charge
M » . + )\ migration

The same type of reaction may take place for the migration of other groups besides
hydrogen, such as Si(CH3); group.

i CH,),Si
(CH,3),Si . o (CHy), “
[ do) o+
4) — )J\ +
R1R R, Ri R 7 R
2
r{ R R{ R,

In general, the most abundant fragment-ion corresponds to reactions that form the most
stable products (ion and neutral radical). Steric effects can also be of key importance.
The abundance of a product ion is affected by its stability. lon stabilization may be
achieved through electron sharlng |nvolvmg a nonbonding orbital of a heteroatom, such
as in the acetyl ion CH3-C =0 «> CH3-C= o (which is isoelectronic with CHs-C= N) or
through resonance stabilization, such as in the case of ally! cation CH,=CH- CHZ

CH, -CH=CH,. Also, the fragment with the higher tendency to retain the unpaired
electron should have the higher ionization energy (potential) . Therefore, there is a
higher probability for forming the fragment ion of lower [ value (Stevenson's rule).
Because this ion is usually the more stable ion, it is the more abundant ion resulting
from the bond cleavage. The preference of a reaction pathway can also be increased
by radical stabilization. This radical stabilization is enhanced on carbon by
delocalization (e.g., allyl radical), increased branching (e.g., tert-buty! radical), or the
presence of electronegative sites such as an oxygen (e.g., alkoxyl radical). The neutral
product can also be a molecule. Small molecules such as H,, CH,4, H,O, C,H,4, CO, NO,
CH3;0H, H,S, HCI, CH,=C=0, and CO, are favored.

The rules indicated above seem to not have much connection to the fragmentation
results obtained in pyrolysis. For example, Stevenson’s rule, the charge site ionization
mechanism, and the sigma electron ionization mechanism are not applicable to pyrolysis
products, as the molecules in pyrolysis are not ionized. On the other hand, the a
cleavage and certain rearrangements may be similar for the two processes. Also the
fact that small molecule elimination is favored in mass spectrometry makes possible
that, with a certain frequency, pyrolysis products are similar to mass fragments obtained
in mass spectrometry.
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A different perspective on mass spectral fragmentation can be obtained considering the
energy of the molecular ion formed during the El process. The ions with low energy
states can be related to thermal processes [21,22)], and this may provide information on
the thermal decompositions. In addition to standard ionization procedures, special
techniques that provide milder ionization conditions such as field ionization (see Section
5.4) offer an even closer similarity to the pyrolytic process.

Similarities between mass spectral and thermal fragmentations are particularly common
in certain reaction types. Electrocyclic reactions, for example, are frequently similar in
the two processes. The thermal process has in general a higher stereoselectivity
(because of the higher aromaticity in even-electron systems). Retro-Diels-Alder
reactions are typical examples for the similarity of the two processes. internal
displacement reactions may also be similar in the two processes, mainly in the case of
internal radical displacements. The relationship between mass spectra and thermal
fragmentation is complex, and it is useful to discuss it for separate classes of
compounds.

- Pyrolysis of polyisoprene and ion fragments formation from oligomers of isoprene.
Pyrolysis of polyisoprene takes place by a free radical mechanism and generates mainly
isoprene (MW=68), a dimer of isoprene (DL-limonene, MW=138), and several other
unsaturated hydrocarbons (see Sections 2.6 and 6.1). The mass spectra fragmentation
(generating fragments with specific mass/charge (m/z) ratios) of a model molecule

simuiating polyisoprene (isoprene oligomer) occurs by the mechanisms as indicated
below:

P N

vz 41

When a migration of the n electrons (n) takes place, the mechanism can be of the type;

PO O U N I S A

mwz 137
or of the type:

m/z 136
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Also possible, are reactions of the type:

JOUURC P P

m/z 68

m/z 136 m/z 136

The fragments from the pyrolysis and the mass spectra generated from a model
isoprene oligomer are therefore very similar. This result is expected, due to the high
number of n electrons in the polyisoprene molecule [22].

- Pyrolysis of saccharides compared to ion fragments formation.

Polysaccharides pyrolyse by different mechanisms (see Section 7.1 and 7.2), the first
step being in most cases a chain scission (by transglycosidation or retroaidolization).
Mass spectral fragments from polysaccharides cannot be obtained by standard El
techniques; however, mass spectra are reported for di or trisaccharides. As examples,
two mass spectra are given below, for 4-O-3-D-galactopyranosyl-$3-D-glucopyranose in
Figure 3.6.1 and for O-a-D-glucopyranosyi-(1—3)-B-D-fructofuranosyl-(2—1)-a-D-
glucopyranoside in Figure 3.6.2.
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FIGURE 3.6.1. Mass spectrum (El at 70 eV) for 4-O-B-D-galactopyranosy!-p-D-
glucopyranose.
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FIGURE 3.6.2. Mass spectrum (El at 70 eV) for O-u-D-glucopyranosyl-(1-»3)-p-D-
fructofuranosyl-(2— 1)-a-D-glucopyranoside.
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Typical mass spectra fragments from saccharides are likely to have the following

structures:
HO \+ (¢}
0 HO .
' |
HO \|§ . J\/OH
H H HO OH

m/z 163 miz 73 miz 60 miz 57

These fragments have good resemblance with compounds detected in pyrolysis of
sugars (see Sections 7.1 and 7.2) such as:

HO 0 o o O

0 | 1 ]

HO OH J\/o
H 0% HO

MW 162 MW 72 MW 74 MW 60 MW 56

Numerous structures can be proposed for the ion with m/z =97, which also have
correspondents in the pyrolysates:

OH OH OH
o
o) . 0 0 +
e +
.
7 o o)
miz =97 miz =97 m/z =97 miz =97 miz =97

The formation of the mass spectra fragments can be explained by a variety of
mechanisms. For example, the formation of the ion m/z 163 for the trisaccharide with
the spectrum shown in Figure 3.6.2 can be explained as follows:

OH
s
OH
wl/ I
OH . OH . /, OH
e, e i o~

mﬁ e

mlz 504 miz 163

(a indicates radical site initiation with o cleavage, i indicates charge site initiation
mechanism). The formation of the ion with m/z 191 can be explained by the following
mechanism:



o © o
o™ o A on *
o7 o AN RO ™, \
Ho 1\ —_— CI) ¢} a o > 0/ \/OH
3 HO
~ OH HO +
.
§ OH
HO™ i
)\r » )w L
OH  OH b b HO™ ™ w
miz 504 OH  OH

_OH
- J\o’/ o o\ OH HO
~ OH
HO +
M O
o To HO \‘
L, OK  OH
miz 191

OH

Larger ions are not abundant in the mass spectrum of O-a-D-glucopyranosyi-(1—3)-3-
D-fructofuranosyl-(2—1)-0-D-glucopyrancside. Similarly to the formation of the
fragments in pyrolysis, the pyranose or furanose type cycles have the tendency to
maintain their integrity compared to the ether bonds. This contributes to the similarity
between mass spectra fragments and pyrolysis fragments for this class of compounds.
However, the pyrolysis products show in general a wider variety of compounds as
compared to mass spectra fragmentation. The lack of secondary reactions involving the
mass spectra fragments is probably due to the low pressure in which the fragmentation
takes place in a mass spectrometer.

- Pyrolysis of lignin models compared to ion fragments formation.

Lignin is another example where pyrolysis and mass spectira fragments show
similarities. This can easily be explained by the presence of aromatic rings and
hetercatoms in its structure [22]. A study on two trimeric lignin models by pyrolysis and
by mass spectrometry {23] showed a good similarity between the fragments generated
by the two techniques. Figure 3.6.3 shows the mass spectrum (obtained using E! with
70 eV) of w-guaiacoxy-acetoguaiacone-benzylether (trimer A), and Figure 3.6.4 shows
the spectrum of w-syringoxy-acetoguaiacone-benzylether (trimer B).

The fragments seen in these spectra correspond well with compounds detected in the
pyrolysis products of the two compounds, as well as with compounds seen in the
pyrolysis products of several lignins (see Section 9.1). The compounds found in the
pyrolysis products (generated at 600° C) of the two lignin models that are similar to the
fragments seen in the mass spectra are shown in Table 3.6.1.
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FIGURE 3.6.3. Mass spectrum (El at 70 eV) of o-guaiacoxy-acetoguaiacone-benzylether
(trimer A).
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FIGURE 3.6.4. Mass spectrum (El at 70 eV) of w-syringoxy-acetoguaiacone-benzylether
(trimer B).

TABLE 3.6.1. Compounds found in the pyrolysis products and their relative intensities for
two lignin models. The similar fragments seen in their mass spectra are aiso shown.

Compound MW Rel. intensity  Rel. intensity  Fragment
for trimer A for trimer B in MS
methylbenzene 92 73 100 91
dimethylbenzene 106 28 19 ?
phenol 94 42 26 ?
vinylbenzene 104 23 15 ?
2-hydroxybenzaldehyde 122 72 9 123
guaiacol 124 59 21 123
3-methoxybenzaldehyde 136 0 22 137
2-methoxybenzaldehyde 136 65 0 137
1,3-dimethoxybenzene 138 0 14 137
vanillin 152 5 9 153
syringol 154 0 29 153
acetoguaiacone 166 18 20 167
1,2-diphenylethane 182 100 42 ?
vanillin-benzyl ether 242 19 0 241
2,6-dimethoxybenzophenone 242 0 5 241

acetoguaiacone-benzyl ether 256 27 6 255



Table 3.6.1 also shows a few compounds with relative high intensity that are not present
in the fragments for the mass spectra but are present in the pyrolysis products. These
compounds are commonly a result of further secondary reactions, which seems to be
more common in pyrolysis as also seen in the case of saccharides.

The presence of free radicals in pyrolytic reactions seems to be a common event, as
seen by the increase in certain more stable species as the pyrolysis temperature
increases. At elevated temperatures, higher levels of aromatic compounds, polynuclear
aromatic compounds, or small molecules tend to be formed. These compounds were

not seen in the mass spectra fragments, where only intramolecular rearrangements are
more common.

- Pyrolysis of amino acids compared to ion fragments formation.

Pyrolysis of a-amino acids has significant implications in the interpretation of the results
of peptide and protein pyrolysis. Amino acid thermal decomposition takes place through
four main fragmentation pathways as shown below:

NH,

| 4, R—H + CO,+NHs
R~—CH—COOH .
homolysis
NH, A A R
—— » R—CH,~NH, —2 = [R—CH=NH] _ 2 o r_ =
R—CH-COOH -co, 2 Ty ] T, T Re=N
0
NH i \ I
’ A C. NH_ _Cl A NH
04 SN~ 2
R—CH-COOH ———™ yo~ ¢y ¢ a™NH, > HN Ca
- H,0 N T intramolecular \
R 0 condensation R
o H
NH, A I R\C/ A O\C/N\CH/R
o C NH
R—CH-COOH ———> o~ ¢c7 C a™NH, — > |H (|;
- H,0 ! \(X I 2 "HO PN
R N 0
R o] M
diketopiperazine
The amines may react further with the elimination of ammeonia:
2 R—CH,—NH, R—CH=N—CH,—R
- NH,
Also, diketopiperazines may undergo further pyrolysis decomposing as follows:
H
N R
LemTTTT — — A
W \CH ] —— [R—CH=NH] — 2 4 R c=N
o _N_ _R d Co -H,
¢t TcH =

:
\ y
. 1
. 3 B A
,’R/C H\N\’ﬁg\o/”/ \ A
R [R—CH=NH] " R—C=N

\ K 2
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In a mass spectrometer, the ions are generated by E! from amino acids through one of
the following schemes:

-Elimination of CO, generating ions of the form R-C=NH," that takes place as follows:

NH,
The result of this path of ion formation is equivalent to the amine formation by amino
acid decarboxylation.

- Elimination of an OH group that is similar to the first step in water elimination by
pyrolysis.

9 g

R e :

\‘/N\OH R Rﬁ/“\OH -Ll-» OH * Rﬁ)+
NH, NH,

NH,

- The formation of diketopiperazines (DKP) is also possible when heating occurs before
the ion formation in the mass spectrometric analysis of amino acids. These compounds
will further form characteristic ions by the scheme:

o]
\/
;\/\ =~

- Reactions equivalent with homolysis (from the previous scheme) generating
hydrocarbons are also possible in the mass spectrometer. As an example, for
phenylalanine it is characteristic to have an ion formation process of the type:

(o}
+ o)
4
L a- OH i .
s, — + OH
NH, NH, = NH,
m/z 91 miz 74

The mass spectrum of phenylalanine is shown in Figure 3.6.5, and the fragment
formation by reactions equivalent to those from pyrolysis is obvious.
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FIGURE 3.6.5. Mass spectrum (El at 70 eV) of phenylalanine.
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The resuits for amino acids show that the main pyrolysis products are similar to the ion
fragmentation that takes place upon electron impact. For the case of peptides and
proteins, most of the effort has been done in obtaining ions of large fragments in order
to account as much as possible for the protein structure [24). Several mass spectra of
substituted diketopiperazines obtained from peptide pyrolysis are shown in Figures
3.6.6 ato 3.6.6f The fragments generated in their mass spectra are similar to some
small molecules obtained in amino acid pyrolysis.

1000 3

.
)

FIGURE 3.6.6 a. MS of 2,5-dimethyl DKP FIGURE 3.6.6 b. MS of 2-benzyl 5-
{methylpropyl) DKP
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[4,3,0]nonane-3-benzyl-2,5-dione dipyrrolo[1,2-a:1’,2-d]pyrazine-5, 10-dione

For example, in alanine pyrolysis 1,4-dimethylpiperazin-2,5-dione itself is formed (see
Figure 3.6.6 a). Pyrolysis of phenylalanine generates toluene analogous to ion 91 in
Figures 3.6.6 b and 3.6.6 e, pyrolysis of leucine generates 3-methylbuthylamine
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analogous to ion 86 in Figures 3.6.6 b and 3.6.6 d, and pyrolysis of proline generates
pyrroline analogous to the ion with m/z 70 in Figures 3.6.6 ¢, 3.6.6d, 3.6.6 e and 3.6.6 f.

- Pyrolysis of nucleic acids compared to ion fragments formation from adenosine-5-
phosphate and 2-deoxyadenaosine-5-phosphate.

Direct MS with El ionization is not applicable to nucleic acids. However, a parallel that
can be easily made is between the Py-MS resuits on nucleic acids and E} mass spectra
of adenosine phosphate and deoxyadenosine phosphate. The mass spectra of
adenosine phosphate and deoxyadenosine phosphate are known only for the silylated
corresponding compounds and are shown in Figures 13.1.4 and 13.1.5. The spectra
indicate the formation of fragments such as the phosphate group, the purine base, and
fragments resuiting from the breaking of the ribose/deoxyribose ring. These fragments,
although obtained from a silylated material, can be compared to those seen in the Py-
MS of nucleic acids (see Section 13.1).

For all the classes of compounds discussed above, it is possible to trace similarities
between pyrolysis fragmentations and mass spectral fragmentations. However, it is not
always simple to predict the result of each of the two processes. This adds
supplementary complications for the interpretation of the data in the Py-MS analytical
technique where the two processes are combined (see Sections 5.4 and 5.5).

3.7. Theoretical Approaches for Chemical Pyrolytic Reactions.

There have been numerous attempts to approach chemical reactivity using theoretical
tools such as those provided by quantum chemistry [21,22,25,26]. This has been done
using “reactivity indices,” attempting to calculate the energies along the reaction path
using semiempirical molecular orbital (MO) techniques with program packages such as
MOPAC [27,28 29], or using bond dissociation energies calculated from the heats of
formation [29]. This type of approach is not directly applicable to the reactions involving
polymers. However, pyrolysis of polymers frequently involves secondary processes of
pyrolysis of small molecules generated by depolymerization in the first step of the
reaction. Also, some bond energies are influenced only by the nature of the bonding
atoms and by the immediate neighboring atoms in the molecule. This allows a
transferability of certain parameters from small molecules to the polymer [25].

As indicated in Chapter 2, a variety of reaction types occur in pyrolysis. Among these
are eliminations with E; mechanism, fragmentations, eliminations involving free radicals,
electrocyclic rearrangements, radicalic substitutions, retro-ene reactions, etc.
Theoretical calculations for the eliminations with E; mechanism and retro-ene reactions
require in general that the calculations be done for each particular case. However, the
reactions involving radicals allow the transferability of some general results. As an
example, the use of rel. 12 Section 3.1 gives the dissociation energy for an A-B bond
that suffers homolytic dissociation when the heats of formation of the radicals AHf°(A-)
and AH{°(B+) and of the molecule AH{°(AB) are known.

One theoretical approach for the calculation of certain thermodynamic properties of
molecules is the use of semiempirical (MO) calculations. As an example, the heat of
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formation can be calculated with satisfactory precision using for example the MOPAC
package. Also, ab initio MO techniques such as Gaussian 94 [30,31] can be utilized for
the same purpose. In MOPAC, the calculated self-consistent field energy Escr is
parameterized to reproduce as closely as possible the heat of formation at 25° C for
most molecules.

One advantage of these theoretical calculations is that the values can be calculated at
different temperatures. This allows a better utilization of the data for the estimation of
the values to be utilized in pyrolytic processes. Table 3.7.1 gives some data regarding
experimental and calculated heats of formation for several organic radicals using three
semiempirical MO parameterizations in MOPAC [27], namely PM3, MNDO and AM1. As
seen from Table 3.6.1, vinyl and allyl radicals show the best match. Calculations for
molecules containing = electrons and especially those with aromatic character show a
better agreement with experimental data.

TABLE 3.7.1. Experimental and calculated (using MOPAC) heats of formation for
several organic radicals [27].

Radical Exp. AHf®  Calc. AH¢®  Difference Difference Difference
(A"} keal (A") keal PM3 kcal MNDO kcal  AM1 keal
methy| 34.8 29.8 5.0 9.0 36
vinyl 59.6 633 3.7 42 52
ethyl 25.0 17.3 7.7 122 6.9
aliyt 400 39.6 04 46 1.4
i-propyl 16.8 55 -11.3 -154 -10.0
i-buty! 45 5.9 -10.4 1.7 7.4
methoxy 05 638 6.3 0.3 32
cyanide 104.0 128 240 253 104

An example of a theoretical calculation is shown below for an isoprene trimer. The three
main possible paths for the formation of radicals, as shown in Section 2.6, are
a scission:

H.
oy CH c sy L ’ P con eH i
c=c 2 H C=CH = etk N c—CcH
/T Moy ST B eny \ / cH c—=cH +  cuy \
cHY CHy CH3/C=CH CHY CH, CH; ; orig Hy CH,
B-scission:
CHS\ CH cH o A, o5 cH cH My,
C=CH 2 C=—CH C=CH 2
/ Sory” Ne=en” T Dory’ ‘cH / “oy” lo—ew/ 0o+ . C—CH
CHj 2 oHy’ ] CH, CHj 2 CHy CHY \CH3
and methyl scission:
CHy, CH, A omy
cH — CcH : .
c=cH_ N CHes C=CH =—C 2\ S o=cH
CH3/ CHZ/CH _C=CH cHy ‘oH, CHs/C H\CHZ/ oS CcHY Yon, T O

3 3

The calculated heats of formation and the bond dissociation energies are given in Table
3.7.2. The calculations were done using MOPAC 7 with AM1 Hamiltonian for two
different temperatures [32].
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TABLE 3.7.2. Bond dissociation energies for an isoprene trimer.

Temperature 25° C Temperature 500° C
Reaction AH A-B AH A* AH B® AH AH A-B AH A* AHB* AH
keal keal kcat dissoc. kcal kcal keal dissoc.
« scission -18.76 46.35 20.69 85.79 35.33 78.4 43.02 86.09
B scission -18.75 14.96 21.57 55.28 35.33 50.79 39.9 55.36
CH3 elim. -18.75 33.71 31.25 83.71 35.33 83.16 36.39 84.22

The data from Table 3.7.2 show that during polymer chain scission the initiation reaction
is more likely to take place by B scission (lower dissociation energy). Methyl elimination
and « scission probably play a less important role in the initiation reaction. The values
calculated for 25° C and 500° C did not show differences between them.

A larger oligomer such as a nonamer gave using the MOPAC calculation the following
results for the « scission: AH A-B = - 43.08 kcal, AH A* = 20.80 kcal, AH B* = 20.69
kcal, with a resulting AHgissoc. = 84.57 kcal. This result confirms that the larger radicals
have lower heats of formation (compare AH A* = 20.80 kcal for the nonamer with AH A
= 46.35 kcal for the trimer), and the bond dissociation energies are practically not
influenced by the length of the polymer (number of carbon atoms).
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Chapter 4. Instrumentation Used for Pyrolysis

4.1_The Temperature Control of the Pyrolytic Process.

Analytical pyrolysis requires heating of the sample at a temperature significantly higher
than ambient, commonly between 500° C and 800° C. For special purposes this
temperature can be higher. The pyrolytic process is done in a pyrolysis unit (pyrolyser)
which commonly interfaces with an analytical instrument (see Section 1.2). The
analytical instrument is used for the measurement of the pyrolysis products. It is also
possible to perform “off line” pyrolysis (no direct interface to an analytical instrument),
followed by the analytical measurement. The pyrolysers have a source of heat where
the sample is pyrolysed. The pyrolysis products are usually swept by a flow of gas from
the pyrolyser into the analytical instrument.

There are several procedures to perform pyrolysis: flash pyrolysis (pulse mode), slow
gradient heating pyrolysis (continuous mode), step pyrolysis, etc. Commonly, the
pyrolysis for analytical purposes is done in pulse mode. This consists of a very rapid
heating of the sample from ambient temperature, targeting isothermal conditions at a
temperature where the sample is completely pyrolysed. Controlled slow temperature
gradients are also possible in pyrolysis, but their use in analytical pyrolysis is limited.
Step pyrolysis heats the sample rapidly but in steps, each step following a plateau of
constant temperature kept for a limited time period.

There are several construction principles for pyrolysers, such as inductively heated,
resistively heated filament, furnace type, and radiative heated. The principles of
construction for the main types of pyrolysers will be discussed in Section 4.2 to Section
46.

A pyrolysis unit usually consists of a controller and the pyrolyser itself. The controller
provides the appropriate electrical energy needed for heating. A simplified scheme of a
pyrolyser (based on the design of a flash heated filament system made by CDS Inc.} is
shown in Figure 4.1.1.

=]

FIGURE 4.1.1. The simplified scheme of a pyrolyser (based on the design of a heated
filament system made by CDS Inc.).



72

The main heating element where pyrolysis occurs is represented in Figure 4.1.1 as a
coil, that can be heated at high temperatures. This heating element can differ
depending on the pyrolyser principle and instrument type. The pyrolyser body
(sometimes called interface) is a housing for the main heating element connected to an
analytical instrument. Inside the interface, a probe insert can be introduced which
contains the sample as is or in a sample holder. In Figure 4.1.1, the main heating coil is
also attached to the probe insert, but this can differ again depending on the instrument
type. A stream of inert gas flows through the interface. The interface (pyrolyser body)
is also heated but at lower temperatures to avoid the condensation of pyrolysis products.

An essential requirement of the pyrolysis unit used for analytical purposes is that of
reproducibility. The primary condition for achieving reproducibility is to use a precisely
controlled temperature (other parameters such as the amount of sample or the pyrolyser
type will be discussed later in the book). The isothermal condition targeted for
performing flash pyrolysis is referred to as equilibrium temperature (Teq). The Teq is
also named final pyrolysis temperature because in practice it is not possible to heat a
sample instantly, although very short times for reaching Teq can be achieved. The
choice of Teq temperature depends on the material to be pyrolysed and on the scope of
the analysis. Generally, as the pyrolysis temperature Teq increases, smaller and less
characteristic fragments begin to dominate the pyrogram. Dehydration processes, even
for non-polymeric substances, and formation of small molecules more stable at higher
temperatures are common above 600° C.

The dependence of the composition of the pyrolysis products on temperature can be
exemplified by the study of the monomer and dimer formation during the flash pyrolysis
of natural rubber at different temperatures [1]. Figure 4.1.2 shows the plot of
monomer/dimer ratio for flash pyrolysis of rubber at discrete temperatures between 300°
C and 500° C. The figure indicates the increase in monomer formation at higher
temperatures. More examples will be given when pyrolysis for particular biopolymers is
discussed.

FIGURE 4.1.2. The ratio monomer/dimer in the pyrolysis of natural rubber.

Because pyrolysis is frequently a complex process, there is no precise rule to indicate
which Teq temperature should be chosen for a given sample. The ceiling temperature
Tc (see Section 3.1), which may be seen as a recommended temperature for pyrolysis,
was not proven in practice as a reliable guidance for the choice of Teq. For this reason,
in the specialized literature the description of the pyrolysis products of a certain material
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is almost always associated with the description of experimental conditions for the
pyrolysis.

The total pyrolysis time (or total heating time THT) is another parameter used to control
the pyrolytic process. This parameter should be chosen long enough for the total
amount of sample to be pyrolysed during THT. Because longer THTs than those
exactly needed for the pyrolysis of the sample are commonly used, this parameter is not
critical as long as the whole sample is pyrolysed within THT.

The cooling of the sample from the Teq value may play a certain role in reproducibility,
and the cooling may be related to THT. Some variability can be introduced if the
pyrolysate is swept from the main heating source at different temperatures. At lower
temperatures some condensation may take place in the pyrolyser, affecting the
analytical results. This problem is commonly avoided using appropriate heating of the
pyrolyser body (housing heating). The temperature of the housing is commonly
maintained above the temperature of condensation of the components in the pyrolysate,
which should be further analyzed. The heating of the pyrolyser body, however, needs to
be done such that the sample does not get heated before pyrolysis. When the sample
is introduced in the pyrolyser, there is commonly a waiting time before the sample gets
pyrolysed. For pyrolysers with autosamplers, this waiting time can be quite significant.
it is very impaortant for the reproducibility in analytical pyrolysis that the sample does not
suffer modifications during this waiting time.

Once a Teq is chosen, a second problem must be solved. A given elevated
temperature cannot be reached instantly even for a smail mass of material. It always
requires a short interval of time. This interval is referred to as temperature rise time
(TRT). Pyrolysis units capable of generating isothermal conditions in a very short TRT
(flash pyrolysis) are commonly available.

The control of sample temperature in slowly varying non-isothermal conditions is not
necessarily harder to achieve than that in isothermal conditions. However, it has been
shown [2] that the heating rate during thermal decomposition is a sensitive parameter
for reproducibility, and it must be precisely controlled. In flash pyrolysis the heating rate
still needs to be reproducible, but the related problems are less critical than the gradient
control. Secondary reactions are much more likely to occur in slow gradient pyrolysis.
Also, when the pyrolysis unit is interfaced with an analytical instrument such as a gas
chromatograph, pyrolysis in a short time interval is preferred because this will allow the
chromatographic separation of the pyrolysate without the supplementary need of a
“focusing” step. When the pyrolysate is generated in a relatively long period of time, a
cryo-focusing step is commonly used before the chromatographic separation starts. To
avoid this type of problem, most models of pyrolysers are designed to provide a well-
controlled constant temperature in a very short TRT.

As indicated above, to achieve control of the pyrolysis course in flash pyrolysis, it is
necessary for the sample to be reproducibly heated. Ideally, the total decomposition of
the sample should occur over the same temperature range. The reason for a precise
temperature control is illustrated in an example shown in Figure 4.1.3. This figure gives
the weight variation of a sample where the pyrolytic processes may occur following two
independent reaction kinetics, both of the first order. process (1) with E# = 100.7 kJ/mol
and A = 9.6 10° sec” and process (2) with E# = 65 kJ/mol and A = 5.5 10° sec” (the
kinetics parameters were selected from data indicated for cellulose pyrolysis).
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FIGURE 4.1.3. The ratio W/Wo for a pyrolytic process controlled by two kinetics.

The pyrolysis time (THT) in this example is 1.0 s. At temperatures up to 560° C,
process (2) will dominate the pyrolysis, while at temperatures higher than 560° C, the
pyrolysis will be dominated by process (1). If the pyrolysis products for process (1) are
different from those for process (2), it can be seen that a small variation in the
temperature profile may significantly modify the analytical results producing more of the
products from process (1) or more from process (2). Therefore, the importance of TRT
is more significant when rapid degradation reactions occur during pyrolysis. Equal TRT
values are essential for the reproducibility of analytical pyrolysis mainly for fast
processes.

During the temperature rise time (TRT), the kinetic constant k will vary. Assuming a
linear temperature increase with the rate q and starting at To, the temperature is given
at a certain moment t by the formula:

T=To+qt )

Based on equation (1), assuming a first order reaction and using rel. (5) Section 3.2 for
k, we have

#
W _ 4 exp [ — W
dt R(To+qt) (2)
or separating the variables we have
#
w -E
d—= Aexp [ ] dt
W R(To+qt) (3)

Equation (3) can be, in principle, integrated for the interval of time between t = 0 and the
time t = TRT when temperature ramping discontinues and Teq is attained. However,
the integration result of the right term of equation (3) can be expressed only as a slowly
convergent series, which is difficult to calculate numerically. A numerical integration can



easily be done to get the variation of W/Wo for specific values of A, and E, To, q, and
THT. The values for A and E# depend on the compound to be pyrolysed, while To, q,
and total pyrolysis time THT are chosen values for each experiment.

As an example, Figure 4.1.4 a shows the variation of k for cellulose pyrolysis
(parameters used in [8], Section 3.2), with To = 200° C, g = 10° C/ms, a ramping time of
40 ms, and the THT = 500 ms. This will give Teq = 600° C. Figure 4.1.4 b shows the
variation of W/Wo % as calculated by numerical integration of equation (3) when k
remains constant after 40 ms. As seen in Figure 4.1.4 b, only a small part of the sample
is decomposed during TRT. This shows that for this particular case, the heating rate is
not (within limits) such a critical parameter. Most of the sample is pyrolysed in
isothermal conditions at Teq for this case.

1 120
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- 80 \
5 0.6 ®
] § 60 |
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g4t B3 wl
021 20t
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FIGURE 4.1.4 a. Variation of k with time FIGURE 4.1.4 b. Variation of W/Wo with

during cellulose pyrolysis. Temp.ramp 10°  time during cellulose pyrolysis. Temp. ramp
C/msec, starting temp. 200 © C, TRT 40 msec, THT 10 © C/msec, starting temp. 200 © C, TRT 40 msec,
500 msec. THT 500 msec.

However, it has been calculated for a series of materials that pyrolysis may be
effectively complete before equilibrium temperature is attained [3]). This is determined
by the nature of each compound reflected in the values of the frequency factor A and
activation energy E#. Figure 4.1.5 shows the varlatlon of W/Wo for three ideal
compounds having the same frequency factor A = 10® sec! and different activation
energles E# (100 kJ/mol, 80 kJ/mol, and 60 kJ/mol). In these examples, To = 200°C, q
=10° C/ms, TRT = 40 ms, and THT = 500 ms.

It can be seen that for compounds with lower activation energies E#, the values for TRT
and g and the reproducibility of the heating can become very important factors. This is
due to the fact that mast of the sample is pyrolysed during the TRT, in non-isothermal
conditions. Concern has been raised [3] about the frequency of this situation in practice.
Based on the calculations shown above for the example of cellulose, sample
decomposition is not always so rapid, and commonly, THT values much larger than TRT
are needed for the decomposition of the whole sample. It should also be noted that the
conclusions regarding this problem are dependent on the values used in equation (3) for
the frequency factor A and for activation energy E# of a given compound.
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FIGURE 4.1.5. Variation of W/Wo with time for several E# values in a hypothetical
reaction. Temp.ramp 10 © C/msec, starting temp. 200 © C, TRT 40 msec, THT 500 msec.

Besides the reaction rate k previously defined in Section 3.2, which provides an
instantaneous description of how fast a certain process is at a given temperature, some
“integral” parameters (within a time range) were defined for the same purpose. One
such parameter is the half decomposition time t,,, which is the time required to get
W/Wo = 1/2. Making the approximation that k does not vary with the heating time
(extremely short TRT or very high values for E#), the formula for t,, calculated from rel.
(7) Section 3.2 is the following:

tip = (|Og 2) 1k (4)

However, the required approximations for the validity of equation (4) are rather difficult
to meet in practice. Another integral parameter used for the characterization of the
speed of a reaction is the characteristic temperature Ts [3]. When a sample is heated
and reaches Ts (starting from a low value To where no decomposition occurs), only
36.8% (100/e %) of the initial sample is supposed to remain un-pyrolysed. This
parameter is particularly useful when the sample decomposes rapidly during TRT. Ts
depends on the nature of the compound to be pyrolysed (through k), on the heating rate
g, and on the starting temperature To. Ts has a meaning only if Ts < Teq.

The attaining of Teq temperature by the sample is not controlled solely by the heat
source of the pyrolyser but also by the sample properties and the pyrolyser construction.
This is caused by the variations in the process of heat transfer to the sample from the
heat source. For example, the sample characteristics such as the mass m and the
specific heat ¢ will influence the increase of the sample temperature by the formula A T
= Q/(m ¢). In addition, phase changes and exothermic and endothermic chemical
reactions in the sample may play an important role in temperature rise. To diminish the
variations determined by these processes, a very small sample size is recommended. A
study done on the temperature variation of a filament pyrolyser [4] showed a decrease
of the nominal temperature of the filament for the first part of the THT, when the sample
load increased, due to heat absorption by the sample.



Also, the pyrolyser construction plays an important role in the rate of attaining the Teq
temperature. This construction may determine the way in which heat is transferred to
the sample. This transfer process can be understood by evaluating the heat transfer
mechanisms, which are conduction, convection, and radiation. The heat transfer rate q
in J/s = W (watts) by unidirectional conduction for a small element of a material having
the area A and thickness dx is given by Fourier's law:

dT
= -k h—
a=-kA S (5)

where k is a conductivity constant expressed in J/(s cm K°) and dT is the infinitesimal
temperature difference between the two faces of the material (the minus sign indicates
the decrease of the temperature of the heat source). Equation (5) can be integrated for
different body shapes (slab, cylinder, hollow cylinder, etc.). In all cases the heat flow
depends linearly on the temperature difference across the material.

Convection will be responsible for a heat transfer between a retaining wall and a fluid.
The rate of heat transfer will be given in this case by the formula:

g=hAAT 6)

where h is the convective (film) coefficient expressed in J/(s cm? K°), A is the area of the
retaining wall, and AT is the temperature difference between the surface and the main
body of the fluid. Heat transfer through convection takes more complicated expressions
when phase changes occur on the surface.

The heat transfer through radiation between two surfaces at temperatures T1 and
respectively T2, both of area A, is given by the formula:

q=Aco (T1*-T2% N

where ¢ is the emissivity of the two surfaces (e = 1 for a black body), and where o is the
Stefan-Boltzmann constant ¢ = 5.67 1072 J/[s cm” (K°)*).

Several aspects of sample heating can be rationalized using the above formulas. For
example, equations (5)—(7) indicate that the heat transfer is dependent on the area A
through which the heat flows. For conduction, A is the contact area between the sample
and the heat source. Therefore, a good contact is useful for this type of heating. When
the sample vaporizes, this contact can be easily diminished. The sample conductivity
will also play an important role in this type of heating. Heating through convection
depends on fluid flow on the hot surface, and this may be low for many polymeric
materials. Heating through radiation is very dependent on temperature (fourth power),
but it is not the main heat transfer mechanism at lower temperatures.

One way to produce a rapid heat transfer to the sample is to diminish the sample size
[5]. This implies that the amount of heat required by the sample to reach a certain
temperature is small and that the heat can be transferred rapidly. Typical sample sizes
in analytical pyrolysis vary from a few ug to a few mg. A small sample size is, however,
related to other effects, some advantageous and some not. Secondary reactions during
pyrolysis are diminished for a small sample, but the contact with metal surfaces may
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increase (relative to the amount of sample), which is not desirable because of possible
catalytic effects. One determining factor that does not allow a significant decrease in
the sample size is the limited sensitivity of the analytical procedure following pyrolysis.
A sample that is too small may not be appropriate because the pyrolysis products
cannot be properly detected. Also, the weight of a sample that is too small is difficuit to
measure with enough accuracy and precision. For materials that are not homogeneous,
the smaller the sample, the more difficult it is to obtain a representative sample.
Restrictions to the choice of the sample size are also related to the losses due to the
possibly incomplete transfer of the pyrolysate to the analytical instrument. This subject
will be mentioned further as it relates to the analytical instrumentation attached to the
pyrolyser.

Assuming a perfect contact between the sample and the heating element of the
pyrolyser, calculations were done to find the transmission of heat into the sample as a
function of time and sample layer thickness [5a). Several simplifying assumptions were
made for this calculation, such as that the sample is homogenous, the starting
temperature of the sample is uniform, and no loss of heat occurs at the sample outside
surface. Also, it was assumed that the heating element has a linear temperature
increase with the rate g and starting at a temperature To (see rel. 1). For the time t >
TRT, the temperature of the heating element was assumed constant at Teq. Using a
one-dimensional heat equation, the temperature T at the time “t” and at the depth “x” in
the sample can be calculated using the relation:

T(x,t) =d(x,t) for 0<t<TRT (8a)
Txt =To+ ®(xt-d(xt-TRT) for t > TRT (8b)

where:
DX t)=To+qt-q-x)/(2a)+[(16qF)/(x°a)]S (9a)
S=X{(-1)"cos[(n+1/2) n x / M}/ (2 n +1’ exp { -[(N+1/2) n / P a t} (9b)

and where the sum 2 is taken over n=0, 1, 2. . . o, where [/ is the sample layer
thickness, and “a” is the thermal diffusivity of the material to be pyrolysed. These
relations are obtained based on the formula for a fundamental solution of the heat
equation for one dimension: a d*T/dx’ = dT/dt.

For a sample with thermal diffusivity a = 2 107 m?/ s, initial temperature To = 20° C,
heating rate q = 5000° C / s and TRT = 0.1 s, for three layer thicknesses / of 0.1 mm,
0.25 mm and 0.5 mm, the values for T (x, t)° C at x =0 (surface of the sample) are
shown in Figure 4.1.6.

It can be seen from Figure 4.1.6 that considering only the thermal conductivity, the
sample temperature increases very slowly compared to that of the heating element
when the sample thickness is not extremely small. Fortunately, other types of heat
transfer take place simultaneously, and part of this effect is diminished. However, to
avoid a temperature gradient in the sample bulk, the sample should cover the heating
surface in a thin and uniform film.
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FIGURE 4.1.6. The variation of T (x, t)° C at x = 0 as a function of t, for three layer
thicknesses | of 0.1 mm, 0.25 mm, and 0.5 mm. The dotted line shows the temperature of the
heating element.

The actual temperature acquired by the sample during pyrolysis can be standardized
between different pyrolysers using a model compound. The procedure is based on the
dependence of the composition of the pyrolysis products on temperature. One such
compound chosen as a standard is an isoprene/styrene copolymer, trade name Kraton
1107 [6]. This copolymer decomposes generating isoprene, dipentene, styrene,
dimethylvinylcyclohexene, and other small molecules. The ratio of isoprene to
dipentene was found to be proportional with the pyrolysis temperature between 500° C
and 850° C, with a good correlation coefficient (0.964). Several restrictions were
imposed on the pyrolysis, such as a heating rate q higher than 2° C/msec and THT
tonger than 500 msec. The calibration with Kraton 1107 was done by performing the
pyrolysis in an inductively heated or a resistively heated filament pyrolyser and the
analysis using a gas chromatographic technique. The isoprene/dipentene ratio was
obtained from the ratio of the chromatographic peak areas of isoprene and dipentene.
A collective study [6] generated the data shown in Table 4.1.1.

TABLE 4.1.1. The isoprene/dipentene ratio as a function of temperature for the pyrolysis
of Kraton 1107 in an inductively heated or a resistively heated filament pyrolyser.

Temp.°C isoprene/
dipentene
650 1.76
700 2.52
750 3.21

The dependence of T° C as a function of R = isoprene/dipentene can be given by the
expression:
T=5279+689.-R (10)

In principle, equation (10) allows the calibration of any pyrolyser for a series of given
temperatures with corresponding temperatures acquired by the sample. It is interesting,
however, that a study regarding the pyrolysis of Kraton 1107 in a furnace pyrolyser [7]
found linearity between T and R only at temperatures between 450° C and 625° C.
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4.2 Curie Point Pyrolysers.

Ferromagnetic conductors can be rapidly heated by interaction with a high frequency
(radio frequency, RF) electromagnetic field. The sample to be pyrolysed can be placed
in close contact with the conductor that can be shaped into different forms such as a
wire, ribbon, or cylinder to properly hold the sample. The heating of the conductor and
subsequently of the sample can be realized in a short time interval (TRT), commonly
between 10 to 100 ms. Eddy currents in the conductor surface (skin) and hysteresis
losses due to changes in the magnetic polarity cause the temperature to increase
rapidly when the conductor is placed in the high frequency electromagnetic field. The
increase in temperature is, however, limited for these ferromagnetic conductors to the
Curie point temperature [8]. This is a temperature specific for each material where the
transition from ferromagnetic to paramagnetic properties occurs. In this way, besides a
rapid heating, a well-defined end temperature is attained. This end temperature (Curie
point) depends on the composition of the ferromagnetic metal or alloy. Table 4.2.1
gives the Curie point temperatures for several Fe/Ni/Co alloys.

TABLE 4.2.1. Curie points of several ferromagnetic alloys.

Fe % Ni % Co % Curie point
temp. °C
0.0 100 0.0 358
61.7 0.0 38.3 400
55.0 45.0 0.0 400
50.6 49.4 0.0 510
40.0 60.0 0.0 590
420 41.0 16.0 600
29.2 708 0.0 610
333 333 334 700
100.0 0.0 0.0 770
0.0 55.0 45.0 800
0.0 40.0 60.0 900
0.0 0.0 100.0 1128

As seen in Table 4.2.1, temperatures in a wide range can be obtained using different
compositions for the ferromagnetic alloy. However, the temperatures obtained with
Curie point instruments cannot be varied continuously.

The commonly used RF frequencies in Curie point pyrolysers are 400 to 1000 kHz, and
the power outputs range from 100 to 1500 watts. The rate of temperature rise depends
on the conductor mass and specific heat, as well as on the power consumption of the
ferromagnetic conductor. This power consumption per unit surface is related to the
amount of heat generated by the conductor and implicitly to the temperature. The
power consumption per unit surface N (cal cm™ sec')of a ferromagnetic conductor
located along the axis inside a high frequency induction coil is given by the formula:

N =27 2Hp (1/s) F(d,s) Q)
where
( P 12

™V Hoky @
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and

H is the magnetic field inside the coil (in Oe),

d is the diameter of the conductor,

p is the specific resistance of the conductor,

s is the skin depth of the eddy current,

F is a function of d/s and as d/s — « the function F — 1//2,

to =4 1 10° V sec / A cm (vacuum permeability),

* 1 is the relative permeability of the material and p, ~ 1 for non-ferromagnetic
materials and p, > 1 for ferromagnetic conductors, and

+ v is the frequency of the field (RF).

This formula does not explicitly contain the temperature as a variable, but it can explain
the limiting of the temperature increase at the Curie point. When the ferromagnetic
conductor reaches the Curie point, the relative permeability 1, of the ferromagnetic
conductor suddenly drops. This generates a sudden increase in the skin depth s and
therefore a decrease in 1/s and F(d,s) such that the power consumption of the
conductor decreases. A further increase in temperature is therefore inhibited. Detailed
graphs describing the variation of N as a function of temperature when different
parameters are modified in rel. (1) are available in literature [8).
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FIGURE 4.2.1a. The power consumption N FIGURE 4.2.1b. The power consumption N

as a function of temperature for an iron as a function of temperature for different
wire with d = 2 mm at different frequencies  diameters of an iron wire in a high
in a field of 1170 Oe. frequency field of 1170 Oe at 2 MHz.

As an example, Figure 4.2.1a shows the power consumption N as a function of
temperature for an iron conductor with d = 2 mm at different frequencies in a field of
1170 Qe, and Figure 4.2.1b shows the power consumption N as a function of
temperature for different diameters of an iron wire in a high frequency field of 2 MHz and
1170 Oe,
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The temperature increase in time is fairly abrupt, as shown in Figure 4.2.2a for an iron
wire in a high frequency induction field of 382 Oe and 1.2 MHz and in Figure 4.2.2b for
an iron wire in a high frequency induction field of 1170 Oe and 480 kHz [8)].

Temperture Temperture
o¢ °¢
fe d ‘mm T a-05 o “ o
d A5 mm dsZmm d=03mm
d71mm
s
o . . . T
0 50 106 150 2 10 £ Time msee
Time msec
FIGURE 4.2.2a. Temperature variation FIGURE 4.2.2b. Temperature variation
versus time for an iron wire in a high versus time for an iron wire in a high
frequency induction field of 382 Oe and 1.2 frequency induction field of 1170 Oe and
MH:z. 480 kHz.

As seen in Figures 4.2.2a and 4.2.2b, the TRT time can be as low as 30 ms or even
lower when higher frequencies are utilized.

Different practical constructions of a Curie point pyrolyser are commercially available. In
these systems, the sample is put in direct contact with the ferromagnetic alloy, which is
usually in the shape of a ribbon that can be folded over the sample forming a sample
holder. The sample and its holder are maintained in a stream of inert gas in a similar
way as for resistively heated filaments. The housing where the sample and its
ferromagnetic holder are introduced is aiso heated to avoid the condensation of the
pyrolysate but without decomposing the sample before pyrolysis. These types of
requirements are achieved, for example, in a pyrolyser with autosampling capability [8a]
shown in Figure 4.2.3. In this system, the sample is put on a ferromagnetic foil, which is
folded to form a sample container. The folded foil is introduced in a foil magazine,
which is kept at room temperature. The foil magazine is provided with a foil injector that
can push the foil into the middle of an RF coil. At the time of injection the RF is
activated and the sample is heated at the pyrolysis temperature Teq. The foil is then
removed with a retractable magnet and disposed in a trap for used foil. The region
where the pyrolysis takes place is made from an inert material and is heated by a
secondary source (at about 250° C) to prevent condensation of the pyrolysis products.

The Curie point pyrolysers have several advantages when compared to other systems.
The TRT is usually short and the heating rate is reproducible. The Teq temperature is
accurately reproducible for the same alloy. The contact between the sample and the
heated alloy is good, which assures that the heat transfer to the sample is rapid and
uniform. On the other hand, the set temperatures can only be discrete and are limited
to the values offered by different alloys. Even though the direct contact of the sample
with the ferromagnetic alloy offers the advantage of a good heat transfer, it can be a



source of catalytic interferences. For this reason some suppliers offer gold plated
ferromagnetic sample holders.
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FIGURE 4.2.3. Curie point pyrolyser with autosampling capability (DyChrom model JPS-
330).

An important capability of Curie point pyrolysers should be that the sample does not
suffer any modifications before the pyrolysis step itself. As previously indicated, the
housing of the pyrolyser must be heated (commonly with electrical resistances) to avoid
condensation or other modifications of the pyrolysate. However, because a waiting time
is inherent between the moment of sample introduction in the pyrolyser and the start of
the pyrolysis itself, the sample may be heated by radiation from the sample housing.
Several Curie point pyrolysers [8b] have the capability to drop the ferromagnetic foil
containing the sample from a cool zone into the induction area, which is pre-heated to
avoid condensation. The pyrolysis takes place immediately after the sample is
transferred into this induction area such that no uncontrolied preliminary sample
decomposition takes place.
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4.3 Resistively Heated Filament Pyrolysers.

Resistively heated filament pyrolysers were used for a long time in polymer pyrolysis [9].
A schematic drawing of a common filament pyrolyser is shown in Figure 4.1.1. The
principle of this type of pyrolyser is that an electric current passing through a resistive
conductor generates heat in accordance with Joule’s law:

Q=PRt=(V*t)/R %)

where Q is the amount of heat (in J), | is the current intensity (in A), R is the electrical
resistance of the conductor (in Ohms), t is the time in sec and V is the voltage (in V). A
simple flash pyrolysis unit that operates at a fixed voltage could easily be constructed.
However, such a unit operating within common values for the current intensity and
voltage will have a TRT that is too long to be appropriate for flash pyrolysis. Systems
with boosted current or boosted voltage were used to achieve a more rapid heating [10].
These systems apply a superimposed constant current with an initial boost pulse to
assure a rapid temperature increase at the beginning of the heating period.

Modern equipment uses a feedback controlled temperature filament. The electrical
circuit of such a system is given in Figure 4.3.1.

oC
power

supply

FIGURE 4.3.1. Circuit diagram of a pyrolyser with boosted heated filament and with
feedback controlled temperature.

This type of pyrolyser commonly uses a platinum filament that has a precisely
determined electrical resistance R1. This filament is incorporated in a Wheatstone
electrical bridge. This bridge is balanced (V1 = V2) when the values of the electrical
resistances in the bridge fuifill the relation:

R1/(R2 + R3) = R5/R4 (2)

To start the pyrolysis, the operational ampilifier A1 through the power amplifier A2
switches on the power transistor Q1, and the power supply provides full current to the



bridge. This causes the filament R1 to be rapidly heated. The other resistors in the
bridge must have low temperature coefficients. The temperature increase causes an
increase in the resistance of the filament, and the bridge voltage imbalance decreases.
This diminishes the base current in transistor Q1 through the operational amplifier A1
and consequently diminishes the power across the bridge and the filament. The
filament is kept at a defined temperature after the initial surge. The circuit including
resistor R6 is used to linearize this control. The base current of the transistor Q1 can be
switched off by the timer after a set time interval.

Besides “switch on” and “switch off” capability the circuit shown in Figure 4.3.1 has the
capability to vary linearly the heating rate. This is achieved by providing a linearly
increasing voltage to the bridge between R2 and R3. This voltage modifies the degree
of imbalance of the bridge controlling the heating rate of the filament. This type of
pyrolyser can provide heating rates as fast as 20° C/msec and as slow as 0.1° C/msec
and a heating range from ambient up to 1200° C.

Even more sophisticated pyrolysis systems are available [11], such as those that allow
programmed heated rates at different time intervals. Values for TRT as low as 7 msec
from ambient to 1000° C were reported [12], as illustrated in Figure 4.3.2 showing the
temperature measurement of a ribbon type filament heated at maximum rate.
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FIGURE 4.3.2. Temperature measurement of a ribbon type filament heated at maximum
rate.

Several other procedures for a precise temperature control of the filament are also
available, such as the use of optical pyrometry or thermocouples [13, 14].

The filament shape commonly used in resistively heated pyrolysers is either a ribbon or
a coil. The sample can be put directly on the filament or in a silica tube that fits in the
platinum coil. A silica (quartz) tube used as a sample container can be extremely useful
in accommodating for pyrolysis of a wide variety of samples. However, when a silica
tube is used, the TRT times are increased due to the larger mass that needs to be
heated. The filament, the silica tube (if present), and the sample are maintained in a
stream of inert gas and inside a heated housing as described in Section 4.1. This
secondary heating is necessary as mentioned before to avoid the condensation of the
pyrolysate. The stream of gas inside the heated chamber can be used further as a
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carrier gas if the pyrolyser is interfaced with an analytical instrument such as a gas
chromatograph. This requires that the pressure of the carrier gas should be higher than
atmospheric pressure. The housing heating in itself should not produce any thermal
degradation of the sample prior to pyrolysis.

There are several advantages of the resistively heated filament pyrolysers compared to
other types. They can achieve very short TRT values, the temperature range is large,
and Teq can be set at any desired value in this range. Several commercially available
instruments are capable of performing programmed pyrolysis, and autosampling
capability is also available (such as the CDS AS-2500).

Some problems are inherent to this type of pyrolyser. One such problem is that the set
temperature and the actual temperature of the filament must be calibrated. The filament
electrical resistance is part of the temperature controlling circuit. This resistance may
modify in time, mainly in the systems where the sample is put directly on the filament.
Because of this, the correspondence between the set operating temperature and the
actual temperature will change during the life of the filament. Even in correctly operating
instruments, problems may occur in achieving the Teq as precisely as the manufacturer
may indicate [11a].

Another problem with the filament pyrolysers is the possibility that the filament may be
non-uniformly heated over its length. This may determine different Teq’s in different
points of the filament. If the sample is not always placed in the same point of the
filament in repeated experiments, this may introduce a rather drastic reproducibility
problem. In spite of these disadvantages, the resistively heated filament pyrolysers are
among the most common ones, and very good reproducibility has been reported
frequently [12].

4.4 Furnace Pyrolysers.

Furnace pyrolysers are devices used in both flash pyrolysis and slow gradient pyrolysis.
For flash pyrolysis, the common principle of use is to keep the furnace at the desired
temperature and to suddenly introduce the sample into the furnace. The heating of the
furnace is commonly done using electrical heating, which can be controlled using
thermocouples and feedback systems for maintaining the correct temperature. An inert
das flow is commonly passed through the furnace to sweep the pyrolysis products into
the analytical instrument. For analytical purposes it is, therefore, preferable to have
small furnaces with low dead volumes, such that the gas flow can be kept at relatively
low values. On the other hand, if the mass of the furnace is small, the sample
introduction may modify the furnace temperature. Several designs were used for
furnace pyrolysers, a successful one being a vertical furnace that allows the sample to
be dropped from a cool zone into a heated zone [15].

A factor that must be considered with furnace pyrolysers as well as with the other types
of pyrolysers is the achieving of short TRT values. A slow sample introduction in the hot
zone of the furnace will end in a long TRT. A poor contact between the sample and the
hot source may also lead to long TRT, most of the heat being transferred by radiation
and convection and not by conduction. However, fairly short TRTs in furnace pyrolysers
were reported in literature {16,17].
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Another problem with the furnace pyrolysers can be the difference in the temperature
between the furnace and the sample. Again, due to the poor contact between the
sample and the hot source, the sample may reach a lower actual temperature than the
temperature of the furnace wall. It is interesting that in microfurnace systems there
were reported variations in the pyrolysis products as compared to the results obtained in
inductively or filament heated pyrolysers [7,18). As an example, a study done on Kraton
1107 [7] decomposition found linearity between the oven temperature and the ratio of
two decomposition monomers (styrene and dipentene) only in a narrow temperature
range, namely from 450° C to 625° C. Kraton 1107 was found to decompose in filament
or Curie point pyrolysers such that linearity can be noticed between temperature and
styrene/dipentene ratio from 500° C to 850° C. The reproducibility of pyrolysis in a
furnace was also found lower than for other pyrolysers [7].

The mechanical problems related to the rapid solid sample introduction or related to the
introduction of solid samples with no air leak makes this type of pyrolyser more
appropriate for liquid or even gas sample pyrolysis. Also, it being possible to build large
furnace pyrolysers, this type is successfully used when larger amounts of sample are
necessary to be pyrolysed. This is a common case for the pyrolysis of non-
homogeneous samples when a few mg of sample do not represent well the average
sample composition.

Slow gradient pyrolysis (at programmed rates) can easily be performed with furnace
pyrolysers, although rapid programmed heating (heating with a controlled, relatively high
rate) is more difficult to achieve. A system using a PTV (Programmabie Temperature
Vaporization) injector has been reported [18a] as being used successfully for
programmed heating in two different steps, one at 200° C and another at 450° C. The
heating gradient was, however, not faster than 8° C/ s. Slow gradient temperatures are
also commonly used in a series of thermal analysis instruments that are equipped with
programmable furnaces. However, these thermoanalytical techniques are sometimes
classified separate from pyrolysis as previously indicated (see Section 1.2).

Other different models of furnace pyrolysers were also reported in literature [18b]. As
an example, a two-temperature zone furnace was made, and it was utilized to provide
information about more volatile compounds trapped (adsorbed) in a sample as well as
for performing true pyrolysis. in this system, the sample is heated first at 300° C where
the volatile compounds are eliminated, and then the sample is pyrolysed at 550° C.

Sealed vessel pyrolysis is another pyrolysis type that is performed in furnace type
pyrolysers. In this type of pyrolysis, the sample is heated for a relatively long period of
time, in a sealed vessel, generally at relatively low temperature (below 350° C). The
pyrolysis products are further analyzed, commonly by off-line procedures (GC, GC/MS,
FTIR, etc). The technique allows the pyrolysis to be performed for as long as months
and to use different atmospheres (inert or reactive) [17a]. The procedure is not used
only as an analytical tool, and it can be seen as a preparative pyrolysis technique.

4.5 Radiative Heating (Laser) Pyrolysers.

Laser pyrolysers are practically the only type of radiative heating pyrolyser with certain
applicability. Attempts were made in the past to use a strong light/heat source and
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focus the beam with lenses [19] to achieve the desired power output. However, the
laser as a radiative energy source is much more convenient. The laser beam can be
focused onto a small spot of a sample to deliver the radiative energy. This provides a
special way to pyrolyse only a small portion of a sample. A variety of laser types were
used for pyrolysis purposes: normal pulsed, Q-switched, or continuous wave (cw) [20,
20a], at different energy levels. More common are the normal pulsed high-power lasers.
Some instruments use condensing lenses to enhance the energy delivered to a small
area of the sample.

A range of energies can be transferred to the sample by the laser. For a spot of about 1
mm diameter, a typical pulsed laser used for pyrolysis can generate a mean power
density of 0.2-2.0 MW/(cm?). This high energy is partly absorbed by the sample and a
rapid volatilization and decomposition takes place. A plume is commonly generated
along the axis of the beam and more radiative energy is absorbed in this plume.

The theory of thermal aspects of laser desorption has been developed for a substrate
surface subjected to pulsed laser irradiation, assuming that the laser intensity has a
Gaussian distribution [21]. The given surface is covered with the organic layer, which
does not absorb the laser energy. However, the heat flux in the substrate that absorbs
the energy heats the sample to the same temperature as the substrate. For this case,
the laser intensity flux Xr,t) is given by

Hr,t) = Inax P(t) €XP (-12/d7) )

where . is the maximum laser intensity flux, p(t) describes the variation in time of the
pulse intensity (p(t) = 1 at the maximum), d is the radius of the Gaussian spot, and ris
the distance from the center of the spot to the point where the intensity is considered.
The flux F in the surface is

F(r.8) = (1 - R) Imax P(t) exp (-r'/d") (2

where R is the reflection coefficient of the surface. The temperature increase AT is
given by the relation:

AT(rt) =[(1 - R) Imax &%/ A} (x / )2 j pt-x) x"/ (4x x + d)] exp [-F° / 4k x + dI)] dx (3)
¢

where A is the thermal conductivity and « is the thermal diffusivity of the sample. For
very short time intervals &t, rel (3) can be approximated by

AT(r ) =[(1 - RY I A} (kI 1) Inax €xp [ -1 1 d2)] P(}) (4a)

where
{

P = [ p(t-x) x™ dx (4b)

The expression of p(t) depends on the laser construction, and it is difficult to determine
an analytical function for p(t). However, it is possible to consider a model where p(t) has
a Gaussian expression and then the integral P(t) can be calculated. Taking the pulse
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maximum intensity at 0.5 us and the peak width 26 = 200 ns (at 60.653% of the
Gaussian height), the shape of the laser pulse is shown in Figure 4.5.1a, and the
variation of the integral P(t) is shown in Figure 4.5.1b.
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FIGURE 4.5.1a. p(t) as a Gaussian peak FIGURE 4.5.1b. P(t) for a Gaussian p(t)
shape with maximum at 0.5 us and 2¢ shown in Figure 4.5.1a
=200 ns

The variation in AT° K (or C) can be estimated knowing R, A and , as well as r and d.
For a stainless steel surface A = 17 W/ (K°m), and x = 4 10° m’ s™ and assuming d =
0.12 mm, r = 0.12 mm, R = 0.8 (arbitrarily), and I, = 1 MwW/cm? and introducing these
values in rel. (4), the value for AT® is 8300° C. Forr=0.24 mm, AT’ is only 413°C.

These calculations show that the temperature of the plume may rise fairly high and
values as high as 10000° C were reported. However, more reasonable values range
from 500° C to 2000° C. At temperatures as high as 2000° C, only some stable radicals
will exist. Therefore, the part of the sample taken into the plume will generate after
cooling only non-characteristic small molecules such as acetylene. The free radicals in
the plume may also produce unexpected secondary reactions. However, enough heat is
transmitted by the hot plasma around the focus point of the laser. This heat will produce
pyrolysis products similar to those generated by other pyrolysis techniques. Some
secondary reactions may take place between these pyrolysis products and the free
radicals from the plume.

The maximum energy of the laser can be higher than needed for the pyrolysis purposes
and needs to be attenuated. For a cw laser with a nominal energy of 100 W, the output
has to be attenuated by operating the laser at about 10 W and by splitting the beam.
Figure 4.5.2 shows simplified diagrams of two laser micropyrolysis set-ups. The first
apparatus is used for a cw [aser. It has as a part of the set-up a microscope, which
allows the inspection of the area to be analyzed and the focusing of the beam on the
portion of interest on the sample. The laser beam is also split (and attenuated) in the
microscope by using a semitransparent mirror which allows control of the percent of the
beam intensity that reaches the sampie (5-15%).

For a cw laser, powers between 0.5 to § W with exposures varying from 1 s up to 5 min.
were utilized for pyrolysis. The surface of the area exposed to the laser was also varied
from 20 pmz to 400 um®. The second apparatus uses a pulsed laser (pulse energy of
about 1 joule) and an alignment laser to focus the beam on the sample.
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FIGURE 4.5.2. Simplified diagrams of two laser micropyrolysis setups: A cw laser with a
microscope, B pulse laser with alignment low power laser.

Besides the formation of some unusual products due to secondary reactions, there are
several other problems regarding the use of lasers as an energy source for pyrolysis. A
first problem is related to the absorption of the radiative energy into the sample.
Transparent samples do not absorb the radiative energy properly. For this reason,
several procedures were utilized to make the sample more opaque. One such
procedure consists of adding into the sample powdered graphite [21a] or a metal such
as nickel [22]. This addition can, however, modify the course of the pyrolysis by
catalytic effects or side reactions. A different procedure consists of depositing the
sample in a very thin layer on a support that absorbs the radiation generating heat. In
particular, a blue cobalt-glass rod has been used [22] as a support for the sample, with
temperatures attaining 900-1200° C.

Another typical property of the laser pyrolysis is that it can achieve very short TRT times
and also very short cooling times, in the range of 100 to 300 us. This will contribute to
the uniqueness of the degradation conditions for the laser pyrolysis, which are rather
different from the other types. [n addition to this, the capability to pyrolyse only a very
small area of the sample is characteristic for most laser pyrolysers. This directional
nature can be of exceptional utility when combined with the microscopic inspection of a
particular sample. [n order to direct the laser beam to the right place on the sample,
commercially available laser pyrolysers may also have a low energy laser, or “alignment
laser, which allows the selection of the desired spot on the sample to perform the
pyrolysis. Inclusions, samples containing inhomogeneities, etc. can be successfully
analyzed using this technique.

On the other hand, deliberate defocusing of the laser beam was also experimented [23]
in order to cover a wider area on the sample for performing pyrolysis. Several
alternative approaches were also experimented in order to provide more detailed
information on polymers. For the study of the order of formation of specific molecular
fragments during thermal degradation, for example, a time resolved laser induced
degradation was applied [24]. Also, attempts were made to use specific wavelengths
corresponding to a given vibration of the molecule in order to break specific bonds,
using lasers as a source of energy.
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A problem with lasers is the difficulty of knowing precisely the equivalent temperature of
pyrolysis. Also, due to some inherent characteristics of laser pyrolysis, its reproducibitity
is not always good. Several studies [e.g. 25] showed variability in the total mass of
material pyrolysed and difficulties in the control of the pyrolysis temperature. The
secondary reactions with the radicals from the plume (although catalytic reactions are
probably absent) also make this technique less reproducible.

Besides conventional laser pyrolysis, several other techniques evolved around the
concept of evaporating the sample using a laser beam. However, most of these
techniques were developed with the purpose of preserving the structure of the analyte
while transferring it into an ionized gas form. Techniques such as MALDI (matrix
assisted laser desorption/ionization) [26-28] are commonly used for the analysis of
biopolymers. [n this type of technique, the matrix will protect the biopolymer from
thermal degradation while allowing its transfer into an ionized gas form. MALDI has
been developed in association with a mass spectrometric (MS) detection system that is
able to see large ions. Some other techniques involving lasers as a source of ions for
mass spectrometry will be discussed in Section 5.3.

4.6 Other Pyrolyser Types.

Besides the previously described pyrolyser types, some other pyrolysers have been
constructed and reported in literature [16,30,32]. Some are based on variations of
typical pyrolyser systems. One such system uses a microfurnace pyrolyser with the
capability to hydrogenate the pyrolysis products. For this purpose, the system uses
hydrogen carrier, and, in line with the microfurnace, it has a catalyst column containing a
solid support with Pt-catalyst (and a precolumn portion to trap non-volatile pyrolysis
products) [31].

A different system utilizes as a source of heat an electric arc [30], but limited
applications were reported for it, and also an infrared pyrolyser is manufactured [32].
Other techniques such as photolysis [33] were utilized for breaking down polymers for
further analysis. However, these cannot be considered pyrolytic procedures. A
theoretical approach has been developed {33] to compare mass spectrometric,
thermolytic and photolytic fragmentation reactions.

4.7 Comparison of Analytical Performances of Different Pyrolyser Types.

Comparisons between the results obtained using different pyrolysers are not uncommon
in literature [16,34-36]. These comparisons have two objectives: to assess the quality
of the analytical results (reproducibility, sensitivity, etc.) of a certain type of pyrolyser and
to indicate how the results of one pyrolyser can be compared to those of another type.

The comparison is not always straightforward because the analytical instrument at the
end of the pyrolyser may play an important role regarding the quality of the data. A
global view of different characteristics of the main pyrolyser types is given in

Table 4.7.1.
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TABLE 4.7.1. Comparison of the main characteristics of several pyrolysers.

Property Curie point Heated filament  Micro furnace  Laser
Temperature timit °C 1128 1100 1500 high
Temperature control discrete continuous continuous uncontrolled
Use of temp. gradients not possible possible common possible
Minimum TRT 70 ms 10ms 0.2 - 1 min 10 us
Sample size pg 10 - 1000 10 - 1000 50 -5,000 20 -500
Reproducibility very good very good good poor
Catalytic reactions some low low very low

Use with analytical instruments  on-line/off ine  on-line/off line  on-line/off line  on-line/off line

The reproducibility of the results for heated filament pyrolysers (CDS Pyroprobe 1000)
and Curie point pyrolysers (Horizon Instruments) was reported for several samples [34].
This included several synthetic polymers, dammar resin, chitin, an insect cuticle, a
hardwood (cherry), a seed coat (water lily), lycopod cuticle (fossil Eskdalia), as well as
several organic geological samples. All samples were pyrolysed at 610° C for 5sin a
flow of helium. The residence time in the pyrolyser before pyrolysis was kept constant
and the temperature of the sample housing was 250° C. Other parameters such as the
temperature of the transfer line to the analytical instrument were also the same. Both
systems were connected to a GC/MS system for the pyrolysates analysis.

The reproducibility of the analysis was evaluated both qualitatively and quantitatively. It
was found that for most samples the results are obtained with good reproducibility for
the same instrument and with relatively minor differences between the two types of
instruments. For example, the results for a cherry wood pyrolysate [34] were compared
by measuring the variability in the peak areas in the total ion chromatogram (TIC) of a
selected number of compounds. These peak areas are shown in Table 4.7.2.

TABLE 4.7.2. The area counts for the chromatographic peaks corresponding to several
syringyl derivatives from cherry hardwood pyrolysate [34] for a filament pyrolyser
(samples F1, F2, F3) and a Curie point pyrolyser (samples C1, C2, C3).

2,6-dimethoxy-R- F1 F2 F3 Mean S.D. c1 c2 c3 Mean S.D.
phenal where -R- is

2,6-dimethoxyphenol 8 7.8 86 813 042 8.6 6.7 64 657 0.15
-4-methyl- 9.3 9.4 99 953 032 8.5 7.8 82 820 030
-4-ethyl- 4.1 39 4.1 403 012 2.5 25 2.1 237 023
-4-ethenyl- 211 20 208 2063 057 184 188 189 1870 0.26
-4-(1-propenyl)- 4 3.8 3.6 3.80 0.20 4.4 44 5 4.60 0.35
-4-propyl- 1 0.8 1 097 0.06 0.8 0.7 06 070 010
-4-formyl- 11.1 10.1 g3 1017 090 174 199 215 1960 207
-4-(2-(2)-propenyi)- 28 25 22 250 030 31 3 26 290 026
-4-(2-(E)-propenyl)- 37 73 63 577 186 46 27 06 263 200
-4-ethanal- 123 124 119 1220 026 129 127 138 1313 059
-4-aceto- 10.3 9.7 93 977 050 101 106 108 1050 0.36
-4-(2-propanone)- 7 7.5 79 747 045 S} 5.7 4.8 550 0.62
-4-(3-propanone)- 1.7 11 15 143 031 1.5 14 14 143 006
-4-(1-hydroxypropyl)- 0.7 0.6 0.5 0.60 0.10 13 1 1 1.10 0.17
-4-(2-propenal)- 29 3 3 297 006 2 21 25 220 026

As seen in Table 4.7.2, the reproducibility is rather good for each pyrolyser, and also the
two types of instruments generated comparable results. However, for a few samples,



the similarity between the results on the two instruments was not very good. This is
explained by other characteristics of the two pyrolysers such as the dead volume of the
pyrolysing chamber or the amount of pyrolysate that reaches the analytical instrument.

In a different study [35] using a geopolymer (torbanite) as a sample, a comparison
between four different types of pyrolysing techniques was performed. The four
techniques were A - laser micropyrolysis, B - sealed vessel microscale furnace
pyrolysis, C - resistively heated pyrolysis (HP 18580 A Pyroprobe), and D - microfurnace
pyrolysis (SGE Pyrojector). The pyrolysate was obtained in different conditions. The
laser micropyrolysis was performed with a cw Nd:YAG laser with an output at 1064 nm
and the power sent to the sample of 1.5 W for a time duration of 300 s and an irradiation
area obtained through a 10x objective. For the sealed vessel microscale furnace, the
sample weighed about 2 mg and the pyrolysis was done at 325° C for 72 hours. The
Pyroprobe pyralysis was done at 900° C in a quartz tube, while the Pyrojector system
heated the sample at 510° C. The analysis was done using a GC/MS technique (see
Section 5.3) with the separation on a 5% phenyl 95% methyl silicone column. The
results regarding the variation in the chromatographic peak heights for n-alkanes
generated from the pyrolysed torbanite [35] are shown in Figure 4.7.1.
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FIGURE 4.7.1. The variation in chromatographic peak heights for n-alkanes generated
from torbanite pyrolysed by several techniques [35]: A - laser micropyrolysis, B - sealed
vessel microscale furnace pyrolysis, C - resistively heated pyrolysis (HP 18580 A
Pyroprobe), and D - microfurnace pyrolysis (SGE Pyrojector).

bon

..“".1&1

Pock height %
8 5 8 8

(=]

As seen from Figure 4.7.1, the composition of the pyrolysate varies considerably from
technique to technique. The pyrolysis temperature seems to play a secondary role in
generating differences, as can be seen by comparing Figures 4.7.1 C and 4.7.1 D.
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From the studies done to compare different pyrolytic procedures, it was found that
differences in the instrumentation play an important role regarding the dissimilarity of the
results, even when they are operated at comparable parameters. Equal in importance
to the temperature control characteristics are the heat transfer parameters from the
heating element itself or from the probe housing, etc. The dead volumes, the gas flow
through the pyrolyser, etc. may also play a role in the pyrolysis outcome.
The reproducibility of analytical pyrolysis was investigated in several other studies. The
reproducibility on natural polymers and using non-standard techniques (FIMS, FDMS,
MS with ionization at lower energies, etc.) were proven less reproducible than the work
done on synthetic polymers and using either Curie-point or filament pyrolysis and
standard GC/MS or MS analysis.
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Chapter 5. Analytical Techniques Used with Pyrolysis

5.1 The Selection of the Analytical Technique and the Transfer of the Pyrolysate to the
Analytical instrument.

Selection of the analytical instrumentation for the analysis of the pyrolysate is a very
important step for obtaining the appropriate results on a certain practical probliem.
However, not only technical factors are involved in this selection; the availability of a
certain instrumentation is most commonty the limiting factor. Gas chromatography (GC)
and gas chromatography-mass spectrometry (GC/MS) are, however, the most common
techniques utilized for the on-line or off-line analysis of pyrolysates. The clear
advantages of these techniques such as sensitivity and capability to identify unknown
compounds explain their use. However, the limitations of GC to process non-volatile
samples and the fact that larger molecules in a pyrolysate commonly retain more
structural information on a polymer would make HPLC or other techniques more
appropriate for pyrolysate analysis. However, not many results on HPLC analysis of
pyrolysates are reported (see section 5.6). This is probably explained by the limitations
in the capability of compound identification of HPLC, even when it is coupled with a
mass spectrometric system. Other techniques such as FTIR or NMR can aiso be
utilized for the analysis of pyrolysates, but their lower sensitivity relative to mass
spectrometry explains their limited usage.

The selection of the analytical instrument is also related to a special optimization of the
pyrolytic process. For example, a series of parameters were studied regarding the
optimization of pyrolysis-gas chromatographic analysis. Among these are the
parameters used for the contro!l of the pyrolytic process (see Section 4.1) such as the
temperature/time profile, the temperature rise time (TRT), the housing temperature, the
sample size, and, also, the carrier gas flow-rate and the material of the sample holder
[1]. The resuilts showed that in order to obtain the best results in Py-GC, it is not always
necessary to perform the pyrolysis at ideal parameters, and the pyrolytic conditions
should be chosen based on the practical problem to be solved. For example, lower final
temperatures or slower heating rates may provide more information for structural
studies. Even a complete transfer of the pyrolysate into the chromatographic column
may be in particular situations detrimental, because it may overload the
chromatographic column and lead to poor chromatographic separation.

- Transfer of the pyrolysate to the analytical instrument.

Numerous techniques and procedures have been reported for the transfer of the
pyrolysate to the analytical instrument [see e.g. 1a]. These may depend on the
pyrolysing instrument and also on the procedure utilized for the analysis of the
pyrolysate. There are two main types of transfer: on-line and off-line.

On-line transfer is frequently utilized, and a variety of instruments have been designed
with this capability. [n these instruments, the pyrolysis products are swept by a flow of
gas from the pyrolyser into the analytical instrument. For gas chromatographs (GC)

used as the analytical instrument, the pyrolysate is either transferred into the injection
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port of the GC, or a piece of deactivated capillary fused silica is passed through the
injection port and goes directly into the pyrolyser (see Section 5.2). A complete transfer
of pyrolysate is desirable. However, higher boiling point compounds are sometimes
difficult to transfer. Also, for a complete analysis of the pyrolysate, the compounds
associated with the char sometimes must be analyzed. This non-volatile part is not
transferred by a gas flow. Also, as indicated in Section 4.1, after the pyrolysis step,
some variability can be generated when the pyrolysate is transferred to the analytical
instrument, because at lower temperatures some condensation may take place in the
pyrolyser and in the transfer line, thus affecting the analytical resuits.

This problem is commonly addressed by using appropriate heating of the pyrolyser body
as well as of the transfer line and by avoiding condensations or other sample
modifications. However, no pyrolysis system can prevent some condensation of high-
bailing components of pyrolysate in the reaction zone and on the way to the analytical
instrument. Although this phenomenon is difficult to notice during the analysis, the
highest-boiling products are not recorded in the pyrogram. On the other hand, when the
housing of the pyrolyser is hot, the composition of a thermally sensitive sample can
change before the proper pyrolysis. Effort has been made to avoid irreversible
condensation of the heavy pyrolysate components and decomposition of the sample
before pyrolysis. f the analytical instrument following the pyrolyser is a GC, the
temperature of the housing and of the transfer lines is chosen in accordance with the
highest temperature used for the gas chromatograph.

Another problem regarding the transfer is assuring appropriate gas flow between the
pyrolyser and the analytical instrument. When the analytical instrument is a GC, it is
common that the gas sweeping the pyrolysate is also the carrier gas for the
chromatographic separation (see Section 5.2). For the separation of pyrolysis products
in a capillary column, diffusion processes taking place when the carrier gas passes from
pyrolyser to the column and the shape and size of joining elements affect the efficiency
of separation. For Curie point and filament pyrolysers and for a GC as the analytical
instrument, this task is readily achieved. However, for microfurnace pyrolysers, the gas
flow may raise some problems [1]. Also, for the direct connection of the pyrolyser with a
mass spectrometer, the gas flow in the system is critical for maintaining the appropriate
pressure in the mass spectrometer. For this reason, an expansion chamber is
commonly added between the heating element of the pyrolyser and the mass
spectrometer source [2].

Some special type transfer capabilities for the pyrolysate were reported with improved
results regarding the transfer, for example using a system similar to that of an "on-
column” injector employed to separate high-boiling compounds [3]. In this system, the
carrier gas is introduced through a tube, which is properly sealed to the entry of the
capillary pre-column and can be lifted or lowered by means of a telescopic joint. A
ferromagnetic wire can be introduced through a gasket in the head of an uncoated
capillary pre-column. The wire tip with the sample deposited on it reaches into the
induction coil, which generates the frequency necessary for the heating. When the
power to the coil is turned on (electrical current with the frequency of about 1 MHz), the
sample on the wire is pyrolysed. The pyrolysis products pass through the pre-column to
the basic capillary column. Initially, the coil and the pre-column are not heated. When
pyrolysis is completed, some part of pre-column with pyrolysate accumulated in it is
lowered in the GC oven. Now, the pyrolysis products can be evaporated and separated
at a constant or programmed temperature profile. it is important that the reaction zone,



which is initially cold, can be heated in the course of analysis to the maximum
temperature allowable for a given stationary phase present in a column. The separation
of the heavy products can be carried out at the maximum temperature for the column
utilized. No loss in separation efficiency results from any factors impacting from outside
the column since the whole process takes place inside the capillary column.

Also, as indicated in Section 4.6, a catalytic hydrogenation step can be added after
pyrolysis. For this purpose, in line with a microfurnace the system has a column where
the catalyst is put on a solid support [4]. More details regarding sample transfer will be
given in Sections 5.2 and 5.3.

Off-line transfer is not as common as on-line but was applied in situations such as the
following: use of a furnace pyrolyser when a relatively large amount of pyrolysate is
available and only a small portion must be analyzed, a special derivatization of the
pyrolysate is needed, or an analytical instrument not connected or difficult to connect to
the pyrolyser is used for analysis. Derivatization is, for example, a very common
practice in gas chromatography. It is done mainly with the purpose of increasing the
volatility of the analytes by decreasing their polarity and the capability of hydrogen bond
formation. Common derivatizations are permethylation and trimethylsilylation. However,
depending on the nature of the compounds to be analyzed, numerous other
derivatization types are utilized. A few examples are given in Table 5.1.1.

The derivatization is commonly done for medium and low volatility compounds. The
volatile compounds are more frequently analyzed by on-line techniques without
derivatization, although on-line derivatization is occasionally utilized (such procedures
were discussed in Section 2.7). When the off-line derivatization is done for the
pyrolysate generated in a furnace, no particular precautions are recommended. For
Curie-point or filament type pyrolysers, the pyrolysate can be collected in a deactivated
piece of capillary column connected to the pyrolyser and cooled either in an ice bath or
at lower temperatures needed for capturing more volatile compounds.

TABLE 5.1.1. Some common derivatizations utilized in GC analysis.

Compounds to Derivative type Reagents Ref.
be derivatized

alcohols methyt diazomethane/fluoroboric acid 5
-~ trimethylsilyl bis(trimethylsilyl)-triflucroacetamide (BSTFA) 6
KX K trimethylchlorosilane (TMCS) 6
K BSTFA + 1% TMCS 6
- - N-trimethylsilylimidazole (TMSI) 6
$ t-butyldimethylsilyl {N-methyl-N-(t-butyldimethylsilyl)- 6

triflucroacetamide (MTBSTFA)

dg-trimethylsilyl bis(do-trimethylsilyl)-triflucroacetamide (BSTFA)

acetyl acetic anhydride/pyridine 7
pentaflucrobenzoyl pentafluorobenzoyl chloride 8
" triflucroacetyl N-methyl-bis(triflucroacetamide) MBTFA 9
bis(trifluoroacetamide) BTFA 9

- triflucroacetic acid anhydride (TFAA) 6

- trifluoroacetylimidazol (TFAI) 6
" pentafluoropropionyl pentafluoropropionic acid anhydride (PFAA) 6, 10
- heptaflucrobutyryl heptafluorobutyric acid anhydride (HFAA) 6
thiols pentafluorobenzoyl pentafluorobenzoyl chloride 11
phenols methyl diazomethane 10
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TABLE 5.1.1. Some common derivatizations utilized in GC analysis (continued).

Compounds to
be derivatized

amines (primary
and secondary)

amines (primary)
amines (tertiary)
acids

amino acids

aldehydes and
ketones

Off line derivatization has also been utilized for the derivatization of pyrolysate to be
analyzed by high-pressure liquid chromatography (HPLC) techniques [6, 10, 28].

Derivative type

methyl
pentaflucrobenzoyt
trimethylsilyl
2,4-dinitrophenyl
N-methyl

N-acetyl
N-trifiuoroacetyt
N-pentaflucropropionyl
N-heptafluorobutyryl
N-trichtoroacetyl
N-trimethylsityl

“

N-t-butyldimethylsilyl
2 4-dinitropheny!
Schiff base
N-trifluoroacetyt
methyl ester

isopropyl ester
trimethylsily!

t-butyldimethylsityl

trimethylsilyl
t-butyldimethylsily!

pentafluoropropionyl-isopropyl

phenylhydrazone

p-nitrobenzoyloxime

2,4-dinitrophenylhydrazone

trimethylsilyl

Reagents

methyl iodide/K>COs

pentafluorobenzoy! bromide
bis({trimethylsilyl)-trifluoroacetamide (BSTFA)
2,4-dinitrofluorobenzene (DNFP)

methyl iodide/NaH

acetic anhydride/pyridine

TFAA, TFAI

PFAA

HFAA

trichloroacetic acid anhydride
BSTFA

TMCS

BSTFA + 1% TMCS

TMSI

MTBSTFA

2 4-dinitrofluorobenzene (DNFB)
pentafluorobenzaldehyde (PFBA)
TFAA

methanol/HCl

methanol/BF;

methyl iodide/KCO3
tetramethylammonium hydroxide (TMAH)
diazomethane

isopropanc!/BF3

BSTFA

TMCS

BSTFA + 1% TMCS

TMSI

MTBSTFA

BSTFA

MTBSTFA

PFP-IP

phenylhydrazine

p-nitrobenzoyloxiamine
2,4-dinitrophenylhydrazine (DNPH)
ethyl timethylsilyl acetatefetrabutylammonium fluoride

5.2. Pyrolysis Gas Chromatography (Py-GC).

One of the most common analytical techniques following pyrolysis is gas
chromatography (GC). Gas chromatography is in fact a separation technique, but gas
chromatographs (GC) are usually equipped with detectors and the measurement of the

separated analytes is common. A targe amount of information is available regarding
gas chromatography, e.g. [29], and some aspects are pertinent to pyrolysis. Several

basic concepts in chromatography will be presented in this section.
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- Transfer of the pyrolysate to the gas chromatograph.

The gas chromatographic separation takes place in a column in which the analytes are
“injected” as a mixture and are ideally eluted one by one at different times by a flowing
gas. In on-line Py-GC the pyrolyser is directly interfaced with the GC and the pyrolysate
is sent with the flowing gas to the chromatographic column as a narrow zone loaded
with the analytes. A simplified diagram of an on-line pyrolyser gas chromatograph (Py-
GC) is shown in Figure 5.2.1.

sample

insertion
prohe 1w | pyrolyzer

| theated zonge)
gas inlet of the —|

pyrolyzer transfer line (heated)

o
- I .
) [— —] pneumatic system
pneumatic system 2 septum

gas inlet purge
of the GC ~
10
injection port g @ )
(heated zane) 3 4 F split
liner vent
deactivated fused ~
silica line column to detector

chramatographic aven
(heated zone)

FIGURE 5.2.1. Simplified diagram of a Py-GC system (not to scale). The pyrolyser is
schematized as a heated filament type. A piece of a deactivated fused silica line is passed through the
injection port of the GC and goes directly into the pyrolyser. This piece of fused silica is connected to the
column, which is put in the GC oven. The pneumatic system consists of (1) a mass flow controller, (2) an
electronic flow sensor, (3) a solenoid valve, (4) a backpressure regulator, (5) a pressure gauge, and (6)
septum purge controller. The connection (7) is closed when working in Py-GC mode, and connection (8) is
open. (Connection (7) is open when the system works as a GC only.) Connection (9) is closed and
connection (10) is open when the GC works in splitless mode (purge off). Connection (10) is closed and
connection (9) is open when the GC works in split mode (purge on). No details on the GC oven or on the
detector are given.

Figure 5.2.1 is not to scale and shows in more detail the connection from the pyrolyser
(as a filament pyrolyser) to the GC, the injection port, and the pneumatic system of the
GC. In this diagram a piece of deactivated fused silica passes through the injection port
of the GC and goes directly into the pyrolyser. In other systems the injection port is not
bypassed and the pyrolysate is carried into the injection port through the transfer line
and further into the analytical column. Also, some systems have the capability to
automatically isolate the GC when the insertion probe is removed and air can penetrate
into the GC.

There are a series of problems related to the sample size in pyrolysis that were
previously discussed (Section 4.1). The sample size and the flow of gas used in the
pyrolyser should match to a certain extent the requirements of the sample size imposed
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by the GC system. However, frequently the pyrolysers are constructed with the purpose
of being connected to a GC system, and there are no significant discrepancies between
the sample size of the pyrolyser and of the GC or between the gas flow in the pyrolyser
and that required by the GC. Also, pyrolysis is commonly performed in a flow of an inert
gas, and this can be used as the carrier gas for the chromatography. Some pyrolysers
have the capability to perform pyrolysis in a different gas from the carrier gas. However,
this technique has relatively [imited applicability.

- The partition process in a chromatographic separation.

Once the sample reaches the chromatographic column, the separation process starts.
The time necessary for a component injected into the chromatographic column to elute
is called the absolute retention time tg. The separation is based on different retention
times of the components of the mixture. These retention times are different because
the partition of each analyte between the two phases, the gas phase in motion and the
stationary phase, are different. Hydrogen, helium, and nitrogen are common gases
used as mobile phase. Two basic types of columns are known: packed columns
containing solid support particles coated with the stationary phase, and open-tubular
columns with the stationary phase as a film on the inner wall (capillary columns).
Because the retention time tr(i) of the analyte "i" is temperature dependent, the
chromatographic column of any (GC) is put in an oven with temperature control
capability.

The retention of an analyte in the stationary phase can be characterized with several
parameters, one of them being the partition coefficient (or distribution constant) K; (or
Kip). This is defined for a component “i” by the relation:;

Ki = Ci,s / Ci_g (13)

(31

where C; is the concentration of the component “" in the stationary phase, and Ci4 is
the concentration in the gas phase. The distribution constant K| for a given system
depends on temperature but also may vary for different concentrations C;s and C;g. The
graph representing C;s as a function of C;; at a given temperature is called an isotherm.
Its equation is

Cis =K Ci,g {(1b)

The isotherm is a straight line when K; is a true constant, but it is a (non-linear) curve
when the distribution constant K; varies with C;s and C,;. Depending on the isotherm
type, the chromatographic process can be classified as linear or nonlinear.

Besides the linearity of the isotherms, some other factors should be considered in the
characterization of a chromatographic process. An ideal process would take place with
(thermodynamically) reversible exchange of the analytes between the two phases and
with instantaneous equilibrium. However, this case is not met in practice. Whereas the
isotherms commonly encountered in gas chromatography are linear, the process is
never ideal. When the sample is injected as a narrow “square” zone, and when the
chromatography is linear-nonideal, diffusion effects and nonequilibrium generate
broadening of the elution zones. The broadened zones of the eluting components have
a Gaussian distribution of the concentrations because they are generated by a random
process. For nonlinear isotherms the shape of the eluting peaks is not Gaussian. An



illustration of the process of peak broadening for an eluting analyte in a linear-nonideal
chromatogram is given in Figure 5.2.2.
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FIGURE 5.2.2. Peak broadening of an eluting analyte along the column.
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Because the elution appears as a broadened zone, the retention time tgx must be
measured when the analyte reaches the maximum of its Gaussian elution peak. The
absolute retention time tr is the sum of the (average) time spent by a component in the
mobile phase (t.) and the (average) time spent in the stationary phase (tr):

tR = tm + tR‘ (2)

The time spent by a component in the stationary phase tr is compound specific (the
index “i" indicating analyte “i” was omitted), but the time spent in the mobile phase is the
same for any component and depends on the linear flow rate u of the gas, and the
column length L, where

tn=L/u 3)

In practice, the value of t,, can be estimated from the time necessary to elute an
unretained component (when tg = Q).

The retention time tg can be correlated to the distribution constant for a given analyte.
For this purpose, each concentration in rel. (1) will be expressed as a ratio between the
fraction of molecules in the corresponding phase and the volume of that phase. If R is
the fraction of molecules (for the analyte ‘") in the gas phase and 1 - R the fraction of
molecules in the stationary phase, then

1-R R
(/50
C))

where V, is the volume occupied by the gas and V, is the volume of the stationary
phase. On the other hand, the ratio of the time spent by a component in the stationary
phase versus the time spent in the gas phase should be equal to the molar distribution
of component “i" between the two phases:

te /tm=(1-R)/R =k (5)

where k; (or k if the index "i" is omitted) is called the capacity factor. Therefore for a
given analyte we can write:
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K=kiB={tr/tn) B= [(tr-tm) /tn ] B (6)
where 3 is called the phase ratio and has the expression:
B=Vg/V, (7)

For a capillary column with the internal radius r and the film thickness of the stationary
phase d;, the phase ratio 8 can be approximated by the formula:

B=r/(2dy) ®)

and its typical values are between 50 and 500 (usually the columns have a diameter
between 0.2 mm to 0.5 mm and the film thickness between 0.1 to 1p). Common
values for t,, range from 20-30 s to several minutes, and k values may range from 1 to
100 or more. Analytes with high boiling points and/or high polarity have in general
higher elution times and higher values for k (although the chromatographic process is
different from a distillation).

- Chromatographic column efficiency.

Regarding the peak broadening for a linear-nonideal process, this is based on the
assumption that the peak shape is Gaussian and therefore the peak intensity 1 can be
expressed as a function of distance z (from start) by the equation:

1(z) = 2n 6?) " exp[-(z - ©)*/ 267] (9)

where ( is the middle of the zone (and the maximum of the Gaussian curve) and ¢
determines the extent of peak broadening. The Gaussian curve in equation (9) was
taken normalized (unit area under the curve), and it is 2c broad at 60.653% of its height.
Peak broadening expressed as a function of distance along the column can also be
expressed as a function of time t the analyte spent in the column. The parameters z
and t are related by the formula:

z=tRu (10)

where u and R were already defined. The peak broadening is measured using the peak
width W, (in time) at the half height of the Gaussian curve or the peak width at the
baseline W, (in time). Figure 5.2.3 shows the measurements of tg, Wy, and W, on a
recorded chromatographic peak.

From rel. (9) and (10) it can be calculated that between W,,, W, and o there are the
relations:
oc=(8Ln2)Y"W,Ru= 04247 W,Ru (11a)

c=025W,Ru (11b)
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FIGURE 5.2.3. Measurements of retention time tr and peak broadening Wb and Wh on a
recorded chromatogram.

Peak broadening is a result of ordinary diffusion, eddy diffusion (due to flow along
longer or shorter paths in packed columns), and local non-equilibrium. The eddy

diffusion is absent in capillary columns. The zone spreading due to the ordinary
diffusion op can be expressed by the formula:

602=2Dtpy (12)

where D is a diffusion coefficient. Rel. (12) is equivalent to Einstein’s formula for the
mean value of square of displacements in Brownian motion.

The zone spreading due to eddy diffusion oe can be expressed by:

oe’=Ld, (13)

where d; is the average diameter of a particle (in a packed column) and where L is the
column length. Rel. (13) can be obtained using a random walk model [e.g. 30] for the
molecules moving in a packed chromatographic column.

The non-equilibrium effects determine the zone spreading ok expressed by the formula:

ok?=[2R(1-R) LU}/ % (14)

where % is the transition rate of molecules from stationary phase to mobile phase. This
formula can also be obtained using the random walk model [30}].

The combined effect of zone spreading will be characterized by:

02:002"‘052*01(2 (15)
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The value of ° is related to another parameter used to characterize zone spreading,
namely the height equivalent to a theoretical plate H which is defined as

H=c/L (16)

This parameter is very useful in chromatography for the characterization of peak
broadening per unit length of the column. In addition to H, the peak broadening
characterization in a column can be done using the theoretical plate numbern. For a
column of length L, n is defined as

n=L/H (17a)

Rel. (17a) indicates that n is proportional to the column length L and inversely
proportional to H. The theoretical plate number n can be expressed as a function of
length using a simple substitution of rel. (16) in rel. (17a):

n=_1%/¢? (17b)

Noticing that L = tg R u and using rel. (16) and (11b), n can be expressed as a function
of time:

n=16tg° / Wy (17¢)

In addition to the theoretical plate number, an effective plate number N is defined by
substituting tg in rel. (17¢) with tg. The formula for N will be

N =16 ts* / W2 (18)

Rel. (18) shows how N depends on chromatographic retention time tg,, and since tx is
compound related (index “i” omitted), it also shows that N (as well as n) are compound
dependent. Both rel. (17c) and (18) can be used to measure the theoretical plate
number or effective plate number based on experimental data obtained with a given
column. This measurement is useful in practice to select columns (higher n gives lower
peak broadening) and also to assess the loss in performance of a column after a certain
period of usage.

Since n is a function of tg and N is function of tg,, it is useful to note the following relation
between tg and tg:

tr/te =K/ (k+ 1) (19)

win
1

(where the index “i” for k was omitted). Using rel. (19), the following relation can be
obtained between n and N:

N=n[k/(1+ k)] (20)
A more detailed study for these formal parameters can be done by introducing the

expressions for op?, o2 and ok 2 in rel. (15) and (16). With these substitutions H will
have the following formula:
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H=2D/u+dp+[2R(1-R) /%] u (21a)
which can be written in the general form:
H=A+B/u+Cu (21b})

where A is the eddy diffusion term, B is the ordinary diffusion term, and C the non-
equilibrium mass-transfer term. Rel. (21b) is known as van Deemter equation and is
used to describe the dependence of peak broadening in the gas chromatographic
process as a function of linear gas velocity u. A graphic representation of van Deemter
equation and its terms is given in Figure 5.2.4.

ol u (linear flowrate)

FIGURE 5.2.4. Van Deemter equation showing the dependence of H as a function of
linear gas velocity u.

The minimum value for H can easily be obtained from equation (21b) by taking the
derivative and the value for u where the derivative is null. This is obtained for the flow u
given by
u=(B/C)" (22)
The best Hi, that can be obtained for a given column is
Hein = A + 2 (BC)'? (23)
For a capillary column, equations (22) and (23) can lead to practical conclusions. The
eddy diffusion in this case does not exist, and therefore A =0. The value for B is
obtained from rel. (12), replacing D with Dy, which is the diffusion coefficient of a
component in the mobile phase. Therefore,
B=2D, (24)
The values for C are composed of two terms Cq and Cs, and

C=C,+C, (25)
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The first term describes the resistance to mass transfer into the gas phase and the
second, into the stationary phase. These terms have the following expressions [31]:
Cq = (P /Dg) [ (1 + 6k + 11k%) / 24 (1+K)7] (26a)
Cs =(d: /1 Dg) [(2k 1 3 (1+k)7] (26b)
where Dq is the diffusion coefficient in the stationary phase and d; was previously

defined (as the film thickness of the stationary phase). Taking A =0 and introducing rel.
(24), (26a), and (26b) in rel. (23), the value for Hy,, for a capillary column becomes

Hmm =r (?1 + ?2)1/2 (27)

where
2r= (1 +6k + 11K%) 1 [3 (1+k)7] (28a)
72 = (Dg/Ds ) (1/B%) {(4 k1 [3 (1+k)°]} (28b)

For capillary columns with very thin coating, {8 is relatively large and 2, is small.
Neglecting 7, the expression for Hmi, becomes

Hmin =r (?1)1/2 (29)

Figure 5.2.5 shows the variation of 7, as a function of k (with k between 1 and 20).

FIGURE 5.2.5. Variation of 7, as a function of k

This formula shows that for large 3, the narrower is the capillary column (smali r), the
smaller are the values for Hy,, that can be obtained. When the values for 3 are
relatively low (thick film capillary columns) and accepting that the ratio Dy / D can be
large, the term 7, must be taken into consideration in rel. (27) for H,,. The factor
depending on k is relatively small and, after reaching a maximum, decreases as k
increases as shown in Figure 5.2.6.

As indicated in rel. (17a), the value for n is inversely proportional to Hy,,,. Therefore the
tower is the value for Hyi,, the higher is the value for n.
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FIGURE 5.2.6. The factor depending on k in the expression of 7,.

- Peak separation in gas chromatography.

The peak separation will depend on the nature of the two components to be separated.
The more different are the distribution constants K; and K| for the components, the more
different are their retention times tg, as seen in rel. (6). The separation factor o is
commonly used to characterize the separation, where

a= tR('/ tRj' = Ki / Kj = ki / kj (30)
A good separation is attained for a large separation factor (by convention o > 1) when
the k; k; product is as close as possible to unity. An evaluation of how well two peaks
are separated can be obtained from the chromatogram using the formula:

Rs=(2 Atr) / (Wi + Wio) (31)

where R; is called resolution and A tg = tr1 - tr2. The values A tr, Wy and Wy,; are
measured from the chromatogram as shown in Figure 5.2.7.
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FIGURE 5.2.7. Measurement of A tg, Wy; and Wy, on a chromatogram, for the
calculation of resolution

The two peaks are considered base to base separated when R > 1, which corresponds
to A tg = W, (when W, is assumed equal to W,;). Therefore, a good separation will be
achieved when

Atg>4c (32)
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The resolution R, depends on the capacity factors k;, separation factor o and the
number of theoretical plates n. Assuming that Wy, = W,,, and noticing that

Ae=(a-1) o tr (33)
rel. (31) can be written
Re= (o -1) o (tr /Wp} =025 (M (o -N " k(k+ 1) (34)

where the index “i" was neglected for k and for tx (k refers to the larger of the two ki, k;).
Rel. (34) can be used in the choice of a certain value for the number of theoretical
plates n for an analytical column when « and k are known and the separation R; is set
higher than unity. This number should be

n>16 (a-1)2 k2 +1)? (35)

The separation of two components on a chromatographic column will be better when n
is higher or Hpi is lower.

- Sample capacity.

In addition to different column characteristics, one more factor must be taken into
consideration in gas chromatography, namely the sample capacity. This is defined as
the maximum permissible sample size that can be injected into a column without more
than 10% loss of efficiency, and it is expressed as

A=a v (N)"? (36)

where A is the maximum permissible volume of vaporized sample (exclusive of the
carrier gas), a is a constant depending on the system, n is the number of theoretical
plates and v is given by [32]

Ver =Vg/n+KVs/n (38)

and it is called the effective volume of one plate. Using rel. (6) and (7) in rel (38), the
value for A becomes

A=a xfL)(1+k) (n) ™" (39)

The reported values for a are on the order of 10, and common values for A for
capillary columns are less than 0.1 mL (gas in normal conditions).

This limitation indicated by the theory regarding the sample volume injected in a GC
system imposes a serious problem when analyzing traces in a given sample. The
detectors used in GC have limited sensitivity (see further), and an amount of sample
below a certain limit cannot be detected. Therefore, a compromise should be chosen
such that the sample should be small enough to be accommodated by the
chromatographic column but sufficiently large for the detector sensitivity.



An alternative for achieving a tower column load and enough analyte in the detector is to
perform an additional separation before the analytes reach the analytical column. In this
separation, part of the sample that is not of interest can be eliminated, and at the same
time the important analytes can be kept. This preliminary separation can be done using
bidimensional chromatography (see further), but simpler techniques are also reported,
such as programmed temperature vaporization (PTV) injection, etc.

- Isothermal and programmed temperature gas chromatography.

As indicated previously, the retention time of an analyte is temperature dependent. For
this reason, the gas chromatographic separations are always performed at controlled
temperatures. The temperature can be kept constant (isotherm separation), can be
modified at a given rate (gradient separation), or may consist of a sequence of isotherm
and gradient portions. The temperature program is commonly chosen to achieve two
main practical purposes: an acceptable separation of the components of the sample
and a reasonable time span for the whole chromatographic process. While as a rule the
separation is better at lower temperatures, isothermal chromatography is not practical
for complex samples. The elution times in a gas chromatographic separation depend on
the boiling points of the constituents of the sample (similarly to a distillation process).
Because of that, when the isothermal conditions are set significantly lower than the
boiling point of a given compound, its elution can take a very long time. The light
fractions of a sample may elute very fast and with poor or no separation if the
temperature is set too high. When the components of a sample cover a wide range of
volatilities, a good separation cannot be done using isothermal conditions.

The gas chromatographic separation in temperature gradient is affected by more than
one factor [32). Simultaneously there is variation in the gas flow, variation in the
distribution constants, and variation in peak broadening.

In isothermal conditions a constant inlet gas pressure would automatically maintain a
constant volumetric and linear flow rate. When the temperature of the column is
programmed while the inlet gas pressure is kept constant, the flow rate will change
considerably, becoming lower because of the modifications of the column geometry,
expansion of the gas, and modifications of the gas viscosity, which increases with (T)
Besides isobaric operation, which is common, constant flow at programmed temperature
capability is also available for certain instruments.
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The distribution constant is another parameter varying with the temperature. Being an
equilibrium constant, it is expected that its variation follows the formula:

AGO0=-RTINK (40)

which is identical to rel. (11) Section 3.1, where AG Ois the standard free enthalpy for
solute to be transferred from the mobile to the stationary phase. Rel (40) can be written
in the form:

kiB=exp (-AG 0/ RT) (41)



112

The phase ratio B does not vary with the temperature, the one that varies being the
capacity factor k.. For a hypothetical system with AG 0 =-20000 J mol" and B =100,
the variation of k; with the temperature is shown in Figure 5.2.8.
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FIGURE 5.2.8. The variation of k; with the temperature for a system with AGO =-20000 J
mof” and {3 = 100.

As seen in Figure 5.2.8, the value of k; tends to 1 when the temperature increases.
From rel. (5) it can be seen that in this case tr tends to become equal to t,,. The
resolution R, given by rel. (34) and depending on the ratio k / (k+1) will decrease as
temperature increases. The variation of the ratio k / (k+1) with the temperature for the
same hypothetical system with AG 0 =-20000 J mol" and B = 100 is shown in Figure
5.28.
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FIGURE 5.2.9. The variation of k / (k+1) with T° C for a system with AGO =- 20000 J mol’
and 3 = 100.

Similar considerations can be applied to the variation of o with temperature. The
general formula for its dependence is

loga=a(1/T)+b (42)

which indicates that o decreases when T increases. More elaborate studies were done
to precisely calculate the variation of tg- or of other chromatographic parameters with
temperature [33,34]. However, in practice these calculations do not have significant
applicability.

Because, as a general rule, the chemical composition of pyrolysates is complicated,
program temperature separations are applied in almost all Py-GC separations. Higher



temperatures are needed for the analysis of polar and/or high boiling point constituents.
Usually, the main limiting factor to this temperature increase is not the excessive
decrease in the values for k and «, but the decomposition (bleeding) of the stationary
phase used as a column coating.

- Basic description of the gas chromatograph.

The gas chromatograph (GC) has in principle three parts: the injector (inlet system), the
oven with the analytical column, and the detector. Detailed descriptions of each of
these parts can be found in dedicated literature [e.g. 29, 35] and may vary for different
GC models.

The injector (injection port) allows the sample to be placed at the beginning of the
chromatographic column in a narrow zone loaded with the analytes. Also, the carrier
gas flows into the injection port. The pressure of the carrier gas (head column pressure)
may be utilized to control the gas flow in the analytical column. Depending on the length
and the diameter of the column, this head pressure is chosen between 2-3 and 20-30
psi (1 psi = 6894.757 Pa, 1 barr = 10° Pa, 1 Torr = 133.322 Pa). In the common
split/splitless inlet system, the sample is vaporized by setting a specific temperature for
the injection port (higher than the boiling point of the solvent for the solution analyses),
and an aliquot of it is sent into the column. This aliquot must be chosen such that the
sample capacity of the column is not exceeded. The minimum amount of sample
needed to reach the column is determined by the sensitivity of the detector. Once a
certain volume of sample has been “injected,” the amount going into the column can still
be adjusted by choosing the split or splitless mode and by varying the split ratio (the
ratio of the total gas flow and the flow in the analytical column). On-column injection
ports where the sample (as is) is placed at the beginning of the column, large volume
injection ports, programmed temperature/controiled purge injection ports, etc. are also
known, as gas chromatography undergoes significant development.

Large volume injection techniques for example are designed to put more sample in the
GC system, but to eliminate the highly volatile components from the sample (usually the
solvent if the sample is injected as a diluted solution) maintaining a reduced sample
load. For on-line Py-GC systems where there is no solvent, this system is not
applicable. However, it can be practiced for off-line pyrolysis [35a]. A PTV vaporizing
injection introduces a large volume of sample solution (10 uL to 50 ulL or more) in a cold
injector of small volume, which is rapidly heated and using an open split vaive eliminates
a considerable portion of this solvent [36]. Py-GC systems with gradient (or step)
heating of the pyrolyser may achieve the same purpose, to send into the
chromatographic column only a fraction (of interest) from the whole pyrolysate.

The usual injection port system adapted for Py-GC is, however, the split/splitless one.
With this, the sample can be either transferred from the pyrolyser into the injection port
of the GC and then to the analytical column, which is connected at the bottom of the
injection port, or a piece of capillary fused silica is passed from the pyrolyser through the
injection port and it is connected to the analytical column. The split/splitless pneumatic
system is shown schematically in Figure 5.2.1. In this pneumatic system the connection
(10) can be closed and connection (9) open, and then the GC works in split mode
(purge on), allowing only a small portion of the sample to reach the beginning of the
analytical column. The rest of the sample is swept out of the system. When connection
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(9) is closed and connection (10) is open, the GC works in splitless mode (purge off)
and more sample is sent to the analytical column. If the on-line Py-GC system does not
bypass the injection port, the split or splitless modes can be chosen to adjust the
amount of sample sent to the analytical column by choosing one mode or the other and
by adjusting the split ratio. The system with the piece of fused silica in the pyrolyser will
work more similarly to a splitless mode, and a larger portion of the sample will go into
the anatytical column. As described previously (Section 5.1), Py-GC inlets similar to on-
column injection are also known.

The oven of the GC provides a controlled temperature for the chromatographic column.
In most GC systems, the set temperature can be kept within 0.1° C, and a range
between -100° C to 400° C can be achieved using either a cryogenic agent (liquid N, or
CO,) or electric heating. Also, the GC ovens are commonly able to provide temperature
gradients such that a sequence of isotherm and gradient portions (three or four ramps)
is available.

The detector of a GC is an important part of the instrument, as gas chromatography is
used as an analytical technique and not only as a separation procedure. The detector
senses the presence of a component different from the carrier gas and generates an
electrical signal preferably proportional with the amount of the analyte. Various sensitive
detectors are utilized. Also, some detectors are non-selective and do not have the
capability of qualitative identification of the eluting compounds. Some detectors are
element specific and can determine if the eluting compounds contain for example
nitrogen or sulfur. Instruments such as a mass spectrometer or an infrared
spectrophotometer can also be used as detectors for the GC, offering the capability of
qualitative identification of the eluting compounds. Elaborate descriptions of different
detectors can be found in literature [e.g. 36a). Some of the detectors known in gas
chromatography are indicated in Table 5.2.1.

TABLE §.2.1. Main types of GC detectors

Detector type Abbrev. Sensitivity in g of  Type of selectivity

sample
Thermal conductivity TCD 10%t0 10 non-selective
Flame ionization FID 10%to0 10™ non-selective
Nitrogen phosphorus NPD 10°t0 107 nitrogen, phosphorus
Other thermionic specific
Electron capture ECD 10®%t0 10 halogen, some carbonyl
Flame photometry FPD 10%t0 107° some specificity
Photoionization PID 10%t0 107" non-selective (with some exceptions)
Electrolytic conductivity Hall 10%t0 10" halogen, sulfur, nitrogen
Sulfur chemiluminescent 10%t0 10" sulfur
Nitrogen chemiluminescent 10°t0 10" nitrogen, NO
Atomic emission AE specific elements
Helium ionization HID
Mass selective MSD instr. dependent  qualitative and quantitative
infrared IRD instr. dependent  qualitative and quantitative

There are several important characteristics of a good detector: sensitivity, dynamic
range, stability, and for specific ones selectivity. Sensitivity should be in fact
characterized by two parameters: the ratio of the detector response to the amount of
sample (sensitivity slope) and the minimum detectable level of a given compound
(commonly measured for a signal to noise ratio of 3). The dynamic range is the range
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of sample amount for which the detector can be calibrated to provide accurate
concentration in quantitative measurement. Stability refers to the capability to generate
the same response for the same amount of sample.

Among the GC detectors the most frequently utilized is probably the FID. A wide variety
of technical developments were done for improving FID performances regarding
construction, the flow of the gases, and electronic detection of the signal. For example,
both analog (continuous) and digital monitoring of the signal were developed, but the
signal sampling with a certain frequency (such as 60 times in a sec.) is the more
common procedure in modern instruments.

Another possible detector for GC is the mass spectrometer. This detector (which was in
fact developed independently as a stand-alone instrument) offers the capability of
compound identification. Extensive literature is available regarding gas
chromatography/mass spectrometry (GC/MS) analysis of organic molecules [e.g. 37,
38]. More information about this technique is given in Section 5.3. A variety of other
detectors were used in Py-GC, such as NPD, which is practically a medified FID, PID
and ECD, which are very sensitive detectors for specific classes of compounds, and
AED [38a]. With an AED detector, it is possible for example to monitor in parallel eluting
compounds that contain carbon, hydrogen, oxygen, nitrogen, and sulfur.

- The chromatographic column.

Two basic types of columns are known: packed columns and open-tubular columns
(capillary columns). The packed columns contain solid particles of certain dimensions
coated with the stationary phase, while the capillary columns contain the stationary
phase as a film on the inner wall. The stationary phase is commonly a liquid on a
stationary surface, a cross-linked material, or a bonded phase. Some special columns
such as capillary columns containing fine solid particles coated with the stationary phase
are also known. The use of regular packed columns is limited to specific applications,
while the capillary columns are widely utilized. The capillary columns are commonly
made from silica and have an outer coating (polyimide, aluminum, etc.) that improves
their mechanical resistance. The column internal diameter (i.d.) can be chosen in a
range between 50-100 um to 0.6 mm or even wider. The columns are classified as
microbore for i.d. < 0.1 mm, minibore for i.d. = 0.18 mm, narrow bore fori.d. = 0.25,
regular for i.d. = 0.32 mm, and megabore fori.d. = 0.53 mm. The film thickness on the
inner wall of the column is a very important parameter, determining the value for 3. The
film thickness may be chosen between 0.1 pm to 5 um, a frequently utilized film
thickness being 0.25 um. The length of the capillary column is another important
parameter (determining the value for n), lengths between 10 m and 100 m being
common.

For capillary columns, numerous stationary phases are known [e.g. 39] but a few of
them are very frequently utilized because of their ability to separate a variety of
compounds. Such phases are

+ polyethylene glycol, which is a polar material and is used for the separation of the
analytes based on their differences in polarity and tendency to form hydrogen
bonds,
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« dimethylpolysiloxane, which is non-polar and is used for separations based mainly
on the boiling point of the analytes, and

+ dimethylpolysiloxane copolymer with a certain amount (such as 5%) of
diphenylpolysiloxane, which has some polarity.

e 4

Polyethylene glycol Dimethylpolysiloxane Dipheny!ldimethylpolysiloxane

Many other choices are available for the stationary phase of the chromatographic
column. Some are modifications of stationary phases indicated above, such as
polysilylphenylenemethylphenylsiloxane, which can be used as a replacement for
diphenyldimethylpolysiloxane or polyethylenglycol ester replacing polyethylenglycol.
Others are more special phases, such as cyanopropyl(methyl)polysiloxane, which is a
polar phase with higher temperature resistance than polyethylene glycol, or
carboranedimethlisiloxane, which is non-polar and very resistant to high temperatures.

b

CH, —$i—CH,
b
N CH,—Si—CH,
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n
Cyanopropylpolysiloxane Carboranedimethylpolysiloxane

Several other stationary phases made from different proportions of typical phases
(methyl, phenyl, cyanopropyl), or from special compounds such as polytrifluropropyt-
siloxane, or different columns such as PLOT (porous layer open tubuiar), columns
coated with a modified graphitized carbon or with a silicone based polymer with chiral
groups incorporated into the polymeric chain, columns coated with derivatized
cyclodextrins (for the separation of chiral compounds), etc. are also utilized.

The choice of the chemical nature of the stationary phase in a chromatographic column
determines at least in part the range of compounds that can be analyzed. This chemical
nature is selected based on the composition of the sample (polarity, volatility, etc.) and
offers an important practical procedure for obtaining larger values for o (and therefore a
better separation). An example showing the separation of the same material on two
different columns can be seen in Figures 5.2.10 and 5.2.11.
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FIGURE 5.2.10. Cellulose pyrolysate obtained at 5900 C by Py-GC/MS. The separation was
done on a Carbowax type column. #1 CO,, #2 acetaldehyde, #3 acetone, #4 2-butanone, #5 2,3-
butandione, #6 toluene, #7 water, #8 cyclopentanone, #9 methylfuran, #10 3-hydroxy-2-butanone, #11
hydroxypropanone, #12 cyclopent-1-en-2-one, #13 2-methylcyclopentenone, #14 acetic acid, #15 acetic
acid anhydride, #16 furancarboxaldehyde, #17 methylcyclopentenone, #18 dimethylcyclopentenone, #19
5-methylfurancarboxaldehyde, #20 2,3-dihydro-2-furanone, #21 furan-2-methanol, #22 3-methylfuran-2-
one, #23 2(5H)-furanone, #24 hydroxycyclopentenone, #25 3,5-dimethylcyclopentan-1,2-dione, #26 2-
hydroxy-3-methyl-2-cyclopenten-1-one, #27 2-hydroxy-3-ethyl-2-cyclopenten-1-one, #28 2, 3-dimethyl-2-
cyclopenten-1-one, #29 phenol, #30 dimethyliphenol, #31 3-ethyl-2,4(3H,5H)-furandione, #32 3-butenocic
acid, #33 1,4:3,6-dianhydro-a-D-glucopyranose, #34 5-(hydroxymethyl)-furfural.

These figures, which have significant differences, show the pyrograms of a cellulose
pyrolysate obtained at 590° C, separated on a Carbowax column (Figure 5.2.10) oron a
methyl 5% phenyl silicone column (Figure 5.2.11).

The Carbowax column was 60 m fong, 0.32 mm i.d. and 0.25 p film thickness. The
methyl-phenyl silicone column was also 60 m long, 0.32 mm i.d. and 1 p film thickness.
The temperature for the GC separations started at 50° C and the rate of the temperature
increase was 2° C/ min for both columns (the maximum temperature for the Carbowax
column was 240° C and for the methyl-phenyl silicone column was 310° C but the same
time span is shown in Figures 5.2.10 and 5.2.11).
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FIGURE 5.2.11. Cellulose pyrolysate obtained at 5900 C and separated on a methyl
silicone with 5% phenyl silicone type column. #1 acetic anhydride, #2 pentanal, #3 2-
hydroxybutanedialdehyde, #4 1,4-dioxadiene, #5 tetrahydro-2-furanmethanol, #6 2-(hydroxymethyl)-furan,
#7 3-methyl-2-hexanone, #8 2-methoxy-2,3-dihydrofuran, #3 2(5H)-furanone, #10 1-acetyloxypropan-2-
one, #11 hydroxycyclopentenone, #12 5-methylfurfural, #13 2,3-dihydro-5-methylfuran-2-one, #14 1-
cyclopentylethanone, #15 2-hydroxy-3-methyt-2-cyclopenten-1-one, #16 3,5-dimethylcyclopentan-1,2-
dione, #17 unknown, #18 3-ethyl-2,4(3H,5H)-furandione, #19 6-methyl-1,4-dioxaspiro[2,4]heptan-5-one,
#20 1-hydroxy-3,6-dioxabicyclo[3.2.t]octan-2-one, #21 1,4:3 6-dianhydro-a-D-glucopyranose, #22 5-
(hydroxymethyl)-furfural, #23 4-cyclopenten-1,2,3-triol, #24 5-ethyl-3-hydroxy-4-methyl-tetrahydrofuran-2-
one, #25 levoglucosan, #26 1,6-anhydro-B-D-glucofuranose.

The pyrolysate of cellulose contains both volatile and less volatile compounds. In order
to identify as many as possible of these compounds it is necessary to apply different
chromatographic conditions, one to monitor the volatile less polar compounds and the
other to see the heavier more polar molecules generated during pyrolysis. A change in
the choice of the chromatographic column is one possible way to obtain different
information on a pyrolysate analysis.

The detector used for the GC in the previous examples was a mass spectrometer (MS).
This allowed identification of a series of compounds in the chromatograms, and some of
them are indicated on the figures. The two chromatograms show complementary
information, and only a limited number of compounds were common (as identified by the
MS detector). For example, tevoglucosan, a maijor cellulose pyrolysis product, is seen
only in the chromatogram from Figure 5.2.11. in these chromatograms compounds
such as HCHO, CH;0H, and CO were not seen because the mass spectrometer used



for the analysis had the mass range detection with a low cut-off at m/z = 32. Most
identifications were done by mass spectra library search (see Section 5.3).

The analysis of higher molecular weight compounds encounters difficulties using
GC/MS technique. Most of these difficulties are the result of the limited volatility of polar
or heavy molecules. Also, larger molecules have a lower capability to form ions in the
MS (this capability can be significantly different from compound to compound), and most
MS instruments have limitations regarding the maximum m/z value that can be
analyzed. As indicated previously, the volatility problem can be addressed by using
derivatization techniques. However, this usually requires off-line Py-MS instrumentation.
Other analytical techniques are sometimes more appropriate for analysis of large
molecules.

The choice of the chromatographic column must also take into consideration the
maximum temperature required for the elution of the analytes from the column (which
must be as complete as possible). As indicated previously, the stability of the stationary
phase during heating is very important for a good chromatographic analysis. Column
decomposition (column bleed) at higher temperatures must be as low as possible
because it interferes with the detector response, and this is an important parameter in
selecting a column. Polymer pyrolysis frequently generates in the pyrolysate oligomers
or other relatively large molecules with high boiling points. If the transfer lines from the
pyrolyser to the GC and the injection port of the GC are set at high temperatures, some
of these cligomers may reach the beginning of the chromatographic column and remain
adsorbed in the stationary phase. This may lead to a rapid deterioration of the column
quality. One common procedure to alleviate this problem is the addition of a piece of
deactivated fused silica (or retention gap) before the anaiytical column. This retention
gap is sometimes named precolumn; however, this name is more properly used for the
first analytical column in bidimensional systems. The retention gap can be changed
more frequently than the analytical column. The function of the retention gap is in fact
more complex, ailowing for example some “focusing” of the zone where the sample is
placed in the column and increasing the chromatography resolution [40].

- Bidimensional Py-GC.

The complex nature of pyrolysates requires in some situations a better separation of the
components than commonly possible using standard chromatography. This can be
easily understood by estimating the number p of visible peaks in a chromatogram
compared to the real number of components m. The relation between the two
parameters is [40a]

p = mexp(-ming) (43a)

where n. is the peak capacity defined as the maximum number of peaks that can be put
side by side (with acceptable resolution) into the available separation space in a
chromatographic separation (n. in rel. 43 should be chosen as the value corresponding
to a critical resolution). In isotherm conditions, n. can be estimated with the formula:

n.=0.5(m" (44)

where n is the number of theoretical plates of the column. This shows that even for a
good column (n=300000), n. has values between 250 and 300. Considering a mixture
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with m = n, rel. (43a) indicates that only 36.8% of expected number of peaks are
observed, the rest of them being merged with the others. The number of single
component peaks s is even lower, and it is estimated by the formula [40a):

s =mexp(-2m/n.) (43b)

which shows that only 13.5% of the total number of components appear as single
component peaks. [n practice, it is therefore impossible to completely separate a
mixture with more than 30 to 40 components using one chromatographic column.

For a better separation, the peaks from a given interval in the first chromatogram can be
subject to a second separation. Bidimensional gas chromatography has been
developed with the purpose to address this problem of the separation of complex
mixtures [40a). The technique allows a small portion to be cut from a chromatographic
separation and to be sent to a second chromatographic column for additional
separation. This process can be accomplished in different instrumental setups. One
such system, allowing bidimensional chromatographic separation with one GC oven, is
shown in Figure 5.2.12.

In this system, the sample is injected as usual and sent to the first chromatographic
column (Column 1) where the separation takes place. The eluted compounds and the
carrier gas go into the mid-point restrictor and may take two different paths.

Purge Make-up
gas gas
i Detectlpm Coolant
Injection ! \/a’lve : "
' port E I S N Detector 2
Carrier 3 M R R
gas —
gy i
Column 1 A A Column 2
Restrictor | i Chromatographic
foop ; Cryo trap oven

Mid point

restrnictor

FIGURE 5.2.12. Bidimensional chromatographic system with one GC oven.

The first possible path does not use the second column, and the eluted compounds are
diverted through the restrictor loop to the detector (Detector 1). For this case, the valve
to Detector 1 is open. At the same time enough make-up gas is sent to the mid-point
restrictor in order to have flow in the second column (Column 2) and through Detector 2.
Gas chromatographic columns must have a flow of inert gas when heated to avoid the
degradation of the stationary phase. No bidimensional separation takes place when this
path is activated.

The second possible path uses the second column and leads to bidimensional
separation. In this case, the valve to Detector 1 is closed, and the flow is forced to the
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second column. A so-called heart-cut is taken from the first separation by sending the
eluted compounds to the second column. The make-up gas is stopped or reduced in
this case. Because the peak broadening will be too large if the material from the first
column goes directly to the second separation, a cryo-focusing step is needed. A small
portion of the beginning of the second column passes through a cryo-trap, cooled at a
low temperature (-60° C to -100° C, or even lower) with liquid CO, or N,. The heart-cut
materials are accumulated in a narrow zone as long as the cryo-trap is cold, and the
heart-cut is taken. The cryo-trap is maintained cold as long as the system is not ready
for the second separation.

In practice, a first chromatographic run is commonly done in single dimension mode,
using the first path previously described (no heart-cut), with a temperature oven
program that is suitable for the separation in the first column. After this run, one or
more narrow regions of interest are selected from the single dimension chromatogram
for taking heart-cuts. In a following run with a heart-cut, the cryo-trap is set cold a few
minutes before the heart-cut is taken. Then, at the precise established run-time the
valve to Detector 1 is closed and the mid-point restrictor is set for heart-cut mode. The
analytes of interest are collected in the cryo-trap. After the heart-cut is taken, the oven
temperature program may be continued or the oven may be reset for the new program
needed for the separation in the second column. When the second separation starts,
either the cryo-trap is heated or the cooling is stopped and the entire column takes the
temperature of the GC oven. The separation in the second column proceeds with the
second temperature program for the oven.

It is common to use different stationary phases for Column 1 and Column 2. A variety of
possibilities are available, but frequently one column is polar while the other is non-
polar. In this way, one separation is done mainly depending on the polarity of the
analytes, while the second separation is done based mainly on boiling point differences.
Both polar/non-polar and non-polar/polar pairs have been utilized depending on the
specific need for the separation.

As an example, a bidimensional separation was performed for a segment in a
separation of a cellulose pyrolysate. Figure 5.2.13(A) shows the chromatogram of a
pyrolysate obtained at 600° C from microcrystalline cellulose. The results were obtained
on a 30 m x 0.32 mm Carbowax column with 0.5 pm film thickness as a first dimension
separation in a bidimensional system similar to the one shown in Figure 5.2.12.

20:48 27:45 36:25 41:11 53:47 $6:23

49:43

32:52
24:08
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FIGURE 5.2.13(A). The chromatogram of the pyrolysate obtained from microcrystalline
cellulose at 600° C with the separation on a 30 m x 0.32 mm Carbowax column, 0.5 um
film thickness.
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In this separation, a 10-mL sample (large volume) containing a solution in tert-butyl
methy! ether (tBME) of the pyrolysate of 1 mg cellulose obtained at 600° C was injected
(off-line pyrolysis). The PTV injector was programmed at 20° C initial temperature for 2
min. and ramped with 10° C/min at 250° C and kept at this temperature for 1 min. Then
the injector was further heated at 300° C. The split vent purge time was 2.5 min. The
oven temperature for the first dimension separation was kept at 35° C for 2.5 min. then
heated with 30° C/min. at 55° C and further heated with 3° C/min. to 240° C. The
detector used in the first dimension was an MS system, which allowed the identification
of a series of compounds from this chromatogram. The peak identification is given in
Table 56.2.2.

TABLE 5.2.2. Identification of a series of peaks from cellulose pyrolysate shown in
Figure 5.2.13(A).

Ret. time  Compound name Formula MW
20:48 hydroxypropanone C3H602 74
27:16 acetic acid C2H402 60
27:45 methyl pyruvate C4H603 102
28:15 furancarboxaldehyde C5H402 96
30:07 1-(2-furanyl)-ethanone CBH602 110
32:52 2-methyl-2-propenoic acid ethenyl ester C6H802 112
33:09 5-methylfurancarboxaldehyde CBH602 110
36:25 furfuryl alcchol C5HB802 98
38:04 a dihydroxybenzene ? C6HB02 110
41:11 3-hydroxycyclopent-2-en-1-one C5H602 98
42:54 4-cyclopentene-1,2,3-triol C5H803 116
43:28 2-hydroxy-3-methyl-2-cyclopenten-1-one C6H802 112
44:48 2,5-dihydroxy-3-methyl-2-cyclopenten-1-one CBH1003 128
45:17 2,5-dihydroxy-2-cyclopenten-1-one C5H603 114
45:56 2-hydroxy-3-ethyl-2-cyclopenten-1-one C7H1002 126
48:18 cyclotene C6H802 112
48:50 3-hydroxy-2-methyl-4H-pyran-4-one (maltol) C6HB03 126
49:43 2-ethylcyclopentanone ? C7H120 112
49:58 phenol C6HB60 94
50:37 2-ethyl-5-methylcyclopentan-1-one ? C8H140 126
51:55 isomaltol C6HB03 126
52:21 5-hydroxymethylfuran-2-one C5H803 118
53:47 hexanal CBH120 100
5412 tetrahydro-5-methyl-furfuryl alcohol C6H1202 116
54:58 dihydro-4-methyl-2(3H)-furanone C5H802 100
55:00 tetrahydro-2H-pyran-2-one ? or isomer of C5H802 100
dihydro-4-methyl-2(3H)-furanone

56:16 3-buten-1,2-diol or 3-hydroxytetrahydrofuran ? | C4H802 88
56:43 propylcarboxaldehyde C8H1002 138
57:45 5-ethyl-dihydro-2-furanone C6H1002 114
59:02 mix

59:43 3,5-dihydroxy-2-methyl-4H-pyran-4-one C6HB04 142
63:27 1,4:3,6-dianhydro-a.-D-glucopyranose C6H804 144
64:07 1,2,3-benzenetriol C6H603 126
66:23 5-hydroxymethytfurfural CBHBO3 126
74:13 1.3-benzenediol C6HB602 110

Figure 5.2.13(B) shows the run-time interval between 52.5 to 56.5 min. (magnified) of
the same chromatogram. From Table 5.2.2 it is possible to recognize the compounds
detected in the run-time interval 52.5 to 56.5 min. (black borders).
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A heart-cut of this interval was taken in the GC bidimensional system, and the
separation was performed on a 30 m x 0.32 mm DBS column with 0.5 um film thickness.
The oven temperature for the second separation was initially kept at 45° C for 5 min.
and then heated with a ramp of 3° C/min. to 240° C. The detector used for the second
dimension was also an MS system. The chromatographic results are shown in Figure
5.2.13(C).

By comparison of Figure 5.2.13(B) with Figure 5.2.13(C), it is clear that a much better
separation can be obtained using a bidimensional system for the heart-cut interval. This
allows the identification of a series of peaks, and they are indicated in Table 5.2.3. The
peaks that were previously identified in the first dimension can be recognized in Table
5.2.3 (black borders).

53:47

| . . . . | . . | . . | . . 1 . . \ . . \ . . |
52:%0 53:00 53:30 54:00 54:30 55:00 55:30 55:00 55:30

FIGURE 5.2.13(B). The segment between 52.5 min. and 56.5 min. from the
chromatogram of cellulose pyrolysate shown in Figure 5.2.13(A).

28:55 33:03 35:28 38:41
31:01

36:30

Y,

' [ ' ' [ 1 ‘ i ' t ! i ] ) l i 1
3800 35:00 4000 45:00 59:00

FIGURE 5.2.13(C). The chromatogram of the heart-cut taken between 52.5 min. and
56.5 min. in the second dimension separation from the chromatogram of cellulose
pyrolysate shown in Figure 5.2.13(A). The second separation was done on a 30 m x 0.32 mm DB5
column, 1.0 um film thickness. The peaks at 38:33 and 38:41 min. corresponding to the peaks at 54.12 and

54 .58 in Figure 5.2.13(B) are only partially separated {not at the baseline) and appear as one peak due to
magnification.

Besides the system described previously, other instrumental setups are reported or
manufactured, including double-oven bidimensional systems, systems allowing the
monitoring of the separation in the first dimension even when the heart-cut is taken, etc.
Also, two independent GC systems have been used for the analysis of complex samples
[40b], mainly associated with programmed temperature pyrolysis. When two groups of
compounds of very different volatility are generated in pyrolysis, the volatiles that evolve
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at fower temperature can be trapped and analyzed on-line by one GC, and the
pyrolysate obtained at higher temperatures can be analyzed separately by a second on-
line GC (see Section 14.4).

TABLE 5.2.3. Identification of a series of peaks shown in Figure 5.2.13(C), heart-cut of
the run-time interval between 52.5 and 56.5 min. of the chromatogram for cellulose
pyrolysate shown in Figure 5.2.13(A).

Ret. time  Compound name Formula MW

| 28:55 | 3-buten-1,2-diol or 3-hydroxytetrahydrofuran? [ C4H802 | 88 |
31:01 5-methyl-2(5H)-furanone C5H602 98
31:40 2,3-dihydro-5,6-dimethyi-1,4-dioxin C6H1002 114

| 32:40 | tetrahydro-5-methyi-furfuryl alcohol 1 C6H1202 | 116 |
33:03 1,6-heptadien-ol C7H120 112
33:40 3-methylphenol C7H80 108

| 35:28 | hexanal ] c6H120 | 100 |
36:30 1-(2-furany)-propanone C7H802 124
37:50 cyclopropanecarboxylic acid ? C4HB602 86
38:33 dihydro-4-methyi-2(3H)-furanone C5H802 100
38:41 tetrahydro-2H-pyran-2-one ? or isomer of C5H802 100

dihydro-4-methyl-2(3H)-furanone

39:08 2,3,5-trimethyiphenol ? COH120 138
39:38 2,5-dimethyiphenol C8H100 122
40:59 4-methyl-4-penten-2-one ? CB8H100 98
41:25 2,3,6-trimethylphenol ? C9H120 138
41:57 4-hydroxybenzaldehyde C7HB02 122
43:18 2-coumaranone C8H602 134

[ 43:50 | propylcarboxaldehyde | caH1002 | 138 |
44:56 2,6-dimethylphenol ? C8H100 122
45:10 (1,1'-bicyclopentyt)-2-ol C10H180 154
45:36 a dihydroxytrimethylbenzene C9H1202 152
46:20 2-methyl-4-(1-methylethyl)-2-cyclohexen-1-one  C10H160 152
47:18 6-methyl-3-(1-methylethyl)-2-cyclohexen-1-one  C10H160 152
48:55 5-methyl-1(3H)-isobenzofuranone C9H802 148
49:50 a methylisobenzofuranone isomer ? C8H802 148
51:28 4-methyl-1-indanone C10H100 146

- Concentration techniques used in Py-GC.

Concentration techniques in GC are used mainly for trace analysis. Pyrolysis commonly
generates enough material for a GC analysis even when a very small amount of sample
is taken for analysis. For this reason, concentration techniques are not frequently
associated with Py-GC. However, in some instances it is necessary to analyze both the
volatile compounds that are generated at mild heating of the polymer (sometimes below
100° C) and also the typical pyrolysis products. Several two-step (or multi-step)
experiments were reported [40c] that allow this type of analysis.

For the analysis of traces of volatile materials, purge-and-trap is a common procedure.
It consists of purging the sample (heated at a given temperature usually below 100° C)
with an inert gas and passing the purging gas over a solid-phase adsorbent, such as
Tenax. The solid-phase adsorbent is kept at a low temperature (such as 20° C).

After a certain purging period, a six-way valve allows switching of the flow through the
system as shown in the simplified diagram of a purge-and-trap system given in Figure



5.2.14. The solid-phase adsorbent is heated (at a temperature commonly between 200°
C and 300° C) to desorb the analytes in a stream of carrier gas that is sent to a GC.

Carrier

gas gas

Purge Gas chromatograph

Purge-and-trap Purge-and-trap
purge mode desorb mode

FIGURE 5.2.14. Simplified diagram of a purge-and-trap system with an on-line pyrolyser
connected to a GC.

A cryo-trap is usually necessary to focus the analytes before the GC separation with a
purge-and-trap. The desorption of the analytes from the trap is not instantaneous, and
several minutes of heating are required to release them. This would lead to broad
peaks in the GC separation. Also, it is common before the desorption of the trap at high
temperature to include a short pre-desorption period when the trap is vented at room
temperature for elimination of water or other materials that are not desired in the GC.

The system shown in Figure 5.2.14 also has a pyrolysing interface included between the
purge-and-trap and the GC (a CDS 1000 interface has been used for this purpose
[40d]). With this system it is possible to analyze a sample first for the volatiles released
at low temperatures and then to pyrolyse it. The process must be done in two different
steps (purge-and-trap first, and pyrolysis separately) but has the advantage of using
exactly the same GC setup for all the compounds in a sample. Using the cryo-focusing
trap, the relatively large volume of the pyrolyser interface does not affect the
chromatography.

The principle of the purge-and trap system is based on the partition of compounds
between a gas and a solid adsorbing phase. The apparent volume of the absorbing
solid can be measured and is defined by

Va=nRT/P (45)

where n is the number of moles, R is the gas constant, T is temperature and P the
pressure of gas adsorbed by the solid. If C, is the initial concentration of an analyte "’
in the solid sample, the concentration C will be lower after a volume of gas is passed
over it. The mass balance gives

VaCo=V,C +V, Cq (46)

where V; and C, are the volume and the concentration of the gas. The partition
constant between the gas and the solid (which is temperature dependent) is given by
rel. (1a) and for this case can be written:
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K=C/C, (1c)
From rel. (46) and (1c), it can be obtained:
V, Co = Cg (K V, + V) (47)

Rel. (47) gives the relation between the initial concentration of an analyte C, in a solid
phase and its concentration in the gas phase C,, assuming equilibrium conditions. The
same equation can be applied for the desorption of the analyte from the sample and for
the absorption and desorption of the analytes from the trap. The equilibrium conditions
are not commonly fulfilled in purge-and-trap systems, the amount of analyte in the gas
phase (C4 Vy) being in general lower than the one given by rel. (46).

Pyrolysates can be analyzed off-line in a purge-and-trap system if only the volatiles are
of interest in an analysis.

- Data processing in Py-GC.

In principle, there are no particular differences in the chromatographic data
interpretation whether the sample is a pyrolysate or a different material. The signal
generated by a GC detector is commonly recorded and can be displayed as a
chromatographic plot or a chromatogram (a pyrogram if the sample is a pyrolysate) in
which the sample components appear as peaks. These peaks ideally have a Gaussian
shape. The chromatograms can be generated with a non-selective detector without the
capability of qualitative identification (such as a FID) or using one with qualitative
identification capability such as a mass spectrometer (MS). Data processing for a Py-
GC/MS system will be further discussed in Section 5.3.

Besides generating a chromatographic plot, the signal from most GC detectors can be
further processed electronically in an “integrator.” From the FID signal, for example,
both qualitative and quantitative information can be extracted by determining the
retention time and the area of each peak. The integrator is able to detect the
chromatographic peaks using the variation in the slope of the signal. If the difference in
the intensity of the signal for two or three consecutive points along the chromatogram is
higher than a given threshoid, the integrator recognizes the beginning of a peak.
Similarly, the end of a peak is detected when the difference in the intensity becomes too
small. For each peak, the area can be measured, and this is done by using a numerical
integration [e.g. 40] procedure. The peak is “divided” in slices, each slice with a
measured height and a fixed width. The total area is the sum of the areas of those
slices. In modern electronic integrators these processes are transparent for the user,
who is only able to select certain parameters such as the signal threshold for peak
detections, the minimum area to be recorded, or how to handle peak shoulders, etc.
Integrators can tabulate the information regarding each chromatographic peak such as:
retention time, peak area, relative peak area (to the total area of all detected peaks),
peak height, relative peak height, type of baseline in the region of each peak, etc. The
qualitative information in a chromatogram is related to the retention time of the peaks,
while the peak area is used for quantitative analysis.

Although no structural information for an analyte can be obtained from a chromatogram
generated with a FID (or similar type of detector), chromatograms are widely used for
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qualitative analysis. This can be done in several ways. One possibility is to match the
retention times of standards identical to the compounds that are analyzed. The
retention time of each compound has a specific value in given chromatographic
conditions (although the danger always exists that different compounds may have the
same retention time). One problem with this approach is that by changing the
chromatographic conditions (like carrier gas head pressure, column dimensions, etc.),
these retention times vary. One procedure to avoid this variability is to replace the
retention time of a compound with a retention index |;[41]. The retention index is a
measure of the relative retention in isotherm conditions using the normal alkanes as a
standard reference. In isotherm conditions, the retention times of normal alkanes
increase exponentially with the carbon number of the alkane. By measuring the
adjusted retention times tg (in isotherm conditions) for a series of normal alkanes, a
scale is generated. The retention index for a given compound “j” showing a peak
between the alkane with 7 carbons and the alkane with (7 + «) carbons is defined as

log tRj - log tR 72
log tR N+a)- log tr 77

= 1007 + 100 ¢ (
(48)

where tg are the corresponding adjusted retention times. The retention index for the
alkanes with % carbons considering rel. (48) will be 100 7. The retention index is
dependent on temperature and on the nature of the stationary phase. The dependence
of the retention index on temperature can be approximated with the formula [42]:

A1110°C = (b - Irp) / [10 (T2 - T4)] (49)

where T, and T, are two different temperatures. This relation is not well obeyed by polar
compounds or when the difference between T, and T, is larger than 50° C.

Extensions of the definition of a retention index were done by choosing gradient
temperature conditions [42] or methyl esters as standards instead of normal
hydrocarbons. Tables for retention indexes of certain substances have been published
[43]. However, the retention index system has limited utility for the GC analysis of
pyrolysates due to the complexity of such samples.

In addition to the standard information provided by the retention time (index) and peak
area, global comparisons between chromatograms can be done based on total peak
area in the chromatogram or based on the profile of the chromatogram. Total peak
areas in the chromatogram can be obtained easily, and most integrators using electronic
data processing provide this number. However, it is possible that the sum of all peak
areas may include solvents or compounds that are not of interest. Also, this number
depends on the amount of sample taken in analysis. For Py-GC this can fluctuate rather
considerably, and repeated runs of the same sample may generate quite different
results if the amount of sample to be pyrolysed is not carefully measured.

Global profile comparisons are also useful for comparing complex samples and were
used to differentiate the pyrograms for different composite materials such as
microorganisms. A simple global comparison is commonly obtained using a similarity
index. There are various ways to calculate such an index. One procedure [42a], which
is aimed to qualitatively compare two chromatograms A and B, uses the relation:
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S% =100 N, / (No + N, +N,®) (50)

where N, is the number of peaks that are common in the two chromatograms, N,® is
the number of unique peaks in chromatogram A, and N.® the number of unique peaks
in chromatogram B. The peaks are commonly tabulated with electronic integrators and
their number is readily obtainable. The pairing of peaks is done based on their retention
times, which must be equal or within a small interval. $% = 100 when the
chromatograms have the same compounds and 0% when no two peaks correspond to
the same retention time. This comparison does not take into account the peak areas.

Another method does take into account the areas of a series of peaks from the two
chromatograms to be compared. The selected peaks are indexed 1, 2, 3... n, and the
areas in the first chromatogram are A,, Ay, As...A,, and in the second one the areas are
Bi, By, Bs, ...B,. A fit factor F can be calculated for example using the formula:

F=100{1-Z (A - B)*/ Z [(A)* + (BY]} (i=1..n) (51)

Again, the peaks must be paired based on their retention times, which must be equal or
within a small interval. For a perfect fit, rel. (51) gives a factor F = 100%, and no match
gives F = 0%. The peak areas in rel. (51) can be replaced by normalized peak areas,
where the normalization is done for each chromatogram by an internal standard or by
the total peak area.

The calculation of a fit factor or a similarity based on peak areas can also be done using
other expressions. For example, a similarity index S| can be calculated using the ratios
of the peak areas, which are taken as

Ri=A/BorB/A; suchthatR;<1 (52a)

and R; = 0 for each missing corresponding peak in any of the chromatograms. Then the
similarity can be calculated using the formula:

SI=XZRi)/n (i=1,23..n) (52b)
The Sl value can also be expressed in percentage (by multiplying S with 100).

The absolute peak areas in rel. (52a) may be replaced by the peak areas normalized by
an internal standard, or by the sum of all peak areas, or by the concentrations of the
corresponding compounds 1, 2, 3,...n, (if these concentrations are known).

As an example, the similarity using rel. (52b) was calculated between a chromatogram
of a silylated cellulose pyrolysate obtained off-line at 510° C with a filament flash
pyrolyser and that of a silylated starch pyrolysate obtained in the same conditions. The
calculation gave a Sl = 0.61. At the same time duplicates of two runs of cellulose gave
a Sl = 0.92 (a perfect similarity should be Sl = 1.0, but fluctuation in the peaks areas in
the duplicate chromatograms make this case unlikely). The pyrogram for cellulose is
shown in Figure 5.2.15 and the one for starch is shown in Figure 5.2.16.
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FIGURE 5.2.15. The chromatogram of a silylated cellulose pyrolysate obtained off-line at
510° C with a filament flash pyrolyser.
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FIGURE 5.2.16. The chromatogram of a silylated starch pyrolysate obtained off-line at
510° C in a filament flash pyrolyser.

The derivatization of the pyrolysate was done with BSTFA in t-butyl methyl ether. The
separation was obtained on a methylsilicone 5% phenylsilicone column (DB5), 60 m
long, 0.32 mm i.d., with 0.25 um film thickness. The oven temperature started at 50° C
and was increased with a rate of 2° C/min to 310° C.

The reproducibility of the retention times is very important when the similarity indexes
between chromatograms are calculated. [f the retention times are not stable, peaks



130

belonging to different compounds could be compared by mistake. For GC separations
that are correctly performed, the reproducibility of retention times is not a problem, and
variations less than 0.1 min. are typical. However, in certain cases the variations can be
large, such as, when attempts are made to compare chromatograms that were run
several months apart and a drift in retention times is present. This drift can be caused,
for example, by the modification of the stationary phase of a chromatographic column
that has been subjected to constant use for a long period of time or by changes in
operating parameters for the separation. Computer programs are available that can
alter the real retention times of all peaks in one chromatogram and adjust them to
correspond to those in the second chromatogram. This can be done by choosing
reference peaks in both chromatograms and modifying one set of retention times in
such a way that the reference peaks are forced to coincide. The procedure, which is
named a “rubber band" correction, uses a polynomial transformation to the times from
the chromatogram to be corrected.

The procedure can be explained considering chromatogram A with peaks at retention
times t4, ty, t;...tn, and chromatogram A’ with corresponding peaks for the same
compounds at retention times t’, t.’, t;'..ty". The proposed transformation will be applied
to any retention time t,’ from chromatogram A’, changing the old retention time t,’ into a
new retention time t,” = t,.

If a pair of corresponding peaks in the chromatograms A and A’ have the retention times
t and t1", and the times in the second chromatogram are only shifted compared to the
first one, then the times are related by the equation:

th=a+ty (53)

An adjustment can be done to t;' by adding the coefficient a and transforming it into t,”,
where:
t1" =a+t t1' =t (54)

This change, although valid for t," (which is changed by this operation into t;” = t;), is not
the common case because in practice the retention time variation is not only a shift but
also can be an expansion or a contraction.

The procedure can be further developed for two pairs of peaks with the retention times
t4, t2 in the first chromatogram and t1', t;’ in the second chromatogram, following a similar
scheme and writing formally:

tt=a+b(ty)
t,=a+b(ty)) {55)

The coefficients a and b can be determined by solving the equation system (55) where
ts, t; and ty, t,” are reference peaks in the two chromatograms. Then, any retention time
t’ can be adjusted to t,” using the relation:

t'=a+b (&) (56)

This transformation will make t;" = t; and t,” = t,, and possibly adjust some other peaks
between t," and t,’, but still will not necessarily be true for every retention time in
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chromatogram A’. However, more corrections can be made, choosing for example five
standards and solving (using a computer program) the equation system:

ti=a+bt)+ct-t) 2 +d(t-t)’ +e(ty-t)°
t=a+b(t)) + ¢ (- t)° + d (- 1)’ + e (- )
ti=a+b(t)+ ¢ (t-ta)* + d (- 1) + e (ts- ta)° (57)
te=a+b(t)+c(t-t) +dt-ta)’ + e (t- t)*
ts=a+b(ts) +c(ts-ts)° + d (ts- ts)° + e (ts- ts)"

After the determination of the unknown coefficients a, b, ¢, d, e, any retention time t,’
can be adjusted to t," = t, using the relation:

= a+b(t)+ € (t-t)2 + d (k- 1) + e (t- t)° (58)

By this procedure, it is very likely that peaks corresponding to the same compound will
be compared. A mass spectral identification is commonly needed to validate the
correspondence of the standards. Also, the standards chosen for adjusting retention
times should be spread in the chromatogram, and the extremes should bracket the
retention times to be corrected.

Besides simple similarity comparisons, more elaborate comparisons were also
performed on Py-GC data [1]. Some of the techniques utilized to compare Py-GC data
are similar to those used for the processing of Py-MS results that will be discussed in
Section 5.5.

Collections of Py-GC results for a variety of polymers have been reported [43a].
However, because the goal of the chromatography is to obtain an optimum separation of
the components, standard recommendations may generate inadequate chromatograms
for particular experimental setups. The libraries of Py-GC data contain descriptive
information and graphs of the pyrograms but are not adequate for matching an unknown
chromatogram with those from the library [44].

The quantitative analysis using GC is based on the fact that the area under a
chromatographic peak is proportional with the amount of the component generating that
peak. ldeally, for a given volume of sample injected into the chromatograph, the peak
areas are linearly dependent on the concentrations. Because the concentrations are of
interest, they can be determined from the areas using the relation:

C = b Ai (59)

and the value of b is determined from a calibration curve. This value (response factor)
may be different for different compounds and for different types of detectors. Peak area
measurement is commonly done electronically. This measurement raises a series of
problems such as the choice of the baseline for a given portion of a chromatogram,
integration of peaks which are merged and are not separated at the baseline, or
integration of peaks appearing as shoulders on other peaks, etc. These kinds of
problems are frequently detailed in the manuals associated with specific integrators (e.g.
[29]). For very narrow peaks and for those with the shape close to a Gaussian curve,
the peak height can also be used for quantitation.
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The quantitation in Py-GC is not as much utilized as in the GC for liquid samples. The
main problems are related to the complexity of the pyrograms, difficulties in getting
calibrations for a given compound, as well as the inherited variability of pyrolysis and
pyrolysate transfer processes. One possibility to compensate for some of these
problems is the use of an internal standard in the material to be pyrolysed. One
problem with the addition of an internal standard is the addition of the appropriate
amount of standard. The samples in pyrolysis being small (commonly up to 1 mg), the
standard should be in the range of 0.02 to 0.05 mg. It is therefore difficult to weigh this
amount of internal standard with enough precision. A possibility to add an internal
standard with better accuracy is to adsorb it first on a neutral support. As an example,
dibromobenzene was adsorbed at 5% in pure alumina from a CH,Cl, solution. Then, 1
mg of the alumina was added together with the precisely weighed sample [44a].
Dibromobenzene can be used in a variety of samples as a standard for pyrolysis at
temperatures up to 700° C, showing no decomposition and generating a single
chromatographic peak.

5.3. Mass Spectrometers as Detectors in Pyrolysis-Gas Chromatography.

Mass spectrometers are used as detectors in gas chromatography offering the capability
of compound quantitation and identification with exceptionally good sensitivity. For this
reason, pyrolysis-gas chromatography/mass spectrometry (PY-GC/MS) is an excellent
tool for polymer analysis. When a pyrolyser is used at the front end of the
chromatograph, no special problems related to the GC/MS analysis are really added.
The only role of the pyrolyser is in this case to provide the pyrolysate to the GC.
Because of the extensive use of Py-GC/MS as a technique in analytical pyrolysis and
because mass spectrometry is a rather complex subject [37,38], a more detailed
discussion is required.

GC/MS is a common analytical technique and a large amount of information is available
regarding this subject [e.g. 38]. In GC/MS, the carrier gas containing the (separated)
analytes from the GC is transferred to the mass spectrometer. The gas flow is
commonly set between 0.1 to 3.0 mL/min. (at near atmospheric pressure). Because the
mass spectrometers operate at 10° to 107 mbar, they are equipped with efficient
pumps, which maintain inside the mass spectrometer a high vacuum.

- lon generation.

The mass spectrometric analysis starts with an ionization process (see also Section
3.5). This ionization takes place in the ion source of the MS instrument, where the
analyte is introduced as gas phase. There are two common ionization procedures used
for GC/MS: electron ionization (El) and chemical ionization (Cl). Other ionization
procedures are also used in mass spectroscopy (see below and Section 5.4). The El
process consists of an electron bombardment, which is commonly done with electrons
having an energy of 70 eV. The electrons are usually generated by thermoionic effect
from a heated filament and accelerated to the required energy. A schematic diagram of
an El source is shown in Figure 5.3.1.
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FIGURE 5.3.1. Schematic diagram of an El source.

As described in Section 3.5, the electrons interact with the molecules M to eject an
addmonal electron leaving a positively charged species that is a molecular ion of the
type M (odd-electron OE™):

M+e >M +2¢

When the molecular ion obtains too high energy during the electron lmpact there are
fragments that are generated in the ion source. The fragment ions A" are commonly
even electron ions EE" (odd-electron fragments OE™ are also possible), while the rest
of the molecule forms radicals B; which are not detected in the mass spectrometer:

M+e >M +2¢ HA +B/

More than one fragmentation path is possible for a given molecule, but the nature and
abundance of fragments is characteristic for a given compound. The fragment
abundance represented versus m/z (mass/charge) generates a mass spectrum. The
formation of molecular ions takes place with a range of internal energies. Those that
have lower energies will not decompose before detectlon and will appear as M in the
spectrum. If they have higher internal energies, the M ions can decompose by a
variety of energy dependent reactions, each of which results in the formation of an ion
and a neutral species. Some fragments still have enough energy to suffer further
fragmentations.

Some compounds may alsc form negative radical ions under electron bombardment.

M+e > M

Negative ion operation (with detection and use for analytical purposes) involves altering
the source, the focus potential, and some other parameters in order to allow negative
ions to enter the ion separation section of the MS and then to be detected. For this
reason, the MS instruments are set to work either in EI* or EI” mode.

Besides the stable ions, metastable ions are also known to be formed in the ionization
process. These ions have a short half-life. Some start dissociating in the ionization
chamber, but a significant number will still be able to leave it, continuing to dissociate
during their passage to the detector. They generate diffuse peaks in the mass spectra.

In chemical ionization, in addition to the carrier gas and the analytes coming from the
GC, a reagent gas (methane, butane, ammonia, etc.) is injected in the ion source at a
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typical pressure of 107 to 10° mbar. The initial step in the ionization takes place by the
electron impact on the molecules of the reagent gas (whuch is in large excess compared
to the analyte molecules) forming R™* ions, assummg cr. Following this step, the R™*
ions react with other R molecules generating RH ions (and radicals R”). These RH"
ions further react with the analyte forming MH” ions:

R+e >R +2¢
R*+R>RH +R”
RH" +M > MH" +R’

The i ions MH" tend to not fragment because they have a much lower energy than the
ions M generated by direct electron impact. Besides MH" ions, ion clusters containing
the analyte molecule and one or more molecules of the reagent gas may be formed
during chemical ionization. The ions A’, M or MH" formed in the ion source are then
accelerated and shaped by electric [enses into an ion beam. Some particular
compounds are able to generate enough negative ions in chemical ionization that CI—
operation maode is convenient. Several instrument parameters should be set up
accordingly to work with negative ions.

- Separation of ions by their m/z ratio.

The ions from the ion beam are separated by their mass to charge ratio (m/z) (where
commonly z = 1), providing the series mi/z;, my/z;, Ms/z;,...My/z, that will give the mass
spectrum. The ion separation can be done using special ion optics that differentiate the
mass spectrometers as follows: magnetic sector instruments, quadrupole, time-of-flight,
ion trap, Wein filter, ion cyclotron resonance, etc.

In a magnetic sector instrument, the ions generated in the ion source are sent through a
magnetic field where they are deflected on an arc trajectory of the radius r given by the
formula:

r = [(m/z) (2V / BY)]"? 1)

where B is the magnetic field strength and V is the accelerating potential applied to the
ions leaving the ion source. A simplified diagram of this deflection is shown in Figure
5.3.2.

Rel. (1) indicates that different r are obtained for different m/z values (when B and V are
constant), and this would disperse the ions of different masses. However, it is more
convenient to have all ions focused at the same point but at different times (in cycle).
This can be achieved by varying the field B with a precise rate in time (cycled) and
keeping V constant such that the same value r for ions of different m/z is obtained.

This method requires that the ions leaving the ion source must have exactly the same
kinetic energy. This is not entirely true in practice, and the focusing is not always very
good. For this reason, besides the magnetic sector (B), the instruments also need an
electric sector (ESA or E), which is a focusing and also energy dispersive device.
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FIGURE 5.3.2. Trajectory of ions of different masses in a magnetic field perpendicular on
the plane of deflection.

Combinations of the two types of field (EB, BE, or EBE) are used to achieve a good
separation (in time) of ions of different mass and good convergence of the ion beam on
one point, even if it has ions of different energies. At this point a slit allows the delivery
to the detector of ions in a very narrow mass range. Figure 5.3.3 shows the schematics
of a BE arrangement.
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FIGURE 5.3.3. Schematics of a BE magnetic sector mass spectrometer.

In practice, typical values for the acceleration potential V are 3 to 10 kV (E is taken
equal to V), and B is varied to cover a selected mass range (1 to 20000 Dalton or more).
In typical scan mode, a certain mass range is chosen, and the magnetic field is cyclically
swept to cover this range. This range can be chosen depending on the range of mass
for the compounds of interest or to avoid the increase in background produced in the
mass spectrometer by air and water. This procedure may leave undetected some low
molecular weight compounds.

A typical cycle requires about 1 sec. The masses of the ions are detected with a certain
resolution m/8m, where dm is the minimum difference required for two masses to be
resolved. Magnetic sector instruments may work at low resolution (e.g. 1000) or at high
resolution (10000 or higher). Magnetic sector systems can have excellent sensitivity (5
107 C ug). Besides the scan mode, the mass spectrometers may work at a fixed m/z
(or at a few selected m/z values), which is called single ion monitoring (SIM).

Quadrupole type mass spectrometers separate the ions by passing them along the
central axis of four parallel equidistant rods that have a fixed voltage (DC) and an
alternating (RF) voltage applied to them (see Figure 5.3.4). The field strengths (voltage)
can be set such that only ions of one selected mass can pass through the quadrupole,
white all other ions are deflected to strike the rods. By varying (with a precise rate) the
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strength and frequencies of the electric fields, different masses can be filtered through
the quadrupole. I[n practice, the following are typical values for the parameters of the
electrical field: » is about 1-2 MHz, V1 =1000 V, and V2 = 6000 V.

@L— V1 - V2cosiwt)
! V1 +V2cos(wt)

FIGURE 5.3.4. Trajectory of ions of different masses in a quadrupole with varying electric
fields. The rods have a hyperbolic internal cross section exaggerated in the drawing.

lon beam

With the quadrupole instruments a low-resolution type spectrum is obtained. For am/z
= 200 for example, the minimum mass difference of two peaks that can be separated
could be around 0.2 mass units (resolution 1000). The mass range for the quadrupoles
can go as high as 2000 Dalton, but common commercial quadrupole instruments have a
mass range between 2 and 1000 (some only up to 650). The quadrupoles can work in
both scan mode or in SIM mode.

The ion trap mass spectrometer (ITMS) consists of a hyperbolic cross-section center
ring electrode (a doughnut) and two hyperbolic cross-section endcap electrodes (see
Figure 5.3.5). The ion trap works also in cycles. A cycle starts with the application of a
low RF amplitude and fixed frequency to the ring electrode (no DC), while the endcaps
are grounded. A pulse of electrons is injected into the ion trap to ionize and fragment
the gaseous sample coming from the transfer line. The ring electrode at low RF
amplitude traps all the ions formed during the ionization pulse. The RF amplitude is
then increased, and ions of increasing mass (in fact m/z) are sequentially ejected from
the trap and detected. A key parameter to the operation is the gas pressure inside the
trap (usually He), which must be maintained at 10" mbar by appropriate gas flow from
the GC. This gas forces the ions toward the middle of the trap and provides a better
sensitivity. A small AC voltage of fixed frequency and amplitude is also applied to the
endcaps during the analysis part of the cycle. Then the process is repeated.
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FIGURE 5.3.5. Cross-section of an ion trap.

The ion traps generate low-resolution mass spectra but can have very good sensitivity.
Some problems have been reported regarding the similarity between the spectra
generated by ion traps and other types of mass spectrometers when the concentration
of a certain compound is high. For high concentration, some ion traps do not generate
typical El+ spectra.

The time-of-flight instruments (TOF) separate the ions of different m/z ratio based on
the fact that the ions accelerated with a fixed potential have different velocities v..
Therefore they travel a fixed distance in different amounts of time. The kinetic energy of
an ion accelerated by the potential V is given by formula:

mv?/2 =2V 2
and the “flight” time of this ion over a distance List=L/vor
t=Lm"/(2zV)" A3)

Time-of-flight spectrometers (TOF) work on scans using a pulsed ion source. The ions
are sent through an electrostatic sector, which acts as a velocity filter going into a long
flight tube. At the end of the flight tube the ions are detected based on their “arrival”
time. Some TOF instruments utilize a variable accelerating potential, which allows the
light ions, which are faster, to encounter a weaker field, and the heavier ions to
encounter a stronger field, increasing in this way their separation. The frequency of
pulses in a TOF instrument can be high, and the time of a scan can be much shorter
than the time required for a cycle with a magnetic sector, quadrupole, or ion trap
system. For GC/MS systems, it is useful to have more scans per chromatographic
peak, and this can be better achieved using a time-of-flight spectrometer. Another
advantage of TOF MS instruments is that their mass range can be very large, similar to
those of magnetic sector instruments but at a lower cost.

- lon detection.

After the separation by m/z, the ions are detected using different procedures. Two
classes of detectors are known: point ion detectors, which detect the arrival of all ions
sequentially at one point, and array detectors, which detect all ions simultaneously along
a surface. These detectors record the number (abundance) of individual ions at each
m/z. Several point ion detectors are available, such as Faraday cup, electron multiplier,
and scintillator. The array detectors are commonly made of separate point detectors (of
miniature dimensions) clustered together in the area exposed to the incoming ions. The
array detectors have the advantage of collecting simultaneously the signal for a series of
ions, but their dynamic range and sensitivity are usually lower. The signal from the
detector is further processed (amplified and analyzed) by an electronic data system.
Problems such as mass/time calibration, linearity of the detector response, etc. are
usually transparent when using modern mass spectrometers, but they are very
important in their construction. More details about the ion sources, ion optics, detectors
or data processing systems of different mass spectrometers can be found in the
literature dedicated to mass spectrometry [e.g. 38].

137
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- MS/MS systems.

A special type of mass spectrometric system is an MS/MS (e.g. [45]). In an MS/MS
system the ions are generated by any of the available procedures (common El or Ci
ionizations are used). The process continues witp the ion separation using one of the
systems previously described. A particular ion A° (named parent ion) is then selected
and further dissociated by collision with the molecules of a gas N (collision induced
dissociation-CID or collision activated dissociation-CAD) in a reaction zone of the
MS/MS system. The common reaction taking place in the CID zone can be described
as follows:

+ N +
Ap —>(Agli+ (An)

The resulting Ad+ ions (called daughter ions) are further separated in the second MS,
which can be a quadrupole, magnetic sector, etc. As expected, the neutral fragments
Ap cannot be seen in the second MS analysis. The fragmentation of the parent ion
generates more than one gaughter ion, and the fragmentation pattern is characteristic
for a particular species A, .

The generation of the parent ions and the two ion analysis zones in a MS/MS system
are not different from those described for standard MS systems. On the other hand, the
collision zone is specific for the MS/MS systems. The parent ions resulting from the first
separation zone may have high kinetic energies (KeV range), for example, when
emerging from a sector instrument or may have low kinetic energy (eV range) when
generated in a quadrupole instrument. These ions enter the collision zone, which can
be a cell (of about 1 cm long) where the neutral collision gas is introduced (Ar, N, etc.).
This cell is differentially pumped and can be held to a given potential. An RF-only
quadrupole can also be used as a reaction region and as a focusing device at the same
time. Alternative ways to CID were also investigated, such as photodissociation,
electron induced dissociation, or solid surface induced dissociation of the parent ion.

A significant amount of work has been devoted to MS/MS techniques [e.g. 45}, and
numerous alternative procedures were proposed to perform MS/MS analysis. In
particular, MS/MS analysis seems to be a possible means to reduce the need for
chromatography in analyzing complex mixtures.

- Data processing in Py-GC/MS.

The chart showing the ion abundance versus m/z of the fragments of a compound is its
mass spectrum. Usually, the abundance is normalized to the most abundant ion (base
peak expressed as 100%), and it is also common that the mass peaks are shown as bar
graphs (the real peaks in a mass spectrum have ideally a Gaussian shape). The mass
assigned to each ion is usually expressed as an integer, although the first decimal is
commonly obtained with accuracy even for low-resolution spectra. The mass spectrum
can be used as a fingerprint leading to the identification of the molecular species that
generated it. The fragmentation (when done in standard MS conditions) generates
typical patterns that allow the identification of each compound, either based on
interpretation rules or by matching it with standard spectra found in mass spectral



libraries. The development of large libraries with standard spectra (over 275,000) and of
algorithms for automatic library searches made the use of these tools for spectra
interpretation routine. The algorithms for automatic library searches use several criteria
for evaluating the quality of a match between the unknown spectrum and a reference
spectrum. One well-known aigorithm is the Probability Based Matching (PBM) system.
This algorithm compares the unknown with all the spectra in the library and has two
characteristic features: it weights the mass peaks and performs a reverse search. The
weighting of the mass peaks refers to the fact that the mass peaks corresponding to
higher masses are given more importance in the search than the peaks with lower
mass. This action is necessary because the larger molecular fragments have in general
a lower probability of occurrence than lower mass peaks. An empirical rule shows that
when dealing with a large number of spectra, the probability of appearance of m/z
values have a Log (constant + normal Gaussian) distribution, as shown in Figure 5.3.6.
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FIGURE 5.3.6. The Log (constant + normal Gaussian) distribution of masses for a large
number of spectra.
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The reverse search refers to the fact that the algorithm checks whether a peak from the
reference spectrum is present in the unknown (and in the appropriate abundance) and
not the other way around. In this way, the reverse search ignores peaks in the unknown
that are not present in the reference. The mass library searches are, in fact, much more
elaborate, and provide at the end a list of possible matches and for each of them a
calculated percentage match.

The rules for explaining the fragmentation of particular structures that were developed to
interpret mass spectra without the help of library searches are now more useful for
choosing the correct structure from a list of possible compounds identified as candidates
by the library search or for obtaining molecular information when the library search does
not give a proper answer. Some spectra are, however, easier to interpret, while it is
very difficult for others. In each spectrum, there are some “characteristic ions” that are
diagnostic for a certain compound. The number of characteristic ions may vary. A
compilation of eight peaks of mass spectra for a significant number of compounds has
been published [45a]. As little as three characteristic ions are sometimes reported for
compound identification. An example of an informative spectrum is that of the TMS
derivative of hydroxymethylfurancarboxaldehyde, which is shown in Figure 5.3.7.
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FIGURE 5.3.7. El spectrum of trimethylsilyl derivative of hydroxymethyifuran-
carboxaldehyde.

This spectrum shows the ion with m/z 73, which is typical (although not specific) for a
TMS group. The ion with m/z = 198 can be assumed to be the molecular ion. The loss
of a CH; group from TMS generating the ion m/z - 15 is also typical for silylated
compounds. Indeed, the ion 183 is the base peak in the spectrum. The loss of the O-
TMS group generating m/z - 89 = 109 is also present. It is clear that the compound is a
silylated compound, and from the ratio of isotope intensities of ions with m/z 183/184
and 183/185, it can be concluded that it contains only one silyl group. (For each Si
atom, m/z + 1 is 5.1% and m/z + 2 is 3.4% from the intensity of m/z; for each C atom,
m/z + 1is 1.1 % from the intensity of m/z, and m/z + 2 can be practically neglected.)
The loss of a CHO group, which generates the ion 169, indicates an aldehyde. The ion
81 will correspond to C4H;0-CH,", and it is typical for furylalkyl type compounds.

For other compounds, the spectrum is less informative. As an example, the spectrum of
1,6-anhydro-B-D-glucopyranose (levoglucosan), given in Figure 5.3.8, shows little
structural features. In addition to the problem of relating a certain fragment to the
original structure, some fragments are common to a large number of compounds (such
as the ion with m/z = 60, which is common in amides, some acids, nitro compounds,
etc.).
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FIGURE 5.3.8. El spectrum of 1,6-anhydro-3-D-glucopyranose (levoglucosan).

Spectra interpretation can also be done by utilizing additional information, such as Cl
spectral information for the same compound, etc. One useful procedure applied for
example for the analysis of the pyrolysate of cellulose [45b] is to use derivatization with
BSTFA and derivatization with d9-BSTFA. The retention times in the GC/MS trace are
practically not different for the material silylated by the two reagents. However, the two
spectra corresponding to one derivatized material are different, and the difference



indicates the number of trimethylsilyl groups attached (A m/z = 9 corresponding to one
TMS group). As an example, the spectrum of tri-TMS levoglucosan is shown in Figure

5.3.9, and the spectrum of tri-dS-TMS levoglucosan is shown in Figure 5.3.10.
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FIGURE 5.3.9. El spectrum of tri-TMS levoglucosan.
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FIGURE 5.3.10. E! spectrum of tri-d9-TMS levoglucosan.

The peak at m/z = 333 corresponds to the peak at m/z =360 in the deuterated

compound, indicating the presence of three TMS groups (A m/z = 27) in the derivatized

levoglucosan.

The Cl MS spectra interpretation is more difficult because of the lack of fragmentation
and because the reproducibility of Cl spectra is more affected by the experimental

conditions in which they are generated. However, Cl spectra provide valuable
information regarding the molecular mass, and this can be extremely useful in
combination with El spectral information. As an example, the Cl spectrum of

levoglucosan obtained using butane as collision gas is shown in Figure 5.3.11. The

spectrum shows the ion m/z =163, which corresponds to M+1 for levoglucosan.
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FIGURE 5.3.11. Cf spectrum of levoglucosan (butane collision gas).
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For the GC/MS, when the mass spectrometer is used as a detector during the
chromatographic process in scan mode, the chromatogram can be displayed as a total
ion chromatogram (TIC) or extracted (reconstructed) ion chromatogram for a specific
m/z value. When the acquisition of the mass spectra has been done in SIM mode, a
single ion chromatogram can be displayed.

A total ion chromatogram is a plot of the total ion count (detected and processed by the
data system) as a function of time. The single ion chromatogram (extracted or SIM)
plots the intensity of one ion (m/z value) as a function of time. These chromatograms
have a discrete structure being made from scans (the scan number is linearly
dependent of time). When the points of the chromatogram are close to each other, this
gives a continuous aspect of the graph. Each scan has an associated spectrum for the
TIC, and therefore the TIC has in fact a tridimensional structure. Tridimensional plots
are available with certain data systems, although their practical utility is rather limited.
Most data systems display the TIC and spectra for chosen scan numbers.

Figure 5.3.12 shows a small portion of the TIC for the pyrolysate of a melanoidin
polymer (from the reaction of glucose and ammonia) covering the scans 2410 to 2426
and the spectra corresponding to scans 2415 to 2419. There are two compounds that
generated the chromatographic peaks in Figure 5.3.12, namely 1,2-benzoxazole and 1-
phenyl ethanone. Due to an incomplete chromatographic separation, scan 2417 shows
a mixture of fragment ions corresponding to both compounds.
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FIGURE 5.3.12. Portion of the TIC (scans 2410 to 2426) for the pyrolysate of a
melanoidin polymer, and the spectra corresponding to scans 2415 to 2419. The two
compounds generating the peaks are benzoxazole and 1-phenyl ethanone.



Both compounds were identified using the mass-library search. However, the spectrum
for the 1-phenyl ethanone is quite diagnostic. The molecular ion corresponds to m/z =
120, loss of a -CHj; group gives the ion with m/z = 105, and the loss of -CH;CO group
gives the ion with m/z = 77, which indicates aromatic character.

The use of Py-GC/MS is frequent for both qualitative and quantitative purposes. Its use
as a quantitative tool is done mainly for comparisons, but also for identifications and
characterizations together with qualitative analysis. Computer programs known as
target compound software are available, combining the stability of retention times in a
given separation with the identification of specific compounds based on several
characteristic mass ions. These software packages have the general purpose of
quantitation of specific compounds in GC/MS chromatograms and can be applied to Py-
GC/MS results.

Because the sensitivity of the GC/MS is exceptionally good reaching down to ppb level
in a 1-mg (1-uL) sample, the technique is irreplaceable in the analysis of complex
mixtures that have some volatility. Combined with pyrolysis, it becomes an ideal tool for
the analysis of non-volatile materials. Py-GC/MS allows the identification of specific
compounds in pyrolysates, and numerous practical applications were reported. Typical
such applications are sample comparisons, compound identification and quantitation,
analysis for obtaining structural information, analysis for determining purity or for
detecting impurities (contaminants) in a sample, etc.

Spectra interpretation for C[* results is less standardized than for B’ spectra.
Depending on the experimental conditions and on the specific molecule, the Cl
spectrum may show the molecular ion with or without some fragmentation or as clusters
with the chemical ionization agent. However, Cl spectra are commonly utilized for the
confirmation of a specific compound. In Py-MS, where a simpler spectrum is desirable
for the interpretation of the results, Cl is a common ionization mode (see Section 5.4).

A different procedure to process Py-GC/MS data is to generate a sum of all spectra of
all the peaks in a chromatogram [45c]. Particular peak information is lost in this
technique, but characteristic cumulative spectra can be generated for different
polymers. Examples of cumulative spectra for cellulose, CMC, and hydroxypropyimethyl
cellulose (10% substitution with hydroxypropy! and 30% substitution with methyl) are
shown in Figures 5.3.13 to 5.3.15, respectively.
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FIGURE 5.3.13. Cumulative spectrum for cellulose.
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FiGURE 5.3.14. Cumulative spectrum for CMC.
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These cumulative spectra provide fingerprint information, generate some structural hints
such as the typical ions for furfural in the cumulative spectrum of cellulose, and seem to
be quite independent of the chromatographic conditions utilized for the separation [45c].
However, they are similar to Py-MS spectra (see section 5.4) where the chromatography
step is completely eliminated and the analysis time is much shorter.

The reproducibility of Py-GC/MS is also very good. Some care must be taken regarding
the control of the pyrolysis process as well as in maintaining good chromatographic
practices. The only possible disadvantage of this technique is the relatively long time
required for the GC separation (which can reach several hours) unless fast
chromatographic procedures are applied. Some examples of TIC traces generated by
Py-GC/MS were already given in Section 5.2.

5.4. Pyrolysis - Mass Spectrometric (Py-MS) Techniques.

Historically, pyrolysis-mass spectrometry (Py-MS) was applied to the analysis of
biopolymers before Py-GC [45]. However, the first application utilized an off-line setup.
In time, several on-line procedures were developed and they became more common. In
Py-MS the pyrolysate is directly transferred to the mass spectrometer and analyzed,
generating a complex spectrum (sometimes also called a pyrogram, although this
should not be confused with the chromatogram of a pyrolysate, also called pyrogram).
The ionization process that takes place in the ion source of the mass spectrometer can
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be carried out by standard ionization procedures such as El or Cl or by other special
techniques (desorption ionization, etc.). In Py-MS, in addition to the decomposition of
the sample by heat in the pyrolyser, the pyrolysate suffers fragmentations in the MS
during the process of ion formation. The ions generated from all the fragments are
detected and produce the mass spectrum. The abundance of each mass in the
spectrum is the sum of the contributions of all species having charged fragments for that
specific mass. This adds significant complexity to the resulting mass spectrum, which
requires special interpretation that is not always straightforward.

The extreme complexity of the spectrum generated without separation by Py-MS can be
estimated (for the worst case) considering that the pyrolysate contains between 20 to
400 compounds (in different proportions) and that the mass spectrum of any of these
compounds can have between 15 to 40 peaks. The resulting mass spectrum of the
pyrolysate without a GC separation can be the combination of 300 to 16000
contributions. For a mass range between 30 to 330 mass units, it is therefore very likely
that every mass unit is generated by more than one contribution. The result is that very
little molecular information can be obtained from such a spectrum and also that some
averaging will take place and the resulting spectrum will not display enough
characteristic features to be useful even as a diagnostic fingerprint. This problem is
more obvious when trying to differentiate compounds that have similar features, such as
the same monomeric unit in two polymers.

Some simplification of the previously described picture results from the fact that the
fragmentation due to the ionization procedure in a mass spectrometer (such as the
electron impact) may generate similar fragments as pyrolysis (see Section 3.5).
Therefore some of the ions seen in the mass spectrometer are generated either by
pyrolysis and not fragmented in the mass spectrometer (seen as molecular ions) or by
the fragmentation of larger molecules due to the ionization alone. Schematically the
process can be described as follows:

Second step lonization (and
A pyrolysis no fragmentation)
Polymer ——» FragmentA ———» FragmentB ————— lon B*

lonization with fragmentation T

Or it is possible that the combination of pyrolysis and ionization will generate at the end
the same fragments, as shown below:

Second step lonization with
pyrolysis fragmentation

A
Polymer —» FragmentA ————» FragmentB ——— > jon C*

lonization with more advanced fragmentation T

In order to reduce the complexity of the Py-MS spectrum, various experimental
procedures were developed. One procedure to reduce fragmentation in the MS system
is the use of low energy El ionization, where the electron beam has energies of 14-15
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eV (instead of 70 eV). These energy values are only a few eV above the ionization
potential of most molecules, and the fragmentation at these voltages is lower (but not
absent). However, even these energies may produce too much fragmentation, and also
small variations in the electron energy are reported to lead to large differences in the
mass spectral fingerprints [47].

As an example, the Py-El MS spectra of glycogen and of cellulose using an electron
impact energy for ion generation in the mass spectrometer of 14 eV [47] and with
pyralysis done at 510° C are shown in Figure 5.4.1 (A) and Figure 5.4.1 (B) respectively.
Glycogen is formed from polycondensed a-D-glucosy! units interconnected by
a~glucosidic (1-»4) links and with a certain percent of branching at C-8 OH groups (it
has some (1-56)-a-D- links), while cellulose is a linear homopolysaccharide consisting
of B-D-glucosyl units interconnected by B-glucoside (1—4) links. As shown in Figures
5.4.1 (A) and 5.4.1 (B), the differences in the spectra are not major, and any structural
information is difficult to obtain. Significant fragmentation may have continued after
pyrolysis, and this is typical of El spectra of numerous organic compounds containing
-OH groups. The fragmentation can be strong even when the ionization is rather mild
and not performed at 70 eV, which is the standard. Cellulose Py-MS spectrum shows a
small 162 ion, which indicates the dehydrated glucose (C¢H;00s) group.

Only limited molecular information can be obtained with this technique on polymer
molecules. In contrast, when a chromatographic separation is interposed between the
pyrolyser and the MS, the fragmentation of each compound eluting in the MS is useful.
This fragmentation (when done in standard MS conditions with ionization energy of 70
eV) generates library searchable spectra that allow the identification of many
compounds.
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FIGURE 5.4.1. Py-EI MS spectra (14 eV electron energy) of glycogen (A) and of
cellulose (B) obtained at 510° C using a Curie point pyrolyser [47].



147

The structural information that can be obtained from a molecule in Ei type ionization
differs significantly from molecule to molecule. For example, as indicated in Section 5.3,
the MS spectrum of a compound such as levoglucosan is not very informative regarding
the molecule structure. When levoglucosan is an important pyrolysis product, such as in
the case of glycogen or cellulose, it is understandable why the Py-El MS spectrum
offers little structural information. For this reason, it was suggested that softer ionization
techniques with less or no fragmentation are more appropriate for analyzing pyrolysates
generated in Py-MS (with no separation).

In order to obtain even simpler MS spectra that will counteract a number of drawbacks
in the common El ionization procedures applied in Py-El MS, several special ionization
techniques were applied. One of them is Cl ionization, but also field ionization (F!), field
desorption (FD), and photoionization (Pl) were utilized to obtain simplified mass spectra
for pyrolysates. Also, MS/MS techniques were utilized for the analysis in attempts to
substitute at least in part for the need of a separation.

Some success was obtained using Cl ionization because this technique allows the
generation of spectra containing mainly the molecular ion (usually MH+) with little
fragmentation. As an example, the Py-Cl MS spectrum for cellulose using NHs as a
collision gas is shown in Figure 5.4.2.
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FIGURE 5.4.2. Py-Cl MS spectrum for cellulose using NH; as a collision gas.

The Cl spectrum shows interesting features proving the presence of oligosaccharides in
the pyrolysate. Also, the ions (162), + 14 (162 corresponding to CsH1,0s and 14
corresponding to NH,) such as 180, 342, 504, 666, and 828 indicated the groups
(CeH100s)n. However, the differentiation regarding other structural features was difficult.

Py-MS has been developed as a practical technique in analytical pyrolysis because of
rapid analysis and high transfer efficiency of the sample to the mass spectrometer,
which can be translated into high sensitivity. Although in constant conditions the
reproducibility of Py-MS is also good, a series of factors may affect the mass spectral
information obtained by Py-MS. Besides the type of ionization (which certainly
influences the spectra), type of instrumentation, heating rate, ion source pressure,
presence of oxygen during pyrolysis, as well as typical parameters such as temperature
and sample load produce significant variation in the spectral information [47a]. To these
affecting factors, some others must be added, such as sample homogeneity, sample
preparation, type of deposition on the heating device, as well as sample matrix.
instrumentation reproducibility determined by factors such as cleanliness of ionization
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source, pyrolysate transferability and condensation on cool parts, etc. should also be
considered. All these factors must be kept constant to obtain reproducible Py-MS
results. Result transferability from one experimental setup to another or from laboratory
to laboratory can be a problem in Py-MS if all the appropriate conditions are not
maintained.

Some comparisons between Py-MS, Py-GC, and Py-GC/MS are shown in Table 5.4.1.

TABLE 5.4.1. Some comparisons between Py-MS, Py-GC, and Py-GC/MS.

Parameter Py-MS Py-GC Py-GC/MS
Transfer efficiency good average (poor for some same as Py-GC
compounds)

Analysis time short (1 min.) long (hours) long (hours)

Reproducibility very good (not for good good
direct probe)

Fingerprint capability yes yes yes

Molecular information poor possible with standards excellent

Quantitation poor good good

Automation capability yes yes yes

Two aspects of Py-MS will be discussed further:

« Pyrolysis instrumentation adapted for Py-MS studies, and
+ Softer ionization MS techniques applicable to Py-MS.

In addition, special data interpretation of Py-MS results will be detailed in the next
section (see Section 5.5).

- Sample preparation in Py-MS.

The sample preparation in Py-MS plays an important role in the reproducibility of this
technique. Because Py-MS is used mainly as a tool for comparing samples between
themselves and with standards more than as a tool for obtaining structural information,
the reproducibility is of extreme importance. In most cases the sample is deposited on
the heating element of the pyrolyser in a very thin layer and usually in very low amount
(1-100 pg). When the sample is soluble, a solvent, which is subsequently removed, can
be used to apply the sample. For insoluble samples, a liquid carrier containing the
sample as a suspension is frequently utilized allowing the application of a very small
amount of analyte but requiring the handling of a larger (although still small) volume of
liquid. The choice of the carrier liquid depends on the sample, and water, methanol, and
CS, are common. Sometimes a buffered solvent/carrier is used, and in these cases the
pH and the ionic strength should be controlled. 1t was reported that a change in the
carrier might influence the pattern of the Py-MS spectrum [47].

The amount of analyte used in Py-MS aiso may influence the reproducibility. It is
therefore strongly recommended to use the same amount of sampie (such as 20 ug)
when reproducibility is important, aithough little variation was reported [47] when the
sample was between 2 to 20 pug. This small amount of sample sometimes presents
significant challenge, mainly in the case of non-homogeneous samples (such as plant
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tissue). As indicated previously (see Section 4.1), careful sampling is a critical step in
analytical pyrolysis.

- Direct probe and filament Py-MS techniques.

The simplest pyrolysis procedure used as a Py-MS technique is probably the direct
(insertion) probe (into the MS). Direct insertion probe (DIP) is a common feature for
mass spectrometers, used for sample introduction. The probe itself has the capability of
heating and of introducing the pyrolysate directly into the ion source of the mass
spectrometer. The heating of the DIP can go to temperatures of 500° C or more and
can be controlled with relatively good precision. Both isothermal and gradient
capabilities are commonly available. However, the heating rate of DIP systems is
usually done at slow rates and is not designed for flash pyrolysis. This makes the direct
probe isothermal procedure work in fact as a relatively rapid gradient, having too long
TRT to be considered ftash pyrolysis. Gradient direct probe can be used for the
analysis of compounds that are generated (predominantly) at different temperatures
from a given sample. This is a useful too! for time-resolved pyrolysis studies. The
reproducibility of both procedures may vary at different instrument models, and it is not
uncommon to have some problems.

Some MS systems have, besides a temperature controlled probe, a heated-filament
probe. This type of probe allows a more direct heating of the sample when it is
deposited directly on the filament [48]. However, most of these probes still operate
within common values for the current intensity and voltage and have a TRT that is
longer than those used for flash pyrolysis. True flash pyrolysis using a resistively
heated filament requires boosted current or boosted voltage for achieving a rapid
heating (see Section 4.3), and such systems are commercially available.

By scanning the temperature in a filament pyrolyser, the technique allows the separation
of non-polymeric impurities from a polymer or composite material. Time-resolved
fitament pyrolysis has a series of useful applications as an analytical tool or even in
some structure elucidations. As an example, it can be used [48] to differentiate the
existence of more labile groups in a polymer structure. A typical variation of the total ion
trace in a time-resolved pyrolysis MS for a composite material is shown in Figure 5.4.3.
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FIGURE 5.4.3. Total ion trace (TIT) of a time-resolved filament pyrolysis MS for a
composite material.
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The volatile components or the labile groups from a polymer will be released at lower
temperatures (or at the beginning of the heating time), while the polymer backbone will
decompose at higher temperatures. Each point in the total ion trace (TIT) has an
associated mass spectrum that allows the characterization of this process. Thermal
analysis (TA) associated with the MS analysis of the evolving pyrolysates is a useful tool
for polymer analysis, but the main focus in this process is not related to an actual
pyrolysis.

Once transferred to the ion source of the mass spectrometer, the pyrotlysate must be
ionized. The ionization procedure can be done either by El or Cl or by using softer
ionization techniques with less or no fragmentation. Without a GC separation, when
using hard ionization techniques, the chemical composition of the pyrolysate for
polymers is difficult to determine, and the mass spectrum is utilized mainly as a
fingerprint. However, DIP with Cl ionization (Py-DCl MS) was successfully utilized for
the analysis of several polymeric carbohydrates [48a] with the possibility of making
meaningful assignments of the fragments containing two monosaccharide residues.

- Curie point Py-MS technique.

The need for flash pyrolysis-MS led to the construction of MS systems having a Curie
point pyrolyser included as a sample introduction capability. The characteristics of a
Curie point pyrolyser were already discussed (see Section 4.2), and this type of system
is capable of heating the sample to a stable temperature with very short TRT values.
The cooling in vacuum, however, is not as quick as in a stream of helium. For this
reason, differences may be seen between common Curie point pyrolysis and the one
attached to an MS system that works in high vacuum. An additional feature of the Curie
point Py-MS systems is the need for an expansion chamber. The pyrolytic process
generates gases, and these are released in a burst. This may alter the vacuum in the
MS system, and for this reason the expansion chamber is needed. A schematic
diagram of a Curie point Py-MS system is shown in Figure 5.4 4.
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FIGURE 5.4.4. Schematic diagram of a Curie point Py-MS system.

The walls of the expansion chamber as well as those of the RF region must be inert
(glass or gold-coated), and the expansion chamber should be heated (at moderate
temperatures 150-200° C) to reduce condensation. Common problems for this type of
pyrolyser are condensations on the cool portion of the system. On the other hand,
heating the walls of the sample region (with resistors) may generate decomposition of
the sample before pyrolysis. Also, the expansion chamber extends the time for the
sample to be introduced in the mass spectrometer ion source and therefore the time
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available for MS analysis. In this way, more than a few scans can be taken by the MS
system acquiring the corresponding spectra for the sample. Also, the expansion
chamber maintains a certain pressure during pyrolysis such that the results are closer to
a Curie point pyrolysis performed in an inert gas atmosphere. Several experimental
designs have been described for adjusting the TRT time in a Curie point Py-MS system
or for modifying the temperature (or volume) of the expansion chamber. By modifying
the TRT to values as long as 1.5 s by attenuating the RF power, time-resolved studies
were done with Curie point pyrolysers [49]. These time-resolved studies are useful for
the study of thermal stability of certain polymers and also for simplifying the composition
of the pyrolysate generated at a certain temperature (point in time during the heating of
the sample).

A different approach in using Curie point Py-MS is to remove the expansion chamber
and to use samples of extremely small size in order not to affect the vacuum. Although
this does not seem to be a radical difference compared to the expansion chamber
design, high-vacuum pyrolysis [50] takes place in these conditions. In high-vacuum
pyrolysis, intermolecular collisions are significantly diminished, and experiments done
with small molecules [51] showed that in this experimental setup the intermolecular
reactions between pyrolysis fragments are eliminated. The number of scans acquired
using this technique is lower than in the case of using the expansion chamber.

- Laser Py-MS techniques.

Lasers have been used as a source of energy for pyrolysis, and several experimental
systems were described in Section 4.5. The main use of lasers in mass spectral
analysis is associated with several desorption techniques where the pyrolysis is an
undesired process. However, laser pyrolysis is also used in direct coupling with an MS
system, and a schematic diagram of a laser Py-MS system is shown in Figure 5.4.5.

FIGURE 5.4.5. Schematic diagram of a laser Py-MS system,

Similarly to Curie point Py-MS, the expansion chamber may be needed for buffering the
emission of the pyrolysate and for allowing a longer time for the MS to acquire scans
(spectra). Different types of lasers, combinations of lasers, or other experimental setups
were reported [52, 53] as utilized in Py-MS.
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The processes taking place in [aser Py-MS are not well characterized because more
than one effect may happen when the sample is irradiated with the laser beam—laser
induced desorption (LID), melting, pyrolysis, ionization, etc. These processes depend
on the laser intensity and energy (wavelength) and on the substrate and sample
composition. Also, the vacuum in the MS system may play a role regarding the result of
irradiation by diminishing any secondary reactions of the pyrolysate.

For example, microprobe analysis of complex samples (laser microprobe mass analysis
LAMMA) was performed by using a setup with no expansion chamber and by focusing
the laser beam on a small area on the surface of the sample. Although coal and shale
samples were successfully analyzed using LAMMA [52], the nature of the bonding in
these types of materials cannot be evaluated because it is not clear if a certain
compound is the result of desorption or of pyrolysis. More successfully analyzed were
the inorganic components of such composite materials where the thermal
decomposition was not a concern.

As indicated previously, one problem in Py-MS is the complexity of the generated
spectrum and the impossibility of determining if a given mass in the spectrum is a
molecular ion from a fragment generated by pyrolysis or is a fragment ion generated by
the ionization process in the MS. An interesting method of differentiating between the
two types of fragments was reported {54, 55]. This can be achieved with a technique
using a modulated molecular beam. In this technique, the molecules that are vaporized
with the laser are sent as a molecular beam to the ionization chamber of a mass
spectrometer. However, this molecular beam is mechanically chopped before
ionization, and phase spectrometry is used for the analysis. A schematic of the
instrumentation is shown in Figure 5.4.6.
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FIGURE 5.4.6. Schematic diagram of a laser Py-MS system using a modulated
molecular beam.

If a standard synchronous detection technique is used, the unmodulated background
can be subtracted from the signal generated by the molecular beam. Some
differentiation can also be made between the fragments generated during pyrolysis and
fragments formed in the ionization chamber. For this purpose, it should be noted that
the flight time of the neutral molecules t, between the chopper and the ionization point is

ta=L/ v, (1)



and the transit time for the ions through the mass analyzer t; is
t=d/v (2)

In rel. (1) and (2) L is the distance from the chopper to the ionization point, v, is the
velocity of the molecules, d is the length of the ion path, and v; ion velocity (see Figure
5.4.7). If o is the modulation frequency of the chopper, then the phase of the ion signal
(in deg.) for the system is given by

db=ot+t)=o(L/va+d/v) 3)

The inverse velocities for both neutral and ionic species can be estimated as being
proportional with the square root of the mass of the given particle, or

1/vy = A (my)'"? and 1/v, = B (m)"? 4)

This leads to the relation:
¢=A(my)"?+B(m)" (5)

where A and B are some appropriate constants. Since for the molecular ions m, = m;,
but m, > m; for fragment ions, for a given my/z value (only the ions are detected), a larger
¢ will correspond to a fragment ion compared to a molecular ion (because that ion has a
larger associated my).

For a series of molecular ions where m, = m;, a plot of the ion signal phase (in deg.) as
a function of (mi)”2 for different m; values will show a linear dependence. For a series of
ions generated from the same parent molecule, the value of (mn)”2 inrel. (5)is a
constant, and the plot of the ion signal phase as a function of (m;)"? will also show a
linear dependence but of a different slope. The slope for molecular ions will be A + B,
while the slope for fragments will be B with the intercept A m,,. Plots as shown in Figure
5.4.7 will be generated. Using a plot of the type shown in Figure 5.4.7, it is possible to
differentiate parent ions, which are assumed to be generated during pyrolysis, from
fragment ions that are generated during the ionization process. Although this technique
looks promising, very few results were reported [54, 55], possibly due to experimental
difficulties in measuring ion signal phase.

350

0O
> /
O
o
£ 300 |-

2 ; [

§ frag. ion ser.? -

- L .

o T parent ions
@ 250 -

o Ll

< 10

Q
frag.ionser. 1 X

<
200 L 1 1 1 1

25 30 35 40 45 50 55
square root of mi

FIGURE 5.4.7. Dependence of the ion signal phase ¢ on (m)" for molecular ions and for
fragment ions.
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- Field ionization (FI) and field desorption (FD) techniques used in Py-MS.

Electron impact (El) and chemical ionization (Cl) techniques are commonly utilized as
ionization techniques for Py-GC/MS as well as for Py-MS. However, when the
pyrolysate is a complex mixture, the use of El as an ionization technique generates a
spectrum that is usually too complex. One ionization technique helping with the data
inte)[pretation is Cl, which commonly generates much simpler spectra than El. Besides
MH  ions (see Section 5.3), the Cl ionization may also produce some fragmentation (for
example when the pressure of the reagent gas is not high enough) or may generate
some cluster ions. For example, when CH, is used as reagent gas, besides the
quasimolecular ion M+1 (corresponding to MH" ), ions with masses M+29 or M+41 can
be seen. Nevertheless, the total spectrum of a pyrolysate obtained by Py-MS analysis
with Cl icnization will still be simpler and sometimes easier to interpret and utilize than El
spectra.

A different ionization technique sometimes utilized to generate ions in Py-MS is fiek_i+
ionization (Fl). Field ionization is a very mild ionization technique that generates M~ or
M’ ions from molecules M with low or no fragmentation. This technique consists of
placing the compound of interest in an intense elecitric field. This electric field is created
by applying a large electric potential (8—10 kV) between a wire covered with extremely
sharp micro-needles (whiskers) and a planar electrode, which also has an exit sfit for the
ions. The micro-needles can be obtained, for example, by decomposing benzonitrile on
a hot tungsten wire. A high charge density is generated at the tip of the micro-needles,
and subsequently an intense electrical field (with a gradient of about 10° V em™) is
generated. The intensity of an electric field of a conductor is numerically equal to the
variation of the potential per unit of length considered in the direction of the normal n to
the equipotential surface. In other words:
E=-Ilim .A_V_ = _dl_
An—=0 AN dn

(6)
For a conductor (at constant potential) with sharp protrusions, the variation of the
derivative in rel. (6) may take large values generating a high electric field. The
ionization takes place when electrons are transferred from the molecules (in positive
potential) or to the molecules (in negative potential) via a process called quantum
tunneling, generating M or M"” ions respectively. The process takes place with very
little vibrational excitation from the electric field, and therefore few or no fragment ions
are generated. The ions formed by FI are ejected to the ion separation/detection
system of the mass spectrometer. Several studies were reported with the use of Py-FI
MS of certain biological materials [56-58.]. The disadvantages of Py-FI MS are related
to common problems in Py-MS such as condensations and losses of the labile
fragments. A schematic diagram of a Curie point pyrolysis system with field ionization is
shown in Figure 5.4.8.
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FIGURE 5.4.8. Schematic diagram of a Curie point pyrolysis system for sub-microgram
quantities of sample, with field ionization in the MS ion source.
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When the sample is directly deposited on the wire covered with the micro-needles, a
desorption of the ions formed from the deposited compounds may take place, and the
process is called field desorption (FD) [59]. The FD process can be associated with the
heating of the wire holding the sample, which is in very low amount (~ 10 ng), and
pyrolysis of the material can be achieved simultaneously with the desorption process. In
addition to the low amount of sample, the high vacuum and the intense electric field
cause this process to lack secondary pyrolysis effects. The Py-FD MS generates mainly
molecular ions (or M+1 ions) from the primary pyrolysis products, and it can be more
informative than other Py-MS techniques. As a comparison, the Py-FI MS spectrum of
glycogen with the pyrolysis done by Curie point heating system at 770° C and its Py-FD
MS spectrum [1] are shown in Figures 5.4.9 (A) and (B) respectively. The spectrum
shown in Figure 5.4.9 (A) for Py-FI MS of glycogen is in fact not completely different
from the one shown in Figure 5.4.1 (A) obtained using Py-El MS.
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FiIGURE 5.4.9. Py-FI MS spectrum of glycogen (A) and Py-FD MS spectrum of glycogen
(8).

On the other hand, Py-FI MS spectrum is known to generate little fragmentation, and
therefore the fragments seen in this spectrum come mainly due to pyrolysis (not
because of the ionization) and they can be assigned to specific compounds [57]. Based
on this information, some ion assignments can be done as seen in Table 5.4.2.
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TABLE 5.4.2. lons seen in Py FI MS spectrum of glycogen and their assignment [57].

lon lon type Compound assigned

18 M water

19 M+1 water

28 M CO, ethane

29 fragment CHO

30 M formaldehyde

31 M+1 formaldehyde

42 M ketene, propene

43 M+1 ketene

44 M acetaldehyde

45 M+1 acetaldehyde

46 M formic acid

55 fragment C3H30

56 M acrolein

57 fragment C4H7?

60 M hydroxyacetaidehyde

61 M+1 hydroxyacetaldehyde

72 M pyruvaldehyde

74 M hydroxypropanone

84 ?

85 ?

86 M butandione

90 M glyceraldehyde

91 M+1 glyceraldehyde

96 M furancarboxaldehyde

97 M+1 furancarboxaldehyde

98 M furfury! alcohol

102 2

103 7

110 M methylfurancarboxaldehyde

113 ?

116  ?

126 M levoglucosenone

127 M+1 levoglucosenone

128 M 1,6-anhydro-3-deoxy-b-D-threo-hex-3-enopyranose

144 M 1,4:3,6-dianhydro-a-D-glucopyranose

145 M+1 1,4:3,6-dianhydro-a-D-glucopyranose

146 ?
M

162 levoglucosan

Even less fragmentation can be seen in the Py-FD MS spectrum (Figure 5.4.9 (B)),
which indicates clearly the fragments C¢H,0s MW = 162, C1,H1501 MW = 323,
Ci2H20010 MW = 324, etc. This is due to the low temperature of the desorption process.
Some possible fragmentations are shown below:



Part of the cause of showing large fragments in Py-FD MS is the soft ionization.
However, pyrolysis conditions as well as transfer efficiency of larger molecules into the
ionization chamber play an important role in explaining this result. HPLC studies of
pyrolysis products of polymeric carbohydrates such as cellulose obtained at
temperatures around 500° C indicated the presence of anhydroceliobiose (C1,H20010, 4-
O-B-glucopyranosyl-1,6-anhydroglucose) as well as other anhydrocello-n-oses (n = 3, 4,
5, 6) [60] in the pyrolysate. This shows that these compounds may be present even if
the pyrolysis is performed at relatively high temperatures. Also the El or Fi ionization
can be done for large molecules. At the same time lack of volatility and condensation
on cold spots of the polar, farger molecules is a common effect seen in pyrolysis, and
this may explain the absence of the ions corresponding to these large pyrolysate
components in the Py-El or Py-FI MS spectra.

- Photoionization used in Py-MS.

Photoionization is not a common technique in mass spectrometry, but it was reported to
be utilized for both Py-GC/MS [61, 62] and for Py-MS [61]. Compared to El spectra, for
which extended mass spectral libraries are available, the photoionization (Pl) spectra
are not standard and therefore not library searchable. However, the ionization being
softer, the molecular ion is commonly more intense providing additional information in
certain cases when the El mass spectrum is not diagnostic.

A photoionization system usually consists of a windowless, differentially pumped rare
gas resonance lamp coupled with the ionization chamber of the mass spectrometer.
Argon, krypton, or other inert gases are used in the lamp. Energies of 11.6 and 11.8 (Ar
1) eV are produced by argon, and 10.0 and 10.6 (Kr I) eV for krypton. The pressure
inside the ion source is usually about 107 Torr.

The technique has some few advantages over El because of the perfectly stable
energies the [amps can emit. Although the ionization efficiency obtained at higher
energies is much lower than that of El, photoionization is efficient at low ionization
energies. Different photon energies are available by use of different rare gases in the
resonance lamp. Also, while the El ionization cross-section of molecules rises
approximately linearly from a certain threshold to higher energies, photoionization cross-
sections show a more step-function type behavior. This allows selective detection of
classes of compounds depending on their ionization potentials, as well as fragmentation
reduction by choosing a photon energy close to the ionization threshold of the
compound of interest.

167



1568

As an example, in the case of Py-GC/MS of amylose (formed from o-D-glycosyl units
interconnected by a-glucosidic (1—>4) links) [61], it was found that Kr | radiation leads to
more pronounced molecular ions than Ar | for compounds such as levoglucosenone, 5-
hvdroxy-2-furaldehyde, 1,4-dideoxy-D-glycero-hex-1-enopyranos-3-ulose and
levoglucosan. The Kr [ mass spectra of the first three compounds showed a substantial
reduction in formation of fragment ions relative to the molecular ion in comparison to the
Ar | spectra and to spectra obtained at 14 eV by electron impact. The photoionization
(PI) spectra obtained with Ar | radiation are similar to the low-voltage El spectra and
contain enough fragment ions for comparison with existing libraries of El spectra at
higher energies. When used in a Py-GC/MS system, the choice of different ionization
energies adds the ionization potential as a third dimension to the GC MS analysis of the
pyrolysate. (Other experimental parameters such as the ion source temperature may
play a role in the mass spectra generated by Pl.)

The Py-MS applications of PI are still rather limited. The intensity of molecular ions in
the spectra is higher, but fragmentation still takes place. As an example, comparison
between different spectra of amylose is shown in Figures 5.4.10 (A) to 5.4.10 (C).
Figure 5.4.10 (A) displays the low-voitage (14 eV) El mass spectrum (pyrolyser-mass
spectrometer equipped with expansion chamber) for amylose analyzed from a sodium
phosphate buffer matrix using a Curie-point temperature of 510° C. The spectra for the
same sample (amylose pyrolysate) and the Ar | and Kr | Pl spectra are shown in Figures
5.4.10 (B) and 5.4.10 (C).
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FIGURE 6.4.10 (A). Py-El MS spectrum at 14 eV electron energy of amylose.
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FIGURE 5.4.10 (C). Cumulative Py-GC/PI MS spectrum using Kr | for amylose.

These spectra are in fact cumulative spectra from Py-GC/MS, but they are a close
equivalent to Py-MS spectra. As seen in Figures 5.4.10 (A), (B), and (C), except for the
intensities of the ions, the fragments seen in the pyrolysate are not too different. in fact,
the El spectrum and Ar [ Pl spectrum of amylose are quite similar, and only the Kr | Pl
spectrum shows differences.

- Other techniques used in MS and their relation to pyrolysis.

Besides El, Cl, Fl or FD techniques for generating ions in the mass spectrometer, some
other ionization techniques have been reported. One such technique is metastable
atom bombardment (MAB), which is based on Penning ionization. In MAB a metastable
ion beam generated outside the ion volume is used to bombard the sample. The energy
available for ionization is discrete {(quantified) and can be fixed by the choice of the rare
gas used in the atom gun (He, Ne, Ar, Kr, Xe). This energy ranges from 8 to 20 eV.
Use of an appropriate rare gas allows the control of the internal energy transferred to
the ions formed, and fragmentation can be diminished or made more significant. By
eliminating extensive fragmentation during ion formation, MAB can be used in
connection with Py-MS. MAB can also be used in combination with MS/MS analysis of
the pyrolysates.

Another MS technique used in connection to pyrolysis is MIMS (membrane introduction
mass spectrometry). MIMS is in fact a special inlet for the mass spectrometer, where a
membrane (usually silicone, non-polar) lets only certain molecule types enter the
ionization chamber of the MS. This allows, for example, direct analysis of certain
volatile organic compounds from air. The system makes possible the coupling of
atmospheric pyrolysis to a mass spectrometer [61a] allowing direct sampling of the
pyrolysate. Other parts of the mass spectrometer do not need to be changed when
using MIMS.

Some other techniques are oriented toward the analysis of large molecules, but
fragmentation is not a desired abjective. However, molecular cleavage may take place
during the process of energy transfer to the sample, and this can be related to a
pyrolytic process. Because of this association with pyrolysis, some of these techniques
will be mentioned. For example, as indicated previously, lasers can be used to produce
sample pyrolysis, which can be followed by mass spectral analysis of the resulting
fragments. When using a laser, it was shown that if the energy transferred to the
molecule is sufficiently high, the energy cannot be dissipated fast enough and the large
molecules pyrolyse generating fragments (small stable molecules may melt and
vaporize). From these fragments, some electrons can be ejected to form ions that are
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further analyzed in the MS. However, the pyrolytic process is sometimes undesirable,
especially when molecular information is needed. The reduction of pyrolysis effects,
while maintaining the capabilily of desorption and ion formation from a certain analyte,
can be achieved by using a special matrix for the sample and laser pulses for a very
short period of time. This technique is calied MALDI (matrix assisted laser desorption
ionization). Commonly sinapic acid (3,5-dimethoxy-4-hydroxycinnamic acid) or nicotinic
acid is used as matrix material for the sample. Also, the lasers that are typically used
are tunable lasers emitting in either ultraviolet or infrared where most molecules absorb
radiation. Large molecules such as proteins are analyzed using MALDI, and molecules
with masses up to 1,000,000 Dalton were reported to be desorbed by this technique
[63]. An appropriate MS system (usually TOF) aiso needs to be utilized for the detection
of large masses. Through certain adjustments such as the choice of the matrix, the
wavelength of the laser, or the pulse time, the laser energy can be used in MALDI
mainly for providing the energy needed for the desorption of molecules, diminishing the
pyrolysis as much as possible. This can be realized based on the fact that the
absorption of the laser energy depends on the laser wavelength and the absorption
spectrum of the matrix. In this way, the analyte molecules do not absorb directly the
laser energy.

The theory of a simple thermoionic process [64] has been adapted to find the number of
desorbed particles from a given surface covered with an organic layer that does not
absorb the laser energy. However, the heat flux in the substrate, which absorbs the
energy, heats the sample to the same temperature as the substrate. This number N is
given by relation:

N=2rCn' |

0

exp| - AE / k T(r,t)] r dr dt @)

Oy 8

where
T(r,t)= To + AT(r,}) 8)

where C is a constant, n is the number of particles per unit area, / is the reaction order
in a Polany-Wigner model of desorption [65], k is the Boltzmann constant (k = 13.805
10724 J deg™), T is expressed in deg. Kelvin, AE is the desorption energy, and AT(r.t) is
given by rel. (3), Section 4.5. Rel. (7) can be approximated by

N=Aexp (- AE* / K Trmax) ©

where A is a constant, AE* is the effective desorption energy, which has a value within
+ 20% from the theoretical AE (AE can be in the range of 0.1 to 1 eV, which is
equivalent with 1.60218 10%° to 1.60218 10™° J). Figure 5.4.11 shows the variation of
exp (- AE*/ k T) as a function of T° C for AE* =0.25 eV (curve A) and for AE* =0.5 eV
(curve B).
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FIGURE 5.4.11. The variation of exp (- AE*/ k T) as a function of T° C for AE* = 0.25 eV
(curve A) and for AE* = 0.5 eV (curve B).



161

By modifying the laser wavelength (and intensity) or using a second laser, a
photoionization process may be included (LPI) to generate ions from the analyte that will
be further separated and detected in the mass spectrometer. When the ion formation
from the plume of the first laser is low, some other secondary ionization technigues such
as Cl can also be used.

There are other MS ionization techniques applied to analyze pyrolysates such as
secondary ion mass spectrometry (SIMS) [66], californium plasma desorption [67], or
fast atom bombardment (FAB) [68].

In SIMS, accelerated ions bombard the sample, commonly put in a liquid matrix
(LSIMS). The process may generate heat and thermal fragmentation when applied to
larger molecules. Similar processes take place in FAB, where the source of energy
consists of accelerated atoms, or in californium plasma. lonization techniques working
at very high temperatures (glow discharge and inductively coupled plasma) are also
known, but they are used for elemental analysis, being able to generate ions for all
metal atoms and for some nonmetallic ones that could be present in the sample.

5.5. Data [nterpretation in Pyrolysis - Mass Spectrometry (Py-MS).

Data analysis in Py-MS is utilized for both qualitative and quantitative purposes. ltis
done for a variety of purposes such as sample classification for taxonomic purposes,
study of complex biological samples for the estimation of pathologic modifications
(clinical applications), chemical interpretation of sample differences in soil humic
compounds and in fossil biomaterials, fermentation monitoring, etc. Some of this work
required only qualitative differentiation between samples, and therefore notable effort
was done for enhancing the capability of recognizing results with significant differences
from those displaying only random fluctuations. Quantitative evaluations were also
possible through statistical data analysis for the determination of the level of particular
constituents in complex mixtures.

Data processing in Py-MS evolved in a special manner because the pyrolysis
component and MS component are integra! parts of a unique technique. This is
different from the case of Py-GC and Py-GC/MS where the pyrolysis side can be
considered just a convenient way to process the sample for analysis. Py-MS also has
specific applications, having been proven to be an excellent tool for comparison of
biopolymer samples and composite materials, but less useful for obtaining structural
information or for studying the presence of impurities in a polymer.

Collections of Py-MS spectra were published [47], and also specific interpretation
techniques were adapted to process Py-MS data, mainly developed for providing
pertinent comparisons. Most techniques are oriented toward comparing multi-
component fingerprint information. Therefore, the stability of the results (reproducibility)
is an important quality that must be maintained when performing Py-MS work. It was
shown [47] that variability of 1-3% in peak intensities can be noticed for replicates within
1 day of work and up to 10-11% in long term (one month).
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A typical multivariate set of data is generated when performing Py-MS. Each Py-MS
trace is formed from a considerable number of peaks and each peak can be considered
a measurable variable. The results from a set of samples to be evaluated by
considering all these variables will generate a typical data matrix. The data matrix can
be studied using multivariate data analysis. However, simple univariate data analysis
can be applicable by selecting for analysis one single m/z value.

- Data pretreatment in Py-MS.

One goal in comparing complex samples is to eliminate any possible sources of
variation except for the nature of the sample. This can be done by carefully evaluating
the sources of fluctuation in reproducibility of Py-MS data of replicate samples and trying
to eliminate them. One such source is the variation in the sample size. The low amount
of sample (such as 2 to 20 pg) utilized in Py-MS is not easy to apply consistently.
Another problem can be the instrument sensitivity, which may drift in time. These
problems should be reduced as much as possible by controlling the experimental setup.
If they still occur, they may be somewhat compensated by expressing the mass peaks
as normalized to the base peak. This is common in mass spectrometry (base peak is
always taken 100%). When all mass peaks are more intense (or less intense)
proportionally from replicate to replicate, the normalization to the base peak excludes, in
part, sample loading fluctuations or the drift in the MS sensitivity. If the peak intensities
are expressed in counts, the intensity of each mass can be normalized by the sum of
the counts of all peaks in the spectrum using the formula:

X = Ii / Z ]i (1)
or by a chosen peak (such as the base peak) using formula:
x=/lg 2

If an internal standard with a peculiar peak at a m/z value uncommon for any other
component in the pyrolysate is present, the normalization can be done with this peak
using rel. (2) where | is replaced by the intensity of the standard.

Another problem that should be taken into consideration before starting comparisons in
Py-MS is the selection of appropriate peaks to be processed. Some mass peaks are
common to numerous compounds, and their selection for comparison may diminish the
chances of an appropriate differentiation. By inspecting, for example, the spectra for
glycogen and cellulose shown in Figures 5.4.1 (A) and (B), it can be seen that by
selecting the peaks with m/z = 18, 32, 43, 60, 72, 126, 144 for a comparison, the result
will be that the two spectra are similar. On the contrary, by selecting the peaks with m/z
= 58, 69, 82, 96, 110, 124, 162, significant differences can be noticed between the
spectra. Sometimes, peaks with structural significance (as opposed to fingerprint
significance only) may be chosen for spectra comparison. If these peaks can be
recognized in the Py-MS trace, they may provide more information in a comparison than
simple fingerprint peaks. Peaks with larger fluctuations in replicates should be excluded
in order to achieve pertinent comparisons. Such peaks may lead to false results
indicating differences between samples when the samples are in fact identical or similar.
This shows that an estimation of the variability between replicates of Py-MS results can



be very useful. A variety of possibilities for this estimation will be further discussed, but
a simple estimation can be done for any one particular mass peak using simple error
analysis procedures.

Based on the peak differentiation, as discussed previously, each peak in the Py-MS
pyrogram can be selected for a different normalization. Proper normalization of the
spectrum intensities is of crucial importance. Two types of normalization have been
applied: pattern scaling and feature scaling. Pattern scaling is performed to
compensate for overall variations in ion intensities caused by sample size or instrument
sensitivity, and this may not be necessary if the system automatically takes the largest
peak as 100% and the others are normalized accordingly. However, a very few large
peaks sometimes vary more significantly from sample to sample, and they can be
eliminated before normalizing the rest of the peaks to the remaining base peak. Feature
scaling consists of scaling the relative intensity of selected peaks, for example to
enhance the weight of the characteristic part of the pyrolysis patterns. This
normalization procedure can be carried out in an iterative manner using computer
programs. The normalized data can then be analyzed by mulitivariate statistical analysis
using other available computer packages. However, it should be noted that this
normalization type may introduce artificial information into the data.

- Py-MS data analysis with univariate statistical techniques.

Sometimes, peaks with structural significance (as opposed to fingerprint significance
only) can be chosen for spectra comparison. If these peaks can be recognized in the
Py-MS trace, they may provide more information in a comparison than simple fingerprint
peaks. Also if it is possible to identify peaks that are rather constant in all spectra, this
may provide a reference for the results. By plotting the intensities of an ion with
structural significance against a constant ion, a scatter plot can be obtained, sometimes
providing relevant information. An example is shown in Figure 5.5.1, where the intensity
of the ion with m/z =125 is represented as a function of ion with m/z = 43 for a series of
polymeric carbohydrates some containing amino-sugars.
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FIGURE 5.5.1. A scatter plot of the intensity of ion with m/z =125 as a function of ion with
m/z = 43 for: (a) chitin, (b) chondroitin sulfate, (c) chitosan, (d) capsular polysaccharide
from Neiseria meningitidis [47], (e) teichuronic acid from Bacillus subtilis [47], ()
carrageenan, (g) alginic acid, (h) amylose, (i) agarose.

it can be clearly seen that the samples are separated into two groups, only one group
containing amino-sugars. This type of plot was reported to indicate differences between
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complex samples such as normal and dystrophic muscle biopsy samples [47], but it also
can be used to differentiate ptant materials, etc. Numerous computer packages are also
available for displaying data and allowing visual differentiation of groups of samples.

Py-MS analyses not requiring a long time to complete can be rather easily repeated,
thereby generating more than one result for a given sample (specimen). The results are
commonly affected by fluctuation, and statistical data analysis is frequentily needed.

The usefulness of univariate data analysis seems to be limited when analyzing Py-MS
results because in each spectrum there is a significant number of peaks, each
representing a measurement. However, if one mass peak is properly selected from the
Py-MS spectrum, this can be used as a unique measurement for the given specimen,
and univariate data analysis can be quite informative. Also, any peak can be selected
separately, one at a time, for evaluation. This type of approach is less informative than
multivariate data analysis, but has the advantage of being simpler.

Before discussing some applications, a few basic aspects on univariate statistics will be
presented. A large amount of information exists regarding this field, and more details
can be found in the original literature (e.g. [70,71]). Also a variety of computer
packages performing statistical data analysis is available (e.g. [71a])).

The typical approach for the study of errors is to classify them as systematic (or
determinate) or random. Systematic errors are generated by a specific cause, and it is
assumed that by removing the cause, the systematic error is also eliminated.

Random errors are studied using statistical evaluation. it can be assumed that random
errors are scattered within a continuous range of values. Therefore, the measurement
of one variable x in a set of analyses can generate any values in a continuous range.
Any obtained set of measurements {x, x.... X} is defined in statistics as a sample of this
continuous range of values. Only all possible measurements (which must be infinite in
number to cover the whole range) would generate the real set, which is called
population. (The statistical term sample can easily be confused in analytical chemistry
with the term sample = specimen, as the term population may also have a different
meaning. To avoid this confusion, the statistical terms sample and population will
always be italicized.)

Considering for example a set of Py-MS analyses, a single m/z value for all Py-MS
traces can be selected. For each analysis ‘", the measurement of the peak intensity at
the chosen m/z generates a value x;. If the number of measurements is n, they will
generate the sample {x1, X2... X,}. The average (or the mean) of these measurements,
and the standard deviation (which shows the distribution of measurements about the

mean) are given by the formulas:

n

ms=

n 3
The value s’ (variance) is sometimes used instead of s. If a series of sample sets, each
containing n data, are taken randomly from a population, the mean of each set will also
be a random variable but will show less and less scatter as n increases. The standard
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deviation of the mean of each set, called standard error of the mean s,,, is given by the
formula:

Sm=s/n"

4)
The values m and s describe the sample, but they are not necessarily the same for the
population. For the population, p will replace the average m, and o will replace the
standard deviation s (when n — o, thenm - pand s — o).

One important question regarding the distribution of measurements about their mean is
the expected frequency of occurrence of an error as a function of the error magnitude.
The most commonly utilized function, which describes well the relative frequency of
occurrence of random errors in large sets of measurements, is given by Gauss formula
(see also rel. (9) Section 5.2):

f(x)= (2n 6" exp [ - (x - p)* / 26 (5)

This frequency function shows that the point of maximum frequency is obtained for the
mean (when x = ), the distribution of positive and negative errors is symmetrical, and
as the magnitude of the deviation from the mean increases, an exponential decrease in
the frequency takes place. The errors with the relative frequency of occurrence given
by rel. (5) have a so-called normal distribution N(p1,6). Using the substitution:

z=(x-p)/oc ()

and assuming that the variable x has a normal distribution N(u,c), then z will have a
distribution N(0,1). The value (x - p) is a so-called mean centered value, and by dividing
it by o, it is expressed in o units (or it is standardized). Mean centered standardized
variables (standardized variates) are commonly used in statistical data processing. The
area under the curve f(x) for x < « will give a cumulative frequency distribution
expressed by

Flo) = j f(x) dx @
where f(x) is the distribution function given by rel. (5). This cumulative frequency
distribution is equal to the probability P for x to have a value below o in any
measurement, and the integral over the whole space gives P = 1. The values of
function F(a) are known and tabulated (e.g. [71]) or present in computer statistical
packages.

The mean of a sample of n values {x1, X,,... Xn}, as indicated previously, is also a random
variable. Assuming that x has a normal distribution N{(u, o), the mean m takes a
continuous range of values with a normal distribution N(u , o/n"?) and the variable

z=(m-p/ (/") (8)

has an N(0,1) distribution. it is possible now to evaluate how close the values of u and
m are for a certain population and an experimental m. For the variable z given by rel.
(8), two values z,,; and z,_» can be found such that the probability for z of being outside
the interval (z., , Zi-o2) is equal to o (area under the curve). Therefore, the probability P
willbe P =1 - o when
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Zup < (M- ) [ (6IN"*) <210 ©)
Because z,;; = - Z_.», rel. (9) is equivalent to
- Zigr (0N") <M <p +2 4 (60" (9a)

The values for P(z) and z can be obtained from tables [71]. Using rel. (9) it is easy to
obtain the maximum possible differences between m and u. Figure 5.5.2 shows the
curve N(G,1) with two values z,, and z,_,, such that the probability for z of being outside
the interval (z..» , Zi-2) is equal to a (area under the curve). The larger o is, the smaller
is P and the smaller is the value for z,_,.
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FIGURE 5.5.2. Gaussian curve N(0,1), showing two values z,, and z,_,,, such that the
probability for z of being outside the interval (2., , z:-4) is equal to o (area under the
curve).

For small sets of measurements it was found that the relative frequency of occurrence
of random errors is not described so well by Gaussian distribution as by another
frequency function named “t” or Student function, f(t, v) (where v = n - 1 represents the
degree of freedom of the sample) with a known expression [71]:

1 Tlv+1)/2] - ()2
fit, v) = — (14t V)
Vvn I'(v/2)
where F@= | t“exp () at

[

For the Student distribution, the values of cumulative frequency F{t, v) are also known
and tabulated [72] (or present in computer packages). Figure 5.5.3 shows the
dependence between the cumulative frequency distribution F(x) and x for a N(0,1)
distribution (trace A) and the dependence between the cumulative frequency distribution
F(x, 3) and x for a Student distribution (trace B).
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FIGURE 5.5.3. The dependence between the cumulative frequency distribution F(x) and
x for an N(0,1) distribution (trace A) and between F(x, 3) and x for a Student distribution
(trace B).

Besides the distribution functions of Gauss and Student, some other functions were
proposed for describing the expected frequency of occurrence for errors. For example,
for a set of random variables x'”, x?_.x®, each having a N(0,1) distribution, the variable:

= Z )’ (10)

has a special distribution f()(2 ) with a known expression [71], where x =k - 1 is the
number of degrees of freedom. This is a so-called x* distribution, and the values for its
cumulative frequency F(xz, k) are also known and tabulated [72].

Several applications of univariate statistical analysis for data evaluation in Py-MS are
known [73]. One such application is the evaluation of reproducibility of a replicate of an
analysis for the peak intensity at a given m/z value. If a series of measurements are
made on identical specimens, this will provide a sample {x;, X,...X,}. This sample will
allow the calculation of parameters such as the mean m and the standard deviation s.
By comparing the value s for different m/z values it is possible to select those m/z that
are more reproducible (smaller s).

The univariate statistical theory is used, for example, for rejecting one extreme value in
a set of scattered results in a given sample. For this purpose, the extreme value x, is
temporarily eliminated from the sample. Then, from the sample {X1, X,...Xn} - X there are
calculated m, s and the value:

(1)

If the variable x has a Gaussian distribution, it can be shown that L has a Student
distribution with v = n - 2 degrees of freedom. It is possible now to decide if x, should
be accepted or rejected by reasoning in the same manner as for evaluating how close
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are the values of u and m (see rel. (9)). For a desired probability P chosen for this
decision (such as P = 0.95 or 95%), a value o = 1 - P is obtained, and then an interval
(twz v . tiar o) is found from the tables containing F(t, v) and t values for the particular v.
The value x. should be accepted in the sample if

twz v <L <tian. (12)

Another utilization of statistical theory is to decide if two specimens are the same or
different when the measurements performed on each specimen generate the two
samples {x1, X5... X} and {x¢', Xo'... X'} containing scattered values. For this purpose, the
two averages m and m’ and the two standard deviations s and s’ are calculated. It can
be shown that if the samples are large enough, the variable:

m-m'

\ s2/n +s' 2/k

H=
(13)

has an N(0,1) distribution. Again, reasoning in the same manner as for evaluating how
close are the values of p and m (see rel. (9)) and selecting a desired probability P for
this decision, a value a. = 1 - P is obtained, and then an interval (2., , z;-.2) is found
from the tables containing F(z) and z for Gaussian distribution. The two specimens (the
two samples) are not different if

2oz < H< Zi w2 (14)

In the case of samples with a low number of measurements, instead of a Gaussian
distribution, a Student distribution can be assumed for the variable T, where

e Ll \](n-1)s2+(k-1>s'2
s"\/‘l/n+1/k n+k-2

(15)

For the desired probability P chosen for the decision, a value a = 1 - P is obtained, and
then aninterval (ty ., tiwz ) is found from the tables for the particular v=n+ k- 2.
The two specimens (the two samples) are not different if

twz v < T <tian.v (16)

A statistical data evaluation was, for example, applied on a Py-GC determination of the
level of ethylcellulose in specially treated paper. Two levels of ethyicellulose were
expected. Based on the content of ethanol in the pyrolysate, the calculated level of
ethylcellulose generated the plot shown in Figure 5.5.4a. The data were initially
arranged in increasing level of ethyl cellulose content, to illustrate better the extreme
values. The resuit is shown in Figure 5.5.4b.
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FIGURE 5.5.4a. Calculated level of FIGURE 5.5.4b. The same data as in

ethylcellulose from the ethanol content in Figure 5.5.4a arranged in increasing order.
the pyrolysate.

It was questioned if sample #1 belongs to the visually separated first group of 13
samples. For a chosen a =0.05 and v = 11, it can be found from appropriate tables that
tiw2 v = 2.201. Using rel. (11) from the first set, the value L = 3.03 is obtained and
therefore the measurement for sample #1 must be rejected. The same calculation was
applied to sample #20 to see if it belongs to the second set. For the same o = 0.05 and
for v = 15, the tables gave t,_o» , = 2.131 and the calculations showed L = -1.781. This
indicated that the sample #20 should not be discarded. The second step was to see if
the two groups are significantly different. The calculation of the value T based on rel.
(15) gave T= 13.7 and for o = 0.05 and v = 28 from tables it can be found that t,_y» , =
2.048. This indicated that the two groups are different and that the Py-GC can be used
for sample differentiation.

Some other common statistical tests (many available in computer packages) can also
be applied to process Py-MS univariate data. Besides tests for deciding if a result
belongs to a certain group or if two groups of results showing some scattered values
describe the same sample or are statistically different, quantitative anaiyses are also
performed using Py-MS results. The common procedure for quantitative analysis is to
use the values of the intensities x; at a chosen m/z for a series of standard samples with
known concentrations ¢;, and generate a calibration line using a linear regression
dependence of the form:

c=a+px (17a)
where
B=[" (xj')_()(ci'a)]/[i x-x)* and o= C-BX (17b)
j=1 j=1

Using the calibration line, results can be obtained for the unknown samples from the
intensities at the selected mass. The choice of the mass peak for quantitation was
proven important for obtaining good results, and this can be done by evaluating one by
one the masses in a set of selected m/z values.
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- Multivariate data sets.

Multivariate data analysis has been developed as an independent field of statistics and
has numerous practical and theoretical applications. This explains the existence of a
variety of printed materials and of different computer programs available for multivariate
data processing [71a]. Only some aspects of multivariate data analysis with application
to the processing of Py-MS data will be discussed here.

The common case encountered in practice for Py-MS data is a typical multivariate
problem, with a number of “p” specimens generating (through replicate measurements)
a total of “n” Py-MS results, each consisting of "k” peaks. Although it is possible that the
number of peaks varies from spectrum to spectrum when analyzing different specimens
(samples), a maximum number k of peaks can be assumed for all spectra. Also, each
of the p samples can be analyzed a number of times to generate replicates, with the
number of replicates equal or different from sample to sample (commonly taken equal).
The intensity of a peak in a Py-MS result will be noted with x, and a data matrix will be
generated such that its elements are the intensities x;; and the matrix can be noted {x;;}
or X. The first index in {x;} designates the peak i=1, 2 . . . k, and the second index
designates the result spectrumj=1,2...n:

X = {xjj}
peak number spectrum number
i=12,.... k j=12,........ n

Each spectrum can be considered a point in a “k” dimensional space. An illustration of a
typical data matrix obtained in a Py-MS study is shown in Table 5.5.1.

TABLE 5.5.1. lllustration of a data matrix in Py-MS.

m/z, miz; (11772 m/zi
Specimens Results
1 1 X1,1 X2,1 X3,1 Xk, 1
2 X12 X22 X2
3 X13
2
p
n Xin Xicn

In univariate statistics a key question discussed previously was to evaluate how close
the values of u and m are for a certain population and an experimental m. The answer
to this question is used as a model for significance tests. One main tool used to
evaluate statistical data is the distribution function, which describes the distribution of
measurements about their mean. [n other words, the distribution function gives the



expected frequency of occurrence of an error as a function of the error magnitude.
Gaussian normal density function in more than one dimension is commonly utilized to
describe the relative frequency of occurrence of random errors in large sets of
multivariate data. For example, the bivariate normal density function for two variables
X and X, is given by relation:

1 1 -2 200X - 0% - 1) | K - o)
B %) 7 5 — erp - ([Tl 200G ) | Pkl
na6y(1-p?) 2(1-p?) G4 610, 6,2
(18)
where ¢, and o, are the standard deviations, p, and n, are the means for X; and X,,
respectively, and p is the product moment correlation:
n
5 . .
: CO\(X—lxz) } = 1(&1 l’11)(&2 PQ)
G102 n-1
(18a)

(s1, 82, My, m, are approximations for o4, 6,5, 1, Ko respectively). The bivariate normal
density function has a bell shape form, and it is centered at the point (u4, p») that
represents the centroid of the distribution. A multivariate normal distribution can be
defined similarly to a bivariate normal distribution.

Different applications regarding the evaluation of Py-MS data as shown for one single
peak (univariate data) can be extended to the data matrix. One such application is the
rejection of an extreme value in a set of replicates for the same specimen. For this
purpose, a variable H,-2 should first be calculated:

k
HE=1D (-m)/ mP (19)

i=1

where m; is the average of the peak i intensities in all replicates, excluding spectrum j.
This variable has a xz distribution, with x = k - 1 degrees of freedom. For a desired
probability P chosen for the decision, a value o = 1 - P is obtained, and then an interval
(w2 x » X1z <) is found from the tables of cumulative frequency F(x% k). The
spectrum j should be retained if

xzaIZ < sz < X21»a/2 x (20)

- Measures for comparing multivariate Py-MS data.

Common ways to compare two (or more) Py-MS results are those based on different
types of measures. A particular case of multivariate data analysis is that of two samples
to be compared. The comparison can be done, for example, by simple procedures such
as subtracting the peaks obtained in the second spectrum from the corresponding ones
obtained in the first spectrum and plotting the result. The spectra subtraction is
commonly performed with the electronic capabilities of data processing available in
modern instrumentation. As an example, Figure 5.5.5 shows the subtracted spectrum of
cellulose from glycogen (glycogen - cellulose) [73a]. The peak intensities were reported
to the total ion intensity in the spectrum.
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FIGURE 5.5.5. Subtracted Py-MS spectrum of cellulose from glycogen (glycogen -
cellulose). The peak intensities were normalized to the total ion intensity in the spectrum.

The peaks predominant in glycogen will show positive, while those predominant in
cellulose will show negative values. The smaller are the differences in the graph, the
less difference is expected between the samples.

More complicated techniques derived from multivariate data analysis are also utilized for
data comparison, and these can be based on different types of measures such as:

« similarity,
« distance-type parameters, and
« correlation-type parameters.

A similarity index for two Py-MS results (see also Section 5.2), A and B, each with a
maximum of k peaks, can be calculated based on the ratios of peak intensities for each
m/z;ion. Assuming that A;and B, i =1, 2. . . k, are the pair peak intensities in the two
samples, first are calculated the ratios:

Ri=A /B or Ri=B;/A suchthatR;<1 (21a)

and R; = 0 for each missing corresponding peak. The similarity is then calculated using
the formula:

=(zk: R)/k (21b)
i=1

Another possibility [69] (which was also used for the comparison of chromatograms)
applies the formula:

F=100{1-2 (A- B)*/ Z [(A)? + (B)]} (22)

where A, and B; are peak intensities for the same m/z, and i takes values from 1 to the
total number of peaks k. A perfect fit in rel. (22) gives a factor F = 100%, and no match
gives F = 0%.



A measure of similarity can also be calculated based on the concept of Euclidean
distance. For this purpose, the differences:

A=A - Bi (233)

are first calculated. The next step is to calculate the distance D using the formula:
k
D=[) (AP]" (23b)
i=1

This type of calculation is affected by the absolute difference between peaks, and the
large peaks have, as a rule, larger differences than the small peaks. Because of this,
the variation in the large peaks dominate the value of D, but sometimes their difference
is not relevant for the nature of the sample. A weighing factor w; can be introduced to
improve this situation by using a relation of the type:

k

k
D= (aA¥wi/ > w]" (23¢)

i=1

The choice of the weighing factor is critical in determining the utility of this type of
approach.

The correlation coefficient can also be utilized as a parameter for comparing two results.
Taking the intensities A; as the values for a variable A and the intensities B; as the
values for a the variable B, a linear dependence of the type given by rel. (17a) can be
sought, or

B=a+BA (17¢)

and a correlation coefficient R can be calculated for the dependence;

p— p— k p—
R=[i (A-A)(B-B)/IY, (A-AY 3 (B-B)T” (24)

k
=1

For identical samples R =1, and R is lower when the samples are different. This
coefficient can be used as a measure of similarity. The similarity results are further
utilized to decide if the Py-MS resuits on two samples are different enough to indicate
that the samples are different indeed or only the analytical fluctuations are the cause of
imperfect similarity. A threshold of similarity (distance, or correlation) is commonly used
for this decision.

For larger sets of samples, using the data matrix it is also possible to calculate
parameters for the comparison of the resuilts for classification purposes or for
establishing identity or difference among samples. Similarly, distance or regression as
defined for the two-sample case can be extended to the case of multiple samples.

For any pair of spectra or of samples it is possible, for example, to calculate an
Euclidean distance, using a relation similar to rel (23c). For this purpose, the mean
intensities must be calculated first, (with rel. 3) for each peak and in each sample using
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its replicates. A set of average intensities {X;} wherei=1,2.. . kandj=1,2...p
(p < n) is generated. Then, the differences A (i) for each peak i are calculated for any
pair of samples (j,h) using the formula:

th(i) = iij - )_(jh (253)

Then, the Euclidean distance is obtained using the formula:
_ Ko k
Dn=l), (An®’wi/ Y, w]'" (25b)
=1 i=1

If the distance between spectra (and not samples) needs to be calculated, rel. (25a) will
be replaced by

Apn(t) = X = Xin (26a)
and

K k
Dn=[> (An@wi/ D w)'"” (26b)
i=1 i=1

It is certainly expected that the Dy, values for replicates of the same sample should be
very small.

In addition to the Euclidean distance, a “city block” distance can be calculated. The
formula giving a city block distance between spectrajand his

k
B = Z I X - X @7)
i=1
It is possible to estimate now a weighing factor to be used in the calculation of distances
using rel. (26b) or rel. (23c) based on the results in a data matrix. For this purpose, the
standard deviation is calculated (with rel. 3) for each peak using the replicates of each
sample. In this way, a set of standard deviations {s;;} is generated wherei=1,2.. . k
arethe peaksandj=1,2...p, (p<n)are the samples. A weighing parameter r;
(which can be used as w; and is called inner variance) can be calculated [1] with the
formula:

p

n=1>. s)/pl” (28)

=1
such that the peaks with larger standard deviations will have smaller weights.

Another weighing factor can be calculated either from the set of average intensities, {;(ij}
wherei=1,2.. .k andj=1,2...p, (p<n), or from the total data matrix {x;} where
i=1,2...k afdj =1,2...n. Forthe calculation of this weighing factor, a total mean

peak intensity x; must be obtained by averaging all the x; values for each peak i. The
weighing parameter g; (which can be used as w;) is then calculated [1] using the formula:
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P =

Qi=[(z (xij“xi)zllp or
=1

a=U3 64-x)I/n (29)
i=1

This weighing factor, called outer variance term, favors the peaks with larger differences
from the average. A characteristicity coefficient ¢; can be obtained as a product of the
two weighing parameters:

C=nq (30)

and used as w; when calculating distances between sets of Py-MS results (pyrograms),
each set generated by a sample.

The Euclidean distance Dy, can be used to obtain a similarity value S;, using the formula:
th =1- (Djn / Djh max) (31)
where Dy, nax is the maximum value obtained for Dy,.

Other distance formulas may involve ranking [1] followed by a distance calculation or
generalized distances of the type:

3
D=[D, (4)']" (32)
i=1

More sophisticated distance measures such as Mahalanobis D measure (named after
its developer) are aiso utilized to process pyrolysis results [74,75]. Mahalanobis D?
measure is calculated between two groups of samples U and V using the relation:

DZUV =x’ 5.1 X (33)

where x’ is a row vector (and x is its transposed x’ ’), calculated as a difference
between the average intensities for each m/z value, between group U and group V and
where the matrix S is calculated from the pooled within group covariances for the group
U and group V. This measure will be described for a simplified case of eight points in a
tridimensional space with the data matrix given in Table 5.5.2.

TABLE 5.5.2. Model data matrix for two sets of samples each with four replicates and
three MS peaks.

Specimens Results m/z mizz m/zs

u 1 X1,1 X2,3 X3,1
2 X2 X222 X32
3 X1,3 X23 X33
4 X14 X2.4 X34
average X1.U X2.0 X3.U

A 1 X155 X2,5 X35
2 X16 X2.6 X36
3 X1,7 X2,7 X3,7
4 X18 X2;8 X38
average X1V X2V X3v
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The vector x’ will be calculated as
X = Xy Xy Xeu-Xey X3y - Xav | (34)

The next step in the calculation consists of generating the matrix of within-group
deviations (the matrix of mean centered values for each group). A mean centered (or
corrected) value for an element x; from the group U (j € U) (first four rows of elements in
this example) is calculated as the difference:

Xij = Xj - Xiu (35)
and a similar relation is used for the elements in the group V, replacing x;; with xy (Jast

four rows of elements in this example). With these values, the matrix X will be
generated:

X111 X214 Xan
X12 X22  X32
X13  Xo3 X33
Xi4 X24 Xaa
X= [ X5 Xo5 Xas (36)
X16 Xo5 X3s
X7 X7 Xaz
Xig X8 Xas

The next step is to calculate the 3 x 3 matrix of pooled within groups sums of (mean
corrected) squares and cross products (SSCP) by the formula:

w=xx (37)
where X’ is the transpose of matrix X.

From matrix W, matrix S can be calculated by dividing each element of the matrix by the
number of elements in X less 2, using the formula:

S=(-j-2)'"W, orforthis3x8case, $=(3-8-2)'W=1/22W (38)
Considering that the product of two matrices A = {a;} and B = {b;} is the matrix C = {c;}
where ¢; = Z ay, - by, and the covariance between two samples X = {x;, x,... x,} and

h

X' ={x{, X2',... X,'} with the averages m and m’ respectively is given by the formula

n

cov (X,X) = Z (- m}(x; - m’} / (n - 1), it can be shown that the matrix 8 contains
i=1
pooled within group covariances (see e.g. {74]).

To obtain D%y the next steps are to calculate $' and the product x’ $” x. By replacing
S with the identical matrix 1 in rel. (33), it can be seen that D?,y distance is reduced to
the square of the Euclidean distance.
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- Cluster analysis of Py-MS data.

Once a parameter measuring the similarity, distance, or regression has been calculated
for a set of samples (possibly using dedicated computer programs), a next step is
frequently required for the interpretation of the results. The distance, similarity or
regression calculations within a set of samples will generate a matrix D = {d;}. The
interpretation of the results in this matrix is commonly done using techniques known as
cluster analysis. Clustering algorithms can be classified as hierarchical or non-
hierarchical.

Hierarchical algorithms are characterized by the construction of a tree-like structure. A
single linkage algorithm starts with placing in the first cluster the two nearest points. At
the next stage, a third point joins the already formed cluster of two if its shortest
distance to the members of the first cluster is smaller than to any other point.

Otherwise, two unclustered points are placed in a new cluster. The procedure continues
until all points end up in a single large cluster. The distance between two clusters is
defined as the shortest distance between a point in the first cluster and a point in the
second cluster. This technique will be exemplified for the similarity matrix from Table
5.5.3.

TABLE 5.5.3. Similarity matrix in % (SI %) for eight samples of pyrolysed plant material,
each pair similarity calculated using rel. (17).

Sample 2 3 4 5 6 7 8

1 93 86 65 61 56 53 45
2 89 64 56 48 39 44
3 44 43 51 56 50
4 87 54 48 49
5 52 51 54
6 78 82
7 85

The clustering procedure described above generated the tree shown in Figure 5.5.6
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FIGURE 5.5.6. Dendrogram with complete linkage clustering based on Table 5.5.3
similarities.

Other hierarchical algorithms are also known, such as that using the average linkage
option. In this algorithm, the first set of clusters is done in the same way as previously
described. However, the addition of the third element to a cluster considers the average
distance to the elements in the previously formed cluster, and the distance between
clusters is the average distance from points in the first cluster and the second cluster.
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Non-hierarchical algorithms start with a cluster center, and all elements are grouped
within a threshold of values in this cluster. Then, a new cluster center is selected, which
is outside of the first cluster based on the chosen threshold, and the process is repeated
for the remaining unclustered points. As an example, the data from Table 5.5.4 could
be clustered using a threshold of 85% similarity and form the clusters {1,2,3}, {4,5}, {6},
and {7,8}. These clusters differ from the result obtained using the hierarchical technique
only by the fact that sample {6} does not belong to the group {7,8}. For another chosen
threshold, such as 82% similarity, the clusters would be the same. Depending on the
data matrix D and threshold, the algorithms may generate the same or different results.
It is common that the clustering is done using dedicated computer programs available in
statistical packages.

Another procedure applied in classifying distances obtained from Py-MS data is the use
of the d plots [1]. This procedure consists of choosing two points of larger distance from
the matrix D and representing all the distances reported to these points on an
orthogonal system of axes. The procedure is illustrated for the similarities given in
Table 5.5.3. The chosen reference samples are spl. #1 and spl. #7 for one
representation, and spl. #5 and spl. #2 for another representation. The results are
shown in Figure 5.5.7 (A) and Figure 5.5.7 (B). The three obvious clusters are the same
for the two d plots and the same as those indicated by the previous clustering
procedures. A different choice of the reference samples shows, however, different
images which may emphasize or diminish the clustering. Also, there are known
methaods to emphasize the separation between classes.
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FIGURE 5.5.7 (A). Plot of SI values from
Table 5.5.3 using spl. #1 and spl. #7 as
references, illustrating a d plot.

FIGURE 5.5.7 (B). Plot of Sl values from
Table 5.5.3 using spl. #5 and spl. # 2 as
references, illustrating a d plot.

This type of data processing and display is commonly done using computer packages

for statistical data evaluations (e.g. [76]).
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- Discriminant analysis applied to Py-MS data.

The multivariate set of data that results from Py-MS analysis usually contains a large
number of variables. Some of these variables may convey the same information, and
others may have no real informative value. The aim of discriminant analysis is to find a
linear composite (canonical variates) of the predictor variables with the property to
maximize the ratio of the variations between groups to that within groups of sample
replicates. Other composites are computed such that the accounted-for variation
appears in decreasing order. The plot of the first two canonical variates displays the
maximum discrimination of the groups in two dimensions. After the calculation of the
canonical variates, these can be tested (using statistical criteria) to find if the group
centroids are indeed different. Also, it is possible to find which predictors contribute the
most to discriminating among groups. Each linear composite can be expressed as

Zpnj = Xnt Dyt Xno D + Xna by + . .. Xnn Dy (39)

where the coefficients {b;} are the so-called loadings and x; are the mean corrected
values for the elements from a certain group. The values of {b;} (where {b;} form matrix
B) are calculated by solving an eigenvalue problem of the form:

W'A-A1)B=0 (40)

where W is the pooled within groups (mean corrected) SSCP matrix given by rel (37),
and A is the between groups (mean corrected) SSCP matrix. Canonical correlation for
multivariate data is commonly done using dedicated computer programs [74]. Large
loadings reflect the importance to the discrimination of a particular mass in a given
canonical variate.

Sometimes the interpretation of the canonical variates cannot be done with the
coefficients bj only. A tool for interpretation is the so-called factor spectrum with
intensities by. In the case of a binary mixture, the positive part of the factor spectrum
can be interpreted as the differences in mass spectrum of one component and the
negative part as the differences in the spectrum of the other component. This can be
illustrated for the factor spectrum for a mixture of pectin and methylated pectin [76a).
The first canonical variates contained m/z = 31, 32 (coming from methanol) and m/z =
85 attributed to a lactone ion also formed from the methylated pectin. The low DM
factor spectrum contains five major masses common to furaldehyde. This spectrum is
shown in Figure 5.5.8.
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FIGURE 5.5.8. Factor spectrum for the first canonical variate for pectin related to the
degree of methylation (DM). The upper spectrum shows high DM values while the lower
spectrum shows low DM.

- Factor analysis applied to Py-MS data.

Attempting to find a smaller number of variables (dimensions) that retain most of the
information in the original data matrix is very useful for a better and easier
understanding of resuits. This approach of muitivariate data treatment is known as
factor analysis.

There are several factor analysis procedures that result in a reduction in dimensionality.
One such procedure simply eliminates some of the variables, which in Py-MS case
would be the peaks for certain m/z values. To prevent the loss of valuable information
in this procedure, an appropriate rule for this procedure must be established. Dedicated
computer programs are available to perform such procedures, and commonly they have
the following steps:

« The matrix of distances D is first calculated with the initial data matrix X, and the
values are ordered in a decreasing row: di, d;, ds...d;, such that ds >d; >ds... >d,.
(each d4, d;... being one of the dj, values in matrix D).

« One or more dimensions (columns) in the data matrix X are eliminated and a new
matrix X with fewer columns is obtained. A new distance matrix D is calculated from X
with the values dj.

« The new values are also ordered in a decreasing row; d,, do, ds...d;. If the two rows
{dr} and {dx} show the same order of elements (for example, when d; > dy, also d; >
du), then the eliminations in the matrix X do not affect the results and are justified.

= An index of the goodness of fit was developed for this procedure, which requires
minimization of the value:

S=(Y. (di-d)*/ Y (&)™ (1)



The above described procedure can be combined with “moving” points in a certain
dimension to maintain the order of the distances. For example, if d; > dy but d; < dw, the
coordinates x; of a point “i* can be “corrected” (in dimension “i") to achieve d; < dw. This
type of technique was extensively used for processing Py-MS data for the classification

of microorganisms and bioorganic samples [76, 76b).

Another common method in factor analysis is principal component analysis. Principal
component method can be considered a development of the previous procedure and
commonly proceeds in a sequence of steps [74] as follows:

« Instead of using the initial configuration of variables, use a linear composite of it (with
the same dimensionality) such that the new set exhibits the largest differences
between the samples in the first dimension, followed by next largest differences in the
second dimension, etc. The new set of variables should be uncorrelated with each
other. This operation is called a rotation.

« Reduce the dimensionality by discarding dimensions that have low significance in
differentiating the samples.

* Find a new orientation in the reduced space that makes the retained dimensions more
interpretable.

The first factor, defined as the linear combination of the original variables, obtained by
the above described procedure will account for more of the variance in the data set than
any other combination of variables. The second factor will be the linear combination of
variables that accounts for most of the residual variance after the effect of the first factor
has been removed from the data. Subsequent factors are defined similarly until all
variance in the data is exhausted. In case the original variables are uncorrelated, the
factor analysis solution requires as many factors as there are variables. However, in
most data sets, many variables are more or less correlated and the variance in the data
can be described by a smaller set of factors than there are variables. Therefore the
data reduction is applicable.

Mathematically the procedure uses the possibility to write a matrix A (with k columns
and n rows, Ax.q) as a product of three matrices:

Ax.oy= PyreyApen Quan)’ (42)

where P is the orthonormal matrix of eigenvectors of the matrix AA’ (of order k * k), Q is
the orthonormal matrix of eigenvecors of A’A (of order n * n), and A is a diagonal matrix
with the elements on the main diagona! equal to the square roots of the diagonal
elements of the matrix A% The matrix A? contains the first r ordered positive eigenvalues
of matrix AA’ (or A’A ) [74].

It is common to express the data matrix X as its standardized variate X,. If the average

of each column in the data matrix X is )_(i and the standard deviation of each column is
s;, then the matrix X will have the elements:

O9)s = (- X /8 (43)
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Applying to the matrix X rel. (42), it will be obtained:
Xs=PAQ (44)
or by multiplying to the right with P’ it results:
PX.=AQ =Y (45)

which can be considered a rotation of the matrix X, with the direction cosines given by
the rows of matrix P’ (see e.g. [77]). The dimensionality of the new matrix Y depends on
the retained dimension r in the matrix A, and based on rel. (42) it will be (r * n). If, for
example, r = 3, only three new variables made from the combination of intensities for
different m/z values will be associated with each point (spectrum). If a new set of, for
example, three new variables are generated, y,;, ¥, Y3, these are the components of a
vectory; = | Y1 Yo Y3 | for each sample and they are expressed as

yi=au XgtapXytanXs. .. FakXg
Yo = Q21 Xqj + Q22 Xgj + Q23 Xzj . . . F A Xy (46)
Y3 = Qs Xqp + Qa2 Xgj + @33 Xyj . . . + Az Xy

The next possible step in factor analysis after the reduction of the number of
components is a second rotation of the resulting matrix Y with the purpose to improve
the interpretability of the solution.

By multiplying rel. (44) to the left with Q it results:
XsQ=PA=Z (47)

The dimensionality of the new matrix Z also depends on the retained dimension r in the
matrix A, and based on rel. (42) it will be (k * r). Matrix Z is made from a number of
factors, zj’ = | Z4j, Zgj,---2y | . Each factor can be expressed as

Zry = Xnt byj + Xpz by + Xpa D3y . .+ Xy by 48)
where the coefficients {b;} are the so-called loadings.
One additional step in factor analysis that helps the interpretation of the results is factor
scaling. One scaling that is appropriate for Py-MS results interpretation is the
adjustment of the principal components so that their variances are equal to unity. This
is accomplished by means of the transformation:

Z,=X, QD" (49)

where Z, is the matrix with unit variance component scores and D"isa diagonal matrix
that scales the matrix Z. [t is convenient to write:

F=QD" (50)

where matrix F gives the component [oadings.



Another process utilized for better interpretation of the factor analysis resuits is factor
rotation. A much easier interpretation can be done if a new rotation is done such that
only a few variables have weights different from zero in matrix Z or Z;. Considering for
example the matrix Z,, this process can be achieved formally by replacing matrix F with
matrix G such that:

G=FJ (1

and the columns of matrix G contain as many near-zero loadings as possible, J being
an orthogonal matrix of rotations. This can be exemplified for a hypothetical variable x,
with the loadings plotted in the plane of two principal components f, and f,. If the initial
axis f; goes to the position of g4 and f, goes to g,, then the length of the projection of x,
on g; and on g, will be, respectively,

g1 (x1) = €(x4) cos O (52a)

g2 (x1) =¢(x4) sin © (52b)

(where £ (x,) is the length of the vector x;) and one new projection can be chosen
smaller, the other one becoming larger than the initial ones, as shown schematically in
Figure 5.5.9.
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FIGURE 5.5.9. Projection of a vector x; on two systems of orthogonal axes such that its
projection can be small on one new axis and large on the other one.

Computer programs are available obtaining a matrix G to optimize the requirement of as
many near-zero elements as possible [74]. Although it is common that the factors are
determined using computer algorithms, the results of principal component analysis may
be interpretable. In the application of factor analysis to a set of mass spectra, the
factors are linear combinations of the intensities of different masses [78]. The
coefficients b; are the loadings of the peak intensities x;, to describe their contribution to
zy;, and a large loading of one variable has to be accompanied by high loading of
variables strongly correlated with that variable. As an example, pectin pyrolysis with
different degrees of methylation was studied [76a] using principal component analysis.
Figure 5.5.10 shows the plot of principal component mass loadings for the first vs. the
second principal component. Figure 5.5.10 shows that the analysis is dominated by two
pairs of ions: the pair m/z= 95 and 96 and the pair m/z = 85 and 86. Masses m/z = 95
and 96 can be attributed to furancarboxaldehyde, which dominated the spectrum of
pectin with low DM values, while the mass m/z = 85 is related to the 4-(hydroxymethyl)-
1,4-butyrolactone.
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A correlation between two variables can be either positive or negative. The
interpretation of the factors in terms of patterns in the samples is the most difficult part
and not always possible. However, a particular combination of m/z values in a mass
spectrum can be indicative of the presence of a chemical compound in the sample. A
tool for interpretation, similar to that utilized to interpret canonical variates, is the factor
spectrum with intensities s; b; (where s; is the standard deviation of each column in the
data matrix X). This spectrum, plotting the values s; b; at m/z, shows the part of the
intensity change described by the factor. In other words, such a spectrum will show
those masses that contribute the most to the discrimination of the samples. Because
the loadings b; generally can be either positive or negative, the factor spectrum exhibits
positive and negative intensities.
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FIGURE 5.5.10. The plot of m/z loadings for the first vs. the second principal component
in a Py-MS analysis of pectin methylation.

An interesting utilization of the factors can be obtained from the assumption that any
variable x; is influenced by various factors that are more or less shared by other
variables. In this approach each of the variables can be described in terms of these
factors:

Xnj=Cj1Zn + CaZnpg + CzZnz . . . + Cjr Znyr (53a)

or in matrix notation:
Xs=Z; F or Xs=2Z; G (53b)

According to these equations the intensities in a pyrolysis mass spectrum can be divided
into a number of contributions from different factors, possibly different chemical
components [81, 82]. The intensity of a factor in a particular mass spectrum, called the
factor score, can be obtained from rel. (53a or 53b). The coefficients c; are a measure
of the relative contribution of the individual factors to the intensities at a given m/z value.
The factor scores of the first factor show the largest variation in the set of spectra [83,
84]. Score plots of one of the factors for each mass “h” (see rel. 53a) allow sometimes
a differentiation of the masses with specific contribution from classes of compounds
[85]. Also, scattered score plots of the first two discriminant factors may reveal
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structural characteristics in the sample [78]. Computer programs are available for this
type of data processing and for the visualization of the results [81]. Data processing
performed as previously described has been applied to numerous practical problems
(e.g. [764a], [78a]).

The most useful result of multivariate analysis procedures is the reduction in apparent
dimensionality of the data. From an initial collection of several hundred mass peaks, the
data are reduced to only a few factors, each of which is by definition a linear
combination of the original mass peak intensities. By plotting these linear combinations
in the form of spectra, significant information about the chemical components underlying
the factors can be obtained. Often this requires rotation of the factors in order to
optimize the chemical component patterns.

Most of the procedures using multivariate data processing were used for qualitative
purposes such as classification and identification of microorganisms, differentiation of
capsular polysaccharides of different bacteria, or fossil biomaterials, etc. Quantitation
was also possible in identifying adulteration of several foods [86).

- Other techniques utilized in the analysis of Py-MS data.

An alternative approach to the use of multivariate data analysis for the processing of Py-
MS results is the use of artificial neural networks, which were proven useful in revealing
nonlinear relationships in multivariate data. The advantage of neural networks comes
from the fact that it is possible to “train” them. Training is effected by presenting the
networks with “known” inputs and outputs and modifying the connection weights
between the individual nodes of the network and the biases according to a back-
propagation algorithm (normally using nonlinear weighting function or activation
function) until the output nodes of the network match the desired outputs with a certain
degree of accuracy. A neural network consisting of only one hidden layer, with an
arbitrarily large number of nodes, can learn any nonlinear mapping of a continuous
function to an arbitrary degree of accuracy. The most common architecture is the fully
interconnected feed-forward artificial neural networks (ANNs).

The network effectiveness during training is usually determined in terms of the root-
mean square error between the actual and the desired outputs averaged over the
training set. The ANN is then fed with unknown inputs and will then immediately output
the globally optimal best fit to the outputs. If the outputs from the previously unknown
inputs are accurate, the trained ANN is said to be generalized. The method is useful for
the quantitative analysis of Py-MS data because ANNs are considered to be relatively
robust to noisy data such as those that may be generated by Py-MS. Fully
interconnected feed-forward ANNs were utilized, for example, in a study attempting to
quantitate the number of microorganisms in a mixture with glycogen [87].

Genetic programming (GP) is another technique using computers for processing Py-MS
data. This technique is a computerized procedure that uses the concepts of Darwinian
selection to generate and optimize a desired function or mathematical expression. An
initial random population of individuals, each encoding a function or expression, is
generated, and their fitness to reproduce the desired output is assessed. New
individuals are generated either by mutation (the introduction of one or more random
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changes to a single parent individual) or by crossover (randomly rearranging functional
components between two or more parent individuals). The fitness of the new individuals
is assessed, and the best individuals from the total population become the parents of
the new generation. This process is repeated until either the desired result is achieved
or the rate of improvement in the poputation becomes zero. 1t has been shown that if
the parent individuals are chosen according to their fithess values, the genetic method
can approach the theoretical optimum efficiency for a search algorithm. This type of
approach was utilized to process Py-MS data for food analysis [87].

5.6 Infrared Spectroscopy (IR) Used as a Detecting Technique for Pyrolysis.

Infrared spectroscopy has been used in combination with different thermal experiments
as a convenient tool of analysis. For example, IR-EGA (infrared evolved gas analysis)
was used for obtaining information on different thermal and combustion processes [89).
A simple IR attachment where the sample can be pyrolysed close to the IR beam is
available (Pyroscan/IR available from CDS Analytical). A gas stream can be controlied

to flush the pyrolysate.
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FIGURE 6.6.1. Schematic diagram of a pyrolysis IR attachment (based on CDS
PyroScan/IR system)

Infrared (IR) spectrometers, particularly Fourier transform infrared (FTIR) instruments
have also been used as detectors in gas chromatography [90] offering the capability of
compound quantitation and identification similarly to MS instruments, although with
lower sensitivity. When a pyrolyser is used at the front end of the chromatograph, it
usually acts just as a convenient way of sample transformation/injection into the
GC/FTIR. A few basic concepts related to IR instrumentation are given below.

The IR absorption of electromagnetic energy is caused by the capability of specific parts
of molecules to vibrate with certain frequencies. Such a frequency (in wavenumbers)
can be expressed by the relation:

v=(2ne) " [k (My+my) / my my)™? (1)

where x is a force constant, ¢ speed of light, and m,, m; are the masses of the atoms
forming the bond which vibrates. The vibrational energy of the molecule is obtained
from quantum theory and can expressed as

Ew= Y NG [+ 1/2) - (v + 112 ] b @

where the sum is taken over all normal vibrations, h is Planck’s constant,  is an
anharmonicity constant, v is the vibrational quantum number (v = 1, 2, 3...), and v« is



187

the “classical” or “equilibrium” frequency (in wavenumbers) for each normal vibration
(see e.g. [77]). The transitions between different energy levels E,;, of the molecule (if
they are not forbidden by the selection rules) will give the frequency the molecule can
absorb. The transition between ground state (all v, = 0) and the state with one of the v,
= 1 are so called fundamental vibrations. These are more intense in the spectra, which
commonly appear as broadened bands due to the rotational transitions associated with
each vibration.

The common IR spectrophotometers generate an absorption (or transmission)
spectrum, which gives the variation of the IR absorption (transmission) of a sample as a
function of frequency in a range (expressed in wavenumbers) between about 300 cm’™
to 4000 cm™. The IR spectrum can be used for compound identification (as a
fingerprint) or for quantitation (commonly using a specific frequency). The quantitation
is based on Beer’s law, which shows that the absorption is proportional with the
concentration of the analyte absorbing at a given frequency.

The common IR systems consist of an IR source (with a continuous spectrum), a light
dispersive device, a sample holder, and a detector. The “classical” technique to select a
specific frequency (with a narrow bandwidth) is done with a monochromator using
gratings or prisms made from KBr, NaCl, etc. The Fourier transform IR is based on a
different principle, and the FTIR instruments have a different design. The instrument
contains a Michelson interferometer with a moving mirror traveling in the direction x,
back and forth, starting at a point where the two beams have zero path difference (see
Figure 5.6.2).
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FIGURE 5§.6.2. Schematic diagram of a Michelson interferometer used in the FTIR
instruments.

The intensity I(x) measured by the detector depends on the position of the moving
mirror, and it is given by the relation:

I(x) = T I(v) cos 2mvx dv (3a)

This x depending intensity I{x) is numerically changed (using a computer program) into
frequency depending intensity using the inverse Fourier transform:

I(v) =1/2x f 1(x) cos 2xvx dx (3b)

The plot of I(v) is in fact the IR spectrum. The FTIR has significant advantages over
“classical” IR, mainly related to the capability to record a spectrum in a very short time
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interval. This allows FTIR to be hyphenated with GC (and other separation techniques).
Two different procedures were utilized in GC/FTIR:

« the lightpipe procedure, and
« sample collection on a moving, cooled surface.

The lightpipe procedure passes the eluting materials from the GC through a low volume
lightpipe, which is commonly heated and is coated inside with a reflecting material
(gold). The lightpipe acts as an on-line gas cell, and the IR spectrum is recorded in
scans as frequently as the FTIR can measure a spectrum. The resuits can be
processed as usual IR spectra, although the regular IR spectra are measured at room
temperature and not in gas phase. Some differences are seen from standard IR spectra
for certain compounds, but libraries with prerecorded spectra in standard conditions can
still be used for sample identification.

The other procedure uses a “trapping” system of the GC eluting materials on a moving
surface that is cooled at sufficiently low temperature. The collection is commonly done
on a cold zinc selenide plate. This plate moves at a constant speed, such that a given
point on the plate corresponds to a given time during the chromatographic process. The
plate is then inspected using FTIR microscopy (see e.g. [91]), and the IR spectrum is
recorded. Some procedures involve the addition of a make-up gas (such as argon)
together with the GC eluting materials, and the analytes are trapped in a solid argon
matrix (for this purpose the cooling must be appropriate). The IR spectra of cooled
materials (with or without the argon matrix) also can show some differences from
standard IR spectra due to the reduction of rotational energy that leads to narrower
bands in IR.

Although the IR detectors are not as popular as the MS, pyrolysis-gas chromatography /
Fourier transform IR (Py-GC/FTIR) occasionally has been used in polymer analysis.
Such applications have been commonly related to the analysis of certain gases such as
CO;,, CO, CHy, NH;, etc., where the MS analysis is less successful. Py-GC/FTIR has
been applied in several studies of plant materials [92] and in analysis of peat [93].
Py-GC/FTIR was utilized, for example, for the analysis of humic substances and their
metal derivatives [94], starch derivatives [94a], and for synthetic polymer analyses [38a).

5.7 Other Analytical Techniques in Pyrolysis.

As indicated previously (see Section 1.2) pyrolysis must be associated with an analytical
technique in order to provide information on a sample. Several common analytical
techniques such as GC, GC/MS or GC/FTIR have been utilized either hyphenated with
pyrolysis or off-line and were described previously. Less frequently, techniques such as
HPLC, preparative LC, TLC, SFE/SFC, or NMR also have been used for the analysis of
pyrolysates. These types of techniques are commonly applied off-line. They are used
mainly for obtaining information on that part of the pyrolysate that is difficult to transfer
directly to an analytical system such as a GC or for the analysis of materials associated
with the char. However, the analysis of the non-volatile part of pyrolysates is frequently
neglected, although this leads to an incomplete picture regarding the chemical
composition of pyrolysates.



The HPLC (high performance liquid chromatography) technique is widely applied for the
analysis of numerous analytes, and a large amount of information is available regarding
the subject (e.g. [95]). HPLC has also been utilized as an off-line [96] or as an on-line
[96a] technique for the analysis of pyrolysates of different materials. The technique
consists of extracting the pyrolysate (off-line or on-line) with an appropriate solvent,
followed by HPLC separation and analysis. In HPLC, the chromatographic separation
takes place in a column filled with a stationary phase while a liquid mobile phase is
pumped through the column. Similarly to the GC separation, the partition of each
analyte between the two phases is different, leading to different retention times for the
components of the mixture. The block diagram of an HPLC system is given in Figure
5.7.1.
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FIGURE 5.7.1. Block diagram of an HPLC system.

An on-line system utilized for lignin pyrolysate analysis [96a] consists of a Curie point
pyrolyser connected on-line with an HPLC system. The pyrolysis is performed in argon,
and then a system of switching valves allows a solvent to flush the pyrolysing chamber,
dissolve the pyrolysate, and carry it to the chromatographic system. The switching
valves allow two positions A and B, as shown in Figure 5.7.2. The operation is
performed in three stages, A-B-A. In the first stage A, the sample is pyrolysed while the
pump 2 delivers eluent to the precolumn and the analytical column (for equilibration). In
stage B, the solvent is flushed through the pyrolysing chamber, dissolves the pyrolysate,
and carries it to the precolumn where it is completely adsorbed. This process takes a
certain period of time, and it is necessary to focus the analytes at the beginning of the
precolumn. In the second stage A, the analytes are back flushed from the precolumn
and sent to the analytical column and further to the detection system.
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FIGURE 5.7.2. On-line Py-HPLC system which works in three stages A-B-A [96a]. First
stage A, pyrolysis. Stage B, flush the pyrolysing chamber and carry the analytes to the precolumn. Second
stage A, the analytes are back flushed and sent to the analytical column.
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The theory of chromatographic separation in HPLC is not too different from the theory
for GC separation. A series of concepts already described for GC in Section 5.2 are
applicable to HPLC, such as: capacity factor (rel. 5, Section 5.2), number of theoretical
plates (rel. 17a, Section 5.2), separation factor (rel. 30, Section 5.2), resolution (rel. 31
and rel. 34, Section 5.2), peak capacity (rel. 44, Section 5.2), etc. Although most
chromatographic columns used in HPLC are packed columns and the associated
number of theoretical plates is much smaller than in GC (on the order of several
thousands), the solvents used can cover a wide variety and solvent mixtures can aiso be
utilized as a mobile phase. In addition to this, solvent gradients (with a variable
composition during separation) can also be used in HPLC. The temperature influences
the HPLC separation less than the GC one, although some techniques require
temperature control of the chromatographic column. A wide variety of stationary phases
are used in HPLC, and they are classified in two general groups:

« direct phases, which are polar (commonly silica covered with water and -OH groups, or
polar chemically bonded phases on silica) and are utilized with non-polar solvents such
as CH.CI,, hexane, etc. and

« reverse phases, which are practically non-polar (hydrocarbon chains chemically
attached to a solid support that can be silica, zirconia, or organic polymeric materials)
and are utilized with polar solvents such as water, CH;OH, CH;CN, etc.

Besides standard columns, a variety of other column types are known, such as those
used for size exclusion, ion exchange, etc.

The detectors used in HPLC also can be of different types based on the measurement
of the refractive index, UV-visible absorption, fluorescence, etc. LC/MS utilizing special
sample introduction systems is also common for the analysis of the eluents from the
HPLC systems. The most common detector in HPLC is probably the one using UV-
visible absorption. However, some compounds such as those generated from the
pyrolysis of carbohydrates have low UV-visible absorption. For this reason,
derivatization techniques are sometimes applied to attach chromophoric groups to the
sugar molecule. For example, in a study of pyrolysis products of cellulose and amylose,
the pyrolysate was first per-O-benzoylated and then separated by HPLC with UV-visible
detection; then fractions were collected and analyzed by MS for peak identification [96].
Another example is the off-line LC/MS analysis of the pyrolysis products of a melanoidin
polymer obtained from ammonia and glucose [97]. Compound identification is less
straightforward in LC/MS due to the lack of fragmentation in typical LC/MS spectra. As
an example, the LC/MS spectrum of deoxyfructosazine (MW = 304) obtained using
thermospray ionization is shown in Figure 5.7.3. No fragmentation is seen in this
spectrum, and the ion with m/z = 328 (possibly due to a cluster with Na) adds no
structural information. The spectrum identification was done using the standard
compound.
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FIGURE 5.7.3. LC/MS spectrum of 2,6-deoxyfructosazine.

Other ionization techniques were also utilized in LC/MS such as FAB, which puts the
sample in a liquid matrix such as glycero! and uses fast atom bombardment as the
source of energy for the ions. This technique practically does not heat the sample,
allowing the formation of molecular ions for certain unstable molecules. An example of
a FAB spectrum for syringoresinol detected in lignin pyrolysis is given in Figure 5.7 4.
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FIGURE 5.7.4. LC continuous FAB mass spectrum of syringaresinol.

Besides thermospray and FAB, other LC/MS ionization techniques are known such as
electrospray, or atmospheric pressure ionization (APCl). As LC/MS becomes more
common, more studies on pyrolysates using these techniques are likely to be done.

Another chromatographic technique utilized for the analysis of pyrolysates is thin layer
chromatography (TLC) [98, 98a]. TLC can be utilized as an off-line simple technique for
the analysis of pyrolysates, with the possibility to visualize the presence of species that
do not elute through the stationary phase and remain at the start line of the TLC plate.
Supercritical fluid extraction (SFE) and supercritical fluid chromatography (SFC) also
have been utilized for the off-line analysis of pyrolysates [39]. The procedure consists of
placing off-line the pyrolysate in the extractor, followed by capillary SFC separation and
FID detection of the extract.

Nuclear magnetic resonance (NMR) studies on pyrolysates also have been performed
[100]. In NMR the sample absorbs electromagnetic radiation in radio-frequency region
when placed in an external uniform magnetic field and irradiated with radio frequency.
The nuclear spin of a variety of atoms is different from zero (such as for 'H, or *C), and
these nuclei can be aligned in the same direction in a (strong) magnetic field (only a
small fraction of nuclei is in fact aligned because of thermal disorder). The atoms with
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spin 1/2, for example, can assume two energy levels corresponding to the spin in the
direction of the field (low energy) and in the opposite direction of the field. The
difference in energy between these two levels is given by the relation:

AE=hv=pHo /1 1)

where h is Planck’s constant, H, is the strength of the magnetic field {in gauss), u is the
nuclear magnetic moment, and / is the spin number. The values for u are significantly
different for different atom types, and a single type of nuclei can be studied in a given
NMR experiment (such as protons).

As far as rel. (1) indicates, for one atomic species such as 'H, or '°C, one single precise
frequency will be absorbed. However, the nuclei are shielded from an external magnetic
field by their electron cloud. The electron density around each nucleus may vary from
molecule to molecule [101], and this variation modifies the absorbed frequency as given
by rel. (1). The difference in the absorbing frequency of a particular atom from a
reference atom is called chemical shift. The result field H,, which determines the
resonance behavior of the nucleus, will be, therefore, different from the applied field
Hapei, @and using a shielding parameter o it can be written:

Ho = Happl -C Happl (2)

The most generally used reference compound in NMR is tetramethylsilane (TMS). This
substance absorbs at higher field than almost all organic compounds for both 'H (used
in proton NMR) or for "*C (used in ®C NMR). In a relative NMR scale, TMS is set at 0
Hz at the right edge of the scale. A chemical shift parameter can be calculated using
this reference. Applying rel. (2) to the reference and to a sample, it results:

Oret = (Hrer - Ho) / Hier  @nd  Ogp = (Hsp - Ho) / Hgp (3)
From rel. (3), a chemical shift parameter & expressed in ppm can be obtained as
8 = (Grer - Ospr ) 10° (4a)
or introducing the values for o, and o given by rel. (3), it can be obtained:
8 = (Hier - Hspr) / Hrer 10° {4b)

The quantity 3 is dimensionless and expressed in ppm. The value of 6 varies up to
about 10 units for different types of protons depending on the chemical structure of the
compound. The range for different types of 3C is up to about 220 units.

The resonance absorbance peaks for a given substance corresponding to different
values of the chemical shift of atoms in different surroundings will generate the NMR
spectrum. Empirical correlations are available between the structural arrangements of
organic groups and the chemical shift parameter & for both proton and '°C NMR. The
absorption of the energy for a certain & being proportional with the number of the
absorbing atoms in the molecule, peak areas may indicate the relative number of atoms
of a specific kind. NMR analysis is widely used for structural determinations.

Modern instruments are Fourier transform NMR, which use a constant magnetic field
commonly produced by a superconducting magnet and a strong radio-frequency pulse
that irradiates the sample. The free induction decay signal emission of the sample is



detected as a function of time, and its Fourier transform is a frequency function, which

represents the NMR spectrum.

NMR has not been very frequently associated with pyrolysis. An example is the use of
NMR to understand the modification in lignin during pyrolysis. The NMR spectrum of a
lignin pyrolysate is shown in Figure 5.7.5 [100].

DMSO-d6

22

D Fpm

FIGURE 5.7.5. °C NMR spectrum of a lignin pyrolysate [100]. Some peak assignments are

given in Table 5.7.1.

TABLE 5.7.1. Assignments for the most important peaks in the >C NMR spectrum of

pyrolytic lignin.
Peak No.
1 ~193
2 ~191
6 ~152
8 148.3
10 135.4
11 131.7
13 ~119
14 115.5
15 ~111
16 107.2
17 104.3
18 ~86
19 ~72
20, 21 ~60 62
22,23 56.3
24 ~54
25,26 15-45

Chemical shift ~ Assignment*

o-CHO

v-CHO in cinnamaldehyde

C3-C5 in syringyl (etherified)
C3-C5 in syringyl (non-etherified)
C, in guaiacyl

C, in guaiacyl (etherified)

Cp in cinnamaldehyde

C6, in guaiacyl (etherified)

C5 in guaiacyl (non-etherified)
C3/C5 in p-hydroxyphenyl

C2 in guaiacyl (etherified)

C2 7/ C6 in syringy! with «-CHO
C2/C8 in syringyl

CB. in B-O-4

Ca, in B-O-4

Cy, in B-O-4 and phenylcoumaran
Methoxyl in syringyl and guaiacyl. resp.
Cp in phenylcoumaran units
Saturated aliphatic side chain

*The term etherified refers only to the link at C4 and not to methoxyls. Some assignments were tentative.

Even electrochemical methods have been used for monitoring pyrolysis products. As an

example, the volatile pyrolysis products of pine needles were analyzed using
simultaneously oxidation-reduction potentiometry, pH-metry, and conductometry [102].
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Chapter 6. Analytical Pyrolysis of Polyterpenes

6.1 Natural Rubber.

Rubber is a natural product that exists as a colloidal dispersion named latex in the sap
of certain plants from various families such as Moraceae, Compositae or
Euphorbiaceae. From this last family, Hevea brasiliensis is the most common plant that
produces natural rubber for practical use. The latex has rather large colloidal particles
(in aqueous medium) with diameters up to 5 um galthough the average is 0.5 um).
These particles are made from aggregates of 10° to 10® macromolecules of
polyisoprene. The presence of the isoprene molecule in the structure of natural rubber
makes it part of the polyterpenes family of compounds [1].

The stability of latex is due to a thin layer of proteins on particles, which acts as a colloid
stabilizer. Natural rubber is practically obtained by the precipitation and drying of the
latex. The precipitation is done with acids (acetic acid is commonly used for this
purpose) when the isoelectric point of the protecting protein is reached (pH~4.6). The
macromolecules have a MW between 5+10° to 3+10° Dalton and contain between 600 to
50,000 units of isopentene. Due to the double bond, both c¢is and trans isomers are
possible for the monomer units. It was determined that natural rubber is an isotactic
polymer formed exclusively from cis units and has the following (idealized) structure (in
reality the polymer is not perfectly planary):

CHy,
_{CHe, CHz|  c=CH
’ C—CH CHY ‘CH,
CHy”
n

A natural polymer formed from trans isopentene units is found in some plants from
Sapotaceae family and is known as gutta-percha (or balata when it comes from a South
American plant from the same family).

Natural rubber is rather stable below 200° C although some decomposition starts at
about 150° C. In the interval between 200° C and 300° C (in the absence of oxygen),
some volatile hydrocarbons are generated, but at prolonged heating the main change
takes place in the viscosity of rubber, which becomes more viscous and finally sets into
an inelastic solid. This solid is assumed to contain cross-linking bonds. The longer this
preheating takes place, the less isoprene is generated when the material is pyrolysed.
Significant decomposition with formation of smaller molecules takes place only
beginning at 290-300° C. The main pyrolysis product, depending on temperature, is
DL-limonene (or dipentene) when the pyrolysis is done below 450° C and isoprene (2-
methyl-1,3-butadiene) when the pyrolysis is done above this temperature [2]. The yield
of isoprene as a function of temperature during the pyrolysis in a microfurnace [3] gave
the results shown in Figure 6.1.1. The dependence on temperature of the ratio of
isoprene/(isoprene dimer) was shown in Figure 4.1.2.
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FIGURE 6.1.1. Yield of isoprene as a function of temperature in the pyrolysis of natural
rubber in a microfurnace.

Other pyrolysis products besides isoprene and its dimer are also formed from rubber.
The more volatile compounds with the maximum of five carbon atoms generated from
the pyrolysis of natural rubber at 700° C are indicated in Table 6.1.1.

TABLE 6.1.1. Volatile pyrolysis products (Cs or lower) from natural rubber.

Compound Formula MW
methane CH4 16
ethene C2H4 28
ethane C2H6 30
propene C3H6 42
propane C3H8 44
1.3-butadiene C4HB 54
1-butene C4H8 56
2-methylpropene C4H8 56
2-butene (cis) C4H8 56
2-butene (trans) C4H8 56
methylpropane C4H10 58
butane C4H10 58
isoprene C5HB 68
3-methyl-1-butene C5H10 70
1-pentene C5H10 70
2-methyl-1-butene C5H10 70
2-pentene (frans) C5H10 70
2-pentene (cis) C5H10 70
2-methyl-2-butene C5H10 70

A pyrolysis study done at 384° C [4] showed that isoprene is about 28% (by weight) and
60% is DL-limonene. Other compounds with more than five carbon atoms were also
detected in natural rubber pyrolysate. Some of them are shown in Table 6.1.2.



TABLE 6.1.2. Compounds heavier than Cs from the pyrolysis of natural rubber.

Compound Formula MW
3-methyl-1,3-pentadiene C6H4 76
toluene C7H8 g2
2,3-dimethylcyclopentene C7H12 96
m-xylene C8H10 106
2,3-dimethylcyclohexene C8H14 110
octene C8H16 112
1.5-dimethyi-5-vinylcyclohexene C9H14 122
1-methyl-4-ethylcyclohexene C9H16 124
dipentene C10H16 136
Hydrocarbon ? C11H18 150
Hydrocarbon ? C12H18 162
Hydrocarbon ? C15H24 204
Hydrocarbon ? C16H26 218

Besides DL-limonene, other isomers were also identified in the rubber pyrolysates [5),
including a linear compound:

shegoNogen

1,4-dimethyl-4- 2,4-dimethyi-4- 2,6-dimethyl
d-limonene (R +) diprene vinylcyclohexene vinylcyclohexene octatri-(1,3,6)-ene

Pyrolysis-field ionization MS performed on natural rubber at 315° C [6] generated the
spectrum shown in Figure 6.1.2. The results from Py-FI MS show that the main
pyrolysis compounds are cligomers of isoprene corresponding to m/z = (68), where k
=1.2...19. However, at trace level other series are present [6) such as m/z = (68), +
2, miz = (68) - 2, miz = (68) + 12, m/z = (68) - 12, m/z = (68) + 14, m/z = (68)« - 14.
The series m/z = (68) + 2 corresponding to CsHg-(CsHg)-CsHy and the series miz =
(68)« - 2 corresponding to CsH;-(CsHg)-CsH; may come from disproportionation of the
free radicals. Series m/z = (68)« + 12, m/z = (68), - 12, m/z = (68)x + 14, and m/z = (68)
- 14 may come from the free radicals formed by random scission of the chain, as
exemplified in Section 2.6, reaction B. Cis-trans isomerizations may also occur during
pyrolysis, but the isomers are not distinguished by Py-FI MS. As seen in the spectrum,
the ion corresponding to m/z = 136 is the most abundant. Limonene was found to
account for most of this peak.
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FIGURE 6.1.2. Py-field ionization MS spectrum of natural rubber at 315° C [6].

A Py-GC study [7] with pyrolysis done at 500° C showed numerous peaks corresponding
to the isoprene dimers, trimers . . . up to hexamers eluting in clusters of peaks. The
separation was done on a methyl silicone 5% phenyl! silicone type column with FID
detection. The results from a Py-GC/MS study [8] where natural rubber was pyrolysed
at 580° C in a Curie point Py-GC/MS on-line system showed similar results. The TIC
trace of the pyrolysate with the separation done on a 60 m Carbowax column, 0.32 mm
i.d., 0.25 um film thickness, with the temperature gradient of the GC oven between 40°
C and 240° C, is shown in Figure 6.1.3. Some peak identifications are shown in Figure
6.1.3.

1 56 F7 1. isoprene 6. p-xylene
4 ) 2. 1-methylcyclopentene 7. lmonene
dimers MW 134-136 3. 3-methy-1,3,5-hexatriene 8. 1,2,4-trimethylbenzene
4. toluene 9. 1-methy}-2-(2-propyf)-
5. isoprene dimer benzene
23
9 trimers MW 202-204
L\f tetramers MW 270-272 some fatty acids

FIGURE 6.1.3. TIC chromatogram obtained by Py-GC/MS of natural rubber at 580° C.
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Among the compounds identified besides isoprene and its oligomers are several
aromatic hydrocarbons. Also, a few fatty acids were identified. Low levels of aldehydes
were detected in the fresh rubber latex, and the presence of the acids in the pyrolysate
is not unexpected [8]. However, these acids may also come from contaminants in the
pyrolysis experiment. The peaks corresponding to pentamers and hexamers were not
obvious in Figure 6.1.3, possibly due to the separation conditions or due to a higher
pyrolysis temperature. Some compounds other than those indicated in Figure 6.1.3
were reported to be present in natural rubber pyrolysate [4,10], but their detection may
depend on specific pyrolysis conditions and on the sensitivity of the analytical
procedure.



The pyrolysis of natural rubber takes place by a free radical mechanism as described in
Section 2.6. The B-chain scission is the dominant initiation process and the bond
dissociation reaction was estimated to be about 61.5-63 kcal mol™:

CH, A cH CH, CH3\
CH, CH . 7] CH, C=CH + C=CH
\ Pl C=CH — A A / N . \
C—=CH / \ C==CH CH 7
CHa/ CHJ CH, CH:,/ 3 CH, CHY CH,
n n-1

The main series of oligomers can be explained by the reactions where an intramolecular
radical transfer takes place:

CH
CH, H — 2\ ks
N . /C /C_—CH\ C=CH
/C CI—( CH CH,| cH 3/
CHy
k
o +
CH Py
2\ CH, C=CH
H e /s \
C—CH CH H
CH 3/ 2 Ci >

h

The compounds with the formula CsH;-(CsHs)x-CsHy will have the molecular weight (68),
where k =0,1,2 . ... The formation of 1-methyl-4-isopropenylcyclohexene (DL-
limonene) during the pyrolysis of polyisoprene also comes from an intramolecular
transfer step:

CH
] 3
CH,
CH c
CH, CH p 3\ cH ¢
¥ /\él o 2/c CH\C;& — | o CH, L= e
CHy Vai 2 CH, CH, _CH,
n CHy C]H
n-2 ¢
cHy ew,

Other cyclic dimers can be formed by the following scheme:

/\ c];HJ
CH3\

S[CH2 C==CH cH ey
o n cHy cH
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The linear dimer may be formed directly from the polymer by chain scission under the
influence of heat:

cH,

\ \
CH, C:Q-{\ Lo+ CH1\\ /O-i\ C=OH\
CHB/c;=cr/ o o CHB/C—C.'-/ o o

Oy | o= L wtTh

c—c’ crf N
oy’ &
n n2

Besides the main series, each of the minor series can be explained by the
depolymerization and disproportionation reactions as shown in Section 2.6, associated
with C-C scissions of the radicals.

The rate of pyrolysis has been also reported [4]. First order overall kinetics was
demonstrated, and the log,, of the rate constant as a function of temperature is shown
in Figure 6.1.4.

P

35 %-/

4
300 320 340 360 380 400
Temp.o C

Log k (1/sec)

FIGURE 6.1.4. Logy, of the rate constant as a function of temperature.
Representing the free radical chain scission by the reactions:

Kq . .
A~ Ry + Ry

. k2 .
Ry+ A —> Py + R3

. k3
2R —» Py

the rate of pyrolysis k is expressed by
k=ka (k1 /k3) [Py] M
and the activation energy is

AE = AE; + 1/2 AE, + 1/2 AE, )



209

From pyrolysis kmetlcs data it was calculated that AE~ 41 kcal mol™. By estimating AE,
18 kcal mol™, AE; ~ 62 kcal mol™', AE;~ 9 keal mol” , the calculated AE is 44.5 kcal
mol .

Natura!l rubber was also studied regarding pyrolysis in the presence of oxygen. Thermal
oxidation of natural rubber is assumed always to be associated with scission, although
photo-oxidation at low temperature may involve peroxide formation without scission.
The effect of oxygen is to increase the reaction rate of scission and therefore to
decrease the temperature where the scission starts. The oxidation may take place after
the initial formation of a free radical that reacts with oxygen:

R + 0y —> ROO

The peroxide radical can go to a product by abstraction and generate for example an
acid and another radical. Commonly, acetic acid and also formic acid are formed in
considerable amount during oxidative pyrolysis. The previous mechanism can probably
explain the formation of these small molecules. The oxygen (singlet oxygen) may also
react with the double bond forming a dioxetane intermediate:

AN

C= + 02 —_—

7
4 R

0
B

The O-O bond is weak (30-50 kcal/mol) and may break with the formation of aldehydes
or ketones. One main product in scission/oxidation of rubber is levulinaldehyde, and
formally its formation can be written as:

CH3\ CH CH,
. C=CH 2\ S =CH_
\ \ C=CH / Ner
g oy oy’ CH; CH,
A l O,
CH, CH,
- c=o0 + O—=CH_ /CHZ\ c—0 * O=‘CH/CH2\ =0 + o=CH__ .~
\CH/ CH, CcHy ) CHy CH,

The main oxidation products found during oxidative pyrolysis of natural rubber are given
in Table 6.1.3.

Several applications of analytical pyrolysis on natural rubber have been reported. One
such application is the determination of particles of rubber in atmospheric dust [11]. In
this work, isoprene peak was utilized for rubber identification in a Py-GC system, the
pyrolysis being performed at 740° C. Most other applications were related to the
determination of natural rubber in complex mixtures [3] and synthetic rubber mixtures.
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TABLE 6.1.3. Oxidative pyrolysis products of natural rubber.

Compound Formula Mw
water H20 18
carbon monoxide co 28
carbon dioxide co2 44
formic acid CH202 46
methanol CH40 32
acetaldehyde C2H40 44
acetic acid C2H402 60
methyl formate C2H402 60
ethanol C2H60 46
pyruvaldehyde C3H402 72
acetone C3H60 58
propionaidehyde C3H60 58
methyl acetate C3H602 74
butenone C4H40 70
2-methylpropenaldehyde C4HB0O 70
butanone C4H80 72
2-methylfuran C8H60 82
f-angelica lactone (5-methyl-2(5H)-furanone C5H602 98
levulinaldehyde C5H802 100
y-valerolactone C5H802 100
hexanedione C6H802 112

6.2 Vulcanized Rubber.

In practice, the most important chemical modification of natural rubber is vulcanization.
Vulcanization is applied for the modification of mechanical properties of natural rubber,
mainly regarding the temperature range of elasticity, which is considerably extended.
The process consists of a chemical reaction with sulfur (1-3%), which takes place at
130-145° C. Besides sulfur, a reaction at room temperature with S,Cl, is sometimes
used for vulcanization. The reaction takes place as follows:

. CHsy CHa\
Hz CH — CH CH —
\ M O=CH TR AN, S=CH
==CH CH{ ‘CH C==CH CH Y
CHy” 3 CHy” 4 CH,
CHq +s on T CHa,
CH, CH . RN CH, C=CH
N LN ==CH_ cH—CH”  cH \
CH(C——CH CHf CH, CHy 7 CHs;

The final product may contain sulfur in cyclic or pendent groups or may contain
polysulfide bridges as suggested in the following scheme:
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A larger amount of sulfur added to natural rubber (20-30%) generates a different
product, vulcanite. Besides sulfur, during the vuicanization process other chemicat
compounds are commonly added to rubber. One group of such compounds consists of
vulcanization accelerators (A in the previous scheme). Substances such as
diphenylguanidine, mercaptobenzothiazole, tetramethythiuram disulfide, N-
oxydiethylene-2-benzothiazolylsulfenamide, and cyclohexylbenzothiazolylsulfenamide
are utilized as accelerators.

Also, antioxidants were found to decrease the aging rate of natural rubber. Among the
antioxidants more frequently used are N-phenyi-B3-naphthylamine, 2, 6-di-tert-butyi-4-
methyl-1-hydroxybenzene (BHT), N-isopropyl-N'-phenyl-p-phenylenediamine, N-(1,3-
dimethylbutyl)-N’-p-phenylenediamine, and poly-(2,2,4-trimethyl-1,2-dihydroquinoline).

Other materials commonly added to vulcanized rubber are plasticizer agents, such as
stearic acid or other long chain fatty acids, waxes, long chain hydrocarbons, etc. Also a
significant amount of carbon black, some mineral oxides (Zn0O), etc. are added to modify
the mechanical properties of rubber.

Pyrolysis of vuicanized rubber generate the same compounds as natural rubber [10, 12]
(see Section 6.1) and in addition H,S, SO,, CHsSH. Also, the temperatures at which
vulcanized rubber starts decomposing are higher.

A typical Py-mass spectrum of vulcanized rubber is given in Figure 6.2.1 [13]). The
values m/z = 32, 34, 48 and 64 are probably with contribution from sulfur compounds.
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FIGURE 6.2.1. Py-mass spectrum of vulcanized rubber.

Vulcanized rubber pyrograms frequently show, in addition to the compounds generated
by the pyrolysis of polyisoprene, other compounds such as benzothiazole, which are
generated by the pyrolysis of the additives.

One important industrial application of vulcanized rubber pyrolysis is related to the
processing of used tires (which are generated worldwide at a rate of over 5 million tons
per year). The shredded scrap tires are commonly pyrolysed between 450 and 600° C,
generating char (37-38 wt.%), oils (53-58 wt.%), and gases (4-9 wt.%) [14, 15). The
gases are composed mainly of H,, CH4, C4Hs, CO, CO,. Other aliphatic hydrocarbons
were also detected in gases. The oils contain a mixture of hydrocarbons, with DL-
limonene as a main component (see Table 6.1.2). However, of special interest was the
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evaluation of the level of aromatic hydrocarbons and of polynuciear aromatic
hydrocarbons (PAH) in the pyrolysis oils. The concentration of light aromatic
hydrocarbons in pyrolysis oifs as a function of temperature is indicated in Table 6.2.1.
The formation of aromatic hydrocarbons during rubber pyrolysis can be explained by a
combination of Diels Alder condensations and pyrolytic dehydrogenations of the type:

1= 0% O
L0~ 00

or by rearrangements followed by small molecule eliminations of the type

—_— —_— + CHy

TABLE 6.2.1. The concentration (in ppm) of light aromatic hydrocarbons in tire pyrolysis
oils as a function of temperature.

Name of the compound Temperature

450°C 475°C  500°C 525°C 560°C 600°C
benzene <5 55 770 2950 70 605
toluene 2250 3200 6095 17740 7770 5070
ethylbenzene 250 235 120 405 370 180
1,2-dimethylbenzene 2780 3190 3345 5710 5875 3530
1,4-dimethylbenzene 2750 2665 3620 6880 8350 3120
styrene 1205 1705 1950 3545 3635 1915
1,3-dimethylbenzene 920 1020 1325 2450 2570 1040
trimethylbenzene 840 825 1255 085 1285 820
trimethylbenzene 1050 1265 1670 1240 15630 1200
trimethylbenzene 1650 1350 2370 2320 3210 1450
methyistyrene 730 570 1090 1145 1590 715
trimethylbenzene 1078 1070 1325 1295 1395 1095
4-methylstyrene 730 570 1090 1145 1590 715
trimethylbenzene 370 440 490 675 320 330
methylstyrene 6020 6025 7630 8865 9030 6950
limonene 31320 30330 29010 28965 24590 25130
indene 2190 2630 3175 3090 3105 1560

The formation of PAHs can be easily explained from further dehydrogenations and
eliminations of aromatic compounds with a lower number of aromatic rings. A few
structures of these compounds detected in tire pyrolysis oils are given below, and the
concentration of PAHSs in this material as a function of temperature {14] is indicated in
Table 6.2.2.
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Acenaphthene Phenanthrene Fluorene

©'©© @8© @@?’Q

Fluoranthene Pyrene Crysene

TABLE 6.2.2. The concentration (in ppm) of polynuclear aromatic hydrocarbons in tire
pyrolysis oils as a function of temperature.

Name of the compound Temperature

450°C 475°C  500°C 525°C 560°C 600°C
naphthalene 465 420 725 1115 665 1630
2-methylnaphthalene 8650 570 730 770 1005 2365
1-methylnaphthalene 460 480 625 645 895 1570
biphenyl 1030 1040 1630 885 1320 3000
1-ethylnaphthalene 430 510 690 830 745 1335
2,6-dimethyinaphthalene 565 565 855 755 995 1990
1,7-dimethylnaphthalene 550 440 365 1020 700 560
1,6-dimethyinaphthalene 275 600 595 715 485 1085
1,6-dimethylnaphthalene 190 305 375 1440 635 880
1,2-dimethylnaphthalene 770 405 600 450 460 1385
acenaphthene 560 580 635 700 620 1070
trimethyinaphthalene 765 470 670 1050 605 825
trimethylnaphthalene 665 515 425 330 830 1570
trimethylnaphthatene 155 175 220 695 430 710
fluorene 280 210 325 290 295 605
methyifluorene 65 180 135 90 240 585
2-methylfluorene 115 245 220 175 335 745
1-methylfluorene 260 340 370 310 450 555
?-methylfluorene 135 200 170 320 185 280
phenanthrene 95 230 200 125 195 315
anthracene 85 160 125 135 225 295
dimethylfluorene 215 425 425 165 320 465
2-methylphenanthrene 595 495 315 470 815 1240
2-methylanthracene 455 640 500 1010 720 1140
4-methylphenanthrene 355 200 140 275 605 730
1-methylphenanthrene 505 890 470 585 600 655
dimethlyphenanthrene 745 1200 520 650 760 1290
2.7-dimethlyphenanthrene 1255 1300 1740 525 1060 1075
dimethlyphenanthrene 108 120 455 350 1260 540
fluoranthene 120 325 325 355 790 1100
dimethlyphenanthrene 730 >5 490 445 1490 1210
dimethlyphenanthrene 440 385 305 615 5195 370
pyrene 530 105 120 425 225 115
trimethylphenanthrene 530 400 600 470 520 940
trimethylphenanthrene 30 35 65 35 30 150
chrysene 30 15 35 >5 30 60

Total (%) 153 1.52 1.72 1.92 267 343
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The level of PAHSs in tire pyrolysate is relatively high. Compounds such as benzo
[bIflucranthene, benzofa]pyrene, dibenz[a,h]anthracene, and dibenz[a,c]anthracene
were not reported [14], although they are likely to be present at levels below 1-2 ppm.

Among other applications of pyrolytic techniques in the study of rubber vulcanizates is
the evaluation of cross-linking density. Pyrolytic data can be correlated with total
crosslink density. A set of results were reported for the correlation between the cross-
linking density and the score of the canonical variate function obtained from the
pyrolysis data set. The correlation coefficient for this correlation was very good (0.854),
proving the possibility to evaluate cross-linking density from pyrolysis data [13]. The
results are illustrated in Figure 6.2.2. Similar results were obtained when the cross-
linking values were correlated to the ratic of the peak areas or peak heights of
dipentene and 3-methyl-1,3-pentadiene detected in the vulcanized rubber pyrolysates
{10].
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FIGURE 6.2.2. The correlation between cross-linking density of vulcanized rubber and
the canonical variate score.

6.3 Other Polyterpenes.

Other polymeric terpenes are also known in nature. One such material is the resin
called dammar (recent or fossil), generated by the trees from the family
Dipterocarpaceae. Pyrolytic studies were performed on this polymer [16] after
separation in two fractions, one soluble in CH,Cl, and the other insoluble. Three
different pyrolysis techniques were used to obtain information on the insoluble polymer,
flash pyrolysis, open isothermal furnace pyrolysis and closed system isothermal
pyrolysis. Several compounds separated and identified in pyrolysates by GC/MS are
shown below:
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Pyrolysis results showed that the basic structural unit in the polymer is cadin-5,6-ene
and that the bond between monomers takes place in position C-1 to C-13’. The
foliowing structure was proposed for the polymer:
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Chapter 7. Analytical Pyrolysis of Polymeric
Carbohydrates

7.1. Monosaccharides, Polysaccharides, and General Aspects of their Pyrolysis.

Polymeric carbohydrates (polysaccharides) are built by bonding monosaccharide
residues through the elimination of a water molecule and the formation of an ether bond.
The general formula for monosaccharides is C,H»,0, (n=3 for trioses, n=4 for tetroses,
n=>5 for pentoses,..). They contain a carbonyl group (aldehyde or ketone) and two or
more -OH groups. Glyceraldehyde together with dihydroxyacetone can be considered
the simplest monosaccharides. Glyceraldehyde has one asymmetric carbon.
Consequently, there are two possible enantiomers, R (or D) and S (or L):

CH=0 CH=0 CH=0 ({‘,H=O

He=—C —OH = H—C—OH HO=—C—H = HO—C—H

CH,OH CH,OH CH,0OH CH,0H
D-Gtyceraldehyde L-Glyceraldehyde

All monosaccharides with a larger number of carbons can be conventionally derived
from glyceraldehyde or dihydroxyacetone by adding more H-C-OH groups to the
existent one(s). Glyceraldehyde will generate aldoses, while dihydroxyacetone will
generate ketoses. The aldoses with the same stereochemistry as D-glyceraldehyde at
the asymmetric carbon that is the most distant from the carbony! group will form a D-
series. The D-series of aldoses is shown below.

CHO
aHo H%I:r OH cHO
H-C-OH CHoOH &
H- é* OH / D-Glycetldehyde \ H:4 zj;H
/ EHOH ~_ - . " bmon \\
cHO D-Erithrose cHO ?HO D-Threose ICHO
H-G-oH HO':C'H Hw(l}OH HO??_H
H-C ot H-C-OH HO,?HH HO-oH
H-G-OH H-G-OH Homon H-&-om
Lo bon
D-Ribose (Rib) D-Arabinose (Ara) D-Xylose (Xy!) D-Lixose {Lyx)
ond TN CHO cHo” *oHo CHS \EHO CHO 4 \CHO
-0 HO-C-H HE-OH  HO-GCH H-6-OH 1o b1 HE-OH ok n
H,%;,OH H—(:Z-OH m,:c-H HO-(:}H H-(::—OH H-&- OH HO :C~H HO &
KO- -0 MO GO HO-G- HOG-H HOCH  ho &
HG-on H-G-OH HO-OH  HG-OH  C-0H b &- oM HC-OH | é-om
CHOM  CHOH CHoOH CH,0H tod Lo Sron Erpon
D-Allose (All) D-Atrose (Al D-Glucose (Glc) D-Gulose (Gul) D-Galactose {Gal)

D-Mannose (Man) D-Idose (Ido) D-Talose (Tal)
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The monosaccharides with the same stereachemistry as L-glyceraldehyde at the most
distant asymmetric carbon will form the L-series of aldoses.

For the monosaccharides with n>4, it is common that the carbony! group forms a cyclic
hemiacetal with one of the -OH groups. An example of a common aldohexose is
glucose. This substance exists almost entirely in its six-membered cyclic form
(glucopyranocse). The open chain (linear) form of glucose can be found in water
solutions only as a small proportion of the dissolved glucose. Linear glucose is
(2R,38,4R,5R)-2,3,4,5,6-pentahydroxyhexanal. D-Glucopyranose has five asymmetric
carbons, four of them with precise steric assignment. For C-1 there are two possible
steric forms (two anomers), namely o and 3 corresponding to S and R configurations,
respectively.

The configurations of monosaccharides are described by several types of formulas. As
an example, the following formulas are shown for a-D-glucopyranose: structural,
Haworth, modified Fischer, and Fischer. In Fischer formulas the -H or -OH groups are
above or below the plane formed by the hemiacetal bonds and the carbon chain (-H
bonds are shown shorter).

e

N
i R R——
CH,OH H-—éT—OH: H—C—OH
He— C—=OH 1 H—é—OH
6] 2 : é
OH HO—Co=H | HO—C—H
1
A OH H=C =OH | H-—C—OH
OH HOCH,=C—H H— o]
6 |5 .- I
o--- CH,OH

Because polysaccharides are natural macromolecules occurring in all living organisms,
the structure of some polysaccharides can be much more complex, as they are not
made only from simple monosaccharides. In the composition of natural polymeric
carbohydrates, a wide variety of sugars are found. Among these, the most common are
pentoses and hexoses. The structural formulas of three common pentoses are shown
below. They frequently form cyclic structures with five-member rings (furanoses).

CH,0H o
HOH,C
HO Q 2 HO
S OH_~ OH \@/w OH OH
OH OH OH
B-D-Ribofuranose (Ribf) a-L-Arabinofuranose (Araf) $-D-Xylopyranose (Xylp}

The structural formulas of several common hexoses are shown below.

CHOH  Hore. Fon CHzOH o
)
BOH O o
OHT1 o CHZOH

B-0-Glucopyranose (Glup) 8-D- Fructofuranose (Fruf) B-D- Galactopyranose (Galp)

a-D-Glucofuranase (Gluf) B-D-Mannopyranose (Manp)
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The above structures include fructose, which is a ketohexose. In addition to fructose,
there are three other ketohexoses, which are shown below (also with fructose):

0 GH,0H HOH,C oH 0 ¢H0H o CH,0H
HO OH OH HO
HO OH CH,OH HO OH HO OH
OH OH

HC OH

a-D-Psicopyranose p-D-Fructofuranose a-D-Sorbose a-D-Tagatose

Besides simple monosaccharides, a large number of associated compounds are found
in the structure of natural polysaccharides. Among these are the deoxysugars. The
structural formulas of two common deoxyhexoses are shown below:

OH OH
o —0
HiC oH He OH
HO
HO HO
HO

6-Deoxy- B-L-mannopyranose 8-Deoxy- f-L-galactopyranose
L-Rhamnopyranose (Rhap) L-Fucopyranose (Fucp)

Acids related to monosaccharides are also common for the formation of natural
polysaccharides. There are three types of acids associated with monosaccharides:
aldonic acids generated by the oxidation of the aldehyde group of a monosaccharide,
uronic acids generated by the replacement of the primary alcohol group of a
monosaccharide by a carboxyl group, and saccharic acids generated by simultaneous
oxidation and replacement. Aldonic acids have a marked tendency to eliminate water
and form lactones. The structural formulas of two common hexuronic acids are

COOH HO COOH
HO 0
OH on

B-D-Glucopyranuronic acid (GlcA) B-D-Galactopyranuronic acid (GalA)

More complicated compounds related to monosaccharides are also implicated in the
formation of certain polysaccharides. Acid esters, acids derived from deoxysugars,
aminosugars, N-acetylated aminosugars, sialic acids (nonulosaminic acids which are N-
or O- substituted derivatives of neuraminic acid), etc., are not uncommon as
compenents in natural polysaccharides. A few of these monosaccharide-related
compounds are shown below.

CH,0H CHOH

C
o HO o HOR:C.._ | LOH
o CHs O .
NFD H<|> ACHN WHOH 1y
COOH
3-Deoxy-g-D-mannoc-octo-  2-Amino-2-deoxy-D- 2-Acetamido-2-deoxy- ) '
pyranulosonic acid (KDO)  glucopyranose muramic acid 5-Amino-3,5-dideoxy-D-
glycero-u-D-galacto-2-
nonulopyranonic acid

(Neuraminic acid)
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- Pyrolysis of monosaccharides.

Pyrolysis of monosaccharides is relevant for the pyrolysis of polysaccharides that they
form as monomeric units. Analytical pyrolysis has been used in several studies to
characterize monosaccharides [1, 2]. It was shown for example that some individual
monosaccharides give characteristic peaks in Py-MS analysis and that it is possible to
distinguish hexoses, pentoses, hexouronic acids and deoxysugars by Py-MS. The
technique can also provide evidence for the presence of carbohydrate substituents such
as O- or N-acety! groups, amino groups, or pyruvate substituents {3]. However, Py-MS
with E! type ionization does not distinguish well between structural isomers. This is
mainly due to the fact that different isomers of anhydro-sugars, which are important
pyrolysis products and maintain the steric configuration of the initial monosaccharide,
produce similar electron-impact mass spectra [1,2].

There are several classes of compounds formed from rapid pyrolysis of carbohydrates.
Besides anhydrosugars, they are carbonyl compounds, furan derivatives, lactones,
pyran derivatives, phenols, acids and acid esters, and other compounds. In general, the
presence of a substantial quantity of 5-hydroxymethylfuraldehyde in the pyrogram
indicates that a hexose is present. Substantial amounts of furaldehyde and the absence
of 5-hydroxymethylfuraldehyde in the pyrolysis products indicate the presence of a
pentose. However, these markers are not diagnostic for a specific hexose or pentose.

In many instances, the Py-MS of simple sugars were indistinguishable. Many of the
pyrolysis products identified from sugars are common to all saccharides. For example,
when glucose and galactose are sampled from water, they give similar pyrograms. Only
sampling from aqueous boric acid solutions [7] permits their characterization based on
the comparison of product peak ratios because of the selective complex reactions of
sugars with boric acid.

Because a large number of isomeric products are formed from the pyrolysis of
carbohydrates, GC must be used in order to separate and identify isomers by the
differences in the retention times. The use of Py-GC or Py-GC/MS for the identification
of simple carbohydrates is, however, infrequent. Another problem in the analysis of the
pyrolysis product of monosaccharides is that numerous compounds are polar because
they partially retain -OH groups from the initial monosaccharide. The analysis of some
of these compounds using on-line GC-MS is not always successful. Compounds
containing -OH groups are commonly analyzed after derivatization with reagents such
as BSTFA (see Section 5.1). A more complete analysis is done by applying two
chromatographic techniques, one direct on-line PY-GC/MS and the other off-line
pyrolysis followed by GC/MS of the derivatized pyrolysate.

An example of the previously described procedure of using two chromatographic
separations is given below for the analysis of the pyrolysates of glucose and of fructose.
A typical on-line Py-GC/MS chromatogram for a glucose pyrolysate is given in Figure
7.1.1. The separation was performed on a Carbowax type column, 60 m long, with 0.32
mm i.d. and 0.25 um film thickness. The temperature for the GC separation was varied
between 40° C and 240° C.
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FIGURE 7.1.1. Chromatogram for the pyrolysate of glucose obtained by on-line Py-
GC/MS. The peak assignments are #1 furan, #2 2-methylfuran, #3 2,5-dimethylfuran, #4 3-methyl-2-
butanone, #5 water, #6 1-hydroxypropanone, #7 hydroxyacetaldehyde, 8# acetic acid, #9 oxopropanoic
acid methyl ester, #10 furancarboxaldehyde, #11 1-(2-furanyl)-ethanone, #12 5-methyl-2-furfural, #13 2-
hydroxycyclopent-2-en-1-one, #14 2-hydroxy-3-methyl-2-cyclopenten-1-one, #15 2,3-dihydro-5-hydroxy-6-
methyl-4H-pyran-4-one, #16 2-methyl-1,3-benzendiol, #17 2 5-dimethyldioxane, #18 2-hydroxy-3-
pentanone, #19 5-formyl-2-fufurylmethanoate, #20 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one,
#21 1,4:3,6-dianhydro-a-D-glucopyranose, #22 5-(hydroxymethy!)-furancarboxaldehyde.

A typical chromatogram for a fructose pyrolysate done by on-line Py-GC/MS is given in
Figure 7.1.2. The conditions for the separation were similar to those for glucose.
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FIGURE 7.1.2. Chromatogram for the pyrolysate of fructose obtained by on-line Py-
GC/MS. The peak assignments are the same as in Figure 7.1.1. Peak 21 is missing. In addition, the
following peaks were identified: #1a acetaldehyde, #2a propanone, #5a 2,3-butandione , #7a 5-methyl-
2(3H)-furanone, #12a furanmethanol, #16a methyl 2-furoate, #16b 2,5-dimethyl-4-hydroxy-3(2H)-

furanone, #19a 1,3,5-benzenetriol.

The peak identification in Figures 7.1.1 and 7.1.2 was done based on mass spectral
library search. A list of some characteristic mass peaks, most of them found in both
chromatograms, are given in Table 7.1.1.
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TABLE 7.1.1. Characteristic mass peaks for the compounds identified in Figures 7.1.1
and 7.1.2 for glucose and fructose pyrolysates, respectively.

Peak Compound MW Characteristic ions (with relative
No. intensity)
1 furan 68 39(100), 68(62), 58(5)
1a  acetaldehyde 44  29(100), 44(75), 43 (32)
2 2-methylfuran 82 82(100), 53(80), 81(75)
2a propanone 58 43(100), 58(33)
3 2,5-dimethylfuran 96 96(98), 95(80), 81(40)
4 3-methyl-2-butanone 86 43(100), 86(21),41(15)
5 water 18 18(100), 17(21)
5a  2,3-butandione 86 43(100), 86(50), 28(42)
6 1-hydroxypropanone 74 43(100), 74(25), 31(20)
7 hydroxyacetaldehyde 60 31(100), 32(48), 60(7)
7a  5-methyl-2(3H)-furanone 98 55(100), 98(95), 43(85), 70(16)
8 acetic acid 80 60(100), 45(85), 43(80)
9 oxopropanoic acid methyl ester 102 43(100), 102(32), 59(4)
10 furancarboxaldehyde 96 96(100), 95(91), 39(40)
11 1-(2-furanyf)-ethanone 110 95(100), 110(44), 39(13)
12 5-methyl-2-furfural 110 110(100), 109(95), 53(40)
12a  furanmethanol 98 98(100), 97(60), 81(60), 69(40)
13 2-hydroxycyclopent-2-en-1-one 98 98(100), 55(63), 42(55), 69(31)
14 2-hydroxy-3-methyl-2-cyclopenten-1-one 112 112(100), 97(15), 83(20), 69(22)
15 2,3-dihydro-5-hydroxy-6-methyl-4H-pyran-4-one 128 128(100), 43(50), 72(35), 85(15)
16 2-methyl-1,3-benzendiol 124  124(100), 123(59), 95(19), 107(8)
16a  methyl 2-furoate 126 95(100), 126(26), 39(29)
16b  2,5-dimethyl-4-hydroxy-3(2H)-furanone 128 43(100), 57(45), 128(17), 85(10)
17 2,5-dimethyldioxane 116 42(100), 45(91), 116(61), 101(29)
18 2-hydroxy-3-pentanone 102  45(100), 57(94), 29(99), 102(2)
19 5-formyl-2-fufuryimethanoate 154 126(100), 79(64), 109(44), 154(19)
19a  1,3,5-benzenetriol 126 126(100), 69(31), 85(22), 97(14)
20  2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one 144  43(100), 44(75), 144(37), 101(31)
21 1,4:3,6-dianhydro-a-D-glucopyranose 144 69(100), 57(38), 98(19), 144(5)
22 5-(hydroxymethyl)-furancarboxaldehyde 126 126(90), 97(100), 41(65), 109(15)

The chromatograms of glucose and fructose shown in Figures 7.1.1 and 7.1.2 are quite
similar, except for a few differences such as the absence of 1,4:3,6-dianhydro-a-D-
glucopyranose in the fructose pyrolysate. More notable differences can be seen in the
yield and nature of less volatile compounds, which are better analyzed as silylated
pyrolysates. [n addition, specific stereo-configuration of the parent sugar molecule can
be observed only in anhydrosugars, which are also seen in silylated pyrolysates. The
anhydrosugars are, for this reason, the most important pyrolysis products for successful
application of Py-GC in the characterization of carbohydrates. The chromatographic
trace shown in Figure 7.1.3 was obtained from a glucose pyrolysate generated at 590° C
followed by off-line derivatization with bis(trimethyisilyl)trifluoroacetamide (BSTFA). The
separation of the silylated pyrolysate was done on a chromatographic column with
methyt silicone and 5% pheny! silicone stationary phase, 60 m long, 0.32 mmi.d., 0.25 p
film thickness.

The 1,6-anhydrohexoses are commonly found in large quantities only in the pyrolysis
products of aldohexoses (as well as from polysaccharides [4]), but only small amounts
of anhydrasugars (i.e., 1% yield) have been detected from the pyrolysis of ketohexoses
[5]. The pyrogram of fructose, for example, reveals the presence of very small amounts
of 2,6-anhydrofructofurancse. Aldopentoses pyrolyse in the same manner as their
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hexose counterparts and form their characteristic anhydrosugars. For example, 1,4-
anhydro-arabinopyranose is formed from arabinose. Furaldehyde and an
uncharacterized product [6], a structural isomer of anhydropentose, are also present in
pyrograms of pentoses.
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FIGURE 7.1.3. Chromatogram for the pyrolysate of glucose obtained by pyrolysis

followed by off-line derivatization with BSTFA and GC/MS analysis. The peak assignments
are #1 glycolic acid 2TMS, #2 oxopentanoic acid 2TMS, #3 2-hydroxy-cyclopenten-1-one TMS, #4
reagent, #5 benzoic acid TMS, #6 dihydoxyacetone 2TMS, #7 1,4-dioxan-2,5-diol 2TMS, #8 an isomer of
dioxandiol 2TMS, #9 2-furanhydroxyacetic acid 2TMS, #10 5-(hydroxvmethyl)furancarboxaldehyde TMS,
#11 an anhydro-deoxy-sugar 1TMS, #12 trihydroxybenzene 3-TMS, #13 4-hydroxycyclohexylcarboxylic
acid 2TMS, #14 an anhydrosugar 2TMS, #15 2-hydroxycyclohexylcarboxilic acid 2TMS, #16 an
anhydrosugar 3TMS, #17 an anhydrosugar 3 TMS, #18 levogiucosan 3TMS, #19 glucopyranose 5TMS ?,
#20, #21, #22, #23, #24, #25 anhydrosugars xTMS.

The peak identification in Figure 7.1.3 was also done based on mass spectral library
search. Some characteristic mass peaks used for compound identifications are given in
Table 7.1.2.

Fructose was also pyrolysed in similar conditions with glucose, with the purpose to
identify similarities and differences between the two substances. The chromatographic
trace for fructose pyrolysate is shown in Figure 7.1.4. The results were obtained as in
the case of glucose by off-line derivatization and GC/MS analysis.
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TABLE 7.1.2. Characteristic mass peaks for the compounds identified in Figure 7.1.3 for
glucose pyrolysate.

Peak

Compound

glycolic acid 2TMS

2 oxopentanoic acid 2TMS
3 2-hydroxy-cyclopenten-1-one TMS
4 reagent
5 benzoic acid TMS
6 dihydoxyacetone 2TMS
7 1,4-dioxan-2,5-diol 2TMS
8 an isomer of dioxandiol (dioxotan ?) 2TMS
9 2-furanhydroxyacetic acid 2TMS
10 5-(hydroxymethyl)furancarboxaldehyde TMS
" an anhydro-deoxy-sugar 1TMS
12 trihydroxybenzene 3-TMS
13 4-hydroxycyclohexylcarboxilic acid 2TMS
14 an anhydro-deoxy-sugar 2TMS
15 2-hydroxycyclohexylcarboxitic acid 2TMS
16 an anhydrosugar 3TMS
17 an anhydrosugar 2TMS
18 levogiucosan 3TMS
19 glucopyranose 5TMS ?
20  anhydrosugar xTMS.
21 anhydrosugar 3TMS
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179(100), 105(75), 135(48), 77(45), 194(8)
73(100), 103(44), 189(10), 219(4)
117(100), 161(79), 73(76), 191(8), 263(1)
117(100), 161(87), 73(82), 231(22),191(6)
169(100), 73(58), 147(30), 243(13), 286(3)
183(100), 109(34), 111(28), 169(14), 198(4)
129(100), 73(57), 147(37), 103(27), 217(11)
73(100), 239(100), 342(54), 327(10)
73(100), 147(70), 273(46), 103(20)
217(100), 73(82), 147(35), 191(21)
73(100), 81(83), 273(64), 129(62), 75(60)
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204(100), 217(57), 191(51), 333(8)
73(100), 204(48), 217(42), 147(18), 333(9)
73(100), 204(88), 191(64), 217(21), 435(3)
217(100), 73(49), 116(13), 129(8), 191(5),
73(100), 217(99), 204(57). 103(48). 333(1)

i

FIGURE 7.1.4. Chromatogram for the pyrolysate of fructose obtained by pyrolysis

followed by off-line derivatization with BSTFA and GC/MS analysis. The peak assignments
are: #1 glyoxylic acid 3TMS, #2 a dio! 2TMS, #3 reagent, #4 dihydoxyacetone 2TMS, #5 5-
(hydroxymethyhfurancarboxaldehyde TMS, #6 4-hydroxy-cyclohexylcarboxilic acid 2TMS, #7 an
anhydrosugar 2TMS, #8 dihydroxyacetone dimer 4TMS ?, #3 2-deoxy-D-erythro-pentofuranose 3TMS, #10
an anhydrosugar 3TMS, #11, #12 pentofuranoses 3TMS ?, #13 2,6-anhydrofructofuranose 3TMS 2.
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A more successful approach in the analysis of monosaccharides [6, 6a) was applied
based on the partial polycondensation of monosaccharides, which has been found to
occur at temperatures between 200° C and 250° C. This reaction forms random
polymers with linkages involving the C-1 glycosidic carbon [8]. By further pyrolysis,
anhydrosugars are formed by transglycosidation involving the glycoside bonds of the
polysaccharides. In this way, characteristic 1,6-anhydrohexoses were formed from
aldohexoses, 1,4-anhydropentoses from aldopentoses, or 2,6-anhydroketoses from
ketohexoses [9]. The formations of some of the characteristic anhydrosugars are
illustrated in Table 7.1.3. It is thought that the uncondensed portion of the
monosaccharide contributes mainly to the formation of the dehydration products such as
5-hydroxymethyifuraldehyde and furaldehyde. Attempts to analyze different
monosaccharides by pyrolysis at lower temperatures (358° C) and differentiation of their
lower molecular weight pyrolysis products also have been reported [10].

TABLE 7.1.3. Some characteristic anhydrosugars generated in monosaccharide
pyrolysis.

| Aldopentoses | Characteristic pyrolysis product -}
arabinose 1,4-anhydroarabinopyranose and a pyranone*
xylose 1,4-anhydroxylopyranose and a pyranone
ribose 1,4-anhydroribopyranose and a pyranone*
lyxose 1,4-anhydrolyxopyranose and a pyranone
| Aldohexoses Characteristic pyrolysis product |
glucose 1,6-anhydrogiucopyranose
1,6-anhydroglucofuranose
galactose 1,6-anhydrogalactopyranose

1.4-anhydrogalactopyranose
1,6-anhydrogalactofuranose

mannose 1,6-anhydromannopyranose
1,6-anhydromannofuranose

allose 1,6-anhydroallopyranose
1,6-anhydroallofuranose

tatose 1,6-anhydrotalopyranose

1,4-anhydrotalopyranose
1,6-anhydrotalofuranose

| Ketohexoses | Characteristic pyrolysis product 1
fructose 2,6-anhydrofructofuranose
tagatose 2,6-anhydrotagatofuranose

* This pyranone is the same for arabinose and ribose, but different from that generated from xylose and
lyxose.

The structures of the 1,6-anhydrosugars generated from different aldohexoses,
indicating the steric arrangement of different OH groups, are shown beiow (C-H bonds
not shown).
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o o]
0 o
OH OH OH
i
OH OH
OH
1,6-anhydro- 1,6-anhydro- 1,6-anhydro- 1,6-anhydro-
ahopyfanose altropyranose glucopyranose mannopyranose
o 0
OH 0 OH 0O
OH OH O
OH OH OH
1.6-anhydro- 1,6-anhydro- 1,8-anhydro- 1,6-anhydro-
idopyranose gulopyranose galactopyranose talopyranose

Some structures for other anhydrosugars generated in monosaccharide pyrolysis are
shown below (C-H bonds not shown).

Ch,0H CH——0 CHy——
Hz*o o) | o | o
0 < ORy “OH
N \
HOH
1,6—anhydro- 2,6-anhydro- 1,4-anhydro- 1,4-anhydro- 1,4-anhydro-
glucofuranose fructofuranose galactopyranose arabinopyranose xylopyranose

Some other molecules generated in sugar pyrolysis, while maintaining the initial
monosaccharide cycle, do not show any stereoisomers. This is the case for 1 4-
dideoxy-D-glycero-hex-1-enopyranos-3-ulose (1-hydroxymethyl-5-hydroxy-2,3-
dihydropyranone) and for 1,6-anhydro-3,4-dideoxy-D-glycero-hex-3-enopyranos-2-ulose
(levoglucosenone) (showing C-H bonds):

CH,0H CH,—O
0 Jr—o
/
o} OH 0
1,4-dideoxy-D-glycero-hex- 1,6-anhydro-3,4-dideoxy-D-
1-enopyranos-3-ulose glycerohex-3-enopyranos-2-ulose

The formation of different anhydrosugars from different initial sugars is illustrated in
Figure 7.1.5. This figure shows the interval between 40 min. to 50 min. for four
chromatographic traces of the silylated pyrolysate of mannose (trace a), allose (trace b),
galactose (trace c), and glucose (trace d) (pyrolysis done at 590° C). In this time
interval, the main anhydrosugars are eluted. As seen in Figure 7.1.5, each sugar has
pyrolysis products with different retention times.
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FIGURE 7.1.5. Four traces of sylilated pyrolysate: (a) mannose, (b) allose, (c) galactose,
and (d) glucose. Peak identification is given in Table 7.1.4.

The assignments for the peaks shown in Figure 7.1.5 are given in Table 7.1.4.

TABLE 7.1.4. Peak assignments for several compounds found in monosaccharide
pyrolysates shown in Figure 7.1.5.

Saccharide Peak  Assignment
mannose 1a 1,6-anhydromannopyranose
2a 1,6-anhydromannofuranose
3a 1,4-anhydromannopyranose
allose 1b 1,6-anhydroallopyranose
2b 1,6-anhydroglucopyranose {(impurity in allose)
3b an anhydrofuranose ?
4b 1,6-anhydroallofuranose
5b 1,4-anhydroallopyranose
galactose 1c 1,6-anhydrogalactopyranose
2c 1,6-anhydrogalactofuranose
3c 1,4-anhydrogalactopyranose
glucose 1d 1,6-anhydroglucofuranose
2d 1,4-anhydroglucopyranose type ?
3d 1,6-anhydroglucopyranose (levoglucosan)
4d 1.4-anhydroglucopyranose

A significant difference can be seen in Figure 7.1.5 between the retention times for the
same type of compound but generated from a different initial monosaccharide. For
example, the 1,6-anhydropyranoses are the peaks 1a, 1b, 1¢, and 3d. The 1,6-
anhydrofuranoses are the peaks 2a, 4b, 2¢, and 1d. The 1,4-anhydropyranoses are the
peaks 3a, 5b, 3¢ and 4d.

Some differences are also seen in the El spectra for the same type of compound but
generated from a different initial monosaccharide. However, these differences are
sometimes more difficult to interpret, as the identifications rely on mass spectral library
searches. The spectrum for tri-TMS 1,6-anhydroglucopyranose was shown in Figure
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5.3.8, and for comparison the spectra of 1,6-anhydropyranoses from allose and
galactose are given in Figures 7.1.6 and 7.1.7 respectively.
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FIGURE 7.1.6. El spectrum of tri-TMS 1,6-anhydroallopyranose.
T100% 21?7
?3
231
L hA 273
317 333
142 e L w b b 3g3 378
45 103 123 Llsl iL I
P Y AUl W

1o

1
ol

fh
¥

e

2 0

114

30

100

120 140 160

130

200

LI S i S S S S M

T
220 240 250 230 390 20 40

FIGURE 7.1.7. El spectrum of tri-TMS 1,6-anhydrogalactopyranose.

The spectra of other anhydrosugars are given in Figure 7.1.8 and 7.1.9. Figure 7.1.8

shows the spectrum of tri-TMS 1,6-anhydromannofuranose, and Figure 7.1.9 shows the
spectrum of tri-TMS 1,4-anhydromannopyranose. Significant differences can be seen in
the peak intensities between these two spectra; however the m/z values in the spectrum
are not very different.
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FIGURE 7.1.8. El spectrum of tri-TMS 1,6-anhydromannofuranose.
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FIGURE 7.1.9. El spectrum of tri-TMS 1,4-anhydromannopyranose.

It is interesting to note that, as a rule, the uronic acids and the neutral sugars from which
they derive form similar small compounds. The anhydrosugars are not characteristic for
uronic acids pyrolysis products. Uronic acids can be identified mainly based on the
presence of furancarboxylic acid, which gives no information regarding the
stereochemistry of the original saccharide.

Several mechanisms were proposed for the formation of smaller molecules from
monosaccharides. The formation of hydroxyacetaldehyde for example is one of the
reactions that may take place by a retro-aldolization (C-H bonds not shown):

CH,OH CH,0H
o OH . CHO
A R +
£ CH=CH CH,OH
OH 2 | | — 2|
OH OH OH CHO

Other reactions may take place with elimination of water and other small molecules such
as formaldehyde and the formation of furancarboxaldehyde, which is very abundant in
the pyrolysis of most sugars: .

CH,OH

e 1,0 + HCHO + — H0 + —= Hz0 + ]
: : 0 CHO

The formation of 5-hydroxymethyl-2-furancarboxaldehyde (hydroxymethyifurfural) can
be explained by the reaction:

CHZOH CH,0OH CHZOH CH,OH

o}
o\
—>2H20+ OH —» HyO+

The formation of levoglucosan is a simple water elimination:
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CH,0-gH CH,—0
o2 0

OH A, OH + H0

Ho on H dn

- Classification of polymeric carbohydrates.

Some natural polysaccharides are homopolysaccharides and they consist of a unique
monomeric unit interconnected by identical links. Among these are cellulose, amylose,
amylopectin, chitin, and glycogen, which are very common in nature. Polysaccharides
can be formed from pentoses or hexoses with different types of ether links. Table 7.1.5
shows the type of links in some natural homopolysaccharides. However, many natural
polysaccharides are formed from two or more types of residues and they are
heteropolysaccharides.

A practical classification of natural polysaccharides is based on their source. This kind
of classification recognizes the following groups:

« plant polysaccharides such as cellulose, amylose and amylopectin, pectins, gums
and mucilages, hemicelluloses;

algal polysaccharides;

microbial polysaccharides and lipopolysaccharides;

fungal polysaccharides; and

animal polysaccharides such as glycogen and chitin.

The problem with this classification is that some polysaccharides are very common in
nature. A group such as plant polysaccharides is much larger than others such as
fungal polysaccharides. Therefore, for a large group, a more detailed classification is
needed. One such classification following the previous one, but also considering how
common in nature are the individual polysaccharides, recognizes the following groups:

cellulose and its derivatives;

amylose, amylopectin, starch and their derivatives;

pectins;

gums and mugcilages including plant exudates such as gum arabic, gum ghatti, gum
karaya, gum tragacanth, and seed gums such as guar gum, locust bean gum,
tamarind kernel powder, etc;

« hemicelluloses and other plant polysaccharides such as larch arabinogalactan,;

« algal polysaccharides such as agar, alginic acid, carrageenan, fucoidan, furcellaran,
laminaran;

microbial polysaccharides and biosynthetic gums such as xanthan, dextran;
lipopolysaccharides from the celi surface of bacteria;

fungal polysaccharides;

glycogen;

chitin; and

proteoglycans.

The above classification is adopted for the present book.



Type of bond

L-Arabinans
(1> 3)-a-L-, (1 = 5)-a-L- branched

D-Fructans

(2> 1)-B-D- linear

(2> 6)-B-D- linear

(2> 6)-B-D-, (2> 1)-B-D- branched

L-Fucans
(1> 2)-a-L-, (1 —> 4)-a-L- branched

D-Gaiactans

(1 3)-B-D-, (1 > 4)-0-D- linear

(1 —> 3)-B-D-, (1 — 6)-p-D-branched
(1 —> 4)-8-D- linear

(1 —> 5)-B-D- linear

D-Galacturonans
(1—> 4)-a-D- linear

D-Glucans

(1 —>2)-p-D- linear

(1 — 3)-a-D-, (1 —>» 4)-a-D- linear
(1> 3)-B-D- linear

(1—> 3)-p-D-, (1 — 6)-B-D- branched
(1 3)--D-, (1 —> 4)-B-D- linear

(1 —> 4)-a-D- linear

(1 —> 4)-a-D-, (1 = 6)-a-D. linear

(1 —> 4)-a-D-, (1 —> 6)-u-D- branched
(1 —> 4)-B-D- linear

(1 —> 6)-p-D-, (1 = 3)-a-D- branched
(1 —> 6)-B-D- linear

2-Amino-2-deoxy-D-glucans
(1> 4)-8-D- linear

D-Mannans
(1 = 2)-a-B-, (1 —> 6)-a-D- branched
(1 —>4)-p-D- linear

D-Xylans

(1 —>3)-B-D- linear

(1 —>3)-B-D-, (1 = 4)-B-D- linear
(1—> 4)-B-D- linear
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TABLE 7.1.5. Linkage type of several natural homopolysaccharides.

Common name

Plant pectins

Inufin
Levans
Levans

Fucoidan

Carrageenan

Plant pectins
Galactocarolose

Pectic acid

Nigeran, isolichenan
Laminaran
Scleroglucan

Lichenan

Amylose

Pullulan

Glycogen, amylopectin
Cellulose

Dextran

Pustulan

Chitin

Rhodymenan

Polysaccharide structure can be described similarly to protein structure. A primary
structure refers to the sequence of connected sugars. However, this is more
complicated than in proteins, because the bonding of the sugar units can be done at
different points and can also involve branching.
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A secondary structure refers to the spatial relationship of near neighbors, which is a
result of the geometry of each individual sugar and their intermolecutar type interactions
such as van der Waals interactions and hydrogen bonding.

A tertiary structure represents gross folding of the chain, which brings together groups
that are separated along the chain by large distances. Polysaccharides have four main
types of tertiary structure: extended ribbon, helix, crumpled ribbon, and flexible coil.
Finally, a quaternary structure refers to aggregation of polysaccharide chains.

As an example, the steric structure of cellulose is given below (one sheet of white paper
held perpendicular to the page is needed to separate the two fields of vision to see the
structure). The primary (1 — 4)-B-glucosidic structure, the secondary arrangement, as
well as the extended ribbon tertiary structure can be seen.

cellulose cellulose

For comparison, the steric structure of amylopectin is given below. Besides the (1 — 4)-
a-glucosidic structure, the secondary arrangement and the beginning of the coiling
tertiary structure can be seen.



amylopectin amylopectin

- Summary of the features of pyrolysis of polysaccharides.

Through the use of pyrolysis, polysaccharides can be characterized regarding their
component monosaccharide units and aiso regarding the type of linkage between the
residues. Therefore, the primary structure of polysaccharides can be well studied using
pyrolysis. The assignment of the type of linkage is more difficult, as there are numerous
possible linkages between monosaccharide units (e.g. 15 theoretical possibilities
between hexopyranoses). The tertiary and the quaternary structures cannot be
analyzed directly using pyrolysis, although for polysaccharides formed from aggregates,
pyrolysis has been utilized for the characterization of different components.

A variety of smail molecules are formed during pyrolysis of polysaccharides, and
hydroxyacetone, 2-furaidehyde, 2-hydroxycyciopent-2-en-1-one, 5-hydroxymethyi-2-
furaldehyde and 1,5-anhydro-4-deoxy-glycero-hex-1-en-3-ulose are more common
pyrolysis products. However, only the anhydrosugars, also formed in significant
proportion during pyrolysis, are diagnostic for a specific monosaccharide unit because
the stereoisomerism is not lost during pyrolysis.

One approach utilized in carbohydrate pyrolysis is Py-MS. Py-MS using El type
ionization does not differentiate well between anhydrosugar sterecisomers, and its
utilization to obtain structural information on carbohydrates is rather limited. However,
there are reports [10a] where the type of bond between monosaccharide units can be
differentiated using Py-El MS. As an example, the Py-El MS results are shown for a
(1> 2)-B-glucan and for a (1 > 3)-B-glucan (laminaran).
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FIGURE 7.1.9 A. Py-El MS results for a FIGURE 7.1.9 B. Py-El MS results for a
(1— 2)-B-glucan. (1— 3)-B-glucan (laminaran).

Figure 7.1.10 shows the score plot of the first two discriminant functions of the Curie
point Py-MS data on several glucans and one mannan (five replicates of each sample).
A good separation of each polysaccharide is obtained.
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FIGURE 7.1.10. Score plot of the first two discriminant functions of the Curie point Py-
MS data on several glucans and one mannan (five replicates of each sample) [10a].

Using Py-FI MS, even better results were obtained [3] for the differentiation of the type
of bonds. Using oven pyrolysis at 500° C and evaporation of the sample in the MS
source, different spectra were generated from 1,3-a-mannan, 1,3-B-mannan, 1,4-83-
mannan, 1,2-a-mannan [3], and are shown in Figures 7.1.11 (A) to 7.1.11 (D).
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FIGURE 7.1.11 C. Py- FI mass FIGURE 7.1.11 D. Py- Fl mass
spectrum of 1,4-B-mannan. spectrum of 1,2-a-mannan.

It was noted that Curie-point pyrolysis of the same compounds generated different
spectra. Furanoid products with m/z = 96, m/z = 110, m/z =82 are present in the
spectra; however, depending on the material stability, the ions m/z = 162 and m/z = 144
(corresponding to the anhydrosugars) show different intensities.

As indicated above, Py-MS with E[ ionization cannot differentiate well between
anhydrosugar sterecisomers, and only Py-GC or Py-GC/MS can successfully identify
the compounds based on their retention time (and mass spectrum). For example, the
pyrograms of galactose-containing polysaccharides reveal that galactosyl units form all
three anhydro sugars that were detected in galactose pyrolysis. The largest amount
and most stable anhydre sugar is 1,6-anhydro-galactopyranose. In general, glucosyl
units pyrolyse to form 1,6-anhydro-glucopyranose product along with small amounts of
1,6-anhydro-glucofuranose. [n contrast to glucosyl and galactosyl units, mannosyi units
produce 1,6-anhydro-mannopyranose only. The pyrograms of polysaccharides that
contain arabinose and xylose monomeric units form the corresponding 1,4-
anhydropyranose product.

Regarding the linkage assignment based on pyrolysis data, there are numerous
attempts to establish a correlation from Py-MS data, and some results will be presented
in the discussion of specific classes of polysaccharides. One interesting possibility is
the analysis of the anhydrosugars containing two monomeric units that result from
polymeric carbohydrate pyrolysis. For example, cellulose generates cellobiosan
(C12H20010, 4-O-3-glucopyranosyl-1,6-anhydroglucose) during pyrolysis:
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CH,0H
RO OH
HO
CH,OH
o 0
CH,0H Hi

CH,0H

It is likely that amylose will generate 4-O-a-glucopyranosyl-1,6-anhydroglucose

{maltosan):
CH,OH
CHyOH CH,OH
Maltosan was tentatively identified in a Py-DCI-MS study on starch [3a]. A

polysaccharide such as laminaran, which is a (1 — 3)-8-D-glucan, is likely to generate
3-O-3-glucopyranosyl-1,6-anhydroglucose:

OH CHOH
HO HOY
OH
0. 0 A o
2OH 0 O ’
. . CHzOH o
o
poH 0

The possibility to explore the links between monosaccharide units using the analysis of
the anhydrosugars with two monomeric units was little investigated because these
compounds are more difficult to analyze by simple GC (or GC/MS). Either HPLC or GC
with derivatization must be used for this type of analysis. Differences between the type
of bond in the disaccharide were reported using Py-DCI-MS/MS. Analyzing the
daughter ions from the ion 342 in the pyrolysate of laminaran, which is a -(1 — 3)-
glucan, and from starch, which is a a-(1 — 4)-glucan, different fragmentations were
obtained as shown in Figures 7.1.12 A and B [3a].

The influence of inorganic compounds on polysaccharide pyrolysis has been extensively
investigated. More detailed information is further provided in connection to the
description of pyrolysis of each polymeric carbohydrate. As a general rule, inorganic
compounds increase the formation of small molecules generated in pyrolysis, thereby
reducing the number of larger molecules that would provide better structural information.
In Py-MS, addition of KOH to the initial polysaccharide results in a loss of information.
Also addition of calcium ions (as CaCl;) increases the decarboxylation. At the same
time retro-aldolization reactions are diminished.
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FIGURE 7.1.12 A. Daughter ions from the =~ FIGURE 7.1.12 B. Daughter ions from the
ion 342 in the pyrolysate of laminaran. ion 342 in the pyrolysate of starch.

Pyrolysis products of polysaccharides as well as of some of their derivatives can be
analyzed for a variety of purposes including identification, structure determination, or for
a series of commercial applications, and details on particular classes are presented in
the following sections.

7.2 Cellulose.

Cellulose is the structural compound of plant cells and is very common in nature. ltis
found in plant material usually mixed with other polysaccharides and with lignin, resins,
fats, and inorganic substances. However, several vegetal fibers such as cotton or flax
contain fairly pure cellulose. Pure cellulose (microcrystalline) obtained by the
purification of natural cellulose is also readily available. Although cellulose can be
obtained with high purity, the quality of the material may vary depending on the degree
of polymerization (DP), moisture content, etc.

Cellulose is a well-characterized homopolysaccharide consisting of B-D-glucose
monomeric units interconnected by B-glucoside (1—4) links:

Cellobiose unit

CH;0H !

The disaccharide cellobiose could also be considered the repeating unit of cellulose, but
the DP value is measured by the number of glucose units in the macromolecuie. This
number varies from about 200 for purified cellulose, which suffers some
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depolymerization during the purification process, to about 3000 glucose units for cotton
fibers, or even higher, up to 10,000.

Cellulose pyrolysis has been studied in detail from a variety of points of view mainly
related to chemical utilization of wood pyrolysis products or to fire related problems.
Analytical pyrolysis of cellulose is not often used as a tool for cellulose detection, but it is
a common procedure for studying the pyrolysis products. A variety of analytical
procedures have been applied for this study, pyrolysis/gas chromatography/mass
spectrometry (Py-GC/MS) being the most common [11-16]. Besides Py-GC/MS, other
analytical procedures also have been utilized, such as Py-MS [17,18], Py-IR [19], and
off-line Py followed by HPLC [20]. The Py-MS spectrum of celiulose was shown in
Figure 5.4.1 (B). Some procedures applied GC/MS on derivatized pyrolysis products
(off-line), the derivatization being done by silylation [21], permethyiation, perbenzoylation
[22], etc. Information about cellulose also has been obtained from the analysis of
pyrolysis products of several cellulose derivatives, such as O-substituted cellulose [23).
Also the study of cellulose crystalline structure with X-ray during pyrolysis has been
used [23a] to generate information about the pyrolysis mechanism.

The analytical technique applied for the analysis of the pyrolysate must be chosen
appropriately because each technique searches for only a limited range of compounds.
In a GC separation, for example, only more volatile compounds are eluted and
analyzed. The non-volatile compounds such as cellobiosan can be seen only in an
HPLC procedure or after the derivatization of the pyrolysate.

Cellulose is relatively stable when heated in an inert atmosphere. The adsorbed water
on cellulose is probably the first compound eliminated when cellulose is heated.
However, this process is not considered a pyrolysis. Between 200° C and 220° C
cellulose loses some more water. By monitoring the IR spectra of cellulose during this
water loss, the formation of some double bonds was noted. It was concluded that the
water elimination around 220° C comes from the glucose units without depolymerization
[23a] and not just from some adsorbed water. A thermogravimetric study [24] showed
that a more significant weight loss starts only around 300° C with the modification of the
skeletal structure of the polymer. A large variety of molecules are generated during
cellulose pyrolysis above this temperature. These are commonly classified as gases, tar
(a liquid pyrolysis residue), and char (a carbonaceous residue). However, this
classification seems to omit some compounds that are solid but not pure carbon.
Depending on temperature some compounds are part of the tar, but larger molecules
are part of the char.

The yield of different pyrolysis products depends on the cellulose guality such as the
average value for DP, the proportion of low molecular weight polymer, crystallinity, as
well as the water content and the acidity of the sample. The experimental conditions
influencing the chemistry of the pyrolysate include the equilibrium temperature Teq,
temperature rise time (TRT), total heating time (THT) (see Section 4.1}, and pyrolysis
experimental setup [25,26]. A variation in pyrolysis products depending on cellulose
type is exemplified in Table 7.2.1. This table gives the yield of gases, tar, char, and
water for two commercially available celluloses [13].



TABLE 7.2.1. The yield of gases, tar, char, and water in % for two commercially
available celluloses pyrolysed in nitrogen at 500° C [13].

S & Scellulose  Baker cellulose

gas 14.2 5.1
tar 736 901
water 8.0 46
char 42 1.0

- Initial pyrolytic reactions during cellulose pyrolysis.

The decomposition process seems to start with three competing reactions followed by
further decompositions. The main initial pyrolysis mechanisms probably are

« side group Ei elimination of water (E),
« chain scissions by transglycosidation (T), and
« chain scissions with reverse aldolization (retroaldolization) (R).

The side group reactions with water elimination take place at lower temperatures of
about 350° C, while chain scissions are predominant at higher temperatures. The Ei
water elimination reaction can be written as follows (see Section 2.1):

‘ CH,0H
0 0
H%OHO OH CHOH .
OH 0 0 —
CA,0H O HO
n O\
OH

~

_ GH,0H
To 0
H%OHO OH CH,OH
H 0 0 + H,0
CHi,0H O 4
n O\
HO ~

Besides the water elimination from the position 2,3 of the glucose unit as indicated
above, other elimination positions such as 1,2 or 3,4 or 3,6 are possible. Because the
side group elimination does not affect the DP value of the polymer, this reaction must be
followed by the cleavage of the polymeric bonds to generate smaller molecules. These
small molecules are the ones identified in cellulose pyrolysis products by techniques
such as Py-GC/MS.

The chain scission by transglycosidation can take place with the formation of several
smaller molecules. The most common product of depolymerization is 1,6-anhydro-3-D-
glucose (CgH100s, levoglucosan), but anhydrocellobiose (C412H20010, 4-O-B-
glucopyranosyl-1,6-anhydroglucose) or cellobiosan, as well as several anhydrocello-n-
oses (n = 3, 4, 5, 6) have been detected in the pyrolysate [12]. The depolymerization by
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transglycosidation is important because it is considered one of the main initial reactions
in cellulose pyrolysis. By monitoring the yield of levoglucosan as a function of cellulose
depolymerization [23a], this yield is 15% to 20% for cellulose with a DP > 200 and
increases to about 44% for cellulose with DP < 200. This would show that the formation
of small molecules is preceded by depolymerization with the formation of large
oligomers. Using Haworth projection formulas, the transglycosidation reaction can be
written as follows (levoglucosan is formed when n=0 and cellobiosan when n=1):

CH,0H
CH,OH O 5---
CHZOTE o o OoH
CH,OH S o \M OH A
0 o OH OH
OH OH

0
! OH
CH,OH
CH;—0
? CH,0H O g---
CH,OH 0 0 o XOH
o OH
0 + OH OH
OH S OH
o OH
H OH
n=0,12.5

Further decomposition of levoglucosan and cellobiosan generates smaller molecules in
cellulose pyrolysate. The reaction of levoglucosan formation is one of the main paths in
pyrolytic decomposition of cellulose above 400° C, although the pyrolysis conditions
such as the presence of acids or bases may favor other mechanisms. The yield of 1,6-
anhydro-p-D-glucose in the pyrolysate was reported [13,27] to vary from traces to 40%
or more.

The chain scission with reverse aldolization takes place as follows:

CH,OH
CH,OH O o---
OH
CH,OH o o
OH
CH,0H O o OH A
—
O o OH
OH
OH
0
OH CH,0H
0 -
CH,—OH CH,OH o-
CH,0H I o o OH
_CH=CH  CH=0
N o
H o} OH
o N CH=CH™
. OH
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The yield of hydroxyacetaldehyde can be significant in celiulose pyrolysis depending on
pyrolysis conditions and was reported to vary from 7% to 19%. Mono and disaccharides
with an attached C, cleavage fragment [such as 1-(2-hydroxyethenyl)-o-
glucopyranoside] were also identified in cellulose pyrolysis products.

An interesting process that may take place during cellulose pyrolysis is the inter-chain
ether formation. This process is very unlikely for hydroxyl groups at C-2, C-3 or C-4 of
the glucose units by water elimination between two chains. However, from energy
considerations a displacement process involving one of the acetal oxygens seems
possible:

CH,OH
0
OH
CH,OH O
CH20H -
o
€H,0H "0
. o
"
CH,
"o o
O\
oRy

This process would generate a three-dimensional polymer more stable than celiulose
because the new ether bonds are more stable than the acetal-ether bonds. The
increased thermal stability may allow further dehydration and possible dehydrogenation
with less chain depolymerization and may be a step toward the char formation in
cellulose pyrolysis. The above reaction may explain some structural modifications seen
in cellulose by X-rays and by thermogravimetric analysis around 280° C. The char
formation in cellulose pyrolysis as well as in other polymer pyrolysis is not always well
understood. The analysis of char is rather difficult as this material is not soluble and
does not contain small molecules. The amount of carbon in char is high, but this does
not exclude the existence of a specific macromolecular structure. A parallel between
char formation in pyrolysis and the coalification of wood, although rather remote, may
suggest the type of structures that are possible components of char. The coalification
process seen in fossil wood (see Section 14.2), although it involves lignin and other
wood components in addition to cellulose, generates polynuclear aromatic hydrocarbon
structures and these may be a likely component of char.

- Further pyrolytic reactions during cellulose pyrolysis.

Subsequent to the first step in pyrolysis, more decompositions take place. The paths of
these decompositions strongly depend on pyrolysis conditions and may yield a wide
variety of products. It is not clear which sequence is followed by the pyrolysis process,
and depending on pyrolysis conditions there are variations in the amount and in the
nature of the generated substances.
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The influence of pyrolysis temperature on the qualitative chemical composition of the
celiulose pyrolysate can be illustrated by comparing the pyrograms generated at
different temperatures. This is shown in Figures 7.2.1, 7.2.2 and 7.2.3, which give the
total ion chromatograms (TIC) generated by a GC/MS system for the trimethylsilylated
pyrolysate of cellulose obtained at three different temperatures between 450° C and
850° C.

The chromatographic trace shown in Figure 7.2.1 was obtained from the cellulose
pyrolysate generated at 590° C followed by off-line silylation with bis(trimethylsilyl)
triffluoroacetamide (BSTFA).
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FIGURE 7.2.1. Cellulose pyrolysate obtained at 5900 C and trimethylsilylated. The
separation was done on a methy! silicone with 5% pheny! silicone type column. #1 1,2-dihydroxyethane,
#2 2-hydroxypropionic (lactic) acid, #3 hydroxy acetic (glycolic) acid, #4 furanmethanol, #5 peak from
silylation reagents, #6 1,3-dihydroxypropanone, #7 1,4-dioxane-2,5-diol, #8 1,3-dioxolane-4,5-diol, #9
1,3-dihydroxybenzene, #10 2-methyi-1,4-dioxane-2,5-diol, #11 1,4- dihydroxybenzene, #12 3-hydroxy-
2-(hydroxymethyl)-2-cyclopenten-1-one, #13 2-hydroxy-5-(hydroxymethyl)-4(H)-pyran-4-one, #14 1,2,3-
trihydroxybenzene, #15 internal standard, #16 an anhydrosugar, #17 levoglucosan (1,6-anhydro-B-D-
glucopyranose), #18 a monosaccharide, #19 an anhydrosugar , #20 an anhydrosugar, #21 1,6-anhydro-
B-D-glucofuranose ?.
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The separation of the silylated pyrolysate was done on a methy! silicone with 5% phenyl
silicone chromatographic column, 60 m long, 0.32 mm i.d., 0.25 p film thickness. Some
of the peaks in these chromatograms were identified. However, a significant number of
peaks remained unidentified or only tentatively identified. Most peak identifications were
done based only on the mass spectra library search (see Section 5.3).

The chromatographic trace given in Figure 7.2.2 was obtained from the cellulose
pyrolysate generated at 850° C. The separation of the trimethylsilylated pyrolysate was
done on the same column as for 590° C pyrolysis. At first look, most major compounds
generated at 850° C are the same as for 590° C pyrolysis, and a significant overlapping
in the chemical composition is indeed present. Only some peak intensities are different.
However, a more detailed analysis indicates that besides the typical pyrolysis products
obtained at 590° C, several other compounds start to be formed at higher temperatures.
Above 800-850° C, in addition to the compounds that are generated at lower
temperatures, smaller and more stable molecules such as aromatic compounds are
formed.
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FIGURE 7.2.2. Cellulose pyrolysate obtained at 8500 C and trimethylsilylated. The
separation was done on the same column as for 590° C pyrolysis. The numbers correspond to the
chemical names indicated for Figure 7.2.1.
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At lower pyrolysis temperature, namely around 4500 C, the pyrolysate composition
becomes less complex. This can be seen by comparing the chromatograms shown in
Figures 7.2.1 or 7.2.2 with the chromatogram shown in Figure 7.2.3.
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FIGURE 7.2.3. Cellulose pyrolysate obtained at 4500 C and trimethylsilylated. The
separation was done on the same column as for 8500 C. Several numbers correspond to the chemical
names indicated for Figure 7.2.1. Some peaks are, however, different: #6' diethyleneglycol, #7° giycerin,
#19 inositol.

The characteristic ions for some peaks shown in Figures 7.2.1, 7.2.2 and 7.2.3, which
were identified in the silylated pyrolysates of cellulose, are given in Table 7.2.2.

The type of analysis utilized to determine the composition of a pyrolysate is important
because only a certain group of compounds can be seen in one type of analysis. The
identification of more volatile compounds found in cellulose pyrolysate can be done very
conveniently by on-line Py-GC/MS analysis. The TIC traces of cellulose pyrolysate
obtained at 590° C and separated on a Carbowax or on a methyl-phenyl silicone type
column were already given in Section 5.2 (Figures 5.2.10, 5.2.11 and 5.2.13). As
indicated in Section 5.2, in these chromatograms compounds such as formaldehyde,
methanol, or CO were not seen because the mass spectrometer used for the analysis
had the mass range detection with a low cut-off at m/z = 32.



TABLE 7.2.2. Some peak identifications and their characteristic ions for the silylated

pyrolysates of cellulose shown in Figures 7.2.1 10 7.2.3.

Peak
No.
1

2
3
4
5
6

6
7
7
8

9
10

1"
12

13
14
15
16
17
18
19
19
20
21

Compounds

1,2-dihydroxyethane 2 TMS
2-hydroxypropionic (lactic) acid 2
T™MS

hydroxy acetic (glycolic) acid 2 TMS
furanmethano! TMS

peak from silylation reagents
1,3-dihydroxypropanone 2 TMS

diethyleneglycol 2 TMS
1,4-dioxane-2,5-diol 2 TMS
glycerol 3 TMS
1,3-dioxolane-4,5-diol 2 TMS

1,3-dihydroxybenzene 2 TMS
2-methyl-1,4-dioxane-2,5-diol 2 TMS

1,4- dihydroxybenzene 2 TMS
3-hydroxy-2-(hydroxymethyi)-2-
cyclopenten-1-one 2 TMS
2-hydroxy-5-(hydroxymethyl)-4(H)-
pyran-4-one 2 TMS
1.2,3-trihydroxybenzene 3 TMS
internal standard

an anhydrosugar

levoglucosan (1,6-anhydro-p-D-
glucopyranose) 3 TMS

a monosaccharide ?

an anhydrosugar

inositol 6 TMS ?

an anhydrosugar

1,8-anhydro-3-D-glucofuranose ?

Formula
C8H22028i2
C9H22038i2
C8H2003Si2
C8H1402Si

?
C9H22038i2

C10H2603Si2
C10H2404Si2
C12H3203Si3
C8H22048Si2

C12H2202Si2
C11H26048Si2

C12H2202Si2
C12H24038i2

C12H22048Si2
C15H3003Si3

C15H3405Si3
C21H5206Si5

C24H6006Si6

- Compounds identified in cellulose pyrolysates.

MW
206
234
220
170

?
234

250
264
308
250

254
278

254
272

286
342

378
540

612

Characteristic ions

147(100), 73(63), 103(21),
191(19)

73(100), 117(92), 147(86),
190(15),191(14), 219(8)
73(100), 147(78), 66 (20),
205(17), 177(11)

81(100), 155(51), 73(20),
170(8)

99

73(100) 103(44) 189(10),
147(8), 2

73(100), 117(39) 116(18),
147(9), 191(1

117(100), 161(79), 73(76),
191(8), 263(1)

73(100), 147(35), 205 (22),

117(21), 103(21), 218(5)
117(100), 73(94), 161(86),
101(19), 231(6), 249(1)
73(100), 254(18), 45(9)
73(100), 131(92), 175(47),
265(12), 278(2)

239(100), 254(76), 73(50)
257(100), 73(55), 272(9)

271(100), 73(26), 147(22),
286(2)

73(100), 239(92), 342(52)
205(100), 191(86), 73(85),
147(52)

73(100), 204(48), 217(42),
147(18), 333(9)

217(100), 73(62), 117(12),
319(6)

73(100),147(51), 217(44),
191(28), 286(12)

73(100), 318(40), 147(38),
217(35). 367(5), 433(4)
73(100), 204(44), 217(38),
205(36), 191(18)

73(100), 204(54), 205(52),
217(40), 191(20)

The compounds found in the pyrolysate formed in the common range of pyrolysis

temperatures, between 500 to 650° C, that can be analyzed by GC/MS with or without

derivatization (e.g. TMS) and shown in Figures 7.2.1 to 7.2.3 and in Figures 5.2.10,
5.2.11 and 5.2.13 can be classified as follows:

» monosaccharides (glucose),

* anhydrosugars (shown in Table 7.2.3),

« carbonyl compounds (shown in Table 7.2.4),
« furans and lactones (shown in Table 7.2.5),
* pyrans (shown in Table 7.2.6),
« phenols (shown in Table 7.2.7),
* acids and acid esters (shown in Table 7.2.8), and
« other compounds (shown in Table 7.2.9).

245
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TABLE 7.2.3. Anhydrosugars* generated in cellulose pyrolysis.

MW Name Formula

126 levoglucosenone (6,8-dioxabicyclo(3.2.1)oct-2-en-4-one), (1,6- C6HB03
anhydro-3,4-dideoxy-D-glycerohex-3-enopyranos-2-ulose)

144 1,4:3,6-dianhydro-a-D-glucopyranose C6H804
144 1,4-dideoxy-D-glycero-hex-1-enopyranos-3-uiose C8HB804
144 3,4-dihydroxy-6,8-dioxabicyclo(3.2.1)oct-1-ene C6H804
162 levoglucosan (1,6-anhydro-3-D-glucopyranose) C6H1005
162 5,6-anhydro-p-D-glucopyranose C6H1005
162 1,6-anhydro-3-D-glucofuranose C6H1005
162 1,4-anhydro-3-D-glucopyranose C6H1005

* Several anhydrodisaccharides, and anhydrocello-n-oses (n = 3, 4, 5, 6) have been detected in the
pyrolysate, but they were not seen in regular GC/MS separations due 1o their low volatility. They cannot be
detected even after derivatization as trimethylsilyl derivatives (TMS). These substances can be detected,
however, in the pyrolysate using an LC procedure or using off-line permethylation of the pyrolysate [22],
which increases the volatility maore than trimethylsilylation.

TABLE 7.2.4. Carbonyf compounds generated in cellulose pyrolysis.

MW Name Formula
30 formaldehyde CH20
44 acetaldehyde C2H40
60 hydroxyacetaldehyde C2H402
56 2-propenal C3H40
58 propanal C3H60
58 propanone C3H60
72 propenedialdehyde C3H402
74 3-hydroxypropanat C3HB602
74 hydroxypropanone C3H602
90 2,3-dihydroxypropanal C3H603
90 dihydroxypropanone C3H603
84 but-3-enal-2-one C4H402

100 3-carboxy-2-propenal C4H403
70 2-butenal (cis) C4H60
70 2-butenal (trans) C4HB0O
86 2,3-butanedione C4HB02

102 2-hydroxybutanedialdehyde C4HB603
72 butanal C4H80O
72 butanone C4H8O
88 1-hydroxybutan-2-one C4H802
88 1-hydroxybutan-3-one C4H802
96 cyclopent-1-ene-3,4-dione C5H402
82 2.,4-pentadienal C5HE0
82 cyclopent-1-ene-2-one C5H60
82 1,4-pentadien-3-one C5H60
98 1-pentene-3,4-dione C5H602
98 pent-4-enal-2-one C5H602
98 hydroxycyclopentenone C5H602
98 1,3-cyclopentandione C5H602

114 dihydroxypentenone C5H603
84 2-methyl-1-buten-3-one C5H80
84 pent-3-en-2-one C5H8O
84 cyclopentanone C5H8O

100 2,3-pentanedione C5H802



TABLE 7.2.4. Carbonyl compounds generated in cellulose pyrolysis (continued).

MW
116
86
86
96
112
112
128
128
144
114
114
130
106
122
138
138
110
126
112
114
152

Name

1-acetyloxypropan-2-one

pentanal

2-pentanone
2-methyl-2-cyclopenten-1-one
2-hydroxy-3-methyl-2-cyclopenten-1-one
3-hydroxy-2-methyl-2-cyclopenten-1-one

3-hydroxy-2-(hydroxymethyl)-2-cyclopenten-1-one

6-methyl-1,4-dioxaspirof2,4]heptan-5-one
1-hydroxy-3,6-dioxabicycio[3.2.1]octan-2-one
2-methylcyclopentanone
3-methylcyclopentanone
2,3-dihydroxyhex-1-en-4-one
benzaldehyde

3-hydroxybenzaldehyde
3,4-dihydroxybenzaldehyde

2 4-dihydroxybenzaldehyde
2,3-dimethyl-2-cyclopenten-1-one
3,5-dimethylcyclopentan-1,2-dione
1-cyclopentylethanone
3-methyl-2-hexanone

3,5- or 4,5-dihydroxyacetophenone

Formula
C5H803
C5H100
C5H100
C6HB80
CBH802
C6H802
C6H803
C6H803
C6H804
CBH100
C6H100
C6H1003
C7HB0O
C7H602
C7H603
C7H603
C7H100
C7H1002
C7H120
C7H140
C8H803

TABLE 7.2.5. Furans and related substances generated in cellulose pyrolysis.

MW
68
70
84
84
84
86
96
96
82
82
98
98
98
98
98

114

100

100

100

100

102

102

110

110

126

126

Name

furan

2,3-dihydrofuran
(2H)-furan-3-one
(5H)-furan-2-one
(3H)-furan-2-one
tetrahydrofuran-3-one
2-furancarboxaldehyde
3-furancarboxaldehyde
2-methylfuran

3-methylfuran
2-(hydroxymethyl)furan
2,3-dihydro-5-methylfuran-2-one
2 .5-dihydro-5-methylfuran-2-one
3-(hydroxymethyl)-furan
2-methyl-2,3-dihydrofuran-3-one
3-methyltetrahydrofuran-2,4-dione
4-methyitetrahydrofuran-3-one
2-methyi-3-hydroxy-2,3-dihydrofuran
2-methoxy-2,3-dihydrofuran
2-methoxy-2,5-dihydrofuran
tetrahydro-2-furanmethanol
2-methoxytetrahydrofuran
2-acetylfuran
5-methyi-2-furancarboxaldehyde
furfuryl formate

2-furoic acid methyl ester

Formula
C4H40
C4H60
C4H402
C4H402
C4H402
C4H602
C5H402
C5H402
C5HB0
C5H60
C5H602
C5H602
C5H602
C5H602
C5HB602
C5H603
C5H802
C5H802
C5H802
C5H802
C5H1002
C5H1002
C6H602
CBH602
CBH603
C6HB03
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TABLE 7.2.5. Furans and related substances generated in cellulose pyrolysis

(continued).

MW
126
126
126
96
128
144
114
138
128
144

Name
5-(2-hydroxyethylidene)-(5H)-furan-2-one
5-hydraxymethyi-2-furancarboxaldehyde
3-ethyl-2,4(3H,5H)-furandione
2,5-dimethylfuran
5-acetyltetrahydrofuran-2-one

5-hydroxymethyl-2-tetrahydrofurancarboxaldehyde-3-one

5-ethyldihydro-2(3H)-furanone
2-(propane-2,3-dione}-furan
2-(propan-2-one)-tetrahydrofuran

S-ethyl-3-hydroxy-4-methyl-tetrahydrofuran-2-one

Formula
C6H603
CBH603
CBHB03
C6H80O
C6H803
C6H804
C6H1002
C7H603
C7H1202
C7H1203

TABLE 7.2.6. Pyrans and related substances generated in cellulose pyrolysis.

MW
112
98
114
126
126
142
142
112
112
128
130
138
126
126

TABLE 7.2.7. Phenols generated in cellulose pyrolysis.

MW
94
110
110
110
126
108
108
124
124
124
124
124
120
122
122
122
122
154
136
144

Name

5,6-dihydropyran-2,5-dione
2,4-dihydropyran-3-one
4-hydroxy-5,6-dihydro-(2H)-pyran-2-one
3-hydroxy-6-methyl-(2H)-pyran-2-one
3-hydroxy-2-methyl-(4H)-pyran-4-one

2-hydroxy-5-(hydroxymethyl)-4(H)-pyran-4-one

3,5-dihydroxy-2-methyl-(4H)-pyran-4-one
a methyldihydropyranone

a methyldihydropyranone
2-hydroxymethyl-2,3-dihydropyran-4-one
4-(hydroxymethyf)-tetrahydropyran-3-one
methyl-formyl-(4H)-pyran-4-one

a dimethyldihydropyranone

a dimethyldihydropyranone

Name

phenol

1,2-dihydroxybenzene
1.3-dihydroxybenzene
1,4-dihydroxybenzene
1,2,3-trihydroxybenzene

3- or 4-methylphenol
2-methyiphenol
4-methyl-1,2-dihydroxybenzene
3-methyi-1,2-dihydroxybenzene
4-methyl-1,3-dihydroxybenzene
2-methyl-1,4-dihydroxybenzene
3-methoxyphenol

p-vinyiphenol
2,4-dimethylphenol
2,6-dimethylphenol
3,5-dimethylphenol
ethyl-phenol
2,6-dimethoxyphenol
3,4,5-trimethylphenol
1-naphthol

Formula
C5H403
C5H602
C5H603
CBHB03
C6H603
C6H604
C6H604
C6H802
CBHB802
C6H803
CBH1003
C7HB03
C7H1002
C7H1002

Formula
CBH50
C6HB02
C6HB02
C6HB602
CBHB03
C7H80O
C7H80O
C7H802
C7H802
C7H802
C7H802
C7H802
C8H8O
C8H100
C8H100
C8H100
C8H100
C8H1003
C9H120
C10H80



TABLE 7.2.8. Acids and acid esters generated in cellulose pyrolysis.

158

Name

formic acid

acetic acid

hydroxyacetic acid
2-oxopropanoic acid
propionic acid

lactic acid

3-butenoic acid

pyruvic acid methyl ester
hydroxyacetic acid vinyl ester
crotonic acid

butyric acid

but-3-enoic acid methyt ester
2-deoxygluconic acid

4 6-dihydroxyhepta-4,6-dien-1-carboxylic acid

TABLE 7.2.9. Other compounds generated in cellulose pyrolysis.

Name

hydrogen

water

carbon

carbon monoxide
carbon dioxide
methane

methanol

ethylene

ethane

ethylene glycol
1,3-dioxolane-4,5-diol
1,4-dioxadiene

acetic anhydride
1.4-dioxane-2,5-diol
1,4-dioxane-2,3-diol
1.2-butandiot
1.3-cyclopentadiene
4-cyclopenten-1,2,3-triol
5-methyi-1,3-cyclopentadiene
2-methyl-2,3-hexadiene
inositol

- Cellulose pyrolysis at higher temperatures.
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Formula
CH202
C2H402
C2H403
C3H403
C3HB602
C3H603
C4H602
C4H603
C4HB03
C4H602
C4H802
C5H802
CBH12086
C7H1004

Formula
H2

H20

Cc

co
co2
CH4
CH40
C2H4
C2HB
C2HB602
C3H604
C4Ha02
C4H803
C4H804
C4H804
C4H1002
C5HB
C5H803
C6H8
C6H8
C6H12086

Besides the typical pyrolysis products listed in Tables 7.2.3-7.2.9, several other
pyrolysis products were identified at higher temperatures (small molecules are formed
even at temperatures below 600° C [28]). Table 7.2.9 lists a series of aromatic [29] and
polynuclear aromatic hydrocarbons generated from the pyrolysis of cellulose at 850° C
[30]. Numerous other compounds were also reported as formed during cellulose
burning, due to cellulose pyrolysis [31-36]. Some of the polynuclear aromatic
compounds, such as benzo(a)pyrene, are present only in traces but their detection in
the pyrolysate is important due to their known carcinogenic properties. Besides the
compounds shown in Table 7.2.9, some other polynuclear aromatic hydrocarbons (PAH)
are present in cellulose pyrolysates. This can be inferred from Figure 7.2.4, which
shows the extracted single ion chromatograms corresponding to the molecular ions of
some polynuclear aromatic hydrocarbons.
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FIGURE 7.2.4. GC/MS traces for extracted single ion chromatograms corresponding to
masses 202, 216,228, 252 in a cellulose pyrolysate subjected to clean-up and
preconcentration for PAH analysis [21].

More peaks can be seen for a known mass (202, 216, 228 or 252) than the number of
compounds with the corresponding mass listed in Table 7.2.10. The formation of these
hydrocarbons is the result of advanced pyrolysis of some of the compounds previously
listed. Due to the higher thermal stability of the compounds listed in Table 7.2.10, their
concentration increases in the pyrolysates as the temperature increases.

TABLE 7.2.10. Aromatic hydrocarbons generated from pyrolysis of cellulose at 850°C.

MW Compound name Formula
78 benzene C6H6
92 toluene C7H8
104 styrene C8H8
106 ethylbenzene C8H10
106 xylene (0, m, p) CB8H10
116 indene C9H8
118 4-methylstyrene CgH10
128 naphthalene C10H8
142 methylnaphthalene C11H10
152 acenaphthylene C12H8
154 biphenyl C12H10
166 fluorene C13H10
178 phenanthrene C14H10
178 anthracene C14H10
190 methylphenanthrene C15H12
202 fluoranthene C16H10
202 pyrene C16H10
216 2,3-benzofluorene C17H12
228 1,2-benzanthracene C18H12
228 chrysene C18H12
252 benzo(b)fluoranthene, benzo(k)fluoranthene C20H12
252 benzo(e)pyrene C20H12
252 benzo(a)pyrene C20H12
252 perylene C20H12
276 benzoperylene C22H12
278 dibenzanthracene C22H14
300 coronene C24H12
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- Mechanisms in the formation of small molecules during cellulose pyrolysis.

The production of some of the molecules indicated in Tables 7.2.2—7 2.8 can be formally
explained by starting with a substance with the molecular formuta CgH1005
(corresponding to a deoxyglucose) by successive elimination of HyO, CO, COy, or
HCHO:

- HyO - HyO
CeH1005 —™ CgHgO4 — > CgHgO3

-COo -
l— HCHO co
s CsHg03 128 - HpQ
CsHgOy — CsHgO  CsHgO3 —<3CgH, 0, CsHgO3 —2% CsHgOy
l- © l‘ co l— co
C4HgO2 C4HgOo CaHgO

Detailed mechanisms could be postulated for the formation of the molecules shown in
Tables 7.2.3-7.2.9. Some of such mechanisms start, for example, with a molecule of
an anhydrosugar (such as levoglucosan or cellobiosan) that is known to be formed in
significant amounts from cellulose pyrolysis. Assuming also that unstable intermediates
can be generated, it is possible to explain the formation of a variety of molecules in the
pyrolysates. Two examples of mechanisms showing the formation of smaller molecules
from levoglucosan are given below:

CH, CH CH
CH, 30 | [* [
o C==0 c= ?zo
N —>CO +|HCOH | —» HpO +|C=0 | —» H0 + C=0
HCOH CH CH
OH | ‘ I
OH CH,0H CH,OH CH,
HC=0 HC==0
CH,
+ HCOH —> Hy0 + CH
HC=0 ?

CH,OH HC==0

The formation of furanmethanol can also be explained starting with levoglucosan:

CHyug CH

CHy4—0 20
o ~OH ~OH
A ——  Hy0 + — [ + M0
OH — CO +
N 0~ CH,O0H
OH
0O Of

OH H H
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Cellobiosan can also be taken as a starting source of some of the smaller molecules
(including levoglucosan) identified in the pyrolysate:

CH,—30 ﬁ“z
CH,OH o CH,OH o
0 A o} ]
o0—XOH ——> 02 + o/‘f” —_
OH OH HCOR
OH |
OH OH CH,OH
OH OH
CH,
Il
c'H
CH,—0 H(IJOH
0 H((:OH
OH * CH,0H
OH l
OH
HC=0
CH,
Il +  HCOH
CH,
CH,0H

The pyrolytic process of cellobiosan can also explain the formation of levoglucosenone
and hydroxymethylfurfurai:

CH,0OH CH,—

OH 0

CH,—o0
CH,OH o
o Ko 4, OH  CHO | + HpO+
OH OH
OH H OH 0
OH

l

CH,OH
OH HOH,C 0 CHO
HpO + CHO —— 2H20 +
OH
OH

Cellobiosan may generate by pyrolysis other anhydrosugars such as 1,4-anhydro-B-D-
glucopyranose or 5,6-anhydro-3-D-glucopyranose. However, these anhydrosugars can
be generated from cellulose itself by a simitar mechanism as levoglucosan.

The pyrolysis of levoglucosan or cellobiosan does not generate all the compounds found
in cellulose pyrolysis. The chromatographic profile of cellulose and levoglucosan
pyrolysates obtained at 590° C are not identical [37] although they have significant
similarities [37a]. This can be seen by comparing the upper and the lower trace in
Figure 7.2.5. The upper trace (A) is the TIC for a cellulose pyrolysate at 590° C and is
the same trace shown in Figure 7.2.1 on a different time scale (some peak
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identifications can be obtained by comparing the retention times and the shape of the
chromatograms). The lower trace (B) is the TIC for levoglucosan pyrolysate obtained at
590° C (silylated). The differences seen in the two chromatograms indicate that
levoglucosan is not the only intermediate in cellulose degradation.
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FIGURE 7.2.5. Upper trace A: TIC for cellulose pyrolysate obtained at 590° C and
silylated, identical to the trace shown in Figure 7.2.1 (some peak identifications can be
obtained by comparing the retention times and the shape of the chromatograms).
Lower trace B: TIC for levoglucosan pyrolysate (silylated).

It is likely that many of the pyrolysis products of cellulose are generated by more than
one reaction path. It is difficult to determine from the available experimental data which
path is dominant. Even condensation reactions of the pyrolysis products are not
excluded as additional possibilities to generate substances identified in the pyrolysate.
The explanation of the formation of the same known pyrolysate constituents can start,
for example, with 1-(2-hydroxyethenyl)-a-glucopyranoside and subsequent generation of
levoglucosan:

CH,OH CH,0H CH;—0
o O/(;H:CH o O/CH2~CHO o
OH , , CHOH

OH OH H |
HO HO wo” N CHO

OH OH OH
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Also, compounds that are very abundant in the pyrolysate such as hydroxymethylfurfural
can be formed directly from cellulose:

CH,OH
CH,0H 0 o
OH
CH,OH o o
0 o~ \OH oH
o OH OH >
. H
CH,OH CH,0H CH,
O O o e
OH °" * * OH °
/,0 HO
OH HO OH OH
CH,OH CH,OH

0 0\
OH O\ —» H20+ °

By a similar mechanism it is likely that 1,4-dideoxy-D-glycero-hex-1-enopyranos-ulose is
formed:

CH,OH
CH,OH 0 o~
OH
CH,OH SA]
OH
° o OH A
—_—
0 aH OH
-
OH
CH,OH CR7—0 CH,OH
0 0 o} -~
OH . * OH °
Yy HO
b
OH HO OH OH
CHy—0 CH,OH
0 0
————



Formation of compounds such as dioxanediols can be explained by subsequent
condensation reactions of the type:

HO o
~cH, SNeH HO (o]
e Gl — L
CH_ CH,
=0 OH \O/ \OH

The formation of aromatic hydrocarbons at more elevated pyrolysis temperatures can be
explained by reactions of the type:

l CH,

| — +3 HyO

O

HO

The formation of radicals at elevated temperatures from the mononuclear aromatic
compounds, followed by condensations between them, may explain the presence of
polynuclear aromatic compounds in the pyrolysate, as shown in Section 2.4. The
generation of small molecules at higher pyrolysis temperatures can be explained by
reactions of the type:

/& —>» CH,=CH, +CO+COp
0~ N~ o

- Cellulose pyrolysis in acidic or basic conditions or in the presence of salts.

The influence of acidic conditions or basic conditions also has been studied extensively
for cellulose [38,39]. Both bases and acids increase the formation of char and gases on
the account of liquid pyrolytic products (pyrolytic oil) and accelerate the rate of pyrolysis
compared to pyrolysis of pure cellulose at equal temperatures. The addition of
potassium hydroxide clearly favors the retroaldolization mechanism. Lewis acids, such
as ZnCl,, also accelerate the rate of pyrolysis compared to pyrolysis of pure cellulose at
equal temperatures [40]. Other salts, like MgCl, or even NaCl, accelerate the
decomposition but to a lower extent. The mechanism for the salt effects and the role of
the inorganic ions is not clear [38]. Higher inorganic ion concentrations seem to favor
hydroxyacetaldehyde formation associated with the decrease of levoglucosan. In spite
of the accelerated rate of pyrolysis produced by some salts and bases, the same types
of substances are used as flame retardants. This is explained by the role of these
compounds in modifying the heat flux through the burning cellulose, char formation,
non-combustible gas formation, etc., and does not indicate a decrease in the rate of
celtulose pyrolysis.
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Cellulose pretreated with acids, such as sulfuric acid or hydrochleric acid followed by a
wash of the sample to neutrality also shows an increased rate of decomposition but
generates more liquid pyrolytic products. These samples produce higher yields of
levoglucosan associated with the decrease of hydroxyacetaldehyde. Inorganic ions
S04 or CI'" are found incorporated in the acid-pretreated and washed cellulose [38]
(see also Section 7.3).

Cellulose pyrolysis in the presence of salts, acids, or bases may be used as a model of
cellulose pyrolysis in a wood matrix. A series of differences are usually seen during
pyrolysis of microcrystalline cellulose and wood, even considering only those
components of wood that are generated by cellulose pyrolysis. The differences can be
explained by the influence of inorganic components in wood, but also by the presence of
chemical bonding of celiulose with lignin and hemicelluloses (xylans, etc.).

- Pyrolysis of cellulose in air.

Ancther aspect of cellulose pyrolysis is the pyrolysis in air (at non-flaming
temperatures). This type of pyrolysis was studied mainly in connection with the stability
to heating of different commercial cellulosic fibers [19]. 1t was determined that the main
result of the presence of air is a more rapid decomposition. Oxygen acts mainly as a
catalyst, and the chemical composition of the pyrolysate is not significantly different from
the one obtained in an inert gas [41]. Cellulose of higher crystallinity is less influenced
by the presence of air than the more amorphous one. It was suggested that some
oxidation may take place at the macromolecular chain ends, but the crystallinity
decreases the accessibility of oxygen to the macromolecular chain. In the presence of
air, the yield of levoglucosan resulting from chain scission increases with crystallinity
indicating the absence of the oxidative process.

- Kinetics of cellulose pyrolysis.

The kinetics of cellulose pyrolysis was extensively studied, mainly for practical purposes.
As shown in Sections 3.2 and 3.3, cellulose pyrolysis can be approximated either by a
reaction of first order (pseudo first order) or by more elaborate models. Assuming a first
order reaction for example, the weight variation of a cellulose sample during pyrolysis is
given by the relation (see rel. 15, Section 3.2):

5 100700
W=Wo exp[-96 10 ep(- ———— )st]

where T is the temperature in ° K and t is the time in sec. Other models are mainly
utilized for describing the pyrolysis of larger quantities of cellulose, commonly for
producing gases or pyrolytic oil for industrial purposes or related to fire problems as
previously discussed in Section 3.3.

Several analytical applications of cellulose pyrolysis related to plant materials will be
discussed in Part 3 of this book.



7.3 _Chemically Modified Celluloses.

A variety of derivatives of cellulose are known and some of these have a large
commercial production and use. Certain classes of cellulose derivatives can easily be
recognized:

« inorganic esters (nitrate, sulfate, phosphate, etc.),

« organic esters (acetate, other aliphatic acids, benzoate, etc.),

« alkali cellulose,

« ethers (methyl, ethyl, carboxymethyl, hydroxypropyl, benzyl, etc.), and
« xanthates.

- Pyrolysis of cellulose nitrate, sulfate, and phosphate.

Cellulose nitrate (named also nitrocellulose) is the most important inorganic ester of
cellulose. It can be obtained by the direct reaction of cellulose with HNO3, but for
industrial purposes the reaction is done frequently in the presence of H,SO, or H;PO,
(in addition to HNO3). The nitration mechanism is that of a common esterification.
Several degrees of esterification with HNO; can be obtained and are measured by the
nitrogen content in cellulose. Depending on the intended use (lacquers, plastics,
smokeless gunpowder), the nitrogen content varies between 10.0 to 13.5%. The
product with 12.5-13.5% nitrogen is mainly used as smokeless gunpowder. The
completely trisubstituted product corresponds to a theoretical nitrogen content of
14.14%. The decomposition of cellulose nitrate used as smokeless gunpowder starts at
a low temperature (around 200° C) and, theoretically, takes place with the formation of
H;0, CO, CO; and N, by the reaction:

[CeH702(0ONO2)3]n —> 32 COp + 9n2 CO +7n/2 HpO +3n2 Np

However, besides these compounds, several other compounds indicated in Table 7.3.1
were identified in the pyrolysate at 750° C [42].

TABLE 7.3.1. Compounds identified in the pyrolysate of cellulose nitrate.

MW Name Formula
28 nitrogen N2

30 nitrcgen monoxide NO

44 nitrous oxide N20
46 nitrogen dioxide NO2
18 water H20
27 hydrogen cyanide HCN
28 carbon monoxide CO

30 formaldehyde CH20
44 carbon dioxide co2
44 acetaldehyde C2H40
56 propenal (acrolein) C3H40

58 acetone C3H60

257
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Cellulose sulfate has significantly fewer applications than the nitrate. The pyrolysis of
cellulose treated with sulfuric acid and containing residual sulfate groups was previously
discussed (see Section 7.2). The pyrolysate of this material has a chemical composition
similar to that of cellulose pyrolysate. However, the existence of residual sulfate groups
favors the reaction:

OH
|

HO
) 0 CH,OH CH,0H

o 0 +H2504
CH,0OH O CH,OH o

This reaction is supposed to have an E2 mechanism [32]. Further decomposition of the
dehydrated cellulose results in an increased yield of water, char, gases and carbonyl
compounds and a simultaneous decrease in levoglucosan formation as compared to
pure cellulose pyrolysis.

Cellulose phosphate also has been studied regarding its stability to thermal degradation
[42a]. It was determined that cellulose phosphate decomposes faster than pure
cellulose, but it forms a highly condensed and cross-linked carbonaceous material
containing polycyclic aromatic groups. This material acts as an effective flame
retardant. The probable mechanism for the formation of this char is intermolecular
condensation followed by further dehydration of the material. Cellulose phosphate
complexes with a series of transitional metals also have been studied using PY-FI MS
with the purpose of evaluating cellulose flameproofing [42b]). Thermal degradation of
these compounds leads to the formation of metal phosphates and dehydrated cellulose
that may further produce cross-linked char.

- Cellulose acetate.

Among the esters with organic acids, cellulose acetate is the most important one.
Cellulose acetate has numerous uses such as manufacture of yarn, photographic films,
lacquers, etc. Cellulose can be acetylated starting with lower levels of esterification up
to the formation of cellulose triacetate. The acetate is obtained from the reaction of
cellulose with acetic anhydride, usually in the presence of a catalyst such as H,SO, or
HCIO4. Numerous industrial procedures are known for this process [43].

Pyrolysis of cellulose acetate has been applied for analytical purposes of the fibers [44],
structural elucidation [45], study of thermal stability [46], etc. The main pyrolysis product
of cellulose acetate is acetic acid. Several compounds typical in cellulose pyrolysis such
as 5-hydroxymethyl-2-furancarboxaldehyde can be seen as its ester with acetic acid.
Also, some compounds tentatively identified as dihydroxydioxanes and
dihydroxydioxolanes in cellulose pyrolysate are found as acetic acid esters in the
pyrolysate of cellulose acetate. Depending on the degree of substitution (D.S.), for D.S
< 3, free -OH groups are still present in cellulose. This allows the formation of
compounds typical for cellulose pyrolysate in addition to the compounds resulting from
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the decomposition of totally acetylated glucose units. Some hydrolysis reactions may
also occur, replacing acetyl groups with H.

The pyrolysate of cellulose acetate contains both volatile and less volatile compounds.
in order to identify a wider range of compounds with different volatilities by GC analysis,
it is common to apply two chromatographic conditions, one for the analysis of more
volatile compounds and another for more polar and less volatile ones. The second
technique may be associated with derivatizations. The results for the pyrolysis of a
cellulose acetate sample at 590° C followed by GC/MS with the separation on a polar
chromatographic column are shown in Figure 7.3.1. This particular separation was
done on a 60 m Carbowax column with 0.32 mm i.d., 0.25 p film thickness.
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FIGURE 7.3.1. Total ion chromatogram for pyrolysed cellulose acetate separated on a

Carbowax column. Peak # corresponds to the identification given in Table 7.3.2.

A list of the compounds identified by MS library searches in this pyrolysate is given in
Table 7.3.2. Water and formaldehyde are absent from the chromatogram shown in
Figure 7.3.1 and from the list of compounds given in Table 7.3.2 because the acquisition
range of the mass spectrometer was set above m/z = 32. However, both water and
formaldehyde are present in the pyrolysate.
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TABLE 7.3.2. MS identification of the chromatographic peaks for pyrolysed cellulose
acetate shown in Figure 7.3.1.

Peak# Compound Formula MW
1 carbon dioxide Cc0O2 44
2 acetaldehyde C2H40 44
3 2-methyl-1-buten-3-yne C5H6 66
4 furan C4H40 68
5 acetone C3H60 58
6 2-propenal C3H40 56
7 3-methylfuran C5H60 82
8 3-buten-2-one C4H60 70
9 2,5-dimethylfuran CBH80O 96
10 2,3-dihydrofuran C4HB0O 70
11 1-buten-4-ol acetate CBH1002 114
12 2-methylfuran C5HB0 82
13 acetic anhydride C4H603 102
14 1-hydroxy-2-propanone C3H802 74
15 1,4-dioxaspiro[4,4]non-6-ene C7H1002 126
16 acetic acid C2H402 60
17 furancarboxaldehyde C5H402 96
18 furanylethanone C6HB02 110
19 furfuryl acetate C7H803 140
20 methylfurancarboxaldehyde C6H602 110
21 4-cyclopenetene-1,3-dione C5H402 96
22 5-methyl-2(5H)-furanone (angelica lactone) C5H602 98
23 1,4-benzenediol C6HB602 110
24 2(H)-pyran-2-one C5H402 96
25 1,4-benzenediol monoacetate C8H803 152
26 2-furanmethanot C5H602 98
27 phenol CBHB0 94
28 2-penten-1,4-diol diacetate C9H1404 186
29 3-penten-1,4-diol diacetate C9H1404 186
30 5-acetoxymethyl-2-furancarboxaldehyde C8H804 168
31 1,4-benzenediol diacetate C10H1004 194
32 1.2-diacetoxycyclohexane C10H1604 200
33 tetrahydro-2H-pyran-2,5-diol diacetate C9H1405 202
34 tetrahydro-2H-pyran-3,5-diol diacetate C9H1405 202
35 4-hydroxy-5-oxohexanoic acid lactone C6H803 128
36 1,2-benzenediol diacetate C10H1004 194
37 acetylated anhydrosugar

38 acetylated anhydrosugar

39 benzoic acid C7HB602 122
40 1,3-benzenediol monoacetate C8H803 152
41 3-ethyl-2-hydroxy-2-cyclopenten-2-one acetate C9H1203 168
42 anhydrosugar acetate

43 anhydrosugar acetate

In order to identify less volatile compounds, the pyrolysis of cellulose acetate sample (at
590° C) can be followed by an off-line derivatization with bis-(trimethylsilyl)-
trifluoroacetamide (BSTFA). Typically the derivatized pyrolysate is analyzed by GC/MS
on a non-polar column. The results of this type of analysis (separation on a 60 m DB-5
column 0.32 mm i.d. and 0.25 u film thickness) is shown in Figure 7.3.2 and the peak
identification is given in Table 7.3.3.



UWW

2000 100

19
18 ?
17 (

20

21

L

L2 T T O R A T T N U R S S N R R R I A e R A T R N S A R S A R A R R |
90:09

§5:00 79:00 75:00 36:00 35:00

1o
_45:0

]

22

LI T U D N T S N NS N S N A B ¥

50:00 _ 35:00

23

95:00 100:09

£0:00

105:00

FIGURE 7.3.2. Total ion chromatogram for pyrolysed cellulose acetate with silylation and
separation on a DB5 column. Peak # corresponds to the identification given in Table 7.3.3.

TaBLE 7.3.3. MS identification of the chromatographic peaks for cellulose acetate
pyrolysate shown in Figure 7.3.2.

Peak No. Compound
1 reagent
2 lactic acid di-TMS
3 hydroxyacetic acid di-TMS
4 dihydroxyacetone di-TMS
5 3-oxy-butanoic acid TMS
6 1,3-dioxolane-x,y -diol di-TMS ?
7 1,4-dioxane-x,y-diol di-TMS ?
8 1,3-dioxolane-x,y -diol di-TMS ?
9 1.4-dioxane-x,y-diol di-TMS ?

10 1,4-dihydroxybenzene di-TMS

11 2 4-dimethyl-2-(TMS-oxy)-cyclopent-2-en-1-one
12 1,2-dihydroxybenzene di-TMS

13 1,4-dioxane-x,y-diol di-TMS type

14 dioxaheptanoic acid tri-TMS ?

15 2-hydroxy-5-(hydroxymethyl)-4Hpyran-4-one di-TMS

16 1,2,3-trihydroxybenzene tri-TMS
17 2-isopropyl-3-ketobutyrate di-TMS ?
18 2,3,5-trihydroxybenzene tri-TMS
19 levoglucosan tri-TMS
20-23 sugar or anhydrosugar x-TMS

Formula

C9H22038i2
C8H20038i2
C9H22038i2
C10H24038i2
C9H2204Si2
C10H24048i2
COH22048i2
C10H24048Si2
C12H22028i2
C10H1802Si
C12H22028i2

C16H3404Si3
C12H2204Si2
C15H30038i3
C13H2803Si2
C15H30038i3
C15H3405Si3

MW

234
220
234
248
250
264
250
264
254
198
254

374
286
342
288
342
378
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- Paper sizing study using pyrolysis.

A particular type of cellulose esters are those formed with paper sizing agents such as
alkylketene dimers (AKD) or alkenylsuccinic anhydride (ASA) [47]. The reaction of
cellulose with alkylketene dimers generates p-ketoesters:

R—CH=C—CH—R'
—_—

ellutose &

H R—CHQ—(ﬁ—CH—R'

—0O—=Cellulose

+
O—0

O0—C=0

O=0—

R. R'= C1gH25, C14H2g. C1pH33, CygH37

The reaction with alkenylsuccinic acid anhydride forms ester acids:

I
R—CH—C[\ OH R—CH—C—0—=Cellulose
| o0 + —>
CH, —ﬁi Cellulose CH, —ﬁ—OH
0 0
CgHay
R= —CH=C—CH,,

Paper sizing is applied in practice for producing more hydrophobic paper, and the
amount of sizing agent on paper is usually around 0.2-0.3%. Pyrolysis of the paper with
a sizing agent has been used for analytical purposes [48]. Paper treated with the sizing
with AKD contains, besides the B-ketoesters, some unreacted AKD and also ketones
with the formula R-CH,-CO-CH,-R’ formed by the hydrolysis of AKD. Pyrolysis of this
type of paper generates common cellulose pyrolysis products and, in addition, ketones
and free AKD. ltis likely that these compounds are generated from both the cellulose
derivative and from the physically adsorbed AKD and ketones. A quantitation of the
level of sizing agents in paper is possible using Py-GC [48] or Py-GC/MS [49].

- Alkali cellulose.

Strong alkali solutions acting on cellulose (at room temperatures) produce alkali
cellulose. The studies on the structure of alkali cellulose [43] obtained with 20-40%
NaOH solutions indicated that the substance is not a true alcoholate but an addition
complex, RcesOH:NaOH. A true aicoholate can be obtained, for example, from dry
cellulose and Na in liquid ammonia. Alkali cellulose has a large range of applications as
an intermediate product in the preparation of cellulose ethers, and xanthate
(dithiocarbonate), as well as in cellulose mercerization.

Pyrolysis of alkali cellulose generates qualitatively the same decomposition products as
cellulose, but the decomposition starts at lower temperatures. Also, the amount of each
compound in the pyrolysate is modified, the amount of levoglucosan being lower than in
pure cellulose (see Section 7.2) because of a higher tendency to form dehydrated
cellulose as a first step in pyrolysis.
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- Cellulose xanthate.
Cellulose xanthate is another modified cellulose obtained from alkali cellulose:
RceiOH:NaOH + CS, — ReaO-C(S)SNa + H,O

Xanthates undergo a pyrolytic reaction with elimination, similar to other esters:

—C—C— o
VAR A
VAN #é: L N
/ \
S=C SNa
SNa

- Cellulose ethers.

Cellulose ethers are also common modified celluloses with many practical applications.
The ethers can be classified in several groups: alkyl, carboxyalkyl, hydroxyalky!,
arylalkyl ethers, etc. The idealized structure of some of these ethers is

R = H, CH3, CHp-COONa, CHp-CHg, CHp-CH(OH)-CH3, stc.

Most ethers are obtained from alkali cellulose in reactions with an appropriate
compound:

RCe”OH:NaOH + C[CH20H3 bcd RCe”O-CHchg + NaCl + HZO

R(;euOHINaOH + C[CHzoOO Na+ —> RCe“O-CHZCOO- Na" + NaCl + Hzo

RgellOH:NaOH + XCHz-—/CHz — Rgg)(OCH,CH,)OH + NaOH
AN
o}

Pyrolysis of methy! cellulose (RqeO-CH;) generates compounds similar to those from
cellulose but with -O-CHj; groups in place of some of the -OH groups [49a]. Ethyl
cellulose (RcenO-CH,CHj3) forms similar compounds but having -O-C,Hs groups in place
of -OH groups. Some compounds seen in pure cellulose pyrolysate may also be
present, depending on the D.S. level.
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TABLE 7.3.4. Main pyrolysis products of ethyl cellulose at 590° C.

MW Name Formula
44 acetaldehyde C2H40
46 ethanol C2H60
56 propenal C3H40
58 propanal C3H60
68 furan C4H40
86 2,3-butandione C4HB02
72 ethoxyethene C4H80O
88 ethoxyacetaldehyde C4H802
104 ethoxyacetic acid C4H803
90 ethoxyethanol C4H1002
66 1,3-cyclopentadiene C5H6

82 cyclopentenone C5HB0
82 methyifuran C5H60
84 cyclopentanone C5H802
86 ethoxypropene C5H100
102 ethoxypropanal C5H1002
126 trihydroxybenzene CBHB03
126 levoglucosenone CBHB03
126 (hydroxymethyl)furancarboxaidehyde CBHB03
112 ethoxyfuran C6H802
128 ethoxyfuranone CB6H803
128 (hydroxymethyl)dihydrofurancarboxaldehyde C6H803
100 methylpentenol C8H120
134 1-hydroxy-ethyleneglycoldiethylether C6H1403
142 3-ethoxy-5-hydroxymethylfuran C7H1003
142 2-ethoxy-5-hydroxymethylfuran C7H1003
138 ethoxyphenal C8H1002
154 (ethoxymethyl)furancarboxaldehyde C8H1003
154 dihydroxyethoxybenzene C8H1003
156 2,5-diethoxyfuran C8H1203
156 2,3-diethoxyfuran C8H1203
172 diethoxyfuranone C8H1204
218 diethylated levoglucosan C10H18086
264 triethylated glucose C12H2406

several ethylated disaccharides

For high substitution of ethyl cellulose, levoglucosan is practically absent and oniy
triethylated levoglucosan is seen in the pyrolysate. Table 7.3.4 shows the main
pyrolysis products of ethyl cellulose with D.S.~ 3 at 590° C.

Sodium carboxymethyl cellulose, RceQ-CH,COO Na* (CMC), is another common
cellulose ether. The degree of substitution (D.S.) that can be obtained for this product
usually ranges between D.S. = 0.1 to D.S. = 1.2. As a by-product, sodium glycolate can
be formed in the synthesis. Pure CMC is commercially available. Carboxymethyl
cellulose in itself is a weak acid that can be precipitated from CMC solutions with a
mineral acid. The pH of precipitation varies between 6 for low substitution values to 1
for high substitution (D.S of about 0.9).

As indicated previously, when a GC/MS procedure is applied for the analysis of a
pyrolysate, it is difficult to detect the variety of compounds generated during the
pyrolysis by using only one chromatographic procedure. Two chromatographic
techniques are, however, able to cover a wide range of volatility. The CMC pyrolysate
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can be well analyzed by using on-line Py-GC/MS with the separation on a polar
chromatographic column [50] and, as a second procedure, using off-line derivatization of
the pyrolysate with BSTFA followed by GC/MS analysis. In the on-line Py-GC/MS
experiment, the more polar molecules are not seen because they do not elute from the
chromatographic column. At the same time, the second procedure does not detect
smaller and non-polar molecules.

A total ion chromatogram (TIC) obtained by on-line Py-GC/MS of pyrolysed CMC
(Hercules 12M31; D.S. 1.2) at 590° C is shown in Figure 7.3.3. The separation was
done on a Carbowax column 60 m long, 0.32 mm i.d. and 0.25 p film thickness. Water
is again not shown in the chromatogram given in Figure 7.3.3 and is absent from Table
7.3.5 because the acquisition range of the mass spectrometer was set above 18. Water
is, however, present in the pyrolysate of CMC.
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FIGURE 7.3.3. Total ion chromatogram for pyrolysed CMC by on-line Py-GC/MS with
separation on a Carbowax column.

A series of compounds identified in the TIC shown in Figure 7.3.3 are listed in Table
7.3.5. As seenin Table 7.3.5, several cyclopentadiene derivatives were identified in
CMC pyrolysate, similar to those from cellulose pyrolysate.
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TABLE 7.3.5. Peaks identified in the TIC of CMC pyrolysate separated on a Carbowax
column.

Peak# Compound Formula MW
1 carbon dioxide co2 44
acetaldehyde C2H40 44
3 cyclopentadiene C5HB80 82
4 furan C4H40 68
5 acetone C3H60 58
6 5-methyl-1,3-cyclopentadiene C6H8 80
7 butanone C4H80 72
8 2,3-butandione C4H602 86
9 toluene C7H8 92
10 2 3-pentandione C5H802 100
11 m-xylene C8H10 106
12 cyclopentanone C5H80 84
13 2-methylcyclopentanone C6H100 98
14 3-ethyl-2,5-dihydrofuran C6H100 98
15 1,2,3-trimethylbenzene C9H12 120
16 3-hydroxy-2-butanone C4H802 88
17 1-hydroxy-2-propanone C3H602 74
18 1-methylcyclohexene C7H12 96
19 2,5-dimethyi-2-cyclopentenone C7H100 110
20 2-cyclopenten-1-one C5H60 82
21 2-methyl-2-cyclopenten-1-one C6H80 96
22 2 5-furandione C4H203 98
23 furancarboxaldehyde C5H402 96
24 4 ,4-dimethyl-2-cyclopenten-1-one C7H100 110
25 2,3,4-trimethyl-2-cyclopenten-1-one C8H120 124
26 furanyl ethanone C6HB02 110
27 3-methyl-2-cyclopenten-1-one C6H80 96
28 benzaldehyde C7HB0 106
29 2,3-dimethyl-cyclopent-2-en-1-one C7H100 110
30 2,3,4-trimethyl-cyclopent-2-en-t-one C8H120 124
31 5-methylfurancarboxaldehyde C6H602 110
32 tetrahydro-2H-pyran-2-one C5H802 100
33 3,4,5-trimethyl-cyclopent-2-en-1-one C8H120 124
34 2,4-dimethyl-2-hydroxycyclopent-2-en-1-one C7H1002 126
35 2-ethyl-3-methoxy-2-cyclopenteneone C8H1202 140
36 2-hydroxy-3-methyl-2-cyclopenten-1-one C6H802 112
37 2,3-dimethyl-cyclopentenof-one C7H1002 126
38 1-methoxy-6,6-dimethyl-cyclohexene C9H180 140
39 2,3,4,5-tetramethylcyciopent-2-en-1-ol C9H160 140
40 3-ethyl-2-hydroxy-2-cyclopenten-2-one C7H1002 126
41 3,5-diethyl-2-hydroxy-2-cyclopent-2-en-1-one C9H1402 154
42 2-methylphenol C7H80O 108
43 2,3-dihydro-1H-inden-2-one C9HBO 132
44 4-hydroxy-5-oxohexanoic acid lactone C6H803 128
45 2,5-dimethylphenol C8H100 122
46 2,3-dimethylphenot C8H100 122
47 3-methylphenol C7H8BO 108
48 3,5-dimethylphenol C8H100 122
49 4-ethylphenol C8H100 122
50 2,4 6-trimethylphenol C9H120 136
51 3-ethyl-5-methylphenol C9H120 136

52 1(3H)-isobenzofuranone C8HB602 134



The TIC obtained using off-line pyrolysis of CMC (D.S. 1.2) done at 590° C followed by
derivatization with BSTFA and separation on a non-polar column is shown in Figure
7.3.4,
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FIGURE 7.3.4. Total ion chromatogram for pyrolysed CMC at 590° C with silylation and
separation on a DBS column.

The column used in this case was a DB5 column, 60 m long, 0.32 mmid. and 0.25 u
film thickness. The GC oven program was varied between 50° C to 300° C. A series of
compounds identified in the chromatogram after silylation are given in Table 7.3.6.
Levogiucosan is still a major pyrolysis product. Several compounds seen in CMC
pyrolysate are alsc generated during pyrolysis of microcrystalline cellulose (see Section
7.2). This is due to the fact that the D.S. for CMC is not close to 3 (it is far from a
complete substitution of -OH groups with -O-CH,COONa) and numerous free -OH
groups are still present in CMC.
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TABLE 7.3.6. Peaks identified in the TIC of CMC silylated pyrolysate separated on a
DBS column.

Peak# Compound Formula MW
1 ethylene glycol di-TMS C8H22028Si2 206
2 butandiol di-TMS C10H26028i2 234
3 2-(TMS-oxy)-TMS-butanoic acid C10H24038Si2 248
4 1,3-propandiol-di-TMS C8H24028i2 220
5 reagent ion 99
6 2-(TMS-oxy)-3-methyl-2-cyclopenten-1-one C9H1602Si 184
7 2.4-dimethyl-2-(TMS-oxy)-cyclopent-2-en-1-one C10H18028S;i 198
8 bis-(TMS-oxy)-TMS-acetic acid C11H28048i3 308
9 glycerol tris-(TMS) C12H3203Si3 308
10 bis-O-(TMS)-1,4-dioxan-2,5-diol C10H24048i2 264
11 bis-O-(TMS)-1,3-dioxolane-4,5-diol C9H2204Si2 250

12 bis-(TMS)-( bis-1,2-oxy-phenylene) C12H22028i2 254
13 4-methyl-bis-(TMS)-( bis-1,2-oxy-phenyiene) C13H24028i2 268
14 bis-(TMS)-( bis-1,4-oxy-phenylene) C12H22028i2 254
15 internal standard

16 levoglucosan-tri-TMS C15H34058i3 378
17 TMS-monosaccharide ?

A series of other ethers of cellulose also have practical applications, and their pyrolysis
products can be used for analytical purposes such as their identification in modified
paper, in lacquers and varnishes, etc. Hydroxyethyl celluloses are frequently utilized as
protective colloids.

During the synthesis process of hydroxyethyl celluloses involving ethylenoxide, the free
-OH groups of cellulose can be replaced with -O-CH,CH,0OH, with
-0-CH,CH,-O-CH,CH,OH or with -(O-CH,CH,)-O-CH,CH,OH (n =2, 3,...). The
pyrolysis products [12] generate a series of compounds similar to those found in
cellulose pyrolysate with substitution on some of the -OH groups, as well as significant
amounts of polyethylene glycaols, polyethylene glycol aldehydes and their derivatives
obtained by the elimination of water:

H-(O-CH,CH )n-O-CH,CH,OH (n=0, 1, 2, 3,...) MW =62, 108, 150, etc.
H-(O-CH,CH2)n-O-CH,CHO (n =1, 2, 3,...) MW =104, 148, 192, etc.
CH2;=CH-(O-CH,CH_)n-O-CH,CHO (n=0, 1, 2, 3,...) MW =86, 130, 174, etc.

Several pyrolysis studies have been done on O-(2-hydroxyethyl) celluloses [50a). In one
such study, Py-MS was used to determine the degree of substitution per glucosyl
residue [50a] and also to obtain some information about the pyrolysis mechanism of this
material.

Hydroxypropyl methyl cellulose analyzed by using on-line Py-GC/MS with the separation
on a polar chromatographic column [50] gives the TIC shown in Figure 7.3.5. This
particular material had about 10% substitution with hydroxypropy! and 30% substitution
with methyl on the OH groups.
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FIGURE 7.3.5. Total ion chromatogram for pyrolysed hydroxypropyl methyl cellulose by
on-line Py-GC/MS at 590° C with separation on a Carbowax column.

A series of compounds identified in the TIC of hydroxypropy! methy! cellulose pyrolysate
are listed in Table 7.3.7. Water, CO, formaldehyde, and most importantly methanoi are
not shown in the chromatogram although present in the pyrolysate.

TABLE 7.3.7. Peaks identified in the TIC of hydroxypropyl methyl cellulose pyrolysate
separated on a Carbowax column.

Peak # Compound Formula MW
1 carbon dioxide co2 44
acetaldehyde C2H40 44
3 furan C4H40 68
4 acetone C3H60 58
5 2-propenal C3H40 56
6 methoxyacetaldehyde C3HB602 74
7 2-butenal C4HB0 70
8 2-methylfuran C5H60 82
9 5-methylcyclopenten-3-one C6H802 112
10 2-(methoxymethyl)-furan C6H802 112
11 furancarboxaldehyde C5H402 96
12 2-(1',2'-dihydroxyethyl)-furan ? C6HB8O3 128
13 dihydrofuroic acid methyl ester ? C6HB03 128
14 1,1-biindenyt ? C18H14 230
15 methoxydihydrofuroic acid methyl ester C7H1004 158
16 2-methoxyphenol C7H802 124

17 2-(dihydropyranon-yl)-acetic acid methyl ester C8H1004 170
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The TIC obtained using off-line pyrolysis of hydroxypropyl methyl cellulose followed by
derivatization with BSTFA and separation on a non-polar column is shown in Figure
7.3.6. The column used for the separation was a DB5 column, 60 m long, 0.32 mm i.d.
and 0.25 y film thickness. The GC oven program was varied between 50° C to 300° C.

The compound identifications are more difficult in this case due to the possibility of
having together compounds generated from glucose units with little or no substitution,
units substituted with methyl groups, and units substituted with hydroxypropyl. By
derivatization, all the active hydrogens from the -OH groups are substituted with O-TMS

groups. This will also take place for the fragments containing hydroxypropy! groups.
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FIGURE 7.3.6. Total ion chromatogram for pyrolysed hydroxypropyl methyl cellulose
silylated and separated on a DBS column.

Some peak identifications for Figure 7.3.6 found in trimethylsilylated hydroxypropyl
methyl cellulose pyrolysate are given in Table 7.3.8.
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TABLE 7.3.8. Peaks identified in the TIC of hydroxypropyl methyl cellulose pyrolysate
silylated and separated on a DBS column.

Peak# Compound Formula MW
1 reagent

2 ethylene glycol di-TMS C8H2202Si2 206
3 hydroxyacetic acid di-TMS C8H20038i2 220
4 dihydroxyacetone di-TMS C13H2203Si3 234
5 glycerin tri-TMS C12H32038Si3 308
6 1,3-dioxolane-x,y -diol di-TMS ? C9H22048Si2 250
7 1,4-dioxane-x,y-diol di-TMS ? C10H2404Si2 264
8 1,2-dihydroxybenzene di-TMS C12H22028i2 254
9 2,5-di(hydroxymethyl)-furan di-TMS C12H24038i2 272
10 2-hydroxy-5-(hydroxymethyl)-furan di-TMS C11H22038Si2 258
11 2,3,5-trihydroxybenzene tri-TMS C15H30038Si3 342
12 2-isopropyl-3-ketobutyrate di-TMS C13H28038i2 288
13 2,3,5-trihydroxybenzene tri-TMS C15H30038Si3 342
14 levoglucosan tri-TMS C15H34058Si3 378
15 sugar or anhydrosugar x-TMS

- Mechanisms in the pyrolysis of cellulose derivatives.

As it was indicated for cellulose, the pyrolysis of cellulose ethers may also take place in
two steps:

» first step having the polymer as starting material and generating smaller molecules
(with the three proposed mechanisms: transglycosidation, reverse aldolization and
elimination).

» second step consisting of further pyrolysis of the products generated in the first step
(with a variety of mechanisms).

Compared to cellulose and the possible mechanisms taking place during the first step in
its pyrolysis, for the ethers of celluloses the transglycosidation is of much lower
importance [23].

CH,OR

Ay e

At the same time, the reverse aldolization and the elimination seem to occur in the same
manner as for cellulose. The elimination reaction for ethyl cellulose was shown
previously (see Section 2.1). The reverse aldolization (shown for cellulose) probably
occurs as follows:
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Regarding the further steps in pyrolysis, common reactions such as water elimination,
fragmentations and possible condensations may take place from the small molecules.

The pyrolysis of modified celluloses is a rather complex process {46]. One additional
element of complexity for these materials is brought by the variety of substitutions on the
cellulose backbone. For a material with the D.S. lower than 3, a mixture of cellulose
pyrolysate and modified celiulose pyrolysate is generated. This complicates the
understanding of the pyrolysis mechanism. It is, however, likely that the same pyrolysis
mechanisms as for cellutose will function for substituted celluloses.

For the oxidative pyrolysis (pyrolysis in the presence of oxygen around 100° C to 150° C,
namely below the ignition temperature), it was shown that in contrast to cellulose,
substituted celluloses degrade oxidatively [23a]. This was evaluated in more depth for

ethyl cellulose [51]. The reaction starts probably with the initiation step at the free
aldehyde groups:

0
R—CH=0 +0; — > R—C=0' + OOH and R—C=0' +0; —» R—C/<
0o’
CH,OR
CH,OR
) . o)
° - v — OH o, r—c’
OH 0+ AN o AN
0 00" - OOH
OCHCH,
OCH,CH,

Subsequent to the initiation, the propagation may take place with the formation of a
hydroperoxide at the ethoxy group:
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Studies with labeled carbon [52] indicate that to a considerable extent the decomposition
of the hydroperoxide takes place with the scission of C-1 to C-2 bond.

CH,OR CH,OR

I I
OH | + cH—CcHO + 'tiom
/,O 2
o

OCHCH3
OOH

Besides formic acid and acetaldehyde, the oxidative pyrolysis also generates ethanol,
ethyl formate, ethane, CO,, CO, etc.

Other substituted celluloses were found to behave similarly to ethyl cellulose. An
oxidation susceptibility order was established [23a]: ally! cellulose > CMC > benzyl
cellulose > ethyl cellulose > cyanoethyl cellulose. The cellulose ethers were found to be
less resistant to oxidation than the esters.

The pyrolytic oxidation of the esters generates mainly the esterifying acid and, when the
acid has a longer chain, some aldehydes and acids with shorter chain length but which
are formed from the esterifying acid. Formaldehyde, formic acid, CO,, CO, etc. are
formed from the glucose units.

7.4 Amylose and Amylopectin.

Amylose and amylopectin are the two main constituents of starch. Similariy to cellulose,
starch is very common in plant cells. The proportion of amylose and amylopectin in
starch varies, and cornstarch for example contains about 27% amylose and 73%
amylopectin.
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Amylose is formed from a-D-glycosyl units interconnected by a-glucosidic (1—4) links
(cellulose has B-glucosidic (1—4) links).

CH-0H Maltose unit
o 0
HO CH,0H
OH O o}
HO a CH,0H
H 4
1 OHO Q CH,0H
0
OH OHO
1) ~
Amylose 0

Chemical procedures for the determination of the DP values of amylose indicate 200-

300 glucose units, while light scattering and ultracentrifugation indicate a DP of about
6000.

Amylopectin has a similar structure but does have some branching at C-6 OH groups [it
has (1-86)-a-D- links] and a higher DP. The length of the branches is estimated to be
17 to 26 glucose units and the DP is about 10° D-glycosyl units.

CH,0H
o 0
HO CH,0H
H 0
HO
CH,0H a4
H
\O 0 1
HO AA CH,0H
H o) 0 6/
HO o CHe
H 4
1 HO Q CH»0H
0
OH Oho
/
Amylopectin 0 0

- Pyrolysis of starch.

Because of its practical importance, significant effort was made to understand the
pyrolysis of starch rather than one of its components. Data are also available on
amylose pyrolysis alone, but much less on amylopectin. However, the pyrolysis
products of these compounds are expected to be the same. Starch pyrolysis generates
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compounds analogous to those from cellulose. Similarly to cellulose, starch generates
carbonaceous char as a residue, gases, water, and tar. Compared to cellulose there
are, however, variations in peak intensities and even some variation in the nature of
components in the pyrolysate. A TIC for starch (with an unknown ratio of amylose and
amylopectin) pyrolysate obtained at 590° C by on-line Py-GC/MS is given in Figure
7.4.1.
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FIGURE 7.4.1. Starch pyrolysate at 590° C and separated on a Carbowax column.
Peak identification (by mass spectra library search) is indicated in Table 7.4.1.

The separation was done on a Carbowax column, 60 m long, 0.32 mm i.d. and 0.25 u
film thickness. The temperature of the GC oven had a gradient between 35° C and
240° C. The identification of the peaks shown in Figure 7.4.1 was done by mass
spectral library search and the results are given in Table 7.4.1.
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TABLE 7.4.1. Peak identification for starch pyrolysate separated on a Carbowax
column and shown in Figure 7.4.1.

Peak # Compound Formula MW
1 carbon dioxide Cco2 44
2 acetaldehyde C2H40 44
3 furan C4H40 68
4 acetone C3H60 58
5 2-propenal C3H40 56
6 2-methylfuran C5H60 82
7 2-butanone C4H80O 72
8 2,5-dimethylfuran C6H80 96
9 2,3-butanedione C4H602 86

10 water H20 18
1 3-methylfuran C5H60 82
12 hydroxypropanone C3H602 74
13 2-cyclopenten-1-one C5H60 82
14 2-methyl-2-cyclopenten-1-one C8H80O 96
15 acetic acid C2H402 60
16 methyl pyruvate C4H603 102
17 furfural (furancarboxaldehyde) C5H402 96
18 1-(2-furanyl)-ethanone C6H602 110
19 1-acetyloxy-2-butanone C6H1003 130
20 5-methylfurfural CBH602 110
21 3-methyl-5-methylene-2(5H)-furanone C6HB02 110
22 3-methyl-2(5H)-furanone C5H602 98
23 2(5H)-furanone C4H402 84
24 2-hydroxy-cyclopent-2-en-1-one C5HB602 114
25 3,4-dimethyl-2-hydroxy-cyclopenten-2-en-1-one C7H1002 128
26 1,2,3-trihydroxy-4-cyclopentene C5H803 116
27 2-hydroxy-3-methyl-2-cyclopenten-1-one C6H802 112
28 2 3-dihydro-5-hydroxy-6-methyl-4H-pyran-4-one C6H803 128
29 methoxyfuran C5H602 98
30 hydroxy-methoxy-furan C5H603 114
31 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one C6H80O4 144
32 3,4-dihydroxy-2-methyl-4H-pyran-4-one C6HB04 142
33 1,4:3 6-dianhydro-«-D-glucopyranose C6H8O4 144
34 5-(hydroxymethyl)-2-furancarboxaldehyde C6HE03 126

Some less volatile compounds formed in starch pyrolysis at 590° C were seen, as
expected, only in the trimethylsilylated pyrolysate. Figure 7.4.2 shows the
chromatogram of a starch pyrolysate performed at 580° C off-line, followed by
trimethylsilylation (with BSTFA) and separated on a DB5 column (60 m long, 0.32 mm
i.d. and 0.25 u film thickness).

As seen in Figure 7.4.2, levoglucosan is the major pyrolysis product of starch. Other
studies show the same result, although the exact profile of the pyrogram may differ for
different experimental setups or with the origin of the starch. Most pyrolysis studies
were performed using GC as an analytical technique, and the anhydrosugar(s)
containing two or more monomeric units are not detected although they may be present.
It is likely that an anhydrosugar analogous to cellobiosan is present in starch pyrolysate.
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FIGURE 7.4.2. Starch pyrolysate at 590° C derivatized (silylated) and separated on a

DBS5 column. Peak identification is indicated in Table 7.4.2.

Table 7.4.2. Peak identification for starch pyrolysate silylated and separated on a
DBS5 column as shown in Figure 7.4.2.

Peak #

OO WN

-
_ 0

Compound

lactic acid-di-TMS

hydroxyacetic acid-di-TMS
methoxy furan
2-(TMS-oxy)-2-cyclopenten-1-one
reagent

dihydroxyacetone di-TMS
glycerol tris-(TMS)

triethylene glycol-2-TMS
2-methyl-3-(TMS-oxy)-pyranone

dihydroxypropanoic acid-tri-TMS
cyclopentancarboxylic acid-TMS ?

Formula MW
C9H22038Si2 234
C8H2003Si2 220
C5HB602 98
C8H1402Si 170

jon 99
C9H2203Si2 234
C12H32038i3 308
C12H30048i2 294
C9H14038Si 198
C12H30048Si3 322
C9H1802Si 186
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Table 7.4.2. Peak identification for starch pyrolysate silylated and separated on a
DBS5 column as shown in Figure 7.4.2 (continued).

Peak # Compound Formula MW
12 dihydroxybenzene-di-TMS C12H22028i2 254
13 dihydroxymethylfuran-di-TMS C11H22038i2 258
14 hydroxy-(hydroxymethyf)furan-di-TMS C11H22038i2 258
15 pyranone C5H402 96
16 hydraxycyclopentadiene carboxylic acid-di-TMS C12H22038i2 270
17 (hydroxymethyl)-furoic acid-di-TMS C12H22048Si2 286
18 hydroxy-(hydroxymethyl)-cyclopentenone-di-TMS C12H2602Si2 258
19 2,3,5-trihydroxybenzene tri-TMS C15H3003Si3 342
20 hydroxy-cyclohexanoic acid-di-TMS C13H28038Si2 288
21 Internal Standard
22 1,4:3,6-dianhydro-a-D-glucopyranose-tri-TMS C15H32048i3 360
23 deoxyhexonic acid-y-lactone-tri-TMS C15H34058i3 378
24 levoglucosan-tri-TMS C15H34058i3 378
25 anhydrosugar x-TMS
26 monosaccharide 5-TMS C21H520868i5 540
27 monosaccharide 5-TMS C21H52068i5 540

Besides the compounds indicated in Tables 7.4.1 and 7.4.2, there are several other
pyrolysis products of starch (and amylose) reported in literature {53). They were either
not seen in the pyrograms from Figures 7.4.1 and 7.4.2 or not identified. A
complementary list of compounds detected in amylose pyrolysate [53] obtained in
similar conditions (510° C) as those for Tables 7.4.1 or 7.4.2 are given in Table 7.4.3.

TaBLE 7.4.3. Complementary list of compounds reported [43] to be present in starch
pyrolysate.

Compound Formula MW
carbon monoxide co 28
ethane C2H6 28
ketene C2H20 42
propene C3H6 42
2-propenal C3H40 56
ethandial C2H202 58
hydroxyacetaldehyde C2H402 60
cyclopentadiene C5H6 66
2,3-dihydro-5-methyifuran C5H80O 84
benzene C6H6 78
2-methylbutanal C5H100 86
2-methylcyclobutanone C5H80 84
2-hydroxy-3-oxcbutanal C4H603 102
furanmethanotl C5H602 98
angelica lactone (5-methyl-2(3H)-furanone) C5H602 98
phenot CBHBO 94
3-hydroxy-2-penteno-1,5-lactone C5H603 114
5-(2hydroxyethylidene)-2(H)-furanone CBH603 126
3-oxopentanoic acid C5H803 116
2-furyl hydroxymethyl ketone CBHB03 126
levoglucosenone C6H603 126
3-hydroxy-6-methyl-2(H)-pyran-2-one C6HB03 126
3-hydroxy-2-methyl-4(H)-pyran-4-one C6HB603 126
5-hydroxy-2-methyl-4(H)-pyran-4-one (one of the three isomers  C6H603 126
seen as TMS derivative)

several anhydrohexoses C6H804 144

1,4-dideoxy-D-glycero-hex-1-enopyranos-3-ulose C6H804 144



Besides the small molecules that are identified in starch pyrolysates, certain studies [20,
54] determined that oligosaccharides and oligosaccharides with attached sugar ring
cleavage fragments were generated in starch or in amylose pyrolysis. The first study
[20] showed that in amylose pyrolysate analyzed by Cl with NH; as ionization gas (see
Section 5.4) a series of ions with m/z = (162), +14 can be seen. The mass 162
corresponds to the fragment C¢H,O5 and 14 corresponds to NHyandn=1,2 . .. 6.
This indicates the presence of up to six anhydrosaccharide units in the pyrolysates. The
results were confirmed by analyzing the perbenzoylated products using HPLC. The MS
analysis of different collected fractions showed that ring cleavage products can be
associated with the anhydrosaccharide units corresponding to mass 60 (probably
C,H,40,) or mass 42 (probably C,H,0). It was shown that the group C,H,O, has two
derivatizable OH groups, while the group C,H,O has one derivatizable OH group. The
second study proved by Py-Cl MS using ammonia as a collision gas the presence of
oligomers up to nonamer (m/z = 1476 corresponding to nine anhydrosaccharide units +
ammonia).

A study [53] regarding the influence of different additives to the pyrolysis products of
starch indicated that inorganic acids, bases, or salts such as Na,CO; or ZnCl, as well as
sea salt matrices influence the yield of different compounds in starch pyrolysate. The
acids were found to increase the production of furans and anhydrohexoses. The
presence of phosphates appeared to increase the yield of cyclization reactions with the
formation of more pyranones. Alkaline matrices generated more carbonyl compounds,
acids, and lactones. Strongly alkaline matrices generated unsaturated hydrocarbons
and aromatic compounds. The neutral salts that can act as Lewis acids favor
dehydration and elimination reactions. Addition of KOH (50 mM) to the amylose during
pyrolysis was demonstrated [54] to generate extensive fragmentation in the pyrolysate.
The highest oligomer that can be seen from the pyrolysis of pure amylose was up to
nine anhydrosaccharide units, while only much lower oligomers are seen after KOH
addition. The highest distinctive peak in the pyrogram is at m/z = 180, followed by a
peak at m/z = 162, and the base peak at m/z = 134.

- Maodified starches.

Starch can be subject to a variety of chemical modifications aimed to improve
functionality for practical applications. Among starch modifications, the following are
common:

» Acid conversions when starch is treated with an acid such as HCI or H,SO, at 40-60°C
(commonly a starch slurry with 35-40% solids is treated with 0.2-0.5 N HCI for a few
hours). Following the acid conversion, the acid is neutralized. In this process, the DP
value decreases (and several physical properties are modified). Although chemical
studies show that the a-D-(1->4) links are more sensitive to hydrolysis than o-D-(1-—6)
links, it was determined that due to starch crystallinity more «-D-(1-6) links are
hydrolyzed [55]. This happens because the a-D-(1-6) links are in the amorphous
regions and they are more accessible to 