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Preface

This volume contains the papers that were presented at the 8th International
Conference on Formal Modeling and Analysis of Timed Systems (FORMATS
2010), held September 8-10, 2010, at IST (Institute of Science and Technology)
Austria, in Klosterneuburg, Austria.

The modeling and analysis of timing aspects of systems is a key problem that
has been treated independently in several different communities in computer
science and related areas. Researchers interested in semantics, verification, real-
time scheduling, and performance analysis study models such as timed automata
and timed Petri nets, the digital design community focuses on propagation and
switching delays, and designers of embedded controllers need to take into ac-
count the time required by controllers to compute their responses after sampling
the environment. Although the timing-related questions in these separate com-
munities have their own specific nature, there is a growing awareness that there
are basic problems that are common to all of them. In particular, all of these
disciplines model and analyze systems whose behavior depends on combinations
of logical and timing constraints between occurrences of events.

The aim of FORMATS is to promote the study of fundamental and practical
aspects of timed systems, and to bring together researchers from different dis-
ciplines that share an interest in the modeling and analysis of timed systems.
Typical topics include (but are not limited to):

— Foundations and Semantics: theoretical foundations of timed systems and
languages; comparison between different models (timed automata, timed
Petri nets, hybrid automata, timed process algebra, max-plus algebra, prob-
abilistic models).

— Methods and Tools: techniques, algorithms, data structures, and software
tools for analyzing timed systems and resolving timing constraints (schedul-
ing, worst-case execution-time analysis, optimization, model checking, test-
ing, synthesis, constraint solving).

— Applications: adaptation and specialization of timing technology in applica-
tion domains in which timing plays an important role (real-time software,
hardware circuits, and problems of scheduling in manufacturing and telecom-
munication).

This year FORMATS received 31 submissions. Each submission was reviewed
by at least 3, and on average by 3.9, Program Committee members. The com-
mittee selected 14 submissions for presentation at the conference. In addition,
the conference included three invited talks by:

— Tarek Abdelzaher, USA:
Interdisciplinary Foundations for Open Cyber-Physical Systems
— Marta Kwiatkowska, UK:
A Framework for Verification of Software with Time and Probabilities
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— Jean-Francois Raskin, Belgium:
Safraless Procedures for Timed Specifications

The conference also included two invited tutorials by:

— Dejan Nickovic, Austria:

Property-Based Monitoring of Analog and Mixed-Signal Systems
— Ulrich Schmid, Austria:

Synchrony and Time in Fault-Tolerant Distributed Algorithms

We thank all invited speakers for accepting our invitation and for providing
abstracts of their talks for inclusion in this proceedings volume.

We wish to thank all Program Committee members and reviewers for their
competent and timely handling of the submissions. During the selection process
and for preparing this volume, we used the EasyChair conference management
system, which provided excellent support and allowed us to focus on the sci-
entific issues. We thank the staff and scientists of IST Austria, in particular
Barbara Abraham, Dejan Nickovic, and Franz Schéfer for their help in orga-
nizing the conference. Finally, we gratefully acknowledge the financial support
we received from the European Network of Excellence on Embedded Systems
Design (ArtistDesign), from IST Austria, and from Siemens Austria.

June 2010 Krishnendu Chatterjee
Thomas A. Henzinger
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Interdisciplinary Foundations for
Open Cyber-Physical Systems
(Invited Talk)

Tarek Abdelzaher

Department of Computer Science, University of Illinois at Urbana-Champaign
zaher@illinois.edu

Abstract. A significant amount of literature addressed challenges in building de-
pendable embedded systems. Next-generation cyber-physical systems offer more
challenges that arise by virtue of openness, distribution, and scale. Emerging ap-
plications interact with both a physical and a social environment in both space
and time. They are subjected to unpredictable workloads and are composed of a
large number of subsystems of different degrees of criticality, not all of which
are well-understood. Analyzing their overall behavior, diagnosing their interac-
tion problems, and ensuring cooperation among their constituents requires new,
often interdisciplinary tools and theoretical foundations not typically explored in
classical embedded computing. This talk overviews some such tools and foun-
dations, and outlines emerging broad challenges in building next-general open
cyber-physical systems.

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, p. 1, 2010.
(© Springer-Verlag Berlin Heidelberg 2010



Safraless Procedures for Timed Specifications*

Barbara Di Giampaolo!, Gilles Geeraerts?,
Jean-Francois Raskin?, and Nathalie Sznajder?

! Dipartimento di Informatica ed Applicazioni, Universita degli Studi di Salerno, Italy
2 Département d’Informatique, Université Libre de Bruxelles (U.L.B.)
bardig@dia.unisa.it, {gigeerae , jraskin,nsznaj de}@ulb .ac.be

Abstract. This paper presents extensions of Safraless algorithms proposed in
the literature for automata on infinite untimed words to the case of automata on
infinite timed words.

1 Introduction

In this paper, we investigate the applicability of automata constructions that avoid de-
terminization for solving language inclusion and synthesis for real-time specifications.
While timed language inclusion is undecidable for the class of timed languages defin-
able by classical timed automata [AD94], there are interesting subclasses of timed lan-
guages for which language inclusion is decidable. In particular, it has been shown that
the timed inclusion problem for event-clock automata [AFH99|| and recursive general-
izations [RS98| [HRS98 [Ras99] is PSPACE-complete for both finite and infinite words.
For infinite words, those results are obtained using an adaptation of the Safra construc-
tion [Saf88]| to this subclass of timed automata. Unfortunately, this construction leads
to state spaces that are highly complex and difficult to handle in practice.

Contributions. Safra-based determinization is difficult to implement even in the con-
text of untimed languages. As a consequence, recent research efforts have investigated
alternative decision procedures [KVO01, [KV05, ISFO7, [EJRQ9]| that avoid the use of this
construction. We investigate here extensions of those techniques to timed languages
expressed by (alternating) event-clock automata and to a fragment of the Event-Clock
Logic for which the realizability problem is decidable [DGRRO9].

First, we show, in Section[3] that the techniques of [KVOI] can be adapted to alter-
nating event-clock automata. That is, given an alternating event-clock automaton with
co-Biichi acceptance condition A, we show how to construct, in quadratic time, an alter-
nating event-clock automaton with Biichi acceptance condition B that accepts the same
language as A. From that alternating event-clock automaton B, we show how to construct
in exponential time a nondeterministic event-clock automaton C' with Biichi acceptance
condition such that accepts the same language as B and A. This is done by adapting a

* Work supported by the projects: (i) Quasimodo: “Quantitative System Properties in
Model-Driven-Design of Embedded”, http://www.quasimodo.aau.dk/, (ii) Ga-
sics: “Games for Analysis and Synthesis of Interactive Computational Systems”,
http://www.ulb.ac.be/di/gasics/, and (iii) Moves: “Fundamental Issues in
Modelling, Verification and Evolution of Software”, http://moves.ulb.ac.be, a PAI
program funded by the Federal Belgian Gouvernment.

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 222] 2010.
(© Springer-Verlag Berlin Heidelberg 2010



Safraless Procedures for Timed Specifications 3

classical construction due to Miyano and Hayashi [MHS84] originally proposed for Biichi
automata on infinite (untimed) words. Those procedures then can be used to complement
nondeterministic event-clock automata with Biichi acceptance conditions, this in turn
leads to algorithms for solving the universality and language inclusion problems for that
class of timed automata without resorting to the Safra construction.

Second, we generalize, in Section (] the ideas of [FJRQ9] to solve the realizability
problem for a fragment of the Event Clocks Logic called LTL, [DGRRQ9]. For each
formula of this logic, we can construct, in exponential time, a universal event-clock au-
tomaton with co-Biichi acceptance condition that accepts the set of timed words that the
formula defines. Then, we show that the co-Biichi acceptance condition can be strength-
ened into a condition that asks that all runs of the automaton visit less than K € N times
the set of accepting locations. This allows to reduce the realizability problem for LTL
to the realizability problem for universal K -co-Biichi event-clock automata. Those are
easily determinizable and this reduces the original problem to a timed safety game prob-
lem. We show, in Section[3] that this timed safety game problem can be solved using the
tool UPPAAL TIGA [BCD + 07]. We illustrate this on a simple example.

2 Preliminaries

Words and timed words. An alphabet X is a finite set of letters. A finite (resp. infinite)
word w over an alphabet X' is a finite (resp. infinite) sequence of letters from 2. We
denote respectively by X* and X the sets of all finite and infinite words on Y. We
denote by ¢ the empty word, and by |w| the length the word w (which is equal to oo
when w is infinite). A finite (resp. infinite) timed word over an alphabet X' is a pair
0 = (w, T) where w is a finite (resp. infinite) word over ¥, and 7 = 771 ... Tjy|—1 1S
a finite (resp. infinite) sequence of length |w| of positive real values (the time stamps)
such that 7; < 7,41 forall 0 <4 < |w| — 1 (resp. for all ¢ > 0). We let |(w, T)| = |w|
denote the length of (w, 7).

An infinite timed word § = (w, 7) is diverging if for all t € R=?, there exists a posi-
tion ¢ € N such that 7; > ¢. We denote respectively by TX™, T2 and TX}, the sets of
all finite, infinite and infinite diverging timed words on Y. In the sequel, it is often con-
venient to denote an (infinite) timed word (w, 7) by the sequence (wg, 70)(w1,71) .. .
We proceed similarly for finite timed words. Since we are interested mainly in infinite
timed words, we often refer to them simply as timed words.

Remark 1 (Time divergence). In the sequel, we formalize the results for languages of
timed words that are not necessarily time divergent. Nevertheless, we systematically
explain informally how to obtain the results for diverging timed words.

Event clocks. A clock is a real-valued variable whose value evolves with time elapsing.
We associate, to every letter o € X, a history clock &, and a prophecy clock z,. We
denote respectively by Hy; the set {Z, | o € X} of history clocks and by Py the set
{ar:_(,> | o € X'} of prophecy clocks on X, and we let Cx, = Hyx UPy be the set of event-
clocks on X. A valuation v of a set of clocks C' C Cy is a function C — R=0 U {1 }.
We denote by V (C) the set of all valuations of the set of clocks C'. We associate to
each position ¢ > 0 of a timed word § = (w,7) € TX¥ U TX* a unique valuation
Valig of the clocks in Cy, defined as follows. For any « € Hy, Valie(;v) = | if there
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isno j < is.t w; = o. Otherwise, Val?(z) = 7; — 7; where j is the largest position
s.t. j < iand w; = 0. Symmetrically, for any x € Py, Val?(x) = L if there is no
j >is.t.w; = o. Otherwise, Val?(z) = 7; — 7; where j is the least position s.t. j > i
and w; = o. Intuitively, this means that, when reading the timed word 6, the history
clock &, always records the amount of time elapsed since the last occurrence of o, and
the prophecy clock z, always tells us the amount of time before the next occurrence
of o. For a valuation v € V (C) such that Vx € Px N C: v(z) > d, we denote by
v+ d the valuation from V (C') that respects the following two conditions. First, for any
r€HyNC: (v+d)(z) = Lifv(z) = L; otherwise (v + d)(x) = v(x) + d. Second,
forany x € Py NC: (v +d)(x) = v(x) — dif v(z) # L; otherwise (v + d)(z) = L.
For a valuation v € V (C), and a clock x € C, we write v[z := 0] the valuation that
matches v on every clock &’ # x and such that v(z) = 0.

An atomic clock constraint over the set of clocks C is either true or a formula of the
form x ~ ¢, where x € C, ¢ € N, and ~€ {<,>,=}. A clock constraint is a Boolean
combination of atomic clock constraints. We denote by Constr (C) the set of all clock
constraints ranging over the set of clocks C'. We say that a valuation v satisfies a clock
constraint ¢, denoted v |= v according to the following rules: v |= true; v |= x ~ ciff
v(xz) # Landv(z) ~cyv |E wiffo E ;v = Vi iff v = 9y orv | s
We say that a timed word 6 satisfies a clock constraint ¢ at position ¢ > 0, denoted
(0,7) = v iff Valf |= 1.

Alternating event clock automata. Let X be finite set. A positive Boolean formula over
X is Boolean formula generated by:

pu=al|e1Ves| el Aps | true| false

with a € X, and ¢4, oo positive Boolean formulas. We denote by B (X)) the set of
all positive Boolean formulas on X. A set Y C X satisfies a positive Boolean formula
@ € BT(X), denoted Y | ¢ if and only if replacing each y € Y by true and each
x € X \'Y by false in ¢, and applying the standard interpretation for V and A yields
a formula which is equivalent to true. For example, ¢ = (g1 A g2) V g3 is a positive
Boolean formula on {q1, g2, g3 }. Clearly, {q1,¢2} = ¢, {¢2,93} E @, but {¢1} ¥~ .
Given a set X, and a positive Boolean formula ¢ € BT (X), we denote by ¢ the dual
of ¢, which is the positive Boolean formula obtained from ¢ by swapping the V and A
operators, as well as the true and false values.

An alternating event-clock automaton (AECA) is a tuple A = (Q, gin, X, 6, @),
where (@ is a finite set of locations, g;,, € @ is the initial location, X is a finite alphabet,
d 1 Q x X x Constr (Cx) — BT(Q) is a partial function, and « is the acceptance
condition, which can be:

1. either a Biichi acceptance condition; in this case, o C @,
2. or a co-Biichi acceptance condition; in this case, o C @,
3. or a K-co-Biichi acceptance condition, for some K € N; in this case, « C @,
4. or a parity condition; in this case, o : Q — Colours, where Colours C N is a finite
set of priorities.
Moreover, § respects the following conditions:
(A1) Forevery g € Q, 0 € X, 6(q, 0,%) is defined for only finitely many .
(Az) Forevery ¢ € Q, 0 € X, v € V(Cyx) there exists one and only one ) €
Constr (Cx) s.t. v =1 and 6(q, 0, ) is defined.
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Runs and accepted languages. Runs of AECA are formalised by trees. A tree T is a
prefix closed set 7' C N*. The elements of T" are called nodes, and the root of the tree is
the empty sequence €. For every x € T', the nodes = - ¢ € T', for ¢ € N are the children
of x, and x is the (unique) father of all the nodes x - c. A node with no child is a leaf. We
refer to the length |z| of x as its level in the tree. A branch in the tree T is a sequence of
nodes m C T such that € € 7, and for every x € T, either z is a leaf, or there is a unique
¢ € Nsuch that z - ¢ € 7. An X-labelled tree is a pair (T',£) where ¢/ : T — X is a
labelling function of the nodes, that associates a label from X to each node of T'. We
extend the function £ to (finite or infinite) branches: given a branch m = ning - - - n; -
of T', we let £(7) be the sequence £(n1)¢(ng) - - - €(n;) - Let A = (Q, ¢in, X, 5 a) be
an AECA, and 6 be an timed word on X. Then, a Q-labelled tree R = (T, ¢) is a run of
A on 6 iff the following hold:
- E(e) = Qin,
— forall z € T, there exists aset S C @ s.t. (i) ¢ € Siff x hasachild z - ¢ € T with
l(z-c) = qand (ii) S = 6(£(x), W), V<), Where ¥, € Constr (Cyx) is the unique
clock constraint s.t. 6 (£(x), w|y|, 1z ) is defined and (0, |z|) = 1.

Let R = (T,¢) be arun and « € T. We note R, the sub-run rooted at node z. A run
R = (T, ¢) is memoryless if for all levels i € N, for all z,y € T such that |z| = |y| = ¢
and £(z) = {(y), the sub-runs R, = (T, ¢,) and R, = (T}, {,)) are isomorphic.

Let (T, ¢) be an X-labelled tree, and let 7 be a branch of T. We let Occ, : X —
NU{oo} be the function that associates, to any element of X, its number of occurrences
in . We further let Inf (7) = {# € X | Occr(z) = co}. Let A be an AECA with set of
locations () and acceptance condition a, and R = (T, ¢) be a run of A. Then, R is an
accepting run iff one of the following holds: o is a

Biichi condition, and for all branches 7 C T', Inf (1) N # &,

co-Biichi condition, and for all branches 7 C 7', Inf (1) N = &

— K-co-Biichi condition, and for all branches 7 C T, Zqéa Occr(q) < K,
parity condition, and for all branches 7 C T, max{«(q) | ¢ € Inf (7)} is even.

A timed word 6 is accepted by an AECA A iff there exists an accepting run of A
on 6. We denote by L(A) the language of A, i.e. L(A) = {6 | 6 is accepted by A},
and by L(A)q the time diverging language accepted by A, i.e. L(A)g = {0 | 0 €
TX¥ and 0 is accepted by A}.

For readability, we often refer to the language of an automaton A with co-Biichi
acceptance condition as Leog(A). Similarly, we use Lg(A) to denote the accepted lan-
guage of an automaton A with Biichi acceptance condition, Lkcos(A) in the case of an
automaton A with K'-co-Biichi acceptance condition, and Lp(A) for an automaton A
with parity acceptance condition.

Finally, let A = (Q, ¢in, X, 0, ) be an AECA with Biichi acceptance condition.

The dual of A, denoted A is defined as the AECA <Q,qm, .0, a> with co-Biichi
acceptance condition, where for any ¢ € @, 0 € X and ¢ € Constr (Cyx,), S(Q, o,1) is
equal to 5(m) iff §(g, 0, v) is defined. It is easy to check that Leog(A) = TX“ \
Lg(A).

Remark 2 (Time divergence). It is easy to see that Lcog(ﬁ)td =TX¢ \ Le(4).
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Syntactic restrictions. Let us now define syntactic restrictions of AECA. Let A =
(Q, gin, ¥, 6, a) be an AECA. Then:

1. If, forany ¢ € Q, 0 € X and ¢ € Constr (Cx): (g, 0,) is either undefined or
a purely disjunctive formula, then A is a non-deterministic event-clock automaton
(NECA for short).

2. If, forany ¢ € Q, 0 € X and ¢ € Constr (Cyx): §(q, o, ) is either undefined or a
purely conjunctive formula, then A is an universal event-clock automaton (UECA
for short).

3. If, forany g € Q, 0 € X and ¢ € Constr (Cx): (g, 0,) is either undefined, or
0(q,0,v) € Q, then A is a deterministic event-clock automaton (DECA for short).

4. If, for any ¢ € @Q, 0 € X and ¢ € Constr (Cy): either §(q, 0,) is undefined or
1 € Constr (Hy), then A is a past event-clock automaton (PastECA for short).

5. If, forany ¢ € Q, 0 € X: 6(q, 0, true) is defined, then A is an alternating word au-
tomaton (AWA for short). In this case, since the third parameter of d is always true,
we omit it. We refer to such automata as untimed word automata. We use the short-
hands NWA and DWA to refer to non-deterministic and deterministic (untimed)
word automata.

Given a NECA A and a timed word 6 on X, if there exists an accepting run R = (T, ¢)
of A on 6, then it is easy to see that there exists an accepting run with one branch 7. We
denote such a run by the sequence g;», (00, 70), q1, (01,71), - - , 45, (05,7j), - - - where
ging1 -+~ q; - - - is the label £(m) of the single branch 7 of T'.

Weak and strong equivalences for event-clock valuations. We define two notions of
equivalence for valuations of clocks, the former called weak equivalence and the latter
called strong equivalence. The notion of weak equivalence applies to valuations for
both history clocks and prophecy clocks, while the notion of strong equivalence applies
to valuations for history clocks only. They are defined as follows.

Let C C Hy U Py, and let cmaz € N. Two valuations vy, ve € V (C) are weakly
equivalent, noted v1 ~ cmqqy V2, iff the following two conditions are satisfied:

(C1) Ve € Civy(x) = Liffvg(z) = L

(Cq) Vz € C: either vy (z) > cmaz and vi(x) > cmaz, or [v1(z)] = [v2(z)] and
lvi(2)] = [va2(2)].

We note [v]~ cmas the weak equivalence class of v. We note wReg (C, cmaz) the finite

set of equivalence classes of the relation ~ .,,4;, and call them weak regions.

Lemma 3. Ler C C Hy, U Py, and let cmaz € N. Two valuations vy,vy € V (C) are
weakly equivalent iff for all i € Constr (C, cmax): v1 = ¢ iff va = 4.

Let C C Hy, and let cmax € N. Two valuations vy, v € V (C) are strongly equiva-
lent, noted v1 X paz Vo, iff conditions C; and Cs are satisfied and additionally:

(C3) V.Il,JJQ S C: |—1}1(.231)-| - 1}1(371) S |—1}1(.232)-| — 1}1(372) iff [’UQ(JH)] — 1}2(.131) S
[v2(22)] — v2(22).
We note [v]xemaz the strong equivalence class of v, we note Reg (C, cmaz) the fi-

nite set of equivalence classes of the relation =4, and we call them strong re-
gions, or simply regions. Note that our notion of strong equivalence for valuations
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of history clocks is an adaptation of the classical notion of clock equivalence defined
for timed automata [[AD94]], hence it is a time-abstract bisimulation. For any region
r € Reg (C, cmazx), we say that ' € Reg (C, crnaz) is a time-successor of r (written
r <ts. 1) if and only if for any valuation v € r, there is some ¢ € R=9 such that
v+t € r'. Note that the relation <y ¢ is a partial order over Reg (C, cmaz). A region
r € Reg (C, cmaz) is initial if, for all v € r, for all (history) clock x € C: v(x) = L.
Note that the initial region is unique and denoted ¢ (when C'is clear from the con-
text we denote it by r,). Finally, for all 7 € Reg (C, ¢maz) and all x € C, we note
r[z := 0] the region s.t. for all v € r[z := 0], there is v’ € r with v'[z := 0] = v.

Region automaton. Given a set of history clocks C' C Hy and cmaz € N, the region
automaton RegAut (C, cmaz) = <Reg (C, cmaz) U {L},rS, B 51, a>, is a DWA
where X% = X x Reg(C, cmaz) and a = Reg(C, cmax) is a Biichi acceptance
condition. The transition relation 6% is such that for all r,7" € Reg (C, cmaz), and for
allo € X

- 0%(r,(0,1")) = r'[Iy := 0] if r <iq 7/, otherwise 6% (r, (0,7")) = L,

- §B(L, (o,7")) = L.
Regionalizations of a timed word. Given C' C Cyx, cmaz € N, and a timed word 6 =
(00,70)(01,71) - - € TYYUTX™, let v; be the restriction of Va|i9 to the set of clocks C.
We define the weak region word associated to 0, denoted wrg(C, cmax, 6) as the (un-
timed) word (o0, [Vo]~cmaz ) (01, [V1]~emaz) - - - Over X X wReg (C, emaz). Intuitively,
wrg(C, cmaz, 0) describes, along with the sequence of letters, the sequence of weak re-
gions visited by 6. If C C Hy, we also define the (strong) region word associated to
0, denoted rg(C, cmaz, ) as the (untimed) word (o0, [Vo]~emaz ) (01, [V1]xemaz) *
over X x Reg (C, cmaz). We extend wrg and rg to set of words L: wrg(C, cmaz, L) =
{wrg(C, ecmax,0) | € L} and rg(C, cmaz, L) = {rg(C, cmaz,0) | 0 € L}.

Proposition 4. For all set of clocks C C Hx and cmaz € N: Lg(RegAut (C, cmaz))
=rg(C, cmaz, TXY).

Remark 5 (Time divergence). We can extend the definition of region automaton to ob-
tain an automaton RegAut,y (C, cmaz) that accepts all the infinite words over X' x
Reg (C, emaz) associated to diverging timed words. To achieve this, we must use a

generalized Biichi acceptance condition that guarantees time divergence on the regions
(see [AD94] for the details). Then, L(RegAut,y (C, cmaz)) = rg(C, cmaz, TXY).

Regionalizations of an AECA. Let A = (Q, gin, X, 0, &) be an AECA, let C C Cyx be
the set of clocks and ecmaz € N be the maximal constant appearing in A. We define the
weak regionalization of A as the AWAwRg(A) = (Q, ¢in, X x wReg (C, cmaz) ,d, &)
s.t. forall ¢ € Q, and (o,7) € X x wReg (C, cmaz): §'(q, (o,7)) = §(q,0,1) where
1) is the unique constraint such that §(g, o, ¢) is defined and v |= ¢ forallv € 7.

Let A = (Q, gin, X, 9, &) be a PastECA, let C' C Hy, be the set of history clocks
and cmax € N be the maximal constant appearing in A. We define the (strong) re-
gionalization of A as the AWA Rg(A) = (Q, gin, X X Reg (C, cmaz), ¥, «) s.t. for
allg € Q, and (0,7) € X x Reg (C, cmaz): d'(q, (o,7r)) = 6(q,0,v) where v is the
unique constraint such that 6(g, o, ) is defined and v |= ¢ for all v € r.

The following lemma links runs in an AECA, and its weak and (strong) regionaliza-
tion (when A is a PastECA).
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Lemma 6. Ler A be an AECA. For every timed word 0 € TX¥ R = (T,0) is
an accepting run tree of A over 0 iff it is an accepting run tree of wRg(A) over
wrg(C, ecmaz, 0). Moreover, if A is a PastECA, R = (T,{) is an accepting run tree
of A over 0 iff it is an accepting run tree of Rg(A) over rg(C, cmaz, 0).

The following lemma states that, for all PastECA A, the words accepted by both Rg(A)
and by RegAut (C, cmax) are exactly the (strong) regionalizations of the timed words
accepted by A (whatever the acceptance condition of A is):

Lemma 7. For all PastECA A = (Q, gin, X, 9, @), with set of clocks C C Hy and
maximal constant cmaz: L(Rg(A)) N Lg(RegAut (C, cmaz)) = rg(C, cmaz, L(A)).

Proof. Let 0 be a word in L(A). Then there is an accepting run R = (T, ¢) of A over 6.
By Propositiond] rg(C, cmaz,0) € Lg(RegAut (C, cmaz)). By Lemmal6 R is also a
accepting run of Rg(A) over rg(C, cmax, 6). Thus, rg(C, cmaz, ) € L(Rg(A)).
Conversely, let w be a word in L(Rg(A)) N Lg(RegAut (C, cmaz)). Since w €
Lg(RegAut (C, ecmaz)), by Propositionfd there is § € TX“ such that rg(C, cmaz, 0) =
w. Let R = (T, {) be an accepting run of Rg(A) over w. By Lemmal@l R is also a ac-
cepting run of A over § and thus § € L(A). O

Remark 8 (Time divergence). If we restrict our attention to diverging timed words, then:
L(Rg(A)) N L(RegAuty (C, cmaz)) = rg(C, cmaz,L(A)q)

3 Solving Language Inclusion without Determinization

In this section, we show how to complement AECA with Biichi acceptance condition.
This procedure allows us to solve the universality and language inclusion problems for
NECA with Biichi acceptance condition without resorting to determinization procedures
(like the one defined by Safra in [Saf88§])) that are resistant to efficient implementation.

We start by showing how to transform a co-Biichi acceptance condition into a Biichi
condition when considering AECA. For that, we need the existence of memoryless runs:

Lemma 9. Let A be an AECA with co-Biichi acceptance condition. For all timed words
0 such that 0 € Loog(A): A has an accepting memoryless run on 0.

Proof. Let C be the set of clocks and cmaz be the maximal constant of A. Let 0
be a timed word accepted by A. By Lemma [6l wrg(C, cmaxz, #) is accepted by the
AWA wRg(C, ¢cmazx, A). Let R = (T, ¢) be an accepting run of wRg(C, cmaz, A) on
wrg(C, cmaz, 0). By the result of Emerson and Jutla [EJ91] Theorem 4.4], we can make
the hypothesis that R is memoryless. By Lemmalf] R is an acceptingrunof Aon 6. 0O

The memoryless property of accepting runs in AECA with co-Biichi acceptance condi-
tion allows us to represent those runs as DAGs where isomorphic subtrees are merged.
Formally, we associate to every memoryless run R = (T, ¢) of A = (Q, gin, X, 0, @)
the DAG G = (V, E), where the set of vertices V' C @ x N represents the labels of the
nodes of R at each level. Formally, (¢,1) € V if and only if there is a node x € T such
that || = [ and /(x) = ¢. The set of edges £ C [J;~ (@ x {l}) x (@ x {l+1}) relates
the nodes of one level to their children. Formally, ((q,1), (¢’,] + 1)) € E if and only if
there exists some node € T'and ¢ € Nsuchthat x - ¢ € T and |z| = [, {(x) = ¢, and
£(x - ¢) = ¢'. Note that the width of the DAG is bounded by |Q)|.
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Now, we can apply results of [KVOI] that characterize the structure of accepting
runs of alternating automata with co-Biichi acceptance condition. For that we need
some additional notations. For k € N we write [k] for the set {0,1,..., k} and [k]°%
for the set of odd elements of [k]. The following lemma is adapted from [KVOT]:

Lemma 10. Let A be an AECA with n locations and co-Biichi accepting condition a.
The vertices of the DAG G g associated to a memoryless accepting run R of A can be
labelled by a ranking function f : V' — [2n] having the following properties:

(Py) for(q,1) € Q@ x N, if f(q,1) is odd, then q ¢ o,

(P2) for (q,1)and (¢',1") such that (¢',1") is reachable from (q,1), f(¢',1") < f(q,1),

(Ps) in every infinite path  in G R, there exists a node (q,l) such that f(q,1) is odd
and, for all (¢', ') in 7 reachable from (q,1): f(¢',1") = f(q,1).

We use this ranking function to justify the transformation of an AECA with co-Biichi
acceptance condition into an AECA with Biichi acceptance condition.

Let A = (Q, ¢in, X, 0, &) be an AECA with co-Biichi acceptance condition, and let
|Q| = n. We define the AECA Rank(A) as (@', q},,, X, ', &) with Biichi acceptance
condition, where Q' = Q X [2n], ¢},, = (gin, 2n), and ¢’ is defined using the auxiliary
function (we use the notations of [KVOI]): release : BT (Q) x [2n] — BT (Q’), which
maps a formula ¢ € BT (Q) and an integer ¢ € [2n] to a formula obtained from ¢ by
replacing each atom ¢ € @ by the disjunction \/j<i(q,j). Then, for any (¢,7) € @,
o € X and ¢ € Constr (Cyx) such that §(g, o, 1) 1s defined,

release(d(q, 0, ¢),i) if g ¢ «oriis even,
false if ¢ € o and 7 is odd.

&' ((g,4), 0,4) = {

Finally, o = @ x [2n]°% is a Biichi acceptance condition.

Remark that, by condition A, of the definition of the transition relation in AECA,
forall ¢ € @, 0 € X and valuation v € V (C), there is exactly one clock constraint
t such that §(g, 0, ) is defined and v = . Thus, by construction of Rank(A), for all
q € Q, i € [n] and valuation v € V (C), there is exactly one clock constraint ¢» such
that 6’((q, ), w, ) is defined and v |= 1. Thus, §’ is well-formed. Let us establish the
relationship between the accepted languages of A and Rank(A)

Proposition 11. For all AECA A with co-Biichi condition: Lg(Rank(A)) = Leog(A).

Proof. Let 0 = (0,7) € TX“ be a timed word in Lg(Rank(A)) and let us show
that € Leog(A). Let " = (T, ¢') be an accepting run of Rank(A) on 6. Consider
R = (T,¢) where for all x € T, {(x) = ¢ if ¢/(x) = (q,j) for some rank j. By
definition of Rank(A), R is a run of A on 6. Let us now show that it is an accepting
run of A. As R’ is accepting for Rank(A), we know that every branch has the following
property: from some level ¢ € N, the rank j is not changing anymore. This is because
the definition of the transition function of Rank(A) requires the ranks to decrease along
a path, while staying positive. Moreover, the acceptance condition imposes that this
rank is odd. Let 7 be such a branch. As accepting locations of A are associated to odd
ranks and cannot appear in runs of Rank(A) (it is forbidden by the transition relation),
we know that the branch 7 in R visits only finitely many accepting locations and so it
respects the acceptance condition of A.
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Conversely, let 8 € Log(A) and let us show that § € Lg(Rank(A)). Let R = (T,¢)
be an accepting run of A on 6. Now consider the tree R’ = (T, ¢'), where ¢’ is s.t.
£(e) = (gin,2n) and forall z € T, ¢'(x) = (¢(x), f(x)). Following properties P; and
P, of Lemma[I0l R = (T, ¢') is a run of Rank(A) over the timed word 6. Let 7 be a
branch of R’. Then, property Ps in Lemma[I0lensures that at some point, all the states
in 7 are labelled by the same odd rank. Thus, any branch of R’ visits infinitely often a
state in Q x [2n]°, and Rank(A) is accepting. O

Next, we show that the construction due to Miyano and Hayashi [MH84] to transform
an alternating Biichi automaton into a nondeterministic one can be easily adapted to
AECA with Biichi acceptance condition. Formally, given an AECA with Biichi accep-
tance condition A = (Q, gin, X, 9, o), we define a NECA MH(A) as follows. For any
o€ X, forany q € Q, let &7 = {¢ € Constr(Cx) | d(q,0,7) is defined}. By con-
dition A; of the definition of an AECA, 452 is finite. We also define, for any o € X,
for any subset S C @, the set of formulas ¥§ = {A c5¥q | Vg € 7} Intuitively,
¥¢ contains all the conjunctions that contain exactly one conjunct from each set ¢
(for ¢ € S). Finally, for S C Q,0 C Q,0 € X, ¢ = /\qes g € WE, we let
P(S,O) = {(S/’Ol) | Sl ): /\qes’ 6((]707 '(/)q)vol g S/’O/ ': /\qEO 6(q’0’ %)} if
O # @.and P(S,2) = {(S', ) | §' = A, 0(d: 0, 80)}-

Then, we define MH(A) as the AECA (29 x 29, ({gi,,}, @), X, 6,29 x {@}) with
Biichi acceptance condition where, for any (S, 0) € 29 x 2%, for any ¢ € X, for any
¥ € ¥g:6'((S,0),0,¢) = V(s .0neps,0)(5, 0"\ @) (and §' is undefined other-
wise). Remark that, by conditions A; and Ao, ¥¢ is a finite set, and for any valuation v,
there is exactly one ¢ € ¥g s.t. v |= 1. Hence, ¢’ respects the definition of the transition
relation of an AECA. The next proposition proves the correctness of the construction.

Proposition 12. For all AECA A with Biichi condition: Lg(MH(A)) = Lg(A).

Proof. Assume A = (Q, ¢in, 2, J, ). Let 6 be a timed word in Lg(A) and R = (T, ¢)
be an accepting run of A over 6. Then, let p = ({gin}, @), (00,70), (S1,01), (01, 71),
--- be the sequence such that, forall i € N: (4) S; = {q¢ | 3z € T, |z| = i,4(z) = ¢}
and (i) O; = S;\aif 0,1 = 2,0, ={q|Fx-c€T,|x-c| =i, l(z-c) = ¢, {(z) €
0;-1} N (Q \ «) otherwise (with the convention that Oy = @). It is easy to see that, as
in the original construction of [MHS84], p is an accepting run of MH(A) over 6.
Conversely, given a run ({¢in }, @) (00, 70)(S1, O1)(01,71)(S2,O2) - - - of MH(A),
we consider a labelled tree (7', £) s.t. (¢) £(e) = ¢, and (i%) for any x € T {£(z - 7) |
i € N} C Sjpq1and {(x- i) | i € N} |= 0(l(x),0/4),7), where ¢ is the unique
constraint s.t. 6({(z), 0|5, %) is defined and (0, |z|) |= 1. Clearly, R is an accepting
run tree of A over 6. o

Applications. Let us show how to apply these constructions to complement an NECA.
Given a NECA A = (Q, gin, ¥, 6, @) with Biichi acceptance condition, we first con-

struct its dual A which is thus a UECA with co-Biichi acceptance condition s.t. Leog (A)
= TX“\ Lg(A). Then, thanks to Proposition[ITland Proposition[I2] it easy to check that

MH(Rank(A)) isa NECA with Biichi conditions.t. Ls(MH(Rank(A))) = TX*\Lg(A).

This construction can be applied to solve the language inclusion and language uni-
versality problems, because Lg(A) is universal iff T2\ Lg(A) is empty and Lg(B) C
Lg(A) iff Lg(B) N (TX“ \ Lg(A)) is empty.
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Remark 13 (Time divergence). All the constructions presented above are valid if we
consider the time divergent semantics. Indeed, L(A)+q C L(B)44 if and only if (L(A) N
LB)NTEY =0

Remark 14 (Efficient implementation). In [DR10], it is shown how to use subsumption
to implement efficient emptiness test for automata defined by the Miyano and Hayashi
construction without explicitly constructing them. Those methods can be readily ex-
tended to the case of event-clock automata.

4 Safraless Algorithm for Realizability

In this section, we study the realizability problem for timed specifications expressed
by UECA. We restrict to event-clock automata with history clocks only as the use of
prophecy clocks leads to undecidability [DGRR09]. To formalize the realizability prob-
lem in this context, we rely on the notion of timed game.

Timed games. A timed game (TG for short) is a tuple (X, X2, W) where X; (i = 1, 2)
is a finite alphabet for player ¢ (with Xy N Yy = @), and W C TX™ is a set of timed
words, called the objective of the game (for player 1).

A TG is played for infinitely many rounds. At each round i, player 1 first chooses
a delay t! and a letter o} € Y. Then, player 2 chooses either to pass or to overtake
player 1 with a delay ¢? < t! and a letter 07 € Y5. A play in a timed game is a timed
word (w,7) s.t. for any i > 0 either (i) player 2 has passed at round i, w; = o} and
T, = Ti—1 + t}, or (it) player 2 has overtaken player 1 at round i, w; = O'Z-z and 1; =
T;—1-+t2 (with the convention that 7_; = 0). A timed word 6 is winning in (X1, Yo, W)
iff & € W. A strategy for player 1 is a function 7 that associates to every finite prefix
of a timed word (wo, 70) ... (wx, 7) an element from X; x RZ, A play § = (w, 1)
is consistent with strategy 7 for player 1 iff for every ¢ > 0, either player 1 has played
according to its strategy i.e., (w;, 7; — Ti—1) = 7((wo,70) - . . (wi—1,T—1)) or player 2
has overtaken the strategy of player 1 i.e., w; € X9, and w((wp, 70) . . . (Wi—1,Ti—1)) =
(o,7) with 7 > 7, — 7;,_1. The outcome of a strategy 7 in a game G = (X7, Yo, W),
noted Outcome (G, ) is the set of all plays of G that are consistent with 7. A strategy
7 is winning iff Outcome (G, ) C W.

The realizability problem asks, given a universal PastECA A with co-Biichi accep-
tance condition, whose alphabet X' is partitioned into X; and Xy, if player 1 has a
winning strategy in G = (X7, Yo, Log(A4)).

To solve this problem without using Safra determinization, we show how to reduce
it to a timed safety objective via a strengthening of the winning objective using K -co-
Biichi acceptance condition. We state the main result of this section:

Theorem 15. Given a universal PastECA A with co-Biichi acceptance condition, whose
alphabet X. is partitioned into X\ and X5, player 1 has a winning strategy in GT =
(X1, X9, Leo (A)) iff he has a winning strategy in Gt = (21, Yo, Lk (A)), for any
K > (2n"*n! + n) x |Reg (Hx, cmax) | where n is the number of locations in A.

To establish this result, we use several intermediary steps. First, we show that we can
associate a game with an w-regular objective, played on untimed words, to any timed
game whose objective is defined by a UECA with co-Biichi acceptance condition.
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Region games. A region game is a tuple G* = (X, Xy, cmax, W) where X = X U
Yo, X1NXYy = &, cmazx € N, W is a set of infinite words on the alphabet (X W X5) X
Reg (Hy;, crnaz), called the objective of the game (for player 1).

A play of a region game is an infinite (untimed) word on the alphabet (X7 U Xs) X
Reg (Hy;, cmaz). The game is played for infinitely many rounds. In the initial round,
player 1 first chooses a letter 0> € X;. Then, either player 2 lets player 1 play and the
first letter of the play is (01, Tin ), Or player 2 overtakes player 1 with a letter o2 e X,
and the first letter of the play is (02,7, ). In all the subsequent rounds, and assuming
that the prefix of the current play is (09, 70),- - (0%, Tk), player 1 first chooses a pair
(o, r!) € 21 x Reg (Hx, cmaz) such that r4 [, := 0] <¢s. r'. Then, either player 2
lets player 1 play and the new prefix of the play is pry1 = px - (o}, 71), or player 2
decides to overtake player 1 with a pair (02,7%) € X5 x Reg (Hy, cmaz), respecting
Te[Ta, = 0] <ts. 72 <is. r'. In this case, the new prefix of the play is ppi1 =
pr - (02,72). A play p is winning in (X1, Xo, cmaz, W) iff p € W. As for timed
games, a strategy for player 1 is a function 7% that associates to every finite prefix
(wo,70) - - - (wk, %) an element (o,7) € X1 x Reg (Hyx, cmaz) such that 7 [T,
0] <ts. . A play p = (00, 7in)(01,71) -+ is consistent with strategy = for player 1
iff for all ¢ > 0, either player 1 has played according to its strategy, i.e., (o;,7;) =
7((00,in) - - - (0i—1,7i—1)) (with the convention that (¢_1,7_1) = €), or player 2 has
overtaken the strategy of player 1 i.e., 0; € X9, 7((00,7in) - - . (0i—1,7i-1)) = (0,7)
and r; <is. T.

Remark 16. All plays of (X1, X5, cmaz, W) are in Lg(RegAut (Hx, cmaz)).

The outcome Outcome (G, 7) of a strategy  on a region game G and winning strategies
are defined as usual. The next proposition shows how a timed game can be reduced to a
region game.

Proposition 17. Let A be a universal PastECA with maximal constant cmax. Player 1
has a winning strategy in the timed game GT = (X1, X5, Lo (A)) iff he has a winning
strategy in the region game G¥ = (X1, X, cmaz, Leog(Rg(A))). Moreover, for any
K € N, player I has a winning strategy in GT = (X1, X2, Lkeos(A)) iff he has a
winning strategy in G = (X1, X5, cmaz, Lkcos (Rg(A))).

Proposition [I7] tells us that we can reduce the realizability problem of timed games to
that of region games. Next we show that region games can be won thanks to a finite
memory strategy. For that, we expose a reduction from region games to parity games.

Parity games. A parity gameis atuple G = (Q, F, qo, Colours, ) where Q = Q1 WQ2
is the set of positions, partitioned into the player 1 and player 2 positions, £ C @ X @
is the set of edges, qo € @ is the initial position, and A : @ — Colours is the coloring
function.

A play of a parity game G = (Q, E, qo, Colours, \) is an infinite sequence p =
qoq1 - --q; - - - of positions s.t. for any j > 0: (g;,¢;+1) € E. Given a play p =
qoq1 - - - q; - - -, we denote by Inf (p) the set of positions that appear infinitely often in p,
and by Par (p) the value max{A(q) | ¢ € Inf (p)}. A play p is winning for player 1 iff
Par (p) is even. A strategy for player 1 in G is a function 7w : Q*@Q)1 — @ that associates,
to each finite prefix p of play ending in a Player 1 state Last(p), a successor position 7(p)
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s.t. (Last(p), m(p)) € E. Givena parity game G and a strategy 7 for player 1, we say that
aplay p = qoq1---¢q; - - of G is consistent with m iff for j > 0: ¢; € Q); implies that
gj+1 = 7(qo - - - g;). We denote by Outcome (G, 7) the set of plays that are consistent
with 7. A strategy 7 is winning iff every play p € Outcome (G, 7) is winning.

It is well-known that parity games admit memoryless strategies. More precisely, if
there exists a winning strategy for player 1 in a parity game G, then there exists a
winning strategy 7 for player 1 s.t. for any pair of prefixes p and p’: Last(p) = Last(p’)
implies 7(p) = w(p’). A memoryless strategy 7 can thus be finitely represented by a
function f, : Q1 — Q, where, for any ¢ € Q1, f(q) is the (unique) position ¢’ s.t. for
any prefix p = qo - - - ¢, m(p) = ¢’. In the sequel we often abuse notations and confuse
f= with 7 when dealing with memoryless strategies in parity games.

Let us show how to reduce the region game (X1, X, cmaz, Loog(Rg(A))) to a par-

ity game. First consider the NWA Rg(A) that dualizes Rg(A) and such that Lg(Rg(A))
= X\ Leoa(Rg(A)). Then, using Piterman’s construction [Pit07], we can obtain a de-
terministic parity automaton D such that Lp(D) = Lg(Rg(A)), and by complementing
D, we obtain a deterministic (and complete) parity automaton D such that Lp(D) =
Leos(Rg(A)). We use this automaton and the region automaton RegAut (Hy;, cmaz) as
a basis for the construction of the parity game.

A play in the parity game simulates runs over words in (X x Reg (Hy, cmaz))”
of both D = (QP, ¢, ¥ x Reg (Hyx;, cmaz) , 67, o) and RegAut (Hx, cmaz) =
(Qf, ¢, X1 51 oft). Formally, Gp = (¢5,Q°, EG Colours, \%), where the posi-
tions of player 1 are Qf = (QP x Reg (Hs, cmaz)), and the positions of player 2 are
QY = (QP x Reg (Hy, cmaz)) x (X1 x Reg (Hs, cmaz)). Intuitively, (¢,7) € QF
means that the simulated runs are currently in the states ¢ and r of respectively D and
RegAut (Hs;, cmaz). From a position in Q¢', player 1 can go to a position memorizing
the current states in D and RegAut (Hy, cmaz), as well as the next move according to
player 1’s strategy. Thus, (g, 7, o', 1) € QS means that we are in the states ¢ and r in the
automata, and that (%, r!) is the letter proposed by player 1. Then, from (¢, r, 0!, 1),
player 2 chooses either to let player 1 play, or decides to overtake him. In the former
case, the game moves a position (¢’, ") where ¢’ and 7’ are the new states in D and
RegAut (Hy, cmaz) after a transition on (o1, r!). In the latter case (overtake player 1),
the game moves to a position (¢”,7”), assuming there are 02 € Xy, r? <;s 7! such
that ¢” and r”" are the new states of D and RegAut (Hy, crnax) after a transition on
(02,72%). These moves are formalized by the set of edges E¢ = E{ v ES' where:

EF ={((a7).(g,r,0",rh) [ oF € 20,6%(r, (o, 11)) # L}
Bg ={((¢g,r,0",r"). (") | (d',7") = (87 (q, (0*,71)), 6% (r, (o, 7))}

/ Jo2 € Yo, 1% <is 11, 68(r, (02,72)) # L, and
U{(W‘”l”l)’(q N (@) = (8P( (02,72)), 67 (r, (0%, 7)) }

Intuitively, player 1 chooses its next letter in ) and a region. The definition of E{* uses
transitions of RegAut (Hy, cmaz) and hence enforces the fact that player 1 can only
propose to go to a region that is a time successor of the current region, and thus respects
the rules of the region game. Symmetrically, player 2 can either let player 1 play, or play a
letter from X5 with a region which is a time predecessor of the region proposed by player
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1. Again, the automaton D being complete, player 2 can play any letter in X2, but he can
only play in regions that are time successors of the current region. The initial position is
q5 = (g2, rin). Finally, the labelling of the positions reflects the colouring of the states
in D: \%(q,7) = \%(q,r,0',7') = a(q). Hence, a play in the parity game is winning
for player 1 if and only if the word simulated is accepted by D. The next proposition
shows the relationship between G r and the corresponding parity game G p.

Proposition 18. Player 1 has a winning strategy in the region game G g if and only if
he has a winning strategy in the corresponding parity game G p.

Because parity games admit memoryless strategies, and thanks to Proposition [I8] we
can deduce a bound on the memory needed to win a region game whose objective is
given by Leog(Rg(A)) for a universal PastECA A.

Lemma 19. Let A be a universal PastECA with n locations and maximal constant
cmax. If player 1 has a winning strategy in G = (X1, X2, cmaz, Lo (Rg(A))), then
he has a finite-state strategy, represented by a deterministic finite state transition system
with at most m states, where m = (2n"n! + 1) x |Reg (Hyx, cmaz) |.

Proof. If player 1 has a winning strategy in (X1, X9, cmaz, Leog(Rg(A))), then by
Proposition [[8 and by the memoryless property of parity games, he has a memory-
less winning strategy in the parity game Gp, 7% : Qf — QS. From this memory-
less strategy, one can define a finite-state strategy for player 1 in the original region
game. We first define 7 : Qf — X1 x Reg (Hyx, cmaz) as follows. For all ¢ € QP,
r € Reg (Hy, cmaz): w(q,r) = (o, r!) iff 7% (q,7) = (g,7,0', 7). Then, we let
AT be the finite transition system (QY', ¢, X x Reg (Hy, cmaz) ,6™) where, for all
¢ = (@) € QF. (0,7) € ¥ x Reg (s, emax): 7 (g, (0.7)) = (g} 1) iff (i)
¢, = 0P(q, (o,7)) and (ii) v} = §%(rq, (0,7))) and (iii) either w(q) = (o,7), or
m(q) = (0o’,r") and o € X, and r <; . r’. In the other cases, J is undefined.

From 7 and A™, we can define the strategy 7% to be played in the region game
as follows. Let A : Qf x (¥ x Reg (Hy, cmaz))* — Qf U {L} be the function
s.t. A(g,w) is the location reached in A™ after reading the finite word w from lo-
cation ¢, or L if w cannot be read from ¢. Then, 7 is defined as follows. For any
Pt = (o1,m1) - (o0, ), we let 7%(p") = w(A(qf;, p™)) if Alafy, p") # L
otherwise: 7%(pf') = (o,7,) where ¢ is any letter in ;. Remark that, by defini-
tion of 7w and A™, the proposed region is always a time successor of the last region
of the play, so the strategy is correctly defined. Let us show that 7% is winning: let
p® = (00,7m0) - (0j,7;) - -+ be a play consistent with 7. By definition of %, there
isarun R = ¢$, (00,70),4¥, - - ,qJG, (0j,75), -+ of A™ over pt. Itis easy to see that
one can construct from this run a play in G that is consistent with 7. Then, since 7¢
is winning, p* € Lp(D) = Leog(Rg(A)). Since this is true for any run that is consistent
with 7%, it is a winning strategy.

Finally, observe that the number of states of A™ is |QP| x |Reg (Hs, cmax) |. By
the result of [Pit07], |Q”| = 2n™n!. Then |Q¥”| = 2n"n! + 1, and this establishes the
bound m = (2n™n! + 1) x |Reg (Hyx, cmaz) |. O

Thanks to Lemma[I9] we can now prove that we can strengthen the co-Biichi condition
of the objective of the region game, to a K -co-Biichi condition:
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Proposition 20. Let A be a universal PastECA with co-Biichi acceptance condition,
n locations and maximal constant cmaz. Then, player 1 has a winning strategy in
GF = (X1, Xy, cmar, Lo (Rg(A))) if and only if ke has a winning strategy in GI =
(X1, X, emaz, Lkeos(Rg(A))), with K = (2n"*1n! + n) x |Reg (Hx, cmaz) |.

Proof. First, observe that, since Lkcos(Rg(A4)) C Los(Rg(A)), any winning strategy
for player 1 in G, is winning in G%.

Conversely, suppose player 1 has a winning strategy in G**. Then, by Lemma[T9] there
is a strategy 7 and a transition system A™ = (Q", ¢, X' x Reg (Hx, cmaz), ™) with
m locations (where m = (2n"n! + 1) x |Reg (Hy, cmaz) |) s.t. Outcome (G, 7) =
L(A™)and L(A™) C Leos(Rg(A)). Let Rg(A) = (Q, gin, X X Reg (Hy, cmaz) , d, a),
andlet A™ x Rg(A) = (Q™ x Q, (¢%,, ¢in), X % Reg (Hyx, cmaz) , 6") be the transition
system s.t. for all (¢™,¢q) € Q™ x Q, forall (o,7) € X x Reg (Hx, cmaz): (¢5,q2) €
8 ((qT,qu), (o,7)) iff 6™ (¢T, (0,7)) = ¢F and ¢2 appears as a conjunct in 6(q1, (o, 7))
(recall that Rg(A) is universal). Clearly, each run of A™ x Rg(A) simulates a run of A™,
together with a branch that has to appear in a run of Rg(A).

Then, let us show that there is, in A™ x Rg(A), no cycle that contains a location
from Q™ x «. This is established by contradiction. Assume such a cycle exists, and let
(@fns @in) (a7 q1)(45,2) - -+ (], q;) - - - be an infinite run of A™ x Rg(A) that visits a
location from Q™ X « infinitely often. Moreover, let w be the infinite word labeling this
run. Then, clearly, ¢, ¢7q3 ---¢7 - -+ is arun of AT that accepts w. On the other hand,
the run of Rg(A) on w necessarily contains a branch labelled by gingiga---¢; - -
Since this branch visits « infinitely often, Rg(A) rejects w because the acceptance con-
dition « of Rg(A) is co-Biichi. This contradicts the fact that L(A™) C L.og(Rg(A)).

Then, any word accepted by A™ visits at most m X m times an accepting state of
Rg(A), and L(A™) C Lkeos(Rg(A)), with K = (2n"n! + 1) x |Reg (Hy, cmaz) | X
n = (2n""n! + n) x |Reg (Hyx, cmaz) |. Thus, player 1 has a winning strategy in
(X1, X, ecmaz, Lkeos(Rg(A))) too. O

Thanks to these results, we can now prove Theorem[I3t

Proof of Theorem[[3  Let K > (2n"*n! + n) x |Reg (Hyx, cmaz) |. If there is a
winning strategy for player 1 in G% then obviously there is a winning strategy for player
1 in GT. Conversely, suppose there is a winning strategy for player 1 in GT. Then, by
Proposition[I7 he has a winning strategy in G = (2}, X5, emaz, Leog (Rg(A))), and
by Proposition 20} he has a winning strategy in G& = (¥, X, cmaz, Lkeos(Rg(A))),
with K = (2n""1n! 4+ n) x |Reg (Hyx, cmaz) |. By applying again Proposition[I7}, he
has a winning strategy in the timed game G% = (X, Yo, Lkeos(A)). Since K < K,
LkeoB(A) € Lz g(A). Hence player 1 has a winning strategy in G%. O

Solving games defined by UECA with K -co-Biichi acceptance condition. For solving
those games, we show how to build, from a UECA A = (Q, ¢in, X, 0, ) with K-
co-Biichi acceptance condition, a DECA with 0-co-Biichi acceptance condition which
is denoted Detg (A), that accepts the same timed language. The construction of this
DECA is based on a generalization of the subset construction. When applied to an
untimed universal automaton A with set of locations ), the classical subset construction
consists in building a new automaton A’ whose locations are subsets of (). Thus, each
location of A’ encodes the set of locations of A that are active at each level of the run
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tree. In the case of K-co-Biichi automata, one needs to remember how many times
accepting states have been visited on the branches that lead to each active location.
As a consequence, the locations of the subset construction should be sets of the form
{(q1,m1),-..,(qe,me)}, Where each g; is an active location that has been reached by a
branch visiting exactly n; accepting states. However, in this case, the set of locations in
the subset construction is not finite anymore. This can be avoided by observing that we
can keep only the maximal number of visits (up to /' + 1) to accepting locations among
all the branches that reach ¢q. So, the states of the deterministic automaton are functions
F:Q+— {-1,0,1,...,K,K + 1}, where F(q) = —1 means that ¢ is not currently
active, F'(q) = k with 0 < k < K means that ¢ is currently active and that the branch
with maximal number of visits to « that leads to ¢ has visited accepting states k times,
and F(¢) = K + 1 means that ¢ is currently active and that the branch with maximal
numbers of visits to « that leads to ¢ has visited accepting states more than K times. In
this last case, the timed word which is currently read has to be rejected, because of the
K -co-Biichi condition.

Formally, Detg (A) = (F, Fy, X, A, ak) where the following holds. F = {F' | F':
Q — {-1,0,1,...,K,K + 1}}. If we let (¢ € «) be the function that returns 1 if
g € « and 0 otherwise, Fyy € F is such that Fy(qo) = (go € «) and Fy(q) = —1 for
all ¢ € Q and ¢ # qo. Now, A(F, 0,) is defined if there exists a function h : {q €
Q | F(q) = 0} — Constr (Pyx) s.t. (i) ¢ is equal to A >0 h(¢) and this formula
is satisfiable, (i¢) for all ¢ € @ such that F'(g) > 0, d(q, 0, h(q)) is defined. In this
case, A(g,0,v) = F’ where F’ is the counting function such that for all ¢ € Q, F’(q)

equals: max { min (K+1, F(p)+(q € ) ’ q € d(p,o,h(p))ANF(p) # —1}. Finally,
axk ={FeF|3qeQ- -F(q) =K+1}.
Proposition 21. For all UECA A, forall K € N: Ligcos(A) = Locos (Detx (A)).

From this deterministic automaton, it is now easy to construct a timed safety game
for solving the realizability problem. We do that in the next section when solving the
realizability problem of a real-time extension of the logic LTL.

Remark 22 (Time divergence). Handling time divergence in timed games requires tech-
niques that are more involved than the ones suggested in previous sections. In the timed
games considered in this section, if the set of winning plays only contains divergent
timed words, then clearly player 1 can not win the game, no matter what the objective
is. Indeed, as player 2 can always overtake the action proposed by player 1, he can eas-
ily block time and ensure that the output of the game is a convergent timed word. To
avoid such pathological behaviors, the specification should declare player 1 winning in
those cases. In [dAFH+03|], the interested reader will find an extensive discussion on
how to decide winner in the presence of time convergence.

5 Application: Realizability of LTL

The LTL, logic. The logic LTL, we consider here is a fragment of the Event Clock
Logic (ECL for short) [Ras99, RS98|, [HRS98]. ECL is an extension of LTL with two
real-time operators: the history operator <I; ¢ expressing that ¢ was true for the last time
t time units ago for some ¢ € I, and the prediction operator >1 ¢ expressing that the
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next time ¢ will be true is in ¢ time units for some ¢ € I (where [ is an interval). LTL 4
is obtained by disallowing prediction operators. The realizability problem for ECL is
as in the previous section with the exception that the set of winning plays is defined by
an ECL formula instead of a UECA. The realizability problem has recently [DGRR09]
been shown 2EXPTIME-complete for LTL 4 but undecidabld] for the full ECL. In this
paper, we further restrict ourselves to the case where expressions of the form < ¢
appear with ¢ = a only, where a is some alphabet letter. Remark that this last restriction
is not necessary to obtain decidability [DGRRO9], but it makes the presentation easier.
Our results carry on to the more general case.
Formally, given an alphabet 2, the syntax of LTL is as follows (with a € X):

velTlgu=al |V |vSY YUY | <ia

The models of an LTL, formula are infinite timed words. A timed word 6 = (w, 7)
satisfies a formula ¢ € LTL, at position ¢ € N, written 0,7 = ¢, according to the
following rules:

- if ¢ = a, then w; = a;

— if ¢ = =1, then 0,7 [~ 1;

- if o =1 Vg, then0,i = 1 or0,i = pa;

— if ¢ = 1 S o, then there exists 0 < j < ¢ such that 6,j = @9 and for all
J<k<i,0,kkE e

— if ¢ = @1 U 2, then there exists j > i such that 0, j = ¢ and forall i < k < 7,
0,k = o3

— if ¢ = < q, then there exists 0 < j < 4 such that w; = a, 7; — 7; € I, and for all
j<k<i,wg # a;

When 60,0 | ¢, we simply write § |= ¢ and we say that ¢ satisfies . We denote by
[¢] the set {6 | 6 = ¢} of models of ¢. Finally, we define the following shortcuts:
true = a V —a with a € X, false = —true, p1 A o3 = (-1 V =), 1 — p2 =
—p1 V 2, O = trueld p, Op = p A =0(—p), O = falseld p, © p = false S ¢,
and ¢ = true S . We also freely use notations like > to denote the interval [z, ),
or <z for [0, ), etc. in the < operator.

Let ) = X1 W X5 be an alphabet that is partitioned into a set X'y of player 1 events
(controllable events), and Y5 of player 2 events (uncontrollable events), and let ¢ be
an LTL formula on Y. Then, ¢ is realizable iff Player 1 has a winning strategy in the
TG (X1, Yo, [¢]). The realizability problem for LTL g asks, given an LTL formula ¢
whether ¢ is realizable.

An efficient algorithm to solve realizability of LTL,. Let us now show how to exploit
the results from the previous section to obtain an incremental algorithmic schema that
solves the realizability problem of LTL. From an LTL formula ¢, we build, using
standard techniques [Ras99 RS98], a NECA with Biichi acceptance condition A,
s.t. Lg(A—,) = [~¢]. Then, we consider its dual A—,, which is thus a UECA with

! Note that the undecidability proof has been made for a slightly different definition of timed
games, but the proof can be adapted to the definition we rely on in the present paper.
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co-Biichi acceptance condition s.t. Leog(A-,) = [¢]. As a consequence, solving the
realizability problem for ¢ now amounts to finding a winning strategy for player 1 in

the timed game <21, X, LCOB(AW)>. Theorem [13] tells us that we can reduce this to

finding a winning strategy in a timed game whose objective is given by an automaton
with K -co-Biichi acceptance condition (for a precise value of K). In this game, the
objective of player 1 is thus to avoid visiting accepting states too often (no more than
K times), and this is thus a safety condition. The automaton Det g (/le) can be used to
define a timed safety game. Such games can be solved by tools such as UPPAAL TIGA
[BCD + 07].

The drawback of this approach is that the value K is potentially intractable: it is
doubly-exponential in the size of . As a consequence, Det K(/iw) and its underlying
timed safety game are unmanageably large. To circumvent this difficulty, we adopt an
incremental approach. Instead of solving the game underlying Det K(flw,), we solve
iteratively the games underlying Deti(/iw) for increasing values of ¢ = 0,1,.... As
soon as player 1 can win a game for some 4, we can stop and conclude that ¢ is realiz-

able. Indeed, LOCog(Deti(Aﬁw)) = LicoB(A-) by Proposition 21l and L;cog(A-y) €
L KCOB(/Lw) C [¢]- In other words, realizability of LOCOB(Deti(Aﬁw)) implies realiz-
ability of . Unfortunately, if ¢ is not realizable, this approach fails to avoid considering
the large theoretical bound K. To circumvent this second difficulty, we use the prop-
erty that our games are determined: ¢ is not realizable by player 1 iff -y is realizable
by player 2. So in practice, we execute two instances of our incremental algorithm in
parallel and stop whenever one of the two is conclusive. The details of this incremental
approach are given in [FJR09], and it is experimentally shown there, in the case of LTL
specifications, that the values that one needs to consider for ¢ are usually very small.
To sum up, our incremental algorithm works as follows. Fix an LTL  formula ¢, and

set i to 0. Next, if player 1 has a winning strategy in <21, Yo, Locos (Det; (fiw))>, then

 is realizable; else if player 2 has a winning strategy in <21, X, LOCOB(Deti(/LO))>,
then ¢ is not realizable; else, increment 7 by 1 and iterate.

Experiments with UPPAAL TIGA. We have thus reduced the realizability problem of
LTL to solving a sequence of TG of the form (X1, Xs, Locog (A)), where A is a DECA.
Solving each of these games amounts to solving a safety game played in an arena which
is defined by A (where the edges are partitioned according to >’; and Xs). In practice,
this can be done using UPPAAL TIGA [BCD + 07], as we are about to show thanks to
a simple yet realistic example. Our example consists of a system where a controller
monitors an input line that can be in two states: high or low. The state of the input line
is controlled by the environment, thanks to the actions up and down, that respectively
change the state from low to high and high to low. Changes in the state of the input line
might represent requests that the controller has to grant. More precisely, whenever con-
secutive up and down events occur separated by at least two time units, the controller
has to issue a grant after the corresponding down but before the next up. Moreover,
successive grants have to be at least three time units apart, and up and down events
have to be separated by at least one time unit. This informal requirement is captured by
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up down  up down up il P down  up down up
hi . i
input input J
lo lo

grants T T T T T T T oo oo oo oo 0 grant allowed L no grant a/lowed;

T T T T T T T T T T T T T T T T
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Fig. 1. Two examples of execution of the systems. The state of the input is represented on top,
grants are represented at the bottom. Each dot represents a grant event. Thick lines represent the
period during which the controller cannot produce any grant because of Reqs,.

the LTL4 formula ¢ = Hyp — Req; A Reqy on X' = Xy W X5 where Xy = {grant},
Yo = {up, down} and:

Hyp =0 (up — (=down U(down A <1 up))) A
O (down — (~upU(up A <31 down)))

Req, = O ((down A <2 up) — (—upU grant))
Req, = O(grant — — <1<3 grant)

Remark that ¢ does not forbid the controller from producing grant events that have
not been requested by the environment. However, a controller producing grants too
often might hinder itself because Req, requires each pair of grants to be separated from
each other by at least 3 time units. Fig. [[ illustrates this by showing two prefixes of
executions. The left part shows a prefix that respects ¢. The right part of the figure
shows a case where the controller has issued an unnecessary grant that prevents him
from granting the request that appears with the down event at time 5.75.

Let us now apply the algorithmic schema presented above to this example. We first
build the NECA with Biichi acceptance condition A, given in Fig. 2l This automa-
ton has two parts, identified by the names of the states: the top part (corresponding to
the states 1,...7) accepts the models of [-(Hyp — Req;)] and the lower part (states
1,2,...,6) accepts the models of [-(Hyp — Req,)], so the whole automaton accepts
exactly [—]. Fig.2lcan also be regarded as a depiction of the dual UECA with co-Biichi
acceptance condition flw, by interpreting non-determinism as universal branching.

From /Lw, we have applied the counting functions construction described above, for
1 = 1. In order to ease the presentation, we have applied this construction separately on
the two parts of the automaton, to obtain G; and G, given in Fig. Bl These automata
are shown as they appear in their UPPAAL TIGA encoding: controllable transitions are
plain, and uncontrollable transitions are dashed. The history clocks corresponding to up,
down and grant are respectively denoted U, d and g. Remark that since UPPAAL TIGA
uses classical Alur-Dill timed automata, and not NECA, we have to explicitly manage
the reset of those clocks. Finally, observe that we have used the synchronisation mech-
anism offered by UPPAAL TIGA to ensure that the game is played on the synchronous
product of these two automata (which corresponds to the counting function construction
applied to A-,).
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up
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Fig.2. The NECA A-,

grant! g:=0

grant! grant!

g:=0

grant? g>=3 g>=3 grant?
g:=0 g:=0
mg g<8 grant? g=0 y g<8 grant? g:=0 )5—3
. @
\

SN
down? / \up?
d=0

srd>=1 \
up?

g>=3
grant?

g:=0

down?

g<3 grant? gi=0 grant?

9:=0

g
Bad ‘z/ Qs \‘ Badz (@ Bacs

Fig. 3. The DECA obtained from the two parts of A_p, when applying the counting functions
construction for ¢ = 1. Unreachable states, as well as transitions to the state F' with F'(¢) = —1
for any q are not shown.
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We provided this model to UPPAAL TIGA together with the synthesis objective
control: A[not BadState], where BadState is true iff one of the automata
reaches one of its Bad locations (that corresponds to one of the counters being > 1).
In this case, UPPAAL TIGA can compute a winning strategy for player 1, which means
that player 1 is capable of ensuring that, on any branch of any run of va’ accepting
states occur at most one time. This strategy thus ensures that all the plays are accepted
by fiw, and so they all satisfy ¢. Hence, ¢ is realizable. This example shows that,
although an exponentially-large K might be needed to prove realizability of an LTL
formula, in practice, small values of i (here, 1) might be sufficient. A larger set of exper-
iments (on large LTL formulas) exploiting the same techniques can be found in [EJR09].
These experiments confirm that small values of ¢ are sufficient in practice.

Remark 23 (Time divergence). In this example, time divergence is not an issue. Indeed,
the objective is such that, on the one hand, player 1 wins the game if player 2 proposes
to play up followed by down, or down followed by up without waiting at least one time
unit (because of Hyp), and, on the other hand, player 1 violates Req, if he plays two
grant actions too close in time (less than 3 t.u. apart).
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Abstract. In the recent past, there has been a steady growth of the
market for consumer embedded devices such as cell phones, GPS and
portable multimedia systems. In embedded systems, digital, analog and
software components are combined on a single chip, resulting in increas-
ingly complex designs that introduce richer functionality on smaller de-
vices. As a consequence, the potential insertion of errors into a design
becomes higher, yielding an increasing need for automated analog and
mixed-signal validation tools. In the purely digital setting, formal verifi-
cation based on properties expressed in industrial specification languages
such as PSL and SVA is nowadays successfully integrated in the de-
sign flow. On the other hand, the validation of analog and mixed-signal
systems still largely depends on simulation-based, ad-hoc methods. In
this tutorial, we consider some ingredients of the standard verification
methodology that can be successfully exported from digital to analog and
mixed-signal setting, in particular property-based monitoring techniques.
Property-based monitoring is a lighter approach to the formal verifica-
tion, where the system is seen as a “black-box” that generates sets of
traces, whose correctness is checked against a property, that is its high-
level specification. Although incomplete, monitoring is effectively used
to catch faults in systems, without guaranteeing their full correctness.
In the first part of the tutorial, we present a technique for property-
based analog and mixed-signal monitoring. In the heart of the frame-
work lies signal temporal logic STL, that is a high-level specification
language allowing to express transient properties of analog, mixed and
timed signals. STL is an extension of the real-time metric interval tem-
poral logic MITL, where one can specify temporal relations between rele-
vant “events” in the continuous signals that are captured using numerical
predicates. We then present procedures for automatic translation of ar-
bitrary STL specifications into monitors, i.e. programs that check the
correctness of a set of simulation traces with respect to the given prop-
erty. We introduce analog monitoring tool AMT that implements the
presented monitoring techniques and illustrate the usefulness and the
limitations of the approach on two industrial case studies, considering
properties of a FLASH memory cell and a DDR2 memory interface.
Although the STL framework implemented in AMT provides a theo-
retical basis for analog and mixed-signal verification, it is not adequate
for industrial-strength verification. The DDR2 example shows that STL
lacks the expressiveness to specify complex timing relationships required
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by industrial designs. The STL framework provides real-time extensions
to linear temporal logic, but it does not provide extensions to the reg-
ular expressions present in both PSL and SVA. However, the industrial
interest in the methodology resulted in the creation of the A-SVA sub-
committee of the Accellera Verilog-AMS committee that is investigat-
ing extending SVA with features that would enable industrial-strength
property-based monitoring of analog and mixed-signal systems. This in-
cludes in particular real-time regular expressions, local variables, and re-
quirements for the properties to access accurate continuous values. The
committee have agreed upon a preliminary syntax and semantics for real-
time regular expressions and local variables. They are in the process of
integrating the real-time regular expressions with the digital and real-
time properties. These results are expected to be integrated into the next
revisions of Verilog-AMS and SystemVerilog.



A Framework for Verification of
Software with Time and Probabilities

Marta Kwiatkowska', Gethin Norman?, and David Parker!

1 Oxford University Computing Laboratory, Parks Road, Oxford, OX1 3QD, UK
2 Department of Computing Science, University of Glasgow, Glasgow, G12 8RZ, UK

Abstract. Quantitative verification techniques are able to establish sys-
tem properties such as “the probability of an airbag failing to deploy
on demand” or “the expected time for a network protocol to success-
fully send a message packet”. In this paper, we describe a framework
for quantitative verification of software that exhibits both real-time and
probabilistic behaviour. The complexity of real software, combined with
the need to capture precise timing information, necessitates the use of
abstraction techniques. We outline a quantitative abstraction refinement
approach, which can be used to automatically construct and analyse ab-
stractions of probabilistic, real-time programs. As a concrete example of
the potential applicability of our framework, we discuss the challenges
involved in applying it to the quantitative verification of SystemC, an
increasingly popular system-level modelling language.

1 Introduction

Computerised systems pervade all aspects of modern society, including safety-
critical application domains such as the automotive and avionics industries. This,
combined with the growing complexity of such devices, necessitates the develop-
ment of rigorous techniques to verify their correctness. Furthermore, this analysis
must often take into account the quantitative aspects of the systems that are being
verified. This includes both real-time characteristics and probabilistic behaviour.
Embedded devices, in safety-critical applications for example, will often have strict
timing requirements. Similarly, it is important to quantify the effect of inherently
stochastic behaviour, such as component failures or message loss in communication
between networked devices. Another source of probabilistic behaviour is the use of
randomisation, an essential ingredient of many network protocols such as FireWire
or Ethernet and wireless technologies including Bluetooth and ZigBee.

Quantitative verification is a formal method for the analysis of timed and
probabilistic systems. It is based on the construction of a mathematical model
capturing the system’s behaviour, followed by the analysis of formally specified
quantitative properties. These might include, for example, “the probability of an
airbag failing to deploy within 0.02 seconds”, “the expected time for a network
protocol to send a packet” or “the expected power consumption of a sensor
network during 1 hour of operation”. Notice that this permits an analysis not
just of a system’s correctness, but also its performance and reliability.
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Quantitative verification techniques have seen a great deal of progress in re-
cent years. For real-time systems, a prominent modelling formalism is timed
automata, for which mature verification tools such as UPPAAL [l exist. For
probabilistic systems, the most commonly used models are Markov chains or
Markov decision processes (MDPs). Probabilistic model checking tools such as
PRISM [2] and MRMC |[3] are widely used and have been successfully applied
to the verification of a range of systems. Recent work [4-7] has seen progress in
the development of tools for systems with time and probabilities.

A weakness of all these tools, however, is that they require the user to specify
the system model in a custom modelling language. In order to minimise the
chance of errors introduced in the modelling phase and to encourage the use
of these tools, there is a need to extend quantitative verifications techniques to
the languages used by real system designers. In the context of non-probabilistic
verification, progress has been made in this direction. In particular, software
model checking tools and techniques can now be applied directly to mainstream
programming languages such as C and Java.

In this paper, we develop the underlying theory for quantitative verification
of software with both probabilistic and real-time characteristics. We formalise
the notion of probabilistic timed programs, whose semantics are defined in terms
of infinite-state MDPs. The complexity of real software means that the use of
abstraction is typically essential. Building on our previous work on tools and
techniques for verifying a probabilistic extension of ANSI-C [§], we propose a
quantitative abstraction refinement approach [5, 9, [10]. This builds successive,
increasingly precise abstractions of an MDP, represented as two-player stochas-
tic games [9]. At each step, the process is driven by refinement techniques which
construct a new abstraction using information derived from quantitative verifica-
tion of the stochastic game. This technique has already proven to be an efficient
approach to the verification of probabilistic timed automata [5].

As a concrete illustration of the potential applicability of our verification
framework, we discuss the challenges involved in applying it to the quantitative
verification of SystemC, a C++-based system-level modelling language. SystemC
is becoming increasingly prominent in the embedded systems domain, for exam-
ple in the development of System-on-Chips (SoCs). Building formal verification
techniques for SystemC has already been identified as an important but chal-
lenging direction of research [11]. Clearly, quantitative verification of SystemC
will be even more demanding. We describe how some of the existing approaches
and tools might be combined with our framework and identify some of the more
important directions of future work.

An extended version of this paper, including additional details and proofs
omitted from the text, can be found at [12].

2 Background Material

A distribution over @ is a function A: Q—[0, 1] where the support {g€@ | A(¢)>0}
is countable and > ., A(q)=1, let Dist(Q) denote the set of such distributions.
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2.1 MDPs and Stochastic Games

Markov decision processes (MDPs) are used to model systems that exhibit both
nondeterministic and probabilistic behaviour.

Definition 1. An MDP M s a tuple (S, S, Act, Stepsyy) where S is a set of
states, S C S is a set of initial states, Act is a set of actions and Stepsy :
Sx Act — Dist(S) is a partial probabilistic transition function.

For a state s of an MDP M, we write Act(s) for the set of actions available
in s, i.e., the actions a € Act for which Stepsy(s,a) is defined. The behaviour
in state s is both probabilistic and nondeterministic: first an available action
(i.e. an action in Act(s)) is selected nondeterministically, then a successor state
is chosen according to the distribution Stepsy(s,a). A path is a sequence of
such choices and a state is reachable if there is a path to it from an initial
state. Under an adversary A, which resolves all nondeterminism, we can define
a probability measure over paths [13]. The fundamental quantitative property
for MDPs is that of probabilistic reachability which concerns the minimum or
maximum probability of reaching a set of states F. Formally, we have:

pRn(F) & inf <35 infu pA(F) and pi*(F) = SUp g Sup4 pi(F)

where psA(F ) denotes the probability of reaching target F', starting from s, when
the MDP behaves according to adversary A.

Stochastic two-player games [14, 115] extend MDPs by allowing two types of
nondeterministic choice, controlled by separate players.

Definition 2. A stochastic game G is a tuple (S, S, Act, Stepsg) where S is
a set of states, S C S is a set of initial states Act is a set of actions and
Stepsc : Sx Act — 2Pt s q partial probabilistic transition function.

The behaviour in a state s of a game G includes two successive nondeter-
ministic choices: first player 1 selects an available action, then a distribution
A € Stepsg(s,a) is selected by player 2. Finally, the successor state is then cho-
sen according to the distribution A. A pair of strategies (o1,02) for players 1
and 2, resolve all the nondeterminism present in the game, and this induces a
probability measure over the paths of the game.

2.2 Quantitative Abstraction Refinement

As proposed in [9], we use stochastic games to represent abstractions of MDPs.
The key idea is to separate the two forms of nondeterminism: using player 1
choices to represent the nondeterminism caused by abstraction; and player 2
choices for the nondeterminism of the MDP. For an MDP M, the construction of
an abstraction is based on a partition P={S1,...,S,} of its state space. For A €
Dist(S), we let Ap € Dist(P) denote the distribution where Ap(S")=>_ . A(s)
for all S’ € P. Formally, we define the abstraction of an MDP as follows.
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MDP M, model check | €ITOT<E | return
partition P ‘ game G bounds

build abstraction >
(stochastic game G) verror/e
target F',
error bound ¢

¥ refine
abstraction

Fig. 1. Quantitative abstraction refinement for MDPs

Definition 3. Let M=(S, S, Act, Stepsy,) be an MDP and P a partition of S.
The abstraction of M with respect to P is given by the stochastic game G =
(P, P,24etxDist(P) "Gteps.) where P={S’ € P | S'NS # 0} and for S’ € P and
O € 24¢txDist(P) - Gtens (S, 0) is defined and equals {\ | (a,\) € O Aa € Act}
if and only if there exists s € S” such that O={(a, Stepsy(s,a)p) | a € Act(s)}.

If G is an abstraction of M, then the reachability probabilities on G yield lower
and upper bounds on the reachability probabilities of M:

PEE) <pn (F)<p™(F) and plt™(F)<pi™ (F)<p® ™ (F) (1)

where, for example, in the stochastic game G:
1b,max def . 01,09

pg " (F) = supg e infy, sup,, pg?t (F)

P (F) = supg, o5 sup,, sup,, pZ 7 (F)
and p%,’?* (F) denotes the probability of reaching the target a(F') under the pair
of strategies (01, 02) when starting in the state S’. These reachability values can
be determined efficiently using value iteration |16] together with the correspond-
ing adversary or strategy-pair which achieves the value. In [17], the game-based
abstraction of Definition [3 above is phrased in terms of abstract interpretation
[18] and the resulting bounds obtained are shown to coincide with the “best”
values obtainable for a fixed abstraction of the MDP.

Quantitative abstraction refinement |5, 8,[10] is an approach for automatically
constructing abstractions of probabilistic models. Using the notion of abstracting
MDPs with stochastic games describe above, it has been successfully applied to
the verification of a probabilistic extension of ANSI-C [8], probabilistic timed
automata 5] and concurrent probabilistic systems [17].

Tllustrated in Figure[D] the technique starts with an MDP M (or, in practice a
high-level model with MDP semantics) and coarse partition P of its state space.
It then constructs and analyses the resulting abstraction of M, yielding lower
and upper bounds on a property of interest (e.g. the probability of reaching a
set of target states F as in (l) above). If the difference between these bounds
(the “error”) is below a pre-specified bound ¢, the process terminates, producing
suitably tight lower and upper bounds. If not, the abstraction is refined, based on
information (strategies) from the analysis of the game. The abstraction, analysis
and refinement loop is repeated until the error drops below e.
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2.3 Clocks, Zones, Variables and Predicates

Clocks. Let X be a finite set of clocks. A function v : X — R is referred to as a
clock valuation and the set of all clock valuations is denoted by RY. For v € RY,
t € Rand X C X, we use v+t to denote the valuation which increments all
clocks by ¢ and v[X:=0] for the valuation in which clocks in X are reset to 0.

Zones. The set of zones of X, written Zones(X), is defined by the syntax:
(u=true |z <d|c<a|ate<y+d ||V

where z,y € X and ¢,d € N. A zone ( represents the set of clock valuations v
which satisfy (, denoted v<(, i.e. those where ( resolves to true by substituting
each clock x with v(z). We will use several classical operations on zones [19, [20]:

— /( contains all valuations that can be reached from ¢ by letting time pass;
— /¢ contains all valuations that can reach ( by letting time pass;

— [X:=0]¢ contains the valuations which are in ¢ after resetting the clocks X;
— ([X:=0] contains the valuations obtained from ¢ by resetting the clocks X.

In standard fashion, we restrict our attention to c-closed zones, in which con-
straints with bounds greater than ¢ are removed, and where c is the largest such
bound appearing in the description of the model under study.

Data Variables and Predicates. Let D be a finite set of data variables. We denote
by Val(D) the set of data valuations over D and by Up(D) the set of updates, i.e.
the set of functions up : Val(D)— Val(D). Let Pred(D) be the set of predicates
over the data variables D. For a data predicate ¢ and valuation u, we say u < ¢
if ¢ holds after substituting each variable d with the value u(d).

3 Probabilistic Timed Programs

We now introduce the formal model of probabilistic timed programs (PTPs), on
which the techniques in this paper are based. These combine:

timed behaviour, through real-valued clocks in the style of timed automata;
stochastic behaviour, through discrete probabilistic choice;
nondeterminism and concurrency through parallel composition;

control flow and discrete data variables to capture program behaviour.

PTPs are essentially probabilistic timed automata (PTAs) [21-H23] with the ad-
dition of discrete-valued variables. For timed automata formalisms, discrete vari-
ables are typically considered to be a straightforward syntactic extension since
their values can simply be encoded into locations. Our focus in this paper is how
to use abstraction when such an encoding is not feasible in practice.

Definition 4. A probabilistic timed program (PTP) is a tuple of the form

P=(L,l,D,u, X, Act, inv, enab, prob) where:

— L is a finite set of locations and [ € L is an initial location;
— D is a finite set of data variables and @ € Val(D) is an initial data valuation;
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— X is a finite set of clocks;

— Act is a finite set of actions;

— inv : L — Zones(X) is an invariant condition;

— enab : Lx Act — Pred(D)x Zones(X) is an enabling condition;

— prob : Lx Act — Dist(Up(D)x2% x L) is a probabilistic transition function.

We use enabp and enaby to denote the data and time components of the en-
abling function, i.e. enab(l,a) = (enabp(l,a), enaby(l,a)). A state of a PTP is a
tuple (I,u,v) € Lx Val(D)xR¥ such that v<inv(l). In a state (I,u,v), a certain
amount of time ¢t € R can elapse, after which an action a € Act is performed.
The choice of ¢t requires that, while time passes, the invariant inv(l) remains
continuously satisfied. An action a can be chosen only if it is enabled, that is,
the predicate-zone pair enab(l,a) is satisfied by (u,v+t). Once an action a is
chosen, the update of the data variables, clocks to reset and successor location
are selected at random, according to the distribution prob(l,a). We call each
element (I, a, up, X,1') such that (up, X,l') € Up(D)x2*¥xL is in the support
of prob(l,a) an edge and, for convenience, assume that the set of such edges,
denoted edges(l,a), is an ordered list (e, ..., e,).

Definition 5. Let P=(L,1,D,u, X, Act, inv, eﬁab,pmb) be a PTP. The seman-
tics of P is an (infinite-state) MDP [P] = (S, S,Rx Act, Stepsp) where:

— S ={(l,u,v) € Lx Val(D)xR¥ | v <inv(l)} and S = {(1,7,0)};
— Stepsp((l,u,v), (t,a)) = A if and only if

o v+t <inv(l) for all 0K <t;

o (u,v+t)<enab(l,a);

o for any (I',u',v') € S:

A, u!,0') = 3] prob(1, a) (up, X, 1) | (up, X) € Upypr X Xt [}

where the set of updates Up,, ., equals {up € Up(U) | up(u)=u'} and
the set of clock resets Xyip s given by {X C X | (v+1t)[X:=0]=v"}.

Each transition of the semantics of a PTP is a time-action pair (¢,a), rep-
resenting ¢ time units elapsing, followed by a discrete a-labelled transition.
For any state (I,u,v) and time-action pair (¢,a), if Stepsp((l,u,v), (t,a)) is
defined and edges(l,a)=((l,a, upy, X1,l1),...,(,a,up,,, Xn,1,)), then we write
(L, v) =5 (I, ups (u), (0+6)[X1:=0)), .., (In, up,, (), (v-+£)[X:=0])).

The definition of parallel composition for PTPs is a straightforward extension
of that for probabilistic timed automata |24], see [12] for details.

4 Abstraction of PTPs

We now consider the problem of constructing abstractions of PTPs, that is to say
building a stochastic game abstraction [9] for its underlying MDP semantics. For
this, we combine several different techniques. For the data part of PTPs, we use
predicate abstraction [25). For the time aspect, we consider two possibilities: first,
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we again use predicates (over clock, rather than data, variables); secondly we use
zones, which can be efficiently stored and manipulated using difference-bound
matrices (DBMs) [19,[20]. The latter is better suited to the forwards reachability
based techniques commonly used for timed automata (and proposed for the
construction of abstractions of PTAs in [5]).

We thus have two abstractions to consider: (i) using predicates for both data
and time; (ii) using predicates for data and zones for time. A crucial difference
between the two is that (i) induces a partition of the PTP states S (in which
case, Definition [B] applies directly), whereas (ii) gives instead a covering of S.

4.1 Abstract Domains for PTPs

We formally define the two different abstractions discussed above using the no-
tion of abstract domains from the abstract interpretation framework of [1§].

Definition 6. For a given set of concrete states S, an abstract domain A is a
tuple ((Z,U,M,C), «,y) where:

— (Z,U,M,E) is a lattice of abstract states;
— «a:2%5Z and v : Z—2° are abstraction and concretisation functions;

such that (a,7y) form a Galois connection.

From this point on, we assume sets of data and clock predicates @={¢1, ..., ¢} C
Pred(D) and ¥ = {¢1,...,%m} C Pred(X). For a predicate ¢ and valuation w
(over D or X), let p(w) denote the value of ¢ evaluated against w. For predicates
TY={¢1,..., o1}, let T'(w) denote the predicate valuation (¢1(w),..., ¢ (w)) €
BY and, for b € B, let T'[b] denote the predicate GiA ... APy where P;=¢; if
b;j=true and —p; otherwise. Note that ¥[b] can be considered as a zone.

The Abstract Domain A®¥. The atoms of the lattice (z%¥,1,M,C) are the
tuples z=(1,b1,by) € LxB?xBY, comprising a location [ and predicate valua-
tions by and by. Since LxB?xB¥ form the atoms of the lattice, the operations
U, M and C can be considered as the standard set operators over QLB xBY
For any S’ C S and (I,b1,bs) € LxB?xBY the abstraction and concretisation
functions are defined as follows:

Q(S")= U myesr (1 B(w), (v)) and (1, by, ba)={ (I, u, v) | B(u)=by AW(v)=bs} .

The Abstract Domain A®¥. A basis for the lattice (2%%,U, M, C) are the tuples
z=(1,b,¢) € LxB® x Zones(X) comprising a location [, predicate valuation b and
zone (. For (1,b,¢), (I, ') € LxB? x Zones(X):

(@b, Q)L (I, 0, ¢") =if (I,b)=(l, V") then {(I,b,( V ')} else {(1,b,(), (I',b, ()}
Lb I,b

(I,0,Q) 11 (I, 0", ¢") = if (I, 0)=(1, b') then {(1,b,C A (")} else §

and (1,b,¢) T (I',¥/,¢’) if and only if (I,0)=(l',b") and (=( = true, while
Z' € 7" if and only if for all z’ € Z’ there exists z”’ € Z’ such that z’ C z”. We
illustrate these operations with the following examples:
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{1, b, 2<4) Y U {(1,b,y>1), (I', b, 2>4)

( }
{1, b, 2<4)} N {(l, b, 2>2)}
(l7 ’ 1)’(/ b/7y>3)}

(1, b, (z<4)V(y=1)), (', b, 2>4)}
(1,b, 2<z<4)}
(1,6, (z<4), (I, y=2)), (I, 0", 2<1) } .

{
= {
=

With regards to the abstraction and concretisation functions, we have:

(X(S/) |—|(l u,v)€S’ (l 45( ) [ ]) and ’Y(labv C):{(l,u,ﬂ) | Q(u):b A UQC} :
where [v] is the clock equivalence class (or clock region) of v [26].

For both abstract domains we use loc(z), data(z) and time(z) to denote the
different components of the tuple z representing an abstract state.

4.2 Abstract Post Operators

We now describe how to construct an abstract post operator for each abstract
domain, i.e. the “best” abstraction |18] of the concrete PTP transition semantics.
For convenience, we split the post operator into two parts, representing the elapse
of time in the current location [ and the subsequent discrete transition along edge
e=(l,a,up, X,l"). For any set S’CS of concrete states, we have:

tpost[l](S) = {(l,u,v+t) | (l,u,v) €S A t€R A V't (v+t') <inv(l)}
dpost[e](S") = {(I, up(u),v[X:=0]) | (I,u,v) € S’ A (u,v)<enab(l,a)}

For the abstract domain A=((Z, U, M, E), «, 7y), the corresponding “best” abstract
time-post and discrete-post operators are given by:

tpost*[l](z) = a(tpost[l](v(z))) and dpost*[e](z) = a(dpost[e](v(z))) .

For both of the abstract domains introduced in the previous section, these oper-
ators can be efficiently computed, using DBMs to manipulate zones |19, 20] and
SAT or SMT based techniques for predicates over data variables [27].

When representing clock valuations as zones, the elapse of time in [ is cap-
tured by the function tpost[l] : Zones(X)— Zones(X) and the effect of edge e
by dpost y[e](¢) : Zones(X)— Zones(X). Both can computed with simple and ef-
ficient zone operations that can be implemented with DBMs. For { € Zones(X):

tpost[11(¢) = inv(A
dposty [€](¢) = (CAenabx (1, a))[ X :=0]Ainv(l").

For the representation of data using predicates, we define the function dpostp [e] :

BP? 28" giving the set of possible predicate valuations of the variables in succes-
sor states when taking edge e. Let p1,...,p;p| be Boolean variables correspond-
ing to the predicates ¢1,...,9|¢ and b € B? be a predicate valuation. Then

dpost% [e](b) contains all satisfying instances of p1, ..., p|p| such that:

Fu, v’ € Val(D). up(u)=u' A D(u)=bA (p1=¢1 (W) A -+ A Do <die)(u))
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which we use an SMT solver to enumerate. This assumes that the types of
variables in D and the operations occurring in up and predicates ¢; match the
underlying theory of the SMT solver used. Alternatively, a bit-level encoding of
data variables can be employed, and a SAT solver used for enumeration [28].

On the other hand, tpost%[l] : BY 28" and dpost’[e] : BY 28" given by as
input, return the satisfiable instances b of the predicates:

W[bh) A tposty[l](W[be]) and W[b,] A dposty[e](¥[ba]) .

Using these functions, we are able to efficiently compute the abstract post oper-
ators for both domains. More precisely, for any (I, by, be) € Z%Y:

tpost® Y [1](1,b1,b2) = {(I, bl,b’) | by € tpost%[l](ba)}
dpost®?[e](l, b1, ba) = {(I', by, by) | by € dpostp[e](b) A by € dposty[e](b)}

and for any (I,b,¢) € z%:

tpost™ ¥ [1](1,,¢) = {(1,b, tpostx[1](0))}
dpost” ¥ [e](L,b, ¢) = {(I', ¥/, dpostx[c](C)) | b' € dposth[e](b)} .

4.3 Abstract Reachability Graphs

The abstract post operators of the previous section can be used to construct an
abstract reachability graph. This generalises the approach taken in [5] for PTAs.
In this section, for a given abstract domain, we formally define the concept of an
abstract reachability graph, describe how it can be used to construct a stochastic
game abstraction of a PTP, and then how to build such a graph. We fix a PTP
P and abstract domain A=((Z,U, 1, C), a, ) over P.

We begin by introducing the concept of abstract transitions. An abstract tran-
sition of P with respect to the abstract domain A takes the form:

0= (z,a, <zl,...,zn>) €Zx Act x 2T

where n = |edges(loc(z), a)|. Intuitively, 6 represents the possibility of, from a
PTP state in y(z), letting time pass, then taking action a and, for each edge
i = (La,up;, X;,1;) € edges(loc(z),a), reaching a state in 7(z;). The notion
of walidity for an abstract transition expresses the fact that a corresponding
concrete transition actually exists. More precisely, we define:

valid (0) % {s €q(z)| Hter ( (51, 8n) AVIi<n. 8 € ’y(zi))}

as the set of PTP states from which such a transition is possible, and we say
that 0 is valid if the set valid(f) is non-empty.

We now explain how validity can be checked for the abstract domains A%
and A®¥. For simplicity, we will split the computation by considering validity
with respect to the data and time components of an abstract transition 6 =
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(z,a,(z1,...,2,)). More precisely, we let validp () C Val(D) and wvalidy (6) C
R¥ denote the sets of data valuations satisfying data(z) and clock valuations
satisfying time(z) from which it is possible to let time pass and perform the
action a such that taking the ith edge e; gives a state in z;. An abstract transition
is then wvalid if the valid sets for both data and time are nonempty and moreover:

valid(0) = {(l,v,x) € y(2) | | = loc(z) A v € validp(0) A x € validx (0)} .
For the data component, validp (6) is characterised by the formula:
®[data(z)] A (enabp(loc(z),a)A (Ajy (wplup;](P[data(z;)])))

where wp[up;] denotes the weakest precondition for update up,. Thus, like in the
previous section, we can check emptiness of validp () via a satisfiability check
of the above formula using an SMT/SAT solver.

For the time component, we can compute validy (0) as a zone. For abstract
domain A% where abstract states contain zones, validy (0) is the zone:

time(z) A /( enabx (loc(z), a)A (AN ([X;:=0]time(z;) )) ) .

Checking its emptiness is a simple DBM operation. For abstract domain A%,
we can perform the same computation after first converting predicate valuations
to zones, i.e. replacing time(-) with ¥[time(-)] in the above.

We are now in a position to define abstract reachability graphs for PTPs.

Definition 7. An abstract reachability graph for PTP P with respect to target
locations F' and abstract domain A=((Z,U,M,C), a,7y), is a tuple (Y,R) where:

— Y C Z is a covering multiset of abstract states, i.e. S C Uyeyy(2);
— RC YxActxY" is a set of valid abstract transitions;

such that, ifz € Y, loc(z) € F, s € v(z) and s LR (S1y.--,5n), then R contains
an abstract transition (z,a, (21, ...,2y)) such that s; € y(z;) for all 1<i<n.

An abstract transition 0 = (z,a, (z1,...,2,)) induces the probability distribu-
tion Ag over the abstract states Z where for any z’ € Z:

No(2') = 30 lprob(la)(e:) | zi=2'[} .

We now extend the notion of walidity for the data and time components of
abstract transitions to sets of abstract transitions with the same source. For any
abstract state z € Z and set of abstract transitions © C R(z), let:

validp (©) = (Npeovalidp (0)) \ (Uper()\ovalidp (6)) (2)
validy (©) = (Ngeovalidy (0)) \ (Upenzpovalidx (0)) . (3)
By construction, validp(©) and validy (©) identify precisely the data valuations

u satisfying data(z) and the clock valuations v satisfying time(z), such that, from
(loc(z),u,v), it is possible to perform the transition encoded by any abstract
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BuildGame(P, (Y,R), A)

Y= {y‘ (lvﬂv 0) € WA(Y)}
foryey
for © C R(y) such that O is valid
Stepse(y,0) :={X g | 8 € O}
return G = (Y,7, 2% Steps¢)

T W N~

Fig. 2. Algorithm for building abstraction from reachability graph

transition # € @, but it is not possible to perform a transition encoded by any
other abstract transition of R(z). We say a set of abstract transitions © C R(z)
is valid if either validp (©) or wvalidy (©) hold.

We use the approach of |9] to represent an abstraction of an MDP as a stochas-
tic two-player game. The basic idea is that the two players in the game represent
nondeterminism introduced by the abstraction and nondeterminism from the
original model. In an abstract state z of the game abstraction of a PTP, player
1 first picks a PTP state (I,u,v) € y(z) and then player 2 makes a choice over
the actions that become enabled after letting time pass from (I, u,v).

The algorithm BuildGame in Figure 2 describes how to construct for a PTP P,
from a reachability graph (Y,R) over an abstract domain A, a stochastic game.
In a state y of the game, player 1 chooses between any walid set of abstract
transitions © C R(y). Player 2 then selects an abstract transition 8 € ©. As the
following result demonstrates, this game yields lower and upper bounds on both
the minimum and maximum reachability probabilities of the PTP.

Theorem 1. Let P be a PTP with target locations F' and A an abstract domain
over P. If (Y,R) is a reachability graph for P with respect to F' and A, then

pe {y €Y | loc(y) € F} < pp(F) < pg"{y €Y | loc(y) € F}
where G is returned by BuildGame(P,(Y,R),A) (see Figure[d) and *x € {min, max}.

Finally, we describe the process of constructing the reachability graph for a
PTP. A generic reachability graph generation algorithm is given in Figure
which takes as input a PTP, target set of locations and abstract domain. The
following theorem states the correctness of this algorithm.

Theorem 2. Let P be a PTP with target locations F and A an abstract do-
main over P. If (Y,R) is returned by BuildReachGraph(P, F,A), then (Y,R) is a
reachability graph of P with respect to F and A.

The following proposition demonstrates that, for the abstract domain A%, the
resulting abstraction corresponds to the one generated using the approach of 9],
applied to the (infinite-state) MDP semantics of a PTP based on the partition
of the state space induced from the predicates @ and V.

Proposition 1. Let P be a PTP with target locations F and abstract domain
A®Y . If (Y,R) is the reachability graph returned by BuildReachGraph(P, F, A%¥)
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BuildReachGraph(P, F, A)

1 Y:=0

2 X:=a(,7,0)

3 whileX #0

4 choose x € X

5  1:=loc(x)

6 X:=X\{x}

7T Y:=YU{x}

8  for z € tpost*(x)

9 for a € Act such that enab(l,a) # false
10 for e; = (I, a, up;, Xi,l;) € edges(l,a) = (e1,...,en)
11 Z; = dpostA[ei](z)

12 ifliQFthenX::XU(Zi\Y)
13 for (z1,...,2n) €Z1 X -+ X Zp,
14 R:=RU{(x,a,(z1,...,2n))}

15 return (Y,R)

Fig. 3. Algorithm for reachability graph construction

(see Figure[3), then the game BuildGame(P, (Z,R),A®Y) equals that constructed
by Definition [3 for the MDP [P] (after the states with locations in F are made
absorbing) when using the partition P = {y(z) | z € z7}.

5 Abstraction Refinement for PTPs

The previous section described how to compute the abstraction of a PTP for two
types of abstract domains, A®¥ and A®?. To implement a quantitative abstrac-
tion refinement scheme similar to that described in Section 2.2, we also require
refinement techniques for automatically constructing more precise abstractions.
In practice, this means splitting one or more abstract states. There are two forms
of refinement, either in terms of zones or predicates. In both cases, the refine-
ment process works by modifying the abstract reachability graph. However, in
the former, we will split abstract states by breaking up the zone component of
an abstract state, while for the latter, we modify the abstract domain by adding
a new data or clock predicate.

Choosing a State to Refine. Given an abstraction for a PTP P with target
locations F, i.e. a reachability graph (Y,R) with respect to some abstract do-
main A, the refinement approach is guided by the analysis of the corresponding
stochastic game, i.e. that generated by BuildGame(P, (Y,R),A). More precisely,
given the bounds for the probability of reaching F' and player 1 strategies that
attain these bounds, we look at a single abstract state z for which the bounds
differ and for which distinct player 1 strategies yield each bound[] In state z, a
player 1 strategy chooses an action available in z, which, by construction, is a

! From the results of [9] such a state exists when the bounds differ in some state.
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RefineZone(P, (Y,R),A%¥, 2, (C1,..., ()

Y™ .= {(loc(z), data(z), (1), . - ., (loc(z), data(z), (k) }
Y= (Y\ {z}) & Y™
R = ()
for 0 = (zo0,a,(z1,...,2n)) €ER
if z € {zo,21,...,2n} then
R :=Rr"™U {0}
else
O™ .= {(zb,a,{(zl,...,2zn)) | zi € Y*" if z; = z and z; = z; o/wise}
for 0™ € O™ such that valid(0"") # 0
Rref = Rrefu {gnew}
return (Y% R")

—
= O © 00 g0 ULk W N -

—_

Fig. 4. Algorithm to perform zone refinement in abstract state z

valid set of abstract transitions from R(z). Therefore, let Oy, 0, C R(z) denote
the distinct player 1 strategy choices for the lower and upper bound respec-
tively. Since both sets are valid, we have that either validp(©y) or validy (O)
is nonempty and either validp (©yp) or validy (Oyp) is nonempty.

In the next section we show how to refine the zones when the abstract domain
is of the form A?* and either validy (Oy) or validy (©y) holds. Following this,
we consider how to refine the predicates over D assuming either validp ()
or validp(Oyp) hold. The remaining case (refining clock predicates when the
abstract domain is of the form A%?Y and either validx (Oy,) or validy (©,;) holds)
follows similarly, see [12] for details.

Zone Refinement. In this case, the abstract domain is of the form A%®? and
either validy (Op) or validy (Oyp) holds. Since the time validity conditions of Oy
and O, identify precisely the clock valuations in the zone component time(z)
of z for which the corresponding transitions of [P] are possible, we split the zone
component of z into:

validy (@), wvalidy (Oyp) and time(z)A—(validy (Op)Vvalidy (Oyp)) . (4)

Since at least one of valid(Oy,) and valid(O©.,;) is non-empty and by construction
O # Oup, using the definition of validity, it follows that the split of the zone
time(z) given in (@) produces a strict refinement.

The refinement algorithm is shown in Figure @ It takes as input a PTP,
abstract domain and set of zones and returns a new reachability graph for the
PTP with respect to the same abstract domain. When using the algorithm the set
{C1,..., ¢k} is given by the non-empty zones in [@l). Lines 1-2 split the abstract
state z based on the set of zones given as input, then, based on this splitting,
lines 3—10 update the set of abstract transitions R resulting in a new reachability
graph, for which the corresponding stochastic game is a refined abstraction of the
PTP. The following result states the correctness of the zone refinement scheme.
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RefineDataPredicate(P, (Y,R), AT, ¢')

o= U {¢'}
Aref — A<I>"3f,*

V= {y € 2 | 3y € Y. qu(y™) € miv)}
R = ()
for 0 = (zo0,a,(z1,...,2n)) ER
O™ .= {(zb,a,(z1,..,2Zn)) | Yarer(zi) C Ya(zs) for all 0<i<n}
for 0™ € O™ such that valid(0"") # 0
R .= R U {07}
return (2% R A7)

© 00 3O Ut W N

Fig. 5. Algorithm for refinement in terms of data predicates

Proposition 2. Let P be a PTP with target locations F, A an abstract do-
main for P, (Y,R) a reachability graph for P with respect to F and A®* and G
the game. If (Y"/,R") is returned by RefineZone(P, (Y,R),A®* z {(1,...,C})
forz € Y and (y,. .., ¢, € Zones(X) and GT=BuildGame(P, (27, R"f), A®¥),
then:

(i) (2" ,R"™) is a reachability graph for P with respect to F' and A% ;
(ii) P (Yr) < Py (V) and pery (Vi) < pe”*(Yr) for + € {min, max}

where Yp = {y € Y | loc(y) € F} and Y;ff: {y € Y/ | loc(y) € F}.

Data Predicate Refinement. In this case we suppose either validp(©y) or
validp (Oyp) holds. The aim of the refinement is to remove the player 1 choices
between Oy, and O, so the simplest approach would be to add predicates repre-
senting either or both of the sets of data valuations validp (Oy,) and validp (O ).
However, as can be seen from the definition of validp (see (2)), the correspond-
ing predicates will be complex and therefore make the abstraction construction
prohibitively expensive. Hence, we take a different approach outlined below.

By construction @y, # O, and hence, there exists an abstract transition
0’ € R(z) such that either 8/ € ©;\Oyp or Oy \Op. We will show that if we
refine by adding a predicate ¢y representing validp ('), then we eliminate the
player 1 choice between @y and ©,;,. Without loss of generality we suppose
0" € Op\Oup, and therefore from (@) it follows that:

validp (@) C validp(0') and  wvalidp (Oup) N validp(0') =0 .

By adding the predicate ¢y. it then follows that, if ¢y, is true in some abstract
state, @, cannot be valid, while, if the predicate is false, @y cannot be valid.
Thus, in any abstract state at most one of these choices can be valid and the
choice between @y and @, has been eliminated.

The data predicate refinement algorithm is given in Figure [ where ¢’ is a
predicate over D (which in practice would correspond to the predicate ¢g). The
lines 1-3 create the new abstract domain, while lines 4-8 create an abstract
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reachability graph over the new abstract domain, for which the corresponding
stochastic game is a refined abstraction of the PTP. The following demonstrates
the correctness of the predicate refinement approach.

Proposition 3. Let P be a PTP with target locations F', A%* an abstract domain
for P, (Y,R) a reachability graph for P with respect to F and A®*, and G the
game. If (Y'/ R™/ A7) is returned by RefineDataPredicate(P, (Y,R),A%*, ¢') for
any data predicate ', and G™ is the resulting game, then:

(i) (2" R™) is a reachability graph for P with respect to F' and A™/;
(ii) pe”" (Yr) < pers (Vi) and pery (Vi) < e (Yr) for + € {min, max}

where Yp = {y € Y | loc(y) € F} and Y;ff: {y € Y™/ | loc(y) € F}.

Quantitative Abstraction Refinement. The refinement schemes presented
above, combined with the techniques for abstraction given in the previous sec-
tion, can be combined into a quantitative abstraction refinement loop. This pro-
vides fully automatic construction of abstractions for PTPs. We omit the details
of the loop implementation, which are similar to [5]. See [12] for details.

6 Quantitative Verification of SystemC

We now describe a specific potential instantiation of the verification framework
we have presented. In particular, we discuss its applicability to the quantita-
tive verification of SystemC, a system-level modelling language that is becom-
ing increasingly prominent in the development of embedded systems, e.g. for
System-on-Chip (SoC) designs. Currently, analysis of SystemC designs is primar-
ily performed using simulation; however, there is growing interest in applying
verification techniques [29-34].

SystemC is appealing to designers because it is close enough to the hardware
level to support synthesis to RTL (register transfer level) descriptions, but allows
modelling of complex designs at a higher level of abstraction. Based on C++, it
combines an imperative programming style, low-level data-types for hardware,
an object-oriented approach to design and convenient high-level abstractions of
concurrent communicating processes. Furthermore, systems can be efficiently
simulated at the design stage.

System-on-Chip designs typically include many different components, includ-
ing for example support for radio communications. Furthermore, these devices
may then become integrated into larger, networked embedded systems. In these
instances, reasoning about the behaviour of a SystemC design may need to take
account of the inherently stochastic characteristics of the unreliable or unpre-
dictable components that it interacts with. Another source of probabilistic be-
haviour is the use of randomisation. This is a key feature of, for example com-
munication technologies like ZigBee, which are increasingly found in today’s
embedded devices.

Considered in its entirety, a quantitative analysis of SystemC requires all of
the basic ingredients that we have proposed for probabilistic timed programs:
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— software: basic process behaviour is defined in terms of C++ code, using a
rich array of data types;

— concurrency: designs comprise multiple concurrent processes, communicat-
ing through message-passing primitives;

— timing: processes can be subjected to precisely timed delays, through inter-
action with the SystemC scheduler;

— probability: SystemC components may link to unpredictable devices, due
to communication failures, unreliable components or randomisation.

The development of (non-quantitative) verification techniques for SystemC has
already been identified as an important, but difficult, challenge [11]. Applying
quantitative verification offers more powerful analysis techniques but promises
to be even more demanding. In the remainder of this section, we outline how
some of the existing approaches and tools for SystemC verification might be
built upon to implement our framework. We then conclude by identifying some
useful directions and challenges for future work.

Translating SystemC to PTPs. A SystemC design is decomposed into
modules, representing the separate components within a design. Modules are
connected, through ports, to channels, which model interactions between com-
ponents. Built-in “primitive” channels such as signals, FIFOs and mutexes are
provided. The behaviour of each module is described by a set of threads or pro-
cesses, specified as C++ class methods.

In [34], a translation from SystemC to the timed automata based input lan-
guage of UPPAAL is proposed and implemented. Our probabilistic timed pro-
gram formalism is a superset of timed automata so the basic ideas can be used
directlyE The approach of [34] is to translate each C++ method, representing a
process or thread into a timed automaton. This is based on an extraction of the
control flow graph: control vertices becomes locations, control flow edges become
transitions and branching conditions (e.g. on if statements or while loops) are
incorporated into the enabling conditions of transitions. The process of generat-
ing the control flow graph is facilitated by model extraction tools for SystemC
like Scoot [35] and PINAPA [36]. These have been designed with a variety of
applications in mind, including verification.

In order to ensure that the predicate abstraction techniques described in
this paper can be applied to SystemC C++ code, the underlying SMT/SAT
solvers used need to support the data-types and operations allowed in the lan-
guage. Since SystemC offers low-level datatypes aimed at hardware designs, a
SAT-based approach using a bit-level semantics is likely to be needed [28]. This
approach was already applied to abstraction-based software model checking of
SystemC in [30] and to a probabilistic extension of ANSI-C in [§].

Scheduling and Timed Behaviour. Concurrency between SystemC threads
is controlled by the scheduler, whose behaviour is precisely defined in the lan-
guage standard [37]. The SystemC scheduler is co-operative and non-preemptive:

2 In practice, we need to add various syntactic niceties such as urgent and committed
locations, and communication over channels, but this is relatively straightforward.
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threads suspend themselves explicitly by calling a wait () or wait (t) function.
The latter is an example of timed behaviour: the calling thread is suspended
until it receives a timed notification from the scheduler after delay t.

The translation scheme of |34] captures the behaviour of the SystemC sched-
uler as a network of timed automata. This keeps track of which processes should
be run in each part of each scheduler cycle. Uncertainty between the order in
which multiple ready processes are executed is modelled as a nondeterministic
choice. Delays in each process are handled by local clocks in each automaton.

Probabilistic Behaviour. As outlined above, it is often desirable to incorpo-
rate either randomisation or failures into SystemC models. For randomisation,
this is likely to appear as calls to a C/C++ rand() function. Alternatively,
as is done in [§], custom randomised functions could be added. In either case,
these can be intercepted and converted to a probabilistic branch in the PTP. For
failures, as in [§], SystemC code that corresponds to connections or communi-
cations with unreliable components can be replaced by a stub that captures the
stochastic behaviour (e.g. using rand () as above). Probabilistic timed automata
(PTAs) have already been applied to a large number of realistic case studies in
which randomisation or failures are modelled in this fashion [22, 124, 138, 39].

Directions and Challenges. Implementing the verification techniques sketched
in this section represents a considerable challenge. As ever, the most immediate
difficulty is scalability: extending existing tools and techniques to handle the size
and complexity of real SystemC designs. In this respect, it may be beneficial to
consider state-of-the-art techniques for software model checking, which are not
currently applied to the probabilistic case because they are non-trivial to adapt.
These include, for example, the use of approximate abstractions and “lazy” con-
struction of abstractions. One particular source of complexity in SystemC models
is concurrency between processes. Development of software model checking tech-
niques for concurrent programs is another very active field of research, that may
yield gains in this area.

In a different direction, we may also aim to improve the expressivity of the
PTP formalism proposed in this paper. In the current version, probability and
time are largely orthogonal which, in many cases, is not a serious restriction for
system modelling. However, it would be interesting to explore to what extent
this can generalised. An extension with costs and rewards would be relatively
straightforward. Looking further ahead, the use of languages like SystemC in
embedded systems means that the digital components of the design will often
interact with analogue devices. This would necessitate the use of more general,
but less tractable, probabilistic models such as stochastic hybrid automata.

7 Related Work

For quantitative verification of probabilistic timed automata (PTAs), a variety
of techniques [5, 21,122, [24, 138, 139] and tools [4, |6, [7] have been produced. In [6],
an extension of PTAs with discrete-valued variables, called VPTAs, is handled
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via a translation to the basic case. Another interesting extension is priced PTAs
[24, 40], which add a notion of prices (or weights) to locations and actions.

The development of abstraction and refinement techniques for probabilistic
models such as MDPs is also an active area of research. This was first proposed
in [41], using MDPs as abstractions, rather than stochastic games as in [5, I8, [10]
(and this paper). In [42], MDP abstractions based on predicates are used to
form a probabilistic CEGAR, (counterexample-guided abstraction refinement)
technique. Later work |17] adapted this to stochastic games. Other abstraction
refinement frameworks for MDPs are put forward in [43] and [44].

Abstraction-refinement approaches have been proposed for non-probabilistic
timed automata, e.g. |45], which uses bounded model checking and SAT-based
techniques, [46], which is based on the region graph construction, and [47], for
verifying PLC automata using UPPAAL [1]. Also related is |48], which applies
SAT-based techniques to timed automata with data.

Finally, as highlighted in the previous section, there is an increasing amount
of interest in developing verification techniques for SystemC [11]. A variety
of existing verification techniques have been explored, including BDD-based
model exploration [29], bounded model checking [31] and abstraction-refinement
[30]. Another approach is to translate SystemC into other formalisms and lan-
guages for which tool support exists. This includes translations to Petri nets [32],
Promela [33] and UPPAAL [34]. With the exception of |34], which models timing
information, none of the above consider quantitative properties of SystemC.

8 Conclusions

We have outlined a theoretical framework for the verification of programs that
exhibit both probabilistic and timed behaviour, based on quantitative abstrac-
tion refinement techniques. This represents the first steps towards quantitative
verification of complex software systems, such as those found in the domain of
embedded systems. We discussed some of the ongoing work and the challenges in
this direction of research, using the SystemC language as an illustrative example.
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Abstract. The extension of timed formalisms to a hybrid setting with
urgency, has been carried out in a rather straightforward manner,
seemingly without difficulty. However, in this paper, we show that the
combination of urgency with abstraction from continuous variables leads
to undesired behavior. Abstraction from continuous variables ultimately
leads to a timed system again, but with a much richer set of possible
branching behaviors than a timed system that comprises only clocks. As
it turns out, the formal definition of urgency, as defined for timed systems
with clocks, does not fit our intuition of urgency anymore when applied
to a timed system that is an abstraction of a hybrid system. Therefore,
we propose to extend the formal semantics of timed and hybrid systems
with guard trajectories. In this way, the continuous branching behavior
introduced by hybrid systems remains visible even after abstraction from
continuous variables. The practical applicability of the introduction of
guard trajectories is illustrated by our revision of the structured oper-
ational semantics of the CIF language. The interplay between urgency
and abstraction now adheres to our intuition, while compositionality
with respect to urgency, variable abstraction, and parallel composition,
is retained. In the future, symbolic elimination of urgency can be used
to ensure that guard trajectories do not need to be actually calculated.

1 Introduction

Urgent actions were introduced in timed formalisms to support easy modeling
of greedy, or eager, behavior. As an example, we consider timed automata of [1/].
These timed automata are extensions of standard automata with clocks that
keep track of passage of time. The actions of an automaton are guarded by
constraints on the clocks, which indicate when the action may be performed.
In addition, the introduction of urgency of actions to this model allows the
modeler to determine when an action must be performed. Using model checkers
like UPPAAL, KRONOS, and IF [2-4], one can then check whether the urgent
execution of actions will guarantee that these actions meet their deadlines.

* This work was partly done as part of the EU FP7 2007-2013 projects MULTIFORM
and C4C, contract numbers FP7-ICT-224249 and FP7-ICT-223844.
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The extension of these timed formalisms to a hybrid setting with urgency has
been carried out in a rather straightforward manner. In hybrid automata |5, |6]
clocks are generalized to differential equations over continuous variables. Thus,
guards deal with continuous variables, so urgency allows the modeler to specify
that an action will happen as soon as a guard becomes true. Tools like HyTech
and HyVisual [7, I§] already support this idea, e.g., they can be used to verify
that an action is executed before a certain continuous condition is met.

Admittedly, the formal definition of urgency has had its complications. One
problem was that the earliest possible moment of an action may not be defined,
e.g., when the guard on an action is a left-open time-interval. Another problem
was that the unexpected blocking of urgent actions due to a failing synchroniza-
tion may enable other actions that were not available before. In this way, systems
that were considered equivalent before placing them in a parallel composition,
may behave differently after placing them in a parallel composition, thus ruining
compositionality. Still, most of these complications have been solved for timed
systems. Thus, one often defines that the urgent execution of an action in a
left-open time-interval leads to a deadlock, and one can strengthen the notion
of equivalence to consider non-urgent actions, even if there are earlier urgent
actions that prevent them. These solutions, even though not the only possible
ones, are satisfactory and readily transferrable to a hybrid setting as well.

An additional complication in the definition of urgency arises only when one
starts in a hybrid setting and subsequently obtains a timed system through ab-
straction of hybrid variables. In fact, the problem already manifests itself when
only part of the continuous behavior is abstracted from, but for the sake of
simplicity we abstract from all variables in the setting of this paper. To the best
of our knowledge, the combination of urgency and variable abstraction has not
been studied in detail before, hence the problem did not manifest itself sooner.

When abstracting from the value of continuous variables in a hybrid system,
one would like to obtain a timed system in which the moments at which certain
urgent actions are enabled or disabled are accurately preserved. The fact that the
value of a continuous variable is not directly observable, should not change the
fact that a certain guard that depends on this value is true or false at a certain
time. Furthermore, we would expect in particular that if a system contains a
deadlock before abstracting from the value of continuous variables, that it also
contains this deadlock after abstracting from the value of these variables. After
all, the abstraction is intended to give us a system that is easier to analyse,
which means that the abstraction should preserve the properties that we are
interested in. Finally, we expect that abstraction distributes over compositions
and operators whenever reasonably possible, because we would like to employ
abstraction to verify separate components. In the opposite case, the results of
such a partial verification could not be used in the verification of the whole.

The definitions for abstraction from variables in current literature, e.g. |9, [10],
aim towards obtaining a timed transition system when all variables are ab-
stracted from. However, in a timed transition system the continuity of the mo-
ments of choice is abstracted from, which becomes even more prominent when
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Saw Smooth Saw/Smooth : Saw : Urgency +
Variable abstraction Variable abstraction

=0 =0
. . 5
tep & € {—1,1} tep & € [—1,1] o

Smooth : Urgency +
r#0—a r#0—a Variable abstraction

tep false } tcep false } =0 [t] O

Fig. 1. uCIF automata Saw and Smooth, and the resulting infinite timed transitions
systems parameterized with ¢ € IR such that ¢ > 0 after applying: (1) variable abstrac-
tion and (2) urgency followed by variable abstraction

urgency is introduced. We note that other typical compositions and operators
in the automata- and process-theoretic approaches are not affected. As an illus-
tration of how urgency depends on the continuity of the moments of choice, let
us consider the hybrid systems depicted in Fig.[Il The systems differ only in the
differential inclusions that define their continuous behavior. Sew has a differen-
tial inclusion ranging over two points, while Smooth has a differential inclusion
ranging over the closed interval between these two points.

Using the existing definitions of urgency, we can show that any behavior of
Saw can be mimicked by Smooth, but not vice versa. In particular, from the
initial valuation x — 0, Smooth allows x to remain 0 for an arbitrary period of
time (thus disallowing the action a), while Saw does not allow x to remain 0
and it is always able to execute an a after an arbitrarily small delay. Declaring
the action a to be urgent, now shows the difference between Saw and Smooth
even more prominently, because the action ¢ must happen as soon as it can. The
application of urgency to Saw leads to a deadlock, since the guard leads to a left-
open time-interval in which a is enabled. The latter gives us a system in which
z(t) = 0 is the only possible solution, so a will never occur, but time can progress.

The above described behavior supports the intuition, but when we abstract
from the value of x before applying urgency, the semantics changes unexpectedly.
The abstraction from x results in a isomorphic timed transition system for both
Saw and Smooth, as each variable trajectory in Smooth has a related trajectory
in Seaw with the same duration and the same start- and end-valuation. Making
a urgent leads to a system in which no transition labeled by a can occur, but
time can progress. Apparently, by abstracting from x, we also abstracted from
the intervals in which a is enabled, causing the deadlock to disappear. This is
not desirable, since it allows for variable abstraction only on the ’top’ level,
after the system has been described completely and urgency has been applied.
Therefore, we cannot employ variable abstraction to simplify the verification of
the components of a system.

As a remedy, we propose to make the guard trajectories visible on the timed
transitions, even if one has already abstracted from the values of the variables
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that these guards comprise. To illustrate our approach, we adapt the structured
operation semantics (SOS) [11] of a subset of the compositional interchange for-
mat (CIF) language [12, [13] that comprises urgency and variable abstraction.
Another solution to the above problem would be to restrict to hybrid systems
in which the above phenomenon does not occur. These systems, referred to as
finite set refutable, were studied in [14]. All timed systems that comprise fixed
clock-rates are finite-set refutable, as well as all hybrid systems that employ
only differential equations, rather than differential inclusions. However, open
systems with free input/output variables and systems with open differential in-
clusions are, in general, not finite-set refutable. So, while the extension to guard
trajectories does not change anything for classical timed system, it provides a
more applicable theory with a more robust notion of variable abstraction. Fur-
thermore, ongoing research indicates that symbolic elimination of the urgency
operator is possible, meaning that the introduced guard trajectories never need
to be actually calculated when analyzing the behavior of a system.

The remainder of this paper is structured as follows. We discuss related work
in section Pl Section Blillustrates our approach by adapting the SOS of a relevant
subset of the CIF language. We show that urgency and variable abstraction
indeed distribute modulo bisimulation, solving the aforementioned problems. In
section @l we show compatibility with the common urgency concepts from the
literature, and we end with concluding remarks in section Bl

2 Related Work

In this section we discuss the notions of urgency in the literature on timed and
hybrid automata and relate them to our work.

Specifying urgency. Early approaches to specifying urgency employed state in-
variants to limit the progress of time at a given location [15]. Amongst others,
this approach found its way into the toolset UPPAAL [2]. A variant of this ap-
proach, termed stopping conditions, has been employed in a timed restriction of
the hybrid I/O automata |16]. When the stopping condition becomes valid, the
progress of time is stopped and an activity must execute immediately. Another
extension, termed timed automata with deadlines, was investigated in [17-20].
Deadlines are auxiliary clock constraints, which specify when the transition has
become urgent. It is required that they imply the corresponding guard con-
straints to ensure that at least one transition has been enabled after stopping
the progress of time. This property of progress of time is also known as time
reactivity or time-lock freedom [19, 121]. Timed automata with deadlines are
embedded in the specification languages IF and MODEST [4, 22]. Yet another
approach employing urgency predicates has been proposed in [23] as an exten-
sion of timed I/O automata. In the same study the four approaches from above
have been paralleled, concluding that stopping conditions, deadlines, and ur-
gency predicates essentially have the same expressivity, whereas invariants can
be additionally applied to right-open intervals as well. However, by construction
only deadlines and urgency predicates guarantee time reactivity.
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In the hybrid setting, urgency flags denote urgent actions in the framework
of HyTech [7] and invariants are required to endorse urgent transitions. The
same approach is used when coupling Hytech and UPPAAL [24]. The completely
opposite approach is taken in HyVisual |§], where every action considered urgent.

In this paper, we consider two types of urgency: (1) global labeled transition
urgency by means of urgent action labels and (2) local urgency by means of
the time-can-progress construct. The former is implemented by means of an
urgency mapping in a fashion similar to the urgency flags of 7], whereas as the
latter is closest to the stopping conditions of |16]. As a design choice, we do not
hard-code/enforce the property of time reactivity in the semantics, although we
foresee that it can be supported by restricting the allowed syntax.

Synchronization of urgent actions. When considering synchronization of ur-
gent actions, the literature provides three prominent manners: (1) synchroniza-
tion with hard deadlines or impatient synchronization or AND-synchronization,
where the urgency constraints of all synchronizing parties must be endorsed as
soon as they are enabled, (2) synchronization with soft deadlines or patient syn-
chronization or MAX-synchronization, where some urgency constraints can be
contravened so that the synchronization can occur as long as the guards still
hold, and (3) MIN-synchronization, which occurs when one of the synchroniz-
ing parties is ready to synchronize provided that the other will eventually be
enabled. In the setting of this paper, we opt for both patient and impatient
synchronization. Implementing MIN-synchronization would require substantial
changes of the semantics, i.e., time look-ahead capability, whilst its practical use
for modeling real-life systems is limited [25].

When using urgency flags, there are substantial restrictions on the guards
of the synchronizing actions [7, 24]. In the current setting, we use an opera-
tor to specify synchronizing actions and urgency. The patient synchronization
contravenes urgency constraints by assuming non-urgency of all synchronizing
actions and, only after successful synchronization in accordance with the guards
has succeeded, it re-imposes the urgency constraints. Our approach is similar to
the drop bisimulation proposed in [20], where deadlines are dropped to enable
patient synchronization and, afterwards, undropped to preserve compositional-
ity. To support modeling with data we also introduced urgent channels in the
extended framework of x 2.0 |26], a topic beyond the scope of this paper.

3 uCIF

This section presents a concise syntax and formal semantics of a subset of the
CIF language |12], denoted as pCIF. It illustrates how the urgency concept
can be defined in a compositional way, robust against abstraction from local
variables, by extending hybrid transition systems (HTSs) [27] with guard tra-
jectories. Similar ideas are applied in the complete framework of x 2.0 [26], and
in the latest extension of CIF [12, 28]. uCIF is a modeling language for hybrid
systems that adopts concepts from hybrid automata theory and process algebra.
We briefly overview the features of the language.
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The basic building blocks of pCIF are atomic automata, which consist of a
set of locations £ and edges that connect them. A location specifies a state of
the system, and it can have equations associated to it in the form of time can
progress predicates. These equations define the continuous behavior of the au-
tomaton: they determine when time can pass, and how the value of the variables
changes as time elapses. The values of the variables belong to the set A that
contains, among else, the sets B, R, and C. Guarded labeled transitions specify
the discrete behavior of the system. These transitions are labeled with actions
originating from 4. Guards are incorporated as predicates over variables, given
by P. Continuous behavior is specified by timed transitions labeled by variable
and guard trajectories as described below. The set 7 comprises all time points.

We distinguish between two types of variables: (1) variables, denoted by the
set V, and (2) the dotted versions of those variables, which belong to the set
V 2 {i | z € V}. The evolution of the value of a variable as time elapses is con-
strained by equations. Furthermore, we distinguish between discrete variables,
which dotted versions are always 0, and continuous variables, which dotted ver-
sions represent the derivative. Variables are constrained by differential algebraic
equations and we implement them as predicates, given by P, over all variables
VY U V. We also have initialization conditions, elements of P, which allows to
model steady state initialization.

We introduce several operators of pCIF. Parallel composition with synchro-
nization composes two pCIF automata in parallel, synchronizing on a specified
set of actions, while interleaving the rest. Actions are not synchronizing by de-
fault and they must be declared as such by placing them in the synchroniza-
tion set. We introduce local urgency by means of a time-can-progress predicate
and global urgency by means of urgency composition. The time-can-progress
predicate is associated to each location of the automaton and specifies whether
passage of time is allowed. Action transitions become urgent when time can no
longer progress. The urgency operator declares action transitions as urgent, thus
disabling the passage of time whenever an urgent action is enabled. Finally, vari-
ables in pCIF can be made local by means of variable scopes. When a variable
is abstracted from, the changes made to the variable by the automaton are not
visible outside the scope, and vice versa, external automata cannot change the
value of the abstracted variable.

The semantics of the pCIF is given in the form of a structured operational
semantics (SOS) [11] on a hybrid transition system(HTS) [27]. This is signifi-
cantly different with the typical way of giving semantics to hybrid automata [5].
In the SOS approach, the semantics of the operators is defined by rules that give
the semantics of the composition on the basis of the semantics of the constituent
components, whereas in traditional approaches, the semantics of the composition
is given by syntactic transformations of the constituent components to a basic
automaton. In [12, 28], the SOS approach was chosen since it is better suited for
guiding the implementation process [29]. Additionally, it makes use of standard
SOS formats to show compositionality [30], thus enabling symbolic reasoning.
Since pCIF is a subset of CIF, we inherit the SOS approach.
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Syntax. The basic building block of uCIF are atomic automata. An atomic
automaton resembles a hybrid automaton: for each location in an automaton
there is a predicate ‘init’ that specifies the conditions under which execution
can begin on that location, and a predicate ‘tcp’ that specifies local urgency by
giving the conditions under which time can progress in that location and that
determines how the value of variables change over time, defining the dynamic
behavior. The edges of the automaton describe the actions that the automaton
can perform.

Definition 1. An atomic automaton is a tuple (L,init, tcp, E) with a set of
locations L C L; initial and time-can-progress predicates init, tcp: L — P; and
a set of edges E C L X P x Ax L.

Starting with atomic automata, uCIF automata are built using a set of compo-
sitions C' € C, given by C ==« | C'||s C| vy(C)| |[z,&+ ¢,d = C]|, where a
is an atomic automaton, SC A, UC A, z €V, i€V, and ¢,d € A.

The semantics of pCIF automata is in terms of a hybrid transition system
(HTS). Each state of this HTS is a pair (p, o) comprising a composition of
automata p and a wvaluation o that associates a value to each variable. The set
of all valuations is denoted by X' £V UV — A. We keep track of the evolution
of the values of variables using the concept of variable trajectories, denoted as
p:T — X. A variable trajectory p holds the values of the variables at each time
point s € 7 in the delay. Since the values of variables change over time, the truth
values of the guards dependent on the variable change as well. Thus, the set of
enabled action transitions at each point in time can be determined using the
concept of guard trajectories. A guard trajectory, denoted as 6 : T — 24, keeps
track of the set of enabled actions for each point in time.

The discrete and continuous behavior of HT'Ss is defined in terms of action
transitions, given by - = _C (C x X) x A x (C x X), and timed transitions,
given by _+— _C (C x X) x ((T — X) x (T — 24)) x (C x X)), respectively. The
intuition of an action transition (p,o) % (p’,0’) is that (p,o) executes the discrete
action a € A and thereby transforms into (p’,¢’), where p’ and ¢’ denote the
resulting automaton and variable valuation, respectively. The intuition behind

a timed transition (p, o) 2L, (p',0’) is that during the passage of time, the
valuation that defines the values of the visible variables at each time-point s €
[0,t] = dom(p) = dom(#) is given by the variable trajectory p(s). The novelty in
this paper is the set of enabled actions at each time-point s € [0, ¢], given by the
guard trajectory 0(s). At the end-time point ¢ € 7, the resulting state is (p’, o’).

Structural Operational Semantics. We use o(x), with o € 2| to denote the value
of variable z in valuation o. By o = u we denote that the predicate u € P is
satisfied in the valuation o.

An atomic automaton (L, init, tcp, E)) can execute actions or time delays.
Given an active location ¢ € L, i.e., a location for which init(¢) holds, an action a
can be executed only if there is an edge (¢, g, a, ') such that the guard g is
satisfied. Rule [Tl formalizes as follows:
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(4,g,a,0') € E, o Einit(¢), o =g
(L, init, tep, ), ) = ((L,ide, tep, E), o)

1

where id; € L — P for £ € L such that id,(¢") & ¢ =¢".
During a time delay [0,¢] for t € 7, the values of variables can change. In a

timed transition (p, o) 28, (p', 0y, the variable trajectory p contains the values
of variables at each point in the time interval [0,¢]. The value of x can be defined
as a function p |  : [0,t] — A, in terms of p, such that (p | z)(s) = p(s)(x).

In the CIF tooling, the variables « and & are, in principle, different variables.
This makes it easier to implement an algorithm that checks whether a certain
variable trajectory is a solution of an equation. The coupling between = and &
is performed through the definition of a dynamic type. Most importantly, this
dynamic type ensures that discrete variables remain constant over time, and that
continuous variables have the expected derivatives. Formally, the dynamic type
of a variable is a set G C 2(7=AxT—=4) A variable trajectory p is said to satisfy
a dynamic type constraint G if (p | x,p | &) € G. For each variable z we assume
the existence of a dynamic type G, associated to it.

Now, timed transitions are enabled in an active location ¢ if there exists
a wvalid variable trajectory. A variable trajectory p is valid if it has a positive
duration, i.e. dom(p) = [0,¢] and 0 < ¢; tcp holds during [0,¢), with [0,0) £ 0,
and all variables satisfy the dynamic type constraints. The guard trajectory is
constructed accordingly based on the variable trajectory, as given by rule

p(0) = init(£), Vsejo,0) p(8) = tep(€), Ve (p L ,p | ) € Go )
(L, init, tep, E), p(0)) 2% (L, idy, tep, E), p(t))

where the duration of the delay is positive, 0 < ¢, and the trajectories are defined
exactly on the delay interval dom(p) = [0, ], dom(#) = [0,¢]. The guard trajectory
is defined as V(o4 0(s) ={a | ({,g,a,0") € ENp(s) |= g}.

Parallel composition. As a result of composing two puCIF automata in parallel,
the equally labeled action transitions of both components that are specified in
the synchronization set S C A must be taken together. This is given by rule [Bl
The other action transitions are interleaved, as stated by rules @ and

(p.0) * o). (0.0) © (d.0') a €S
plsao) S0 s, o)

(p,o) S (p',0'),ad S A (g,0) = (¢',0"),a ¢ S
llsao) =@ s q.0) wllsao)=plsd.o)

For timed transitions, the two components must agree in their variable trajec-
tories (and hence in the duration of the time delay). The guard trajectory is
constructed from the guard trajectories of the components of the parallel com-
position: at a given time point s, an action is enabled in the parallel composition
p ||s ¢ if is enabled in p and ¢ (regardless of whether the action is in ), or if it
is enabled in p or ¢ and it is not synchronizing. Rule [l formalizes this:
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,0 .0
(p, o) B2 (0, 0'), (g, 0) £25 (g o)

6
p:0p®sbq
—

s q,0) ' lls ¢'s0")

where (0, @5 0,)(t) = (65(t) N 04(1)) U (6p(t) \ S) U (6(t) \ S).

Urgency operator. The urgency operator vy (p) gives actions from the set U C A
a higher priority than timed transitions. Timed transitions are allowed only if
at the current state, and at each intermediate state while delaying, there is no
urgent action enabled. This is given by rules [l and [§] as follows:
0
0.0) S W0) L (p.0) B o) Vacion U N0 =0

a

(wu(p), o) & (vu (), ') (wu(p), o) 25 (v (p'), o)

Variable Scope. We introduce local variables by means of the variable scope
operator. The variable scope [z, +— ¢,d = p]|, for x € V, & € V, ¢,d € A, and
p € C, behaves as p but all the changes made to the local variables z and & are
invisible. The initial values of z and & are ¢ and d, respectively.

To define the semantics of this operator we use the function overwriting oper-
ator >, which, given two functions f and g, is defined as f > g = fUg laom(s),
where g | x is the restriction of the domain of function g to dom(g) \ X. In rules
and [0 the local value of the variables at the end of the transition is kept in the
scope operator, whereas changes in the global valuation are overridden.

<pa O'xcd> < <p/7 U/>

9
(2,3 c,dzpl,o) = ([2,d - 0’ (@),0" (&) = p ]|, 0% )

,0
<p, chd> ’l)_) <P/> J/>

(@ — edspllpe(0)) E2 ([ 2,3 = o' (2), 07 (&) 5 1 ], pal®))

10

where Voe s, zev, c.ded Oxcd 2 {z ¢, +— d} = o and dom(p,) = dom(p) with
vsEdom(p) EIC,dEA Px(s) £ P(S) L{m,m} U{-T = C,l.' = d}

Stateless bisimilarity. Two pCIF components are equivalent if they have the
same behavior (in the bisimulation sense) given the same valuation of variables.

Definition 2. A symmetric relation R C C x C is a stateless bisimulation relation
if and only if for all (p,q) € R it holds that (1) Vo orcs. aca.pec (Do) — (p',0’) =

p,0

Hq/ec <q70> < <q/70/> A (plvq/) €R, and (2) v17,0’62,pG’Z’—>Z‘,067——>2““,p/€C <p70> —

(@', 0"y = Jyec (g, 0) 25, ¢,y N (p',¢) € R. Two components p and q are
stateless bisimilar, denoted by p < q, if there exists a stateless bisimulation rela-
tion R such that (p,q) € R.

Stateless bisimilarity is a congruence for all pCIF operators. This facilitates
symbolic reasoning as we can replace equivalent automata in any context.
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Theorem 1. Stateless bisimilarity is a congruence over all wCIF operators.

Proof. The SOS rules 1-10 satisfy the process-tyft format, which guarantees
congruence for stateless bisimilarity [30)]. a

Urgency and variable abstraction. The core of the problem in the interaction be-
tween urgency and variable abstraction is in the use of timed transition systems.
In the previous subsections, we have given a semantics that does not abstract
to a timed transition system, but rather to a ’guard trajectory labeled’ transi-
tion system. Next, we give the main theorem of this paper, and prove that this
change in semantics indeed solves the problem. The theorem states that urgency
and variable abstraction distribute, meaning that the order in which they are
applied is of no consequence anymore.

Theorem 2. Vpec vca [z, ¢,d=vy(p) ]| < vu([z,&—c,d:pl).

Proof. Let R = {(|| z,& — ¢, d = vy(r) |,vv([z, & — ¢, d=r])) | r € C,
UCA, c,de A}. We will show that R is a stateless bisimulation, i.e., it satisfies
the conditions of Definition

Let (p,q) € R be such that p = [ 2,4 — ¢, d = vy(r) ]| and
g=vy([z,z—c,d:r])). Assume (Hx,iHC,d::vU(r)“,U)L(p’,a;ef)Byrules
O and [M we know that p' = | z, & — o' (x), o'(&) = vu() |,

(v (1), Ozed) — (vy(r'),0'), and (r,04eq) — (', 0"). Thus applying rules@ and [T,
we have that (vy (| z, @ — c,d=7])),0) = (vy ([ 2,2 — o' (x),0' (&) = 7/ 1D 0%es)-

Next suppose (p, p.(0)) P (P, pz(t)). By rule[I0] we have that [4](vy (), 0zcd)

20, (vy (r'),0’), and by ruleB we have that [4](r, o eq) 2L, (r',0") and Vsepo, ) UN

6(s) = (. Applying rule [0 to the last transition we get (|| z,& — ¢, d = 7 |
,pz(0)) £t ([2,@ = c,d:=r"]], pz(t)), and since we know that Vo4 UNO(s) =0,

we can apply rule Bl to obtain (vy (|| z, & — ¢, d = 7 ), p£(0)) Pt (vu(|[ z, & —
¢, dzr" ), pa(t))- O

We note that an essential part of the proof of Theorem [ is that the guard
trajectories remain the same after variable abstraction, allowing us to deduce
that urgent transitions do not interrupt the passage of time. Only when a system
is finite set refutable[14], these guard trajectories can be recovered from the
duration of the time transitions and the guards on the intermediate states.

4 Compositionality and Synchronization

We discuss the compositionality features of uCIF that are prominent in the lit-
erature, as well as passage of time when synchronizing urgent action transitions.

Compositionality of the parallel composition. When synchronizing action transi-
tions in timed and hybrid automata, one typically takes the conjunction of the
guards involved in the synchronization as a guard of the synchronized transi-
tion. As noted in [20, 23] this is the most prominent way of synchronization.
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P1: r=0 Pz: xr=0 P3: x=0
tcpz =1) tcpz =1) tcpaz=1)

ll{a) o
4<z<6—a 4<z<b—a

tcp false } tep false tcp false }

Fig. 2. Parallel composition with synchronization of uCIF automata

1<z<5—a

;

As an illustration, we depict the composition of two uCIF automata in Fig. 2]
where P |43 P> == P3. Recall that initial states are depicted by incoming ar-
rows on which we state the initial values of the variables. State invariants like
tcp predicates are placed inside a state.

Taking the conjunction of the guards as a guard of the synchronized actions
may lead to compositionality problems, depending on the way urgency is defined.
As an example, consider the implementation of urgent transitions through dead-
lines, as in [20]. In Fig. Bl we have two timed automata with deadlines (TAD),
T1 and T5. The initial value of the clock x is 0 and the guards ¢ : 1 <z <5 and
g:4 <z <6 are associated with the actions a and ¢, respectively, denoting when
the transitions may be taken. The deadlines d: x > 3 and d : © > 6 express when
the transitions labeled by a and ¢ must be taken, respectively. Thus, the action a
is enabled in the interval [1, 5] and must be taken at 3, whereas ¢ is enabled in
the interval [4,6] and must be taken at 6. The TAD T; and T, are considered
bisimilar, since due to the urgency of the action a, the transition labeled by c
will never be taken. However, when synchronizing on the action a, with a com-
ponent that suppresses it, e.g., a component ‘stop’ that only idles, we see that
the parallel composition behaves differently. Namely, the previously preempted
action c is now observable in T |14} stop, whereas T} |[{4} stop. Consequently,
standard timed bisimulation [1] is not a congruence for TAD [20].

In pCIF, we solve the compositionality issue by defining the semantics of
urgency and synchronization differently. We specify urgency using the tcp pred-
icate, which is basically a state timed invariant, different from deadlines, which
are on transition level. Additionally, we use SOS to define synchronization di-
rectly on the semantic level of transition systems, rather than defining it on the
symbolic level of automata. In this way, we obtain compositionality for free by
adhering to the process-tyft format from [30].

The closest mimic to the automata of Fig. [Blis given by the uCIF automata
in Fig. @ where the behavior of the automata T3, T, and ‘stop’ is mimicked by
Py, Ps and Py, respectively. The crucial difference is that we use the tcp state
predicate to stop the progress of time in order to induce urgency, which imposes
a unique deadline for all outgoing transitions. This is observed in the initial state
of P5 as tcp x < 3 A x < 6, which is equivalent to tcp x < 3. In our setting, Py
is bisimilar to P5, but the change in the semantics of urgency and the parallel
composition ensures that Py ||{4) Ps is also bisimilar to Ps ||{q) Fs-
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T : Ts : T1 ||{q} stop : T3 ||{a} stop :

1<x<5—a
4<z<6—>c

tep false } tcp false )

Fig. 4. uCIF automata Ps, Ps, and Ps, mimicking the behavior of TAD automata 77,
T», and stop, of Fig. [ respectively

1<z<b—a

Impatient and patient synchronization. Above we showed how to impose hard
deadlines by means of the tcp predicate. Alternatively, one could obtain the same
behavior by means of the global urgency operator vy for U C A. We put the
automaton on which we want to impose urgency in parallel with an automaton
that request urgency on synchronizing action transitions as depicted in Fig. Bl
Here, we show how to alternatively specify the urgency of action a at time 3,
obtaining pCIF automaton P; that is bisimilar to the automaton P, of Fig. @

An advantage of the specification of deadlines using the urgency operator,
is that it provides for more flexibility. In particular, the scope of the urgency
operator can be used to specify both impatient and patient synchronization
of actions. In impatient synchronization, we have hard deadlines. Therefore, the
urgency constraints of all synchronizing parties must be endorsed as soon as they
are enabled. In patient synchronization we have soft deadlines. Some urgency
constraints can be contravened so that the synchronization can occur as long as
the guards still hold. To specify patient synchronization, we place the parallel
composition inside the scope of the urgency operator. For example, v,y (P1 || {a}
P,), where Py and P are given in Fig. [ specifies the patient synchronization
of P, and P,. The resulting system has an outgoing guarded action transition
4 <z <5 — a, which must be taken at time 4, restricted by tcp = < 4.

The urgency operator we defined, provides a reasonable amount of flexibil-
ity at specifying various types of synchronization. Ongoing research shows that
the global urgency operator can be eliminated through symbolic reasoning at
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Pr =0 z=0 Ps:

tcpaz=1) tcpz=1)

1<x<5—a r>3—a

la v{a}

4<z<b—a

tep false } ( tep false ) tep false }

Fig.5. The pCIF automaton P; shows an alternative definition of hard deadlines
P; < Py; the pCIF automaton Ps is the result of the patient synchronization of P;
and Pz, i.e., Pg s ’U{a}(Pl ||{a} Pz).

the syntactic level, by transferring it to local urgency of the tcp predicate. We
can achieve this by means of a linearization procedure that transforms pCIF
automata by pushing the guards of the urgent transitions in the tcp predicate.
As a consequence, guard trajectories never need to be actually calculated when
proving properties of a system. Their only purpose is to retain compositionality
when combining urgency with variable hiding. After a composition has been lin-
earized, the need for guard trajectories disappears. The linearization approach
can be illustrated by observing the u CIF automata P, of Fig.@and P; of Fig.[5l
The guard of the urgent transitions a of Py, given by x > 3, is pushed to the tcp
predicate of the initial state of Py, given by tcp # < 3. Thus, the linearization
procedure provides an efficient implementation of urgency in the CIF toolset [13].

5 Concluding Remarks

In this paper, we investigated the interplay between urgent actions and variable
abstraction in timed and hybrid systems. We showed that this interaction is not
distributive due to the use of timed transition systems as the basic semantic
model, rendering component-wise verification inapplicable. We proposed to add
guard trajectories in the labels of the timed transitions as a remedy. We illus-
trated the proposal by revising the semantics of the CIF language, as it is used
in the MULTIFORM project. We proved that the identified problem indeed dis-
appears, while retaining commonly desired properties of urgency and variable
abstraction, such as compositionality and the possibility of specifying different
kinds of synchronization. Our approach employs SOS techniques, guaranteeing
compositionality with respect to stateless bisimilarity. Furthermore, it makes
that the concepts introduced in this paper easily transferrable to other timed
and hybrid formalisms. This has, e.g., already been done for the x language [10].
Whether our results are useful in the verification of hybrid systems with urgency,
remains as a topic for future research. Ongoing research based on linearization
procedures that eliminate the urgency operator is promising and, moreover, the
obtained results provide for local variable abstraction and verification based on
this abstraction, an option not available in previous work.
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Abstract. We study two-player timed games where the objectives of the two
players are not opposite. We focus on the standard notion of Nash equilibrium
and propose a series of transformations that builds two finite turn-based games
out of a timed game, with a precise correspondence between Nash equilibria in
the original and in final games. This provides us with an algorithm to compute
Nash equilibria in two-player timed games for large classes of properties.

1 Introduction

Timed games. Game theory (especially games played on graphs) has been used in com-
puter science as a powerful framework for modelling interactions in embedded sys-
tems [16413]. Over the last fifteen years, games have been extended with the ability
to depend on timing informations, taking advantage of the large development of timed
automata [[1]. Adding timing constraints allows for a more faithful representation of
reactive systems, while preserving decidability of several important properties, such as
the existence of a winning strategy for one of the agents to achieve her goal, whatever
the other agents do [3]]. Efficient algorithms exist and have been implemented, e.g.
in the tool Uppaal-Tiga [4].

Zero sum vs. non-zero sum games. In this purely antagonist view, games can be seen as
two-player games, where one agent plays against another one. Moreover, the objectives
of those two agents are opposite: the aim of the second player is simply to prevent the
first player from winning her own objective. More generally, a (positive or negative)
payoff can be associated with each outcome of the game, which can be seen as the
amount the second player will have to pay to the first player. Those games are said to
be zero-sum.

In many cases, however, games can be non-zero-sum: the objectives of the two play-
ers are then no more complementary, and the aim of one player is no more to prevent
the other player from winning. Such games appear e.g. in various problems in telecom-
munications, where the agents try to send data on a network [12]. Focusing only on
surely-winning strategies in this setting may then be too narrow: surely-winning strate-
gies must be winning against any behaviour of the other player, and do not consider the
fact that the other player also tries to achieve her own objective.

* This work is partly supported by projects DOTS (ANR-06-SETI-003), QUASIMODO (FP7-
ICT-STREP-214755) and GASICS (ESF-EUROCORES LogiCCC).

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 62£76]2010.
(© Springer-Verlag Berlin Heidelberg 2010
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Nash equilibria. In the non-zero-sum game setting, it is then more interesting to look
for equilibria. One of the most-famous and most-studied notion of equilibrium is that
proposed by Nash in 1950 [14]: a Nash equilibrium is a behaviour of the players in
which they act rationally, in the sense that no player can get a better payoff if she, alone,
modifies her strategy [[14]. Notice that a Nash equilibrium needs not exist in general,
and may not be optimal, in the sense that several equilibria can coexist, and may have
very different payoffs.

Our contribution. We extend the standard notion of Nash equilibria to timed games,
where non-determinism naturally arises and has to be taken into account. We propose
a whole chain of transformations that builds, given a two-player timed game, two turn-
based finite games which, in some sense that we will make precise, preserve Nash
equilibria. The first transformation consists in building a finite concurrent game with
non-determinism based on the classical region abstraction; the second transformation
decouples this concurrent game into two concurrent games, one per player: in each
game, the preference relation of one of the players is simply dropped, but we have to
consider “joint” equilibria. The last two transformations work on each of the two copies
of the concurrent game: the first one solves the non-determinism by giving an advantage
to the associated player, and the last one makes use of this advantage to build a turn-
based game equivalent to the original concurrent game. This chain of transformations is
valid for the whole class of two-player timed games, and Nash equilibria are preserved
for a large class of objectives, for instance w-regular objectived]. These transforma-
tions allow to recover some known results about zero-sum games, but also to get new
decidability results for Nash equilibria in two-player timed games.

Related work. Nash equilibria (and other related solution concepts such as subgame-
perfect equilibria, secure equilibria, ...) have recently been studied in the setting of
(untimed) games played on a graph [8/9010015/17U18l19420]]. None of them, however,
focuses on timed games. In the setting of concurrent games, mixed strategies (i.e., strate-
gies involving probabilistic choices) are arguably more relevant than pure (i.e., non-
randomized) strategies. However, adding probabilities to timed strategies involves
several important technical issues (even in zero-sum non-probabilistic timed games),
and we defer the study of mixed-strategy Nash equilibria in two-player timed games to
future works.
For lack of space, proofs are omitted and can be found in [3].

2 Preliminaries

2.1 Timed Games

A valuation over a finite set of clocks Cl is a mapping v: Cl — R,. If v is a valuation
andt € R4, then v + ¢ is the valuation that assigns to each z € Cl the value v(x)+¢. If v
is a valuation and Y C Cl, then [Y « 0]v is the valuation that assigns 0 to eachy € Y’
and v(z) to each z € Cl\ Y. A clock constraint over Cl is a formula built on the

! In the general case, the undecidability results on (zero-sum) priced timed games entail unde-
cidability of the existence of Nash equilibria.
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grammar: €(Cl) 3 g 1= x ~ ¢ | gAg, where x rangesover Cl, ~ € {<, <, =,>,>1,
and c is an integer. The semantics of clock constraints over valuations is natural, and
we omit it.

Definition 1. A timed automaton is a tuple {Loc, Cl, Inv, Trans) such that:

Loc is a finite set of locations;

Clis a finite set of clocks;

Inv: Loc — €(Cl) assigns an invariant to each location;

— Trans C Loc x €(Cl) x 2% x Loc is the set of transitions.

We assume the reader is familiar with timed automata [1]], and in particular with states
(pairs (¢,v) € Loc x RY such that v |= Inv(¢)), runs (seen as infinite sequences of
states for our purpose), efc. We now define the notion of two-player timed games. The
two players will be called player 1 and player 2. Our definition follows that of [[L1].

Definition 2. A (two-player) timed game is a ruple G = (Loc, CI, Inv, Trans, Owner,
(%1, %2)) where:

- (Loc, CI, Inv, Trans) is a timed automaton;

— Owner: Trans — {1, 2} assigns a player to each transition;

- foreachi € {1,2}, <; C (LOC X Rf)w X (LOC X Rf_’)w is a quasi-order on runs
of the timed automaton, called the preference relation for player i.

A timed game is played as follows: from each state of the underlying timed automaton
(starting from an initial state sy = (¢, 0), where 0 maps each clock to zero), each player
chooses a nonnegative real number d and a transition §, with the intended meaning that
she wants to delay for d time units and then fire transition §. There are several (natural)
restrictions on these choices:

- spending d time units in £ must be allowed i.c., v 4 d = Inv(¢);

- 6= (4,9, z,0) belongs to the current player (given by function Owner);

— the transition is firable after d time units (i.e., v + d | ¢), and the invariant is
satisfied when entering ¢’ (i.e., [z — 0](v + d) | Inv(¢')).

When there is no such possible choice for a player (for instance if there is no transition
from /¢ belonging to that player), she chooses a special move, denoted by L.

From a state (¢,v) and given a choice (mj,ms) for the two players, with m; €
(R4 xTrans)U{ L}, anindex ig such that d;, = min{d; | m; = (d;,d;) and¢ € {1,2}}
is selected (non-deterministically if both delays are identical), and the corresponding
transition d;, = (¢, g, 2, ¢') is applied, leading to a new state (¢, [z «— 0](v + d;;)).
To ensure well-definedness of the above semantics we assume in the sequel that timed
games are non-blocking, that is, for any reachable state (¢, v), at least one player has an
allowed transition (this avoids that both players play the special action ).

The outcome of such a game when players have fixed their various choices is a run
of the underlying timed automaton, that is an element of (LOC X R(}r')w, and possible

? Formally, this should be written v + d’ }= Inv(£) for all 0 < d’ < d, but this is equivalent to
having only v |= Inv({) and v + d |= Inv(¢) since invariants are convex.
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outcomes are compared by each player using their preference relations. In the examples,
we will define the preference relation of a player by assigning a value (called a payoff)
to each possible outcome of the game, and the higher the payoff, the better the run in
the preference relation.

This semantics can naturally be formalized in terms of an infinite-state non-deter-
ministic concurrent game and strategies, that we will detail in the next section.

Example 1. We give an example of a timed game, that
we will use as a running example: consider the timed
game G on the right. When relevant the name of a tran-
sition is printed on the corresponding edge. Owners of
the transitions are specified as follows: player 1 plays
with plain edges, whereas player 2 plays with dotted
edges. On the right of these locations we indicate pay-
offs for the two players (if a play ends up in /1, player 1
gets payoff 1, whereas player 2 gets payoff 0). Hence
player 1 will prefer runs ending in ¢; or /3 than runs
ending in /5.

2.2 Concurrent Games

In this section we define two-player concurrent games, which we then use to encode the
formal semantics of timed games. A transition system is a 2-tuple S = (States, Edg)
where States is a (possibly uncountable) set of states, and Edg C States x States
is the set of transitions. A path 7 in S is a non-empty sequence (;)o<i<n (Where n €
NU{+o0}) of states of S such that (s;, s,11) € Edg for all i < n — 1. The length of ,
denoted by || is n — 1. The set of finite paths (also called histories in the sequel) of S is
denoted byt Hists, the set of infinite paths (also called plays) of S is denoted by Play s,
and Paths = Hists U Play is the set of paths of S. Given a path 7 = (s;)o<i<n and
an integer j < |m|, the j-th prefix of m, denoted by 7<;, is the finite path (s;)o<i<;+1-
If 7 = (8i)o<i<n is a history, we write last(7) = s|.

We extend the definition of concurrent games given e. g. in [2] with non-determinism:

Definition 3. A (two-player non-deterministic) concurrent game is a tuple G = (States,
Edg, Act, Mov, Tab, (<1, <X2)) in which:

- (States, EAQ) is a transition system;

— Actis a (possibly uncountable) set of actions;

- Mov: States x {1,2} — 2A%\ {@} is a mapping indicating the actions available
to each player in a given state;

- Tab: States x Act' — 259 < {5} associates to each state and each pair of
actions the set of resulting edges. It is required that if (s, s") € Tab(s, (m1,m2)),
then s’ = s.

— foreachi € {1,2}, <; C States” x States” is a quasi-order called the preference
relation for player .

3 For this and the following definitions, we explicitly mention the underlying transition system
as a subscript. In the sequel, we may omit this subscript when the transition system is clear
from the context.
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A deterministic concurrent game is a concurrent game where Tab(s, (m1,m2)) is a
singleton for every s € States and (mi,ms2) € Mov(s,1) x Mov(s,2). A turn-
based game is a concurrent game for which there exists a mapping Owner: States —
{1,2} such that, for every state s € States, the set Mov(s, ) is a singleton unless
Owner(s) = i.

In a concurrent game, from some state s, each player ¢ selects one action m; among
its set Mov(s, ) of allowed actions (the resulting pair (11, ms) is called a move). This
results in a set of edges Tab(s, (m1,m2)), one of which is applied and gives the next
state of the game. In the sequel, we abusively write Histg, Playg and Pathg for the cor-
responding set of paths in the underlying transition system of G. We also write Histg (s),
Play,(s) and Pathg (s) for the respective subsets of paths starting in state s.

Definition 4. Let G be a concurrent game, and i € {1,2}. A strategy for player i is
a mapping o;: Hist; — Act such that o;(m) € Mov(last(r),i) for all 1 € Histg.
A strategy profile is a pair (01, 02) where o; is a player-i strategy. We write Stratg for
the set of strategies of player i in G, and Profg for the set of strategy profiles in G.

Notice that we only consider non-randomized (pure) strategies in this paper.

Let G be a concurrent game, ¢ € {1,2}, and o; be a player i-strategy. A path m =
(8j)o<j<|x| is compatible with the strategy o; if, for all & < |m| — 1, there exists
a pair of actions (my,ms) € Act® such that m; € Mov(sy,s) for all j € {1,2},
m; = o0;(m<g), and (s, sp+1) € Tab(sg, (m1,m2)). A path 7 is compatible with
a strategy profile (01, 02) whenever it is compatible with both strategies o1 and 0.
We write Outg s(o;) (resp. Outg (o1, 02)) for the set of paths from s (also called
outcomes) in G that are compatible with strategy o; (resp. strategy profile (o1, 02)).
Notice that, in the case of deterministic concurrent games, a strategy profile has a single
infinite outcome. This might not be the case for non-deterministic concurrent games.

Given a move (m1, ms) and a new action m/ for player 4, we write (1721, 72) [jm/]
for the move (n1,ns) with n; = m’ and ng_; = ms_;. This notation is extended to
strategies in a natural way.

In the context of non-zero-sum games, several notions of equilibria have been de-
fined. We present a refinement of Nash equilibria towards non-deterministic concurrent
games.

Definition 5. Let G be a concurrent game, and s be a state of G. A pseudo Nash
equilibrium in G from s is a tuple ((01,02),7) where (01,02) € Profg, and 7 €
Outg 4 (01, 02) is such that for all i € {1,2} and all o], € Stratg, it holds:

vr' e OUt(Q,s)((UlvU2)[i'—>o;])~ 7w < T
Such an outcome 7 is called a best play for the strategy profile (o1, 02).

In the case of deterministic games, 7 is uniquely determined by (o1, 02), and pseudo
Nash equilibria coincide with Nash equilibria as defined in [14]: they are strategy pro-
files where no player has an incentive to unilaterally deviate from her strategy.

In the case of non-deterministic games, a strategy profile for an equilibrium may give
rise to several outcomes. The choice of playing the best play 7 is then made coopera-
tively by both players: once both strategies are fixed, it is the interest of both players to
cooperate and play “optimally”.
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2.3 Back to Timed Games

Two comments are in order here: (7) non-determinism in timed games could be dropped
by giving priority to one of the players, in case both of them play the same delay. Our
algorithm could of course be adapted in this case; (i7) even if the timed game were de-
terministic, our transformation to region games involves some extra non-determinism.
As will be seen in the sequel, the above notion of pseudo Nash equilibria is the notion
we need for our construction to preserve equilibria.

It is easy to see the semantics of a timed game as the semantics of an infinite-state
concurrent game (see the research report [5]). Using that point-of-view, timed games
inherit the notions of history, play, path, strategy, profile, outcome and pseudo Nash
equilibrium. We illustrate some of these notions on the running example.

Example 1 (Cont’d). This game starts in configuration (¢p,0) (clock x is set to 0). A
strategy profile is then determined by an initial choice for the first transition. If one
of the players choose some delay smaller than 1, she will have payoff 1 but the other
player will have payoff 0, hence the other player will be able to preempt this choice and
choose a smaller delay that will improve her own payoff. Hence there will be no such
pseudo Nash equilibrium. There is a single pseudo Nash equilibrium, where player 1
chooses (1, ¢) (delay for 1 t.u. and take transition ¢) and player 2 chooses (1,b). The
best play for that strategy profile is the run taking transition c.

In this paper we will be interested in the computation of pseudo Nash equilibria in timed
games. To do so we propose a sequence of transformations that will preserve equilibria
(in some sense), yielding the construction of two turn-based finite games in which the
initial problem will be reduced to the computation of twin Nash equilibria. All these
transformations are presented in the next section. These transformations will also give
a new point-of-view on timed games, which we will use in Section[4.2]to recover some
decidability results. Many more results are expected.

3 From Timed Games to Turn-Based Finite Games

In this section we propose a chain of transformations of the timed game G into two
turn-based finite games, and reduce the computation of pseudo Nash equilibria in G
to the computation of ‘twin’ Nash equilibria in the two turn-based games. Notice that
we will have to impose restrictions on the preference relations: indeed, price-optimal
reachability is undecidable in two-player priced timed games, and these quantitative
objectives can be encoded as a payoff function, see [[7] for details.

3.1 From Timed Games to Concurrent Games...

We assume the reader is familiar with the region automaton abstraction for timed au-
tomata [1]]. Let G = (Loc, Cl, Inv, Trans, Owner, (X1, <2)) be a timed game. Let R
be the set of regions for the timed automaton underlying G, and 7 be the projection
over the regions R (for configurations, runs, efc.) We define the region game R =
(States, Edg, Act, Mov, Tab, (x%, <%)) as follows:
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- States = {(¢,r) e Loc x R | r = Inv({)};

- Edg = {((¢,r),(¢,r") | (¢,7) — (£,r") in the region automaton of G };
- Act={1}U{(r,0) | r € Rand s € Trans};

- Mov: States x {1,2} — 22\ {3} such that:

Mov((¢,7),i) = {(+',8) | ' € Succ(r), v = Inv(€),6 = (£,g,Y, ') is s.t.
r [ gand[Y « 07" = Inv(¢') and Owner(§) = i}

if this set is non-empty, and Mov((¢,r),7) = {_L} otherwise.

— Tab: States x Act — 2Edg \ {@} such that for every (¢, r) € States and every
(m1,mg) € Mov(( Ef x Mov((¢,r),2), if we write ' for min{r; | j €
{1,2} and m; = rj, )} then we have

Tab((£, 1), (m1,m2)) = {((£,7), (€5, [Y; < O]r;)) [ j € {1,2} and
m; = (rj,éj) with i = T/, (E,gj,}/j,gi) = (5]‘ and rj ': gj}

— The preference relation < for player i is defined by saying that v <X ~/ iff there
exists p and p’ such that mx(p) = v, 7T (p') =7 and p %5 p

Note that the game R is non-deterministic, even if the original timed game is not. In-
deed, non-determinism appears when players want to play delays leading to the same
region. The (relative) order of the choices for the delays chosen by the two players
cannot be distinguished by the region abstraction.

Definition 6. A preference relation <; is said to be region-uniform when for all plays p
and p', if the sequence of regions seen in both paths are the same, then they are equiv-
alent, i.e. p <; p' and p’ < p.

Proposition 7. Let G be a timed game, and assume that the two preference relations of
G are region-uniform. Let R be its associated region game. Then there is a pseudo Nash
equilibrium in G from (£, 0) with best play p iff there is a pseudo Nash equilibrium in
R from (£o, [0]:,) with best play wox (p). Furthermore, this equivalence is constructive.

Example 1 (Cont’d). We illustrate the construction and the previous notions on the run-
ning example. We write rg (resp. r1, r2) for theregionz = 0 (resp. 0 < z < 1,z = 1).
The region game R is as depicted on Fig.[Il In this region game, there are two non-
deterministic transitions. First when the two players choose to wait until region 75, in
which case the game can turn to either ¢5 or to ¢3. Then when both players choose to
move within the region r; (there is an uncertainty on whether player 1 or player 2 was
faster), and depending on who was faster, the game will move to either ¢; or /5. The
first non-determinism is inherent to the game (and could be removed by construction as-
suming one player is more powerful, see Subsection[2.3] for explanations), whereas the
second non-determinism is (somehow) artificial and comes from the region abstraction.

In G, there is a single pseudo Nash equilibrium, where both players wait until x = 1
(region r3), and propose to move respectively to /3 (resp. £2). The best play is then
(€o,0)(¢3,0)*. This corresponds to the unique pseudo Nash equilibrium that we find in
the region game.

* This is well-defined because both r;’s are time-successors of 7.
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The transition table from (o, 7o)
(i.e., Tab((Lo, 10), (M1, m2))):

on | [me=10) [ me=rab) |
mi = (7‘1,(1) (Zl,To), (82,7’0) (81,7’0)
my1 = (7”2,6) (fz,?”o) (fz,?”o), (53,7“0)

(1,1)

Fig. 1. The region game from our original automaton

3.2 ... Next to Two Twin Concurrent Games...

Given a concurrent non-deterministic finite game R = (States, Edg, Act, Mov, Tab,
(xR, <)), we construct two concurrent games Ry and Ro where we simply forget
the preferences of one player. Formally for ¢ € {1,2}, we define the game R; =
(States, Edg, Act, Mov, Tab, (%, <%)), where < is the quasi-order <x;, and <%_, is
the trivial quasi-order where all runs are equivalent.

Definition 8. A twin pseudo Nash equilibrium for the two games R1 and Rz is a tuple
(o, o50), (6F2 6%2), p) such that (o7, 0", p) is a pseudo Nash equilibrium
in the game Ry and ((07%2,05%?), p) is a pseudo Nash equilibrium in the game Ro. We

furthermore say that p is a best play for the twin pseudo equilibrium.

We relate pseudo Nash equilibria in R with twin pseudo Nash equilibriain R and Rs.
Note that we require best plays be the same, but not strategies.

Proposition 9. Let R be the region game associated with some timed game G. Then
there is a pseudo Nash equilibrium in R from s with best play ~ if and only if there is
a twin pseudo equilibrium for the corresponding games R1 and Ro from s with best
play ~. Furthermore this equivalence is constructive.

3.3 ...Next to Concurrent Deterministic Games...

We transform each game R; into a concurrent deterministic game C,. Game C; will give
priority to player ¢, in that it will be the role of player 7 to solve non-determinism. The
game C; = (States, Edg, Act’, Mov;, Tab;, (5}, <5)) is defined as follows:

— Act’ = ActU ((Act\ {L}) x {e,0});

- Mov;: States x {1,2} — 22 \ {&} such that:

{1} if Mov(s,) = {L}
Mov(s,i) x {e,0} otherwise

MOV,L‘(S, Z) = {

Mov;(s,3 — i) = Mov(s, 3 — i)
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— Given (mq,ms) € Mov(s,1) x Mov(s,2) we have that Tab(s, (m1,ms2)) has at
least one element, and at most two elements

e In case it has only one element, then setting m}_, = ms_; and picking m} €
{(mg, o), (m;, o)}, we define: Tab; (s, (m}, m})) = Tab(s, (m1, m2));

e In case it has two elements, say (s, se) and (s, s, ), one of them comes from a
transition of player ¢ in G and the other comes from a transition of player 3 — ¢
in G. Hence w.l.o.g. we can assume that (s, s,) belongs to player . We now
define mj5_, = ms_; and for any m} € {(m;, ), (m;, o)}, we define:

b J{(s,8e)} ifml = (my,e)
Tab; (s, (m},my)) = {{(3’80)} if m! = (my, o)

By construction, the two games C; and Cs are deterministic, and they share the same
structure. Only decisions on how to solve non-determinism are made by different play-
ers. Our aim will be to compute equilibria in these two similar games.

Proposition 10. Assume C; (with i € {1,2}) is the deterministic concurrent game de-
fined from the concurrent game R;. Then there is a pseudo Nash equilibrium in R;
from s with best play ~y iff there is a Nash equilibrium in C; from s with best play WE’]
Furthermore this equivalence is constructive.

Game C; Game Co

((r1,0),2),(r2:) 0

((r1,a),e),(r1,b)
((r1,a),0),(r1,b)
((ra,¢),%),(r1,b)
((r2,¢),0),(r2,b)

((r2,c),),(r2,b)

(r1,a),((r2,b),*)
(r1,a),((r1,b),0)
(r1,a),((r1,b),8)
(r2,¢),((r1,),%)
(r2,c),((r2,b),8)

(r2,c),((rz2,b),0)

(0,0

O
o

O
0o o

Fig. 2. Two concurrent games C; and C» from our original automaton

Example 1 (Cont’d). We build on the previous example, and give the two games C;
and Cy in Fig.2l An action (m, ) denotes either (m, e) or (m, o). There are several
Nash equilibria in game C;: one where the first player chooses ((r2, ¢), ®) and the sec-
ond player chooses (rz, b), which leads to (¢3,7¢) with payoff (1,0); and one where
both players play a pair of actions leading to (¢1,7¢), in which case the payoff is also
(1,0).

Similarly there are several Nash equilibria in game Cy: one where the second player
chooses ((r,b),0) and the first player chooses (72, ¢), which leads to (¢3,79) with

3 This is because the game G is non-blocking, and in this game, each player proposes her choice
for a transition, and one of these two transitions will be chosen.
® Remember that C;’s and R;’s share the same structure and have the same runs.
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payoff (0,1); the second one where both players play a pair of actions leading to
(¢2,70), in which case the payoff is also (0, 1).

There is a single twin equilibrium in C; and Cs, namely the one leading to state
(¢3,70), which coincides with those equilibria already found in G and R.

3.4 ... And Finally to Two Turn-Based Games

In the (deterministic) concurrent game C;, the advantage is given to player ¢, who has
the ability to solve non-determinism. We can give a slightly different interpretation
to that mechanism, which takes into account an interpretation of the new actions. In-
deed, actions have a timed interpretation in the original timed game, and can be or-
dered w.r.t. their delay. Taking advantage of this order on actions, we build a turn-based
game 7;.

Let C; = (States, sy, Edg, Act’, Mov;, Tab;, (5}, <%)) be the games obtained from
the previous construction. Let s € States. We naturally order the set Mov; (s, 1) U
Mov; (s, 2) with a relation <, so that:

(¢) if L € Mov;(s,1) UMov;(s,2) then L is maximal w.r.t. <s;
(i7) for every m € Mov;(s, j), there exists s’ € States such that for every m’ €
Mov,(s,3 — j), m < m’ implies Tab; (s, (m,m’)) = {(s,s')}.

This is possible due to the definition of game C;: when (r, d5_;) is allowed to player 3—3
from s, and ((r,d;),e) and ((r,d;),0) are allowed to player i from s, then the three
actions are totally ordered by <, as follows{] ((r,8;),e) <, (r,d5_;) <s ((r,8:),0).
Intuitively an action with marker e means that player ¢ can play her own transition faster
than player 3 — 4 can play her own transition, but also that she can decide to play more
slowly (role of action with marker o).

We can also define an equivalence relation =4 compatible with this order, by saying
m =;m' < m,m' € Mov,(s,1) UMov;(s,2), m £s m’ and m’ £ m. It is worth
noticing that m =, m’ implies that they belong to the same player. This can be the
case if two transitions are available to a player from the same region, and also if a
player can only play action L. We will write [m] for the equivalence class associated
to m. We next say that [m], belongs to player j whenever all actions in [m]s belong to
player j.

Example 1 (Cont’d). Consider games C; and Co depicted in Fig. 2l In game C;, the
order on actions (written simply as <) from (g, 1) is given by:

((Tlaa)v.) < (Tlvb) <((r1,a),0)<((r2,c),0)< (TQ’b) <((T27C)’O)

¢ ¢ ¢ ¢ ¢
(tr,m0)  (€2,m0)  (£1,70) (€s,r0)  (f2,70)
Below each action we write the target state when this action is played, provided an
action smaller (for the order <) is not played by the other player. There is no target with
action ((r2, ¢), o) because it is always preempted by some ‘faster’ action (no L action
is available in our example).
In game Cs, the order on actions (also written <) from ({g, 19) is given by:

7 This is due to the fact that we have assumed edge (s, so ) belong to player 4, see the construction
of game C;.
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((Tlvb)v.) < (Tlﬂa) <((T17b)7o)< ((TQ&b)v.)< (T2vc) <((’F2,b),0)

4 { { 4 4
(b2,m0)  (f1,m0)  (f2,70) (b2,m0)  (€3,70)

We will take advantage of this order on actions to build turn-based games that will in
some sense be equivalent with the previous concurrent (deterministic) games. The idea
will be to take the smallest action(s) in the order, and ask the corresponding player
whether or not she wants to play that action; if yes, we proceed with this action in the
game, otherwise we do the same with the second action in the order until one of the
players plays her action; The meaning in the context of timed games is actually also
the following: we see that if the two players want to play in the same region, then in
game C; the advantage of player 4 is that we first ask her whether she wishes to play
her action (role of action labelled with ), then if not, the other player will be asked to
decide whether she wants to play her own action, and finally, if not, we ask a last time
player ¢ whether she wants to play her action (now she has the additional knowledge
that the other player didn’t choose her own action).

Formally we define the turn-based game 7; as follows: 7; = (States;, Edg;, Act' U

{del}, MoV}, Tab/, (5%, '5)) where:

- States; = {(s,[m]s) | s € States and m € (Mov;(s,1) UMov;(s,2))\ {L}};
— The set Edg, is defined as follows:

Edg, = {((s,[m]s),(s,[m']s)) | m’ # L is next after m w.rt. <}
U{((s, [m]s), (s, [m']s)) [ {(s,5")} = Tabi(s, (m, m"))

for every m <s; m” and m’ is minimal w.rt. <y from s'};

— The set of available actions is defined as follows:
e if [m], belongs to player j, then we use the new action del (for delay):
Mov; (s, j) N [m]s if m is maximal w.r.t.
MoV, ((s, [m]s), ) = <s in Mov;(s, j)
(Mov; (s, j) N [m]s) U {del} otherwise
e if [m], belongs to player 3 — 7, then MoV, ((s, [m]s),j) = {L}.
— The transition table is defined as follows:
e if [m]; belongs to player 1:

Tab;((s, [mls), (m, 1)) = {((s, [mls), (s', [m'])) | {(s,s")} = Tabi(s, (m,m"))
for every m <y m’ and m’ is minimal w.r.t. <, from s’}
Tab;((s, [m]s), (del, L)) = {((s, [ml]s), (s, [m']s)) | m’ is next after m w.r.t. <}

e the second case ([m], belongs to player 2) is similar, just swap m or del with
L.
— In order to define the preference relations we first define a projection from plays in
the turn-based game 7; onto plays in the concurrent game C;. Pick a run v in 73,
and define its projection v;(v) in C; as follows: if

v =(s1,my)(s1,m})...(s1, m}") (52, m3)...(52,m5?)... (5, mD)...(sp, mEP) ..

with m! minimal w.r.t. <y, for every 1 < i, then ¢(v) = s182...5,.... The
preference relations are then defined according to this projection:
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1/4’;1/ < P (v) <§- Ui (V')

Note that the game 7; is turn-basedd and that a state (s, [m)],) belongs to player j such
that m € Mov, (s, j) (as already mentioned this is independent of the choice of m in
[m]s). The structure of the turn-based games 7; and 73 are now slightly different from
that of the previous concurrent deterministic games C; and Cs.

Proposition 11. LetC; (withi € {1,2}) be the previous deterministic concurrent game,
and let T; be the associated turn-based game. There is a Nash equilibrium in C; from s
with best play 1; (v) iff there is a Nash equilibrium in T; from (s, [m]s) with best play v,
where m is a minimal action w.r.t. <,. Furthermore this equivalence is constructive.

Example 1 (Cont’d). We build on our running example, and compute the correspond-
ing games 77 and 7. They are displayed on Fig.[3] Plain states and plain edges belong

l Game Ty i Game 7>
(€0,r0)((r1,a), ) )rLa)-e). L (1,0) £ (L0,m0),((r1,0),0) L (o)) 00
- . Lot o
. ;
del, L Y 1L, del
.v‘(ﬁomo),(n»l‘?_‘_:ﬁ (£o,m0),(r1,a) S
, g
L ,del S del, L 2
""'g-’vé)_‘ = . 2] =
(€o,70).((r1,a),) (t2,70)) (0,0) -<zo,ro>,<<n,b>,o>,-»L’“”’b)"’)» ©.1)
5 ' : ) T
del, L o L, del W
(oro)(rze) @) & {(tor0).((r2,) 0)'
del, L ) L,del
3
(00,70).(r2.b) ; (¢3.70)) (1,0) (0,70) (2, 2% (a570)) (0,1)
(#0.70).((r2,€).) {(t0m0).((r2,) 0)

Fig. 3. Final turn-based games from our original timed game

to player 1 whereas dotted states and dotted edges belong to player 2. We do recog-
nize here the various Nash equilibria that we described in the concurrent deterministic
games, and only one is “common” to both games, namely the one leading to ({3, 19).

3.5 Summary of the Construction

The following theorem summarizes our construction:

Theorem 12. Let G be a timed game with region-uniform preference relations. Assume
Ty and T3 are the two turn-based (deterministic) games constructed in this section.
Then, there is a pseudo Nash equilibrium in G from (£y,0) with best play p iff there
are two Nash equilibria in T, and T from ((£o, 0), [m] (4, 0)) With best plays v1 and v,

8 By construction, in any state (s, [m]s), one of MoV ((s, [m]s), §) with j € {1,2} equals {L}.
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respectively, where m is a minimal action w.r.t. < (4, o), such that (1 (v1) = P2(v2) =
7 (p). Furthermore this equivalence is constructive.

Remark 1. The three-player game on the right has

g . . 1
several Nash equilibria, for instance player 1 (plain cz<la @ (0,0,1)
arrows) chooses her transition at time 0.6, player 2 (2<1)

(dotted arrows) chooses her transition at time 0.7, 0<2<L b, 053) (0,0,1)

and player 3 (dashed arrows) chooses her transition

at time 0.8. If we build the region abstraction, each

player will have a single possible move (play her TTT0<a<1 ¢ @ (1,1,0)
transition in the region 0 < x < 1), and the game

will proceed by selecting non-deterministically one of them. There would be several
ways to extend the method developed in this paper to three players: have a copy of the
game for each player, assuming she plays against a coalition of the other players, or
have a copy of the game for each priority order given to the players. It is not hard to be
convinced that none of these choices will be correct on this example.

4 Decidability Results

4.1 Some General Decidability Results

We first need a representation for the preference relations (which must be region-uniform)
of both players. Let G = (Loc, Cl, Inv, Trans, Owner, (<1, <2)) be a two-player timed
game. We assume the preference relation for player ¢ is given by a (possibly infinite)
sequence of linear-time objectives ((Z; )j>1 Where it is better for a run to satisfy Qi than
(2! as soon as k > j (w.l.o.g. we assume that Q’H implies =42/ for all [ < j). In other
terms, the aim of player 7 is to minimize the index j for which the play belongs to ()JL w-
regular or LTL-definable objectives, and also more quantitative objectives (for instance,
given a distinguished goal state Goal; € Loc for player 7, by defining QJL to be the set of
traces visiting Goal; in less than j steps.

We first need to (be able to) transfer objectives (and preference relations) to the two
turn-based games 7; and 75: a linear-time objective {2 in G is said to be transferable
to game T; whenever we can construct an objective {2 such that for every run v in 7,
v | 2 iff for all p with o (p) = ¥ (v), p |E 2. It is said transferable whenever it
is transferable to both 77 and 75. For example, notice that (sequences of) stutter-free
region-uniform objectives are transferable.

Nash equilibria in game 7; will be rather easy to characterize since player 3 — ¢ will
never be enclined to deviate from her strategy (all runs are equivalent for her preference
relation). We assume all objectives Q]L are transferable, and we write Wf*i( j) for the
set of winning states in game 7; for player 3 — 4 with the objective A <k<j (“@)
Those sets are computable for many classes of objectives. Then:

Theorem 13. Let G be a timed game with preference relations given as transferable,
region-uniform, prefix-independent sequences (Q;)j of objectives. There is a pseudo
Nash equilibrium in G with payoff (21, %) iff there are two runs vy in Ty and vy in Ty
stB(i) v | (GWE()) ALY, (ii) v |= (G W3 (k) A2Z, and (iii) 1 (1) = ba(v2).

® G is the LTL modality for “always”.
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Notice that this allows to handle w-regular (and LTL-definable) objectives by consider-
ing the product of the game with a suitable (deterministic) automaton.

The sequence of states (W;~“(j));>1 in game 7; is non-increasing and hence sta-
tionary (because 7; is finite-state). Hence there exist indices hg = 1 < hy < hg <
-++ < Iy such that the function j ~ W72 *(j) is constant on all intervals [h,, h,1)
and on [h;, +00). Those indices can be computed together with the corresponding sets
of winning states. Then the only possible equilibria in 7; are those such that there is a
run satisfying (2 that stays furthermore within the set W34 (hy) if hy < § < hpi1s
or within Wf_i(hl) if 5 > hy. This can be done for instance if each player is given a
goal state Goal;, and (); is “reach Goal; in j steps”. In that case, Wig’*i(hl) is the set of
states from which player 3 — i can avoid Goal;. Hence we can compute Nash equilibria
in two-player timed games where each player tries to minimize the number of steps to
the goal state. This allows to recover part of the results of [8] for two-player games.

4.2 Zero-Sum Games

Our chain of transformations also yields a new point-of-view on classical two-player
timed games with zero-sum objectives. In that case the preference relation of player 1
is characterized by the sequence ({2, —{2) whereas that of player 2 is characterized by
the sequence (=2, £2). In that case we say that the objective of player 1 is (2.

Theorem 14. Let G be a zero-sum timed game where player 1’s objective is (2, and is
assumed to be transferable. Then player 1 has a winning strategy in G from (£,0) iff
player 1 has a winning strategy in game T from (£, [0]) for the objective (2.

5 Conclusion

We have proposed a series of transformations of two-player timed games into two turn-
based finite games. These transformations reduce the computation of Nash equilibria in
timed games for a large class of objectives (the so-called region-uniform objectives) to
the computation of “twin” equilibria for related objectives in the two turn-based finite
games. We give an example on how this can be used to compute Nash equilibria in
timed games. In turn our transformations give a nice and new point-of-view on zero-
sum timed games, which can then be interpreted as a turn-based finite game.

Our method does not extend to n players. In [6], we have developed a completely
new approach that allows to compute Nash equilibria in timed games with an arbitrary
number of players but only for reachability objectives. We plan to continue working on
the computation of Nash equilibria in timed games with an arbitrary number of players.

Another interesting research direction is the computation of other kinds of equilibria
in timed games (secure equilibria, subgame-perfect equilibria, efc). We believe that the
transformations that we have made in this paper are correct also for these other notions,
and that we can for instance reduce the computation of subgame-perfect equilibria to the
computation of subgame-perfect equilibria in the two turn-based finite games. A major
difference is that Theorem [13| has to be refined. Tree automata could be the adequate
tool for this problem [[17].
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Abstract. SMT solvers have traditionally been based on the DPLL(T)
algorithm, where the driving force behind the procedure is a DPLL search
over truth valuations. This traditional framework allows for a degree of
modularity in the treatment of theory solvers. Over time, theory solvers
have become more and more closely integrated into the DPLL process,
and consequently less and less modular. In this paper, we present a
DPLL-like algorithm for SMT solving in which the search takes place
over the natural domain of the variables in the problem. As a case
study, we analyze its application to continuous domain linear arithmetic,
present implementation techniques and some experimentation with dif-
ference logic. Results indicate the method can sometimes outperform
leading SMT solvers but that the method is not yet robust.

1 Introduction

SMT solvers have traditionally been based on the DPLL(T) |[GHNT04] algo-
rithm, where the driving force behind the procedure is a DPLL search over
truth valuations. This traditional framework allows for a degree of modularity
in the treatment of theory solvers. Over time, theory solvers have become more
and more closely integrated into the DPLL process with such techniques as the-
ory propagation, theory driven case splitting, and theory learning. These tech-
niques generally correspond to the introduction of new proof rules, and hence
non-determinism, in the underlying proof system. Consequently, SMT solvers
which incorporate these techniques face the problem of deciding when to apply
them. In general, increased non-determinism in the solving process presents a
corresponding need for more effective heuristics to guide the solving process. Un-
fortunately, such heuristics are not well understood, and in fact are often static,
theory specific, and perhaps over-tuned to competition benchmarks.

In this paper, we present a DPLL-like algorithm for SMT solving which unifies
theory solving and DPLL search into a single process, directly searching for a
model over the space of variable valuations, rather than searching piecewise for
theory models of (partial) propositional models. The goal of this effort is to find
a natural domain formalism which supports dynamic and principled heuristics.
In particular, by searching over variable valuations we are able to make use of
VSID [MMZ"01] variable ordering heuristics found in modern SAT solvers but

K. Chatterjec and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 77191] 2010.
© Springer-Verlag Berlin Heidelberg 2010
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applied to arbitrary variables; and by defining a notion of progress over the
search space, we are able to determine which learned theory literals and clauses
are relevant to progress, thus giving a principled and dynamic heuristic for the
creation and maintenance of a set of theory literals.

However, our algorithm also introduces problematics not found in the tradi-
tional DPLL(T) based techniques. In particular, theories with unbounded deriva-
tions introduce strong restrictions on the algorithm if completeness is desired.
Thus our framework is by no means a panacea and in fact only outperforms tra-
ditional methods on a minority of the benchmarks we evaluated. Nonetheless,
we find the abstract formulation, analysis, and implementation-level solutions
interesting and potentially useful to the design of future solvers.

1.1 Related Work

On the abstract level, our work is most closely related to GDPLL [MKS09],
providing a general satisfiability solving framework. Unlike [MKS09], our generic
framework is explicitly based on variable valuations and clause learning. As a
result, our framework guarantees that progress is made during the search — new
variable valuations are always explored because the search space is properly
restricted over time. Using this notion of progress, we establish how learned
clauses can be safely forgotten, a topic which was not addressed in [MKS09].
Finally, we define a notion of a proof graph with some properties similar to
propositional resolution proof graphs, and show how this relates to completeness
of the method for unbounded proof systems.

On a more concrete level, we present an application to linear real arithmetic,
and some experimentation on various difference logic problems. Previously in
IKTV09], a (conjunctive) theory solver for linear arithmetic has been presented
which uses numeric variable valuations to detect and resolve conflicts in a manner
similar to clause learning in SAT solving. In [MKS09], the GDPLL-QFLRA al-
gorithm is presented to solve CNF formulas whose literals are linear constraints,
and experimentation is presented on difference logic problems. Both works make
use of a fixed variable ordering. In this work, we show some conditions under
which dynamic variable orderings are complete and show that using dynamic
variable orderings in an incomplete way can be much faster in practice.

More generally, most SMT solving makes use of the DPLL(T) framework,
and some extensions to the basic DPLL(T) proof system allow for arbitrary
generation of theory literals [BSST09]. In its most general form, this exten-
sion may be used to simulate our algorithm. Various restricted instantiations
[BDAMOS|, [dMBOS| WGGOE] of this extension exist, but none views the solving
process as a search on variable valuations. On the other hand, the constraint
programming community has a long history of work on search in non-Boolean
domains, including the use of interval constraint propagation [BGO6] for bounded
continuous domains and some techniques from constraint logic programming
for unbounded domains [MSWO06]. To the author’s best knowledge, the work
presented here is distinct from this body of work in that we apply SAT based
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heuristics and apply conflict driven learning on top of a local consistency condi-
tion to unbounded domains.

1.2 Organization

The rest of this paper is organized as follows. We present our abstract search algo-
rithm in Section 2l Section [3 presents generic implementation problems and solu-
tions. Section [ presents an application to linear real arithmetic. Experiments on
the sub-theory of difference logic problems are presented in[al Section[6concludes.

2 Univariate Consistent Search

The framework we present is, at its base, a depth first search over the natural do-
main of variables. By natural domain, we have in mind sets such as the integers Z
or rationals Q, or perhaps explicitly represented finite domains, though we place
no a priori restrictions on the variable domains. By depth first search, we mean a
backtracking search takes place by assigning variables to values, one at a time until
either a satisfying assignment is found or it is clear that the formula under the as-
signed variable valuations is inconsistent. In this latter case, the search backtracks,
learning a clause which excludes some part of the variable assignment.

In this respect, the framework we present is very much like a conflict-driven
clause learning propositional SAT solver. However, the coordination of search,
consistency checking, and learning becomes much more crucial when we consider
a multi-valued search over arbitrary variable domains. In the following, the main
concept behind this coordination is the notion of univariate consistency, which
is a simple local consistency condition. Consider a quantifier free CNF formula
¢ = A\ C where each c € C is a clause. Now given a variable z, we denote by

Ol = /\{c € C | vars(c) = {z}}

That is, ¢|, is the set of all z-univariate clauses. We say ¢ is univariate consistent,
or simply u-consistent, if for every variable x € vars(¢) it is the case that 3z.¢|,.
Similarly, given an assignment «, we denote by ¢|q o the set of all clauses ¢ € ¢
such that vars(cla]) = {z}.

In a depth first search framework, u-consistency can be used to determine
what partial assignments can be extended, whether or not to backtrack, and
what to learn upon backtracking. Below we present each of these functionalities
as a procedure. Later, we will analyze different ways in which these procedures
can be composed.

select(¢,a). This procedure takes a formula ¢ and a partial assignment «
as arguments and returns a pair (z,a) where a is in the domain of z, x €
vars(¢la]) and where the assignment x +— a is feasible for all z-univariate
clauses in ¢[a]. This is an analog of selecting a decision variable and phase
in a DPLL sat solver.

isUC(¢) This procedures tests the u-consistency of a conjunction of clauses. It
returns true if the formula ¢ is u-consistent and false otherwise.



80 S. Cotton

resolve(¢, a, ) This procedure takes a formula ¢, a partial assignment o and

a variable x such that (¢[a])|, is unsatisfiable, and returns a clause w such
that

1. A{c| ce dnvars(cla]) ={z}} Fw

2. wla] contains no variables and evaluates to false.
Resolve is used for learning new clauses when u-consistency is violated for
some variable z and assignment «. It finds some consequence w of the x-
univariate clauses under « which is false under o.

Suppose that we have implementations of the three above-mentioned procedures.
Using these, we formulate a simple recursive algorithm for deciding CNF formu-
las, which is written in pseudo-code in Figure[ll We will use this algorithm both
as a formal point of reference for analysis, and subsequently as a basis on which
various implementations may be built.

UC-Search(¢, «)

1 if isUC(4[a]) then

2 let (z,a) = select (¢, )

3 if vars(¢[a]) = {z} then

4 return (1,aU {z — a})

5 let (r,w) = UC-Search(¢,a U {z + a})
6 if r=1 or z ¢ vars(w) then
7 return (r,w)
8

else
9 return UC-Search(¢ A w, a)
10  else
11 let = be s.t. ¢[a]|. is unsat
12 let w = resolve(¢, o, x)
13 return (0, w)

Fig. 1. UC-Search takes two arguments, ¢, «a, where ¢ is a formula and « is a partial
assignment to the variables in ¢. It returns either a pair (1, @) where « is a satisfying
assignment for ¢ or a pair (0,w) where w is a false clause i.e a clause whose every
literal has no variables and such that each literal evaluates to false. The algorithm
implements a depth first search which either extends the assignment (at line 2) or
learns and records clauses (lines 12 and 9). Backtracking is expressed implicitly as the
return of a function call, and can have the effect of retracting a partial assignment (line
7) or forgetting a learned clause (line 9).

Perhaps the most interesting aspect of the UC-Search algorithm is that mem-
ory of learned clauses is managed by the call stack. In particular, line 9 of the
algorithm extends the call stack without extending the assignment but rather
by extending the set of learned clauses. The following example shows how the
call stack is also used to forget learned clauses.

Ezample 1 (UC-Search run). Consider the propositional formula ¢

Pp=(xVY)A(myV2)A(mzVz)A(=zVy) ATV -y)
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A diagram of a possible trace of the algorithm deciding ¢ follows.
(6,0)1

\—> (¢, {z — 1})2

(¢7 {I = 1,1/ = O})3

(mzV2)®(yV-2)

(@A (mzVy),{z— 1}

(mzVy) @ (-zV —y)

(¢ A —z,0)s

\—’ (¢ A=z, {z+— 0})s

\—’(Mw,{wHO,yHl}h

SAT: {z — 0,y — 1,z +— 1}

The nodes in the graph are annotated with subscripted pairs (¢, «),, repre-
senting a sequence of calls to the procedure UC-Search. The recursion depth in
which each call occurs is represented by horizontal position. Each call opens a
new scope which in turn triggers at most 2 calls directly contained in that scope.
The first such call occurs at line 5 and the second at line 9 in the pseudo-code
listing. No calls are triggered when the formula ¢[a] is not univariate consistent
nor when the assignment satisfies the formula. Outgoing edges of calls which
fail the consistency check are labeled with resolution operations ¢ & d. Observe
that the clause (—z V y) derived between calls 3 and 4 is subsequently forgotten
because it falls out of the scope of call 2.

2.1 Some Properties of UC-Search
Theorem 1. UC-Search Soundness

Proof. In every invocation of UC-Search, the argument ¢ is built up from the
original formula together with learned clauses recorded at line 9. Such recorded
clauses are generated by resolve, and hence are a consequence of the original
formula. Hence in every invocation of UC-Search the argument ¢ is a consequence
of the original formula.

Now a top level call to UC-Search returns either a value (1, ), or a value
(0,w). In the first case, the procedure must have returned (1,a U {zx — a}) at
line 5 when ¢[a] is univariate consistent and = — a is a satisfying assignment for
¢la]l, and {2} = vars(¢p[a]). The assignment oo U {z — a} thus satisfies ¢, and
hence the original formula. In the second, case w is generated by resolve and
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must be variable-free. Additionally, resolve guarantees that w evaluates to false
and is a consequence of ¢, which again by the reasoning above is a consequence
of the original formula.

The following theorem shows that the UC-Search procedure is guaranteed to
make progress in the sense that the search space becomes more and more con-
strained over time.

Theorem 2. UC-Search Progress
Let U(¢, o) denote the set of all univariate-feasible 1-extensions of «

U(g,a) ={(x,a) | x € vars(¢lo]), (¢[a]ls)[x — a is true}

Let (¢1,a1)(¢2, ) ... (¢r, ar) denote a sequence of calls to UC-Search during
a run of the procedure. Consider a cycle with two calls i,j, such that i > j and
a; = . Let o = . Then U(¢s, ) C U(¢;, ).

Progress is an analog of the termination argument for a DPLL solver which
learns asserting clauses [ZMO03]. Of course, one cannot guarantee termination
without specifying something more about the theory or the resolution procedure.
However, progress is more subtle in UC-Search because of the fact that when a
variable is univariate constrained it may or may not be assigned under «. This
situation leads to the possibility of the procedure cycling with respect to a partial
assignment. Progress simply says that whenever this happens, the procedure is
in a state in which the search space is properly constrained with respect to
the variable order in which the variables are assigned. Note that progress takes
place even though UC-Search forgets clauses from deeper in the call stack. Thus
progress allows a solver to safely forget clauses, but still there is no limit on
the minimum number of clauses necessary to guarantee progress because many
learned univariate clauses can be recorded under a given assignment before the
procedure backtracks over that assignment. Also note that as stated, progress
requires that upon learning a clause w, UC-Search backtracks to the maximal
assignment under which w is univariate. A similar notion of progress holds if
UC-Search backtracks to the minimal assignment, which we omit for simplicity.

The notion of progress is extremely weak by comparison to termination of
DPLL by asserting clauses; which brings us directly to the question of exactly
when UC-Search terminates. Having established progress, it is not hard to see
that if the closure of a finite set of clauses under resolve() is finite, then the
procedure terminates. However, for arbitrary variable domains, resolve () is not
necessarily finite. For example, from

>DAy>z+1)A(x>y+1)

resolve may produce y > 2 and subsequently = > 3, y > 4, etc.

To better address this issue, we introduce the notion of the proof graph traced
by UC-Search in terms of the input-output relation of the procedure resolve.
Consider a call

v = resolve(¢, a, )



Natural Domain SMT: A Preliminary Assessment 83

v is a consequence of some subset W of the clauses in ¢ where each w € W is
z-univariate under «. The proof graph then consists of one edge (w,v) for each
w € W. For example, consider a call to resolve(cAdAeA f,a,z) which results
in the conclusion g. Then the proof graph representing this step may consist
of the edges (d,g), (e, 9), (f,g), provided resolve() found that d,e, f = g. We
label each edge in this graph with x, referred to as the pivot variable. As in
propositional resolution, the proof graph is regular if for every path in the graph,
the corresponding sequence of pivot variables contains each variable at most
once. The proof graph is tree-like, if each instance of a derived clausd] can be
the antecedent of at most one other derived clause.

Consider the topological properties of a proof graph generated by calls to
resolve() in UC-Search. The graph is not necessarily tree-like nor necessarily
regular, because the variables are chosen in any order. One may restrict the form
of resolution using the following notion.

Definition 1 (Exhaustively Asserting). We say that UC-Search is exhaus-
tively asserting if any variable chosen after a conflict is the variable constrained
by the last learned clause.

To illustrate this property, consider a backtrack sequence. Every time there is
an inconsistency, UC-Search returns a clause w derived by resolve. Either w
has no variables, and the problem is unsatisfiable, or the clause w has a variable
2 which is maximal in the search, and w excludes an assignment a U {z — a}.
In this later case, (¢ A w)[a] may or may not be univariate consistent. If it is
not univariate consistent, the backtrack sequence is not maximal and resolve
is called again. Otherwise, (¢ A w)[«] is univariate consistent and a free variable
is selected. In the case that UC-Search always selects  within such a context,
we say it is exhaustively asserting.

Theorem 3 (Restricted Resolution). If UC-Search is ezhaustively asserting
then the proof graph traced by UC-Search is tree-like and regular.

Restricted resolution, in turn, allows us to relax the requirements on resolve ()
necessary for termination. Consider the property of finite width:

Definition 2 (Finite Width). Let £ be a language of literals (atomic predi-
cates or their negations). Given a finite set of clauses ¢ whose literals fall in L
and a distinguished variable x € vars(¢), let

r(z) ={w | 3a . ¢la]|, is unsat, and w = resolve(¢, o, z)}

denote the set of all derivable clauses under any variable valuation around x.
We say that resolve has finite width for L, if for any finite set of clauses ¢
over L, r(x) is finite and contains only literals in L, for all x € vars(¢).

Theorem 4. Termination Sufficiency
UC-Search terminates for a CNF formula ¢ with literal language L if

! Derived clauses can appear multiple times in the graph. An instance of a derived
clause corresponds to a particular call to resolve.
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1. resolve has finite width for L; and
2. UC-Search is exhaustively asserting.

Proof. Having established progress (Theorem PI), it will suffice to show that the
set of learned clauses is finite. Since resolve has finite width it will suffice to
show that every learned clause falls in the k-closure of resolve for some bound
k. By Theorem [3] the proof graph is regular, and so for a formula of n variables,
every learned clause falls in the n-closure of resolve. a

Since progress and termination implies completeness, we have a convenient cri-
terion for establishing completeness provided an appropriate implementation of
resolve(). Note however that the proof relies indirectly on the fact that the
resolution graph is tree-like, i.e that UC-Search forgets clauses on backtracking.
This is contrary to the intuition that the more clauses one adds to the formula,
the “closer” to proving unsatisfiability. The potential problem introduced by
keeping clauses if resolve has finite width but infinite closure is that one risks
creating infinitely long chains of resolution steps.

3 Implementing UC-Search

In this section we consider implementing some variations of the UC-Search al-
gorithm, each corresponding to different degrees of restriction on the underlying
proof graph. At the same time, we are interested in an efficient implementation,
which supports incremental, lazy, and backtrack-friendly data structures. We
consider three kinds of restrictions on underlying proof graphs.

1. Tree-like regular proofs. This configuration corresponds to the formal al-
gorithm in Figure [[I with the restriction that the process is exhaustively
asserting. Variable orders are dynamic and learned clauses are necessarily
forgotten upon backtracking.

2. Directed proofs. In this configuration, the implementation uses a fixed vari-
able ordering and remembers learned clauses for at least as long as is nec-
essary to satisfy the notion of progress. Learned clauses may be kept longer
— those learned clauses not required for progress are cached and the cache
size is limited by using a simple activity heuristic as found in many SAT
solvers. Modulo implementation details and forgetting clauses, this configu-
ration closely corresponds to GDPLL_QFLRA [MKS09]

3. Semi-constrained proofs. In this configuration, the process is exhaustively
asserting and learned clauses are cached as above, but dynamic variable
orderings are used. If the proof system is unbounded, this configuration is
incomplete.

Thus one main problematic for implementation is the management of learned
clauses, in particular the identification of those clauses which are essential to
progress (Theorem [2]). Another problematic is making consistency checking in-
cremental and backtrack-friendly. Since consistency checking only applies to uni-
variate clauses, it is convenient to treat consistency checking on a per-variable
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T a y+—b z (unassigned)

|
Fig. 2. Constraint Stack Indexing. A variable stack holds the partial assignments in
UC-Search and is represented on the horizontal axis with bold links. Each variable
is placed in an assignment stack and maintains privately two stacks of clauses. In
the figure, clauses are labeled ¢; with ¢ an index of the time at which the procedure
discovered that the clause became univariate. Each univariate clause belongs to two
stacks. First, a stack representing constraints of the variable for which the clause is
univariate. These stacks are placed vertically associated with each variable in the figure.
Second, clauses are placed in a stack associated with the (possibly empty) variable
assignment which caused them to become univariate. These stacks are linked by dashed
lines in the figure. Clauses which are not essential to progress (Theorem ) are those
clauses which do not occur in any variable stack. Each variable assignment z — a may
cause some clauses to become univariate, and each such clause triggers an incremental
consistency check for the associated variable.

basis, in such a way that the constraints placed on a given variable are treated in
an incremental, backtrack-friendly fashion. Figure @l illustrates a data structure
which provides efficient support for these operations.

The constraint index also facilitates backtracking. Backtracking occurs imme-
diately after a call to resolve. Backtracking is then a function of the current
state of the constraint index and a newly learned clause. Backtracking occurs
in per-variable units of work. As each variable x is unassigned, all its outgoing
constraints are popped from z’s outgoing stack and the constrained variable’s
incoming stack. This occurs until the newly learned clause w is univariate. Once
it is univariate, a consistency check occurs. If the check succeeds, the procedure
stops backtracking and passes control to the select function. If the check fails,
resolve is called again, resulting in a new learned clause w’ which replaces w
and backtracking starts over again with w’ and the new state of the constraint
index.

4 Application to Linear Real Arithmetic

In this section, we present an application of UC-Search to real linear arithmetic.
We are interesting in deciding a set of clauses whose literals are linear constraints
over the reals, such as
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(2 —-Ty<43)V(2z+Ty+2>42)V(z >9))
A
(e —Ty <4l) vV (2zx+Ty+2>49) V(2 <0))
A

-(ii-t<0\/$>0))

4.1 Consistency Checking

Variable consistency checking, i.e. an implementation of isUC() plays an im-
portant role in the UC-Search algorithm because it occurs very frequently. In
UC-Search, the method isUC() is called initially and in response to variable
assignments as well as in response to clause learning. Each call to the method
checks the consistency of all free variables. Of course, one may simply consider
the constraints placed on each variable x independently. Over the course of a
UC-Search run, the constraints over a variable = are asserted incrementally and
may be subsequently un-asserted if the procedure backtracks or forgets a clause.

Thus consistency checking begs a per-variable incremental and backtrack
friendly implementation. Section [B] describes data structures centered around
identifying when clauses become univariate, free of true predicates, and non-
trivial on the fly. Accordingly, we will assume that consistency checks occur upon
the assertion of one non-trivial z-univariate clause at a time, for every variable
2. More particularly, we consider a sequence of clause assertions cg 1¢z2. .. ¢k
where each clause ¢, ; is a non-trivial z-univariate clause. A convenient means
to maintain consistency for x incrementally is to under-approximate the feasible
set with lower and upper bounds [,, u, such that

Iy Nug E /\ ¢

1<i<k

It is possible to maintain such an under-approximation with constant time up-
dates to the values [, u, upon assertion of an z-univariate clause c as follows.
Initially, we let I, = u, = T. Let l,(¢) and u,(c) denote the weakest lower
and upper bounds for x found in ¢, defaulting to L in the case that there is no
respective bound in c. After assertion of ¢, the next state I/, u/, of the under-
approximation may be computed as

(lzyug) if lu Nug Ec
) else if ug(c) =L
ly,ug(c)) else if ly(c)=1
) else if l.(c) Els
) else if ug(c) = uy
1,1) otherwise

If I, A ul, is satisfiable, the under-approximation may defer a real consistency
check until a new z-univariate constraint is asserted. Otherwise, a real consis-
tency check needs to take place with respect to the current set of clauses to find
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whether there is a set of inconsistent clauses. In case the clauses are consistent,
a new under-approximation needs to be computed. A real consistency check
exploits the fact that an z-univariate clause defines an interval in which x is
infeasible. If the union of the infeasible intervals defined by a set of x-univariate
clauses covers the real line, the clauses are inconsistent.

4.2 Resolution

As an implementation of resolve(), resolution takes as a starting point an
assignment « and a set of clauses W such that Wa] is z-univariate and incon-
sistent. Let us denote by I, . the infeasible interval of clause ¢ under «. Since
W is inconsistent, there are always two clauses [,u whose infeasible intervals
properly overlap, i.e. so that the weakest lower bound on z in {[a] is greater
than the weakest upper bound on z in u[e]. A resolution rule for such a pair of
clauses was described in [MKS09] and we briefly recall it here.

We can write [ in the form {; VI V...V, V A where each [; bounds z from
below. Similarly we can write u in the form uy Vus V...V u, V B where each u;
bounds x from above. To derive a consequence r, one can compute

r=AVBV\/[{Fz. LAy [1<i<m1<j<n}

One then eliminates x from each quantified disjunct in r by Fourier-Motzkin
elimination, which results in a single linear constraint rather than a conjunction.
It is straightforward to verify that I, = I ;UI, ., and thus either r[a] contains
no variables or we can resolve another pair of clauses from W \ {l,u} U {r},
continuing until we derive a clause which does not contain z.

Since, up to linear equivalence, Fourier-Motzkin elimination of a single vari-
able from a set of literals can only produce finitely many literals, and each clause
contains finitely mainy literals, this implementation of resolve has finite width,
provided we normalize the literal language in such a way that linearly equivalent
constraints are also syntactically equivalent.

5 Experimentation with Difference Logic

We implemented a prototype solver for linear real arithmetic based on the ideas
presented in this paper. The solver is restricted to CNF formulas, and represents
rationals as a pair of 64 bit integers. Our prototype supports the three config-
urations mentioned in section Bl with dynamic variable orderings using VSID
heuristic based on the number of times resolve was called for a given variable.
The prototype also supports non-chronological backtracking, toggling value se-
lection to upper or lower bounds or using cached values at various times, coding
propositional literals in real linear arithmetic, and performing unit propagation
for those literals.

As a result of the fixed precision rationals and CNF requirements, we only
applied the solver to CNF difference logic problem sets in SMT-LIB [BRSTO0§],
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since difference logic in general doesn’t require arbitrary precision arithmetic.
Overall, we found that the treelike resolution configuration was very slow, di-
rected resolution was very slow on scheduling problems and often slow elsewhere,
and semi-constrained resolution (which is incomplete) performed the best.

All experiments were run on a Sun Java VM version 1.6.0_11 on a Debian
Linux machine with dual Xeon 3.20 GHz processors and 4GB RAM. Below we
detail the results.

5.1 Wide Net Experiment

Our first experiment consisted of casting a wide net over the configuration space
for jobshop problems in QF_RDL/scheduling. We identified a set of configura-
tions for experimentation; namely reasonable combinations of resolution config-
uration, variable selection, value selection, and backtrack depth selection (i.e
whether or to use non-chronological backtracking). The fixed variable ordering
does not make sense with varying backtracks, and so we only tested one fixed
variable selection configuration. Otherwise, all combinations of semi-constrained
resolution were tried, yielding a total of 19 configurations to run on 105 bench-
mark problems. To limit total computation time, we limited each try of a con-
figuration on a benchmark to 15 seconds. There were a total of 1995 prob-
lem/configuration tries, of which only 576 were solved in the 15 second time
limit.

The variable selection entries, all of which assume the process is exhaustively
asserting, may be one of

1. fiz. The solver uses a fixed variable ordering based on variable identities and
uses directed resolution.

2. wsid. All variables are selected according to VSID heuristics, and all variables
are incremented on every clause resolution step.

3. wsid + ncb. All variables are selected according to VSID heuristics and the
solver does non-chronological backtracking, which decreases the backtrack
depth.

The value selection strategies either used the last assigned value, a recent value
derived from consistency checking, or a value based on the constraints at the time
of assignment, which we refer to as a “current” value. All values were placed on
the boundaries of constraints and initialized to 0. The search direction for an
assignment (towards upper or lower bounds) was toggled alternatively on every
assignment, never, or only immediately after asserting a learned clause.

A table of the results is appended to this paper. The most important configu-
ration choice appears to be whether or not a fixed variable order is used. Apart
from this, we observe that value selection plays a very important role and that
the “last” configuration outperforms the “recent” configuration which in turn
generally outperforms the “current” configuration. The bias flipping mechanism
also appears to have a significant impact on performance. Generally, toggling
search directions on assignments seems to work best. But in the best overall
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configuration, bias toggling on assertion appears to work best. There is a large
span of improvement over the space of configurations: the best configuration
solves more than 4 times the problems of the worst.

5.2 Comparison to Z3

In our second experiment, we compared our best configuration to the state-of-
the-art solver Z3 on the scheduling problems, diamond problems, and parity
game problems from SMT-LIB. On the scheduling problems, Z3 vastly outper-
formed our method. On diamond problems, our method outperforms Z3. This
is consistent with the observation in [MKS09] that the resolution procedure can
generate exponentially shorter proofs for diamond problems. On the parity game
problems, the results are largely off-diagonal with a majority in favor of Z3. The
off-diagonal results indicate that the strengths of the framework presented in
this paper are orthogonal to traditional approaches for this set of problems.

6 Conclusion

We have presented an abstract algorithm, UC-Search, for deciding a wide range
of quantifier-free CNF formulas. The goal of this work is to find a decision pro-
cedure formalism which supports more principled and dynamic heuristics for
SMT solving. Our procedure supports VSID style heuristics over arbitrary vari-
ables, as well as principled and dynamic heuristics for forgetting clauses based
on the notion of progress. While this procedure may be applied to a wide range
of theories, we observed that unbounded proof procedures introduce significant
restrictions on the algorithm. Despite this fact, experiments indicate that even
an incomplete version of the procedure is much faster than a leading SMT solver
based on traditional techniques on a significant portion of the benchmarks we
performed. While our results do not achieve improvements as a general-purpose
solver for linear arithmetic, by applying the algorithm in this way we have dis-
covered some fundamental costs associated with introducing dynamic variable
orderings in systems with unbounded proof systems. To remedy this situation,
a solver based on arbitrary regular resolution, rather than directed or tree-like
resolution could be explored. Alternatively, UC-Search could be applied to other
theories or embedded within a traditional framework, providing a basis for de-
riving and forgetting theory literals.
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Abstract. We consider temporal logic formulae specifying constraints in contin-
uous time and space on the behaviors of continuous and hybrid dynamical system
admitting uncertain parameters. We present several variants of robustness mea-
sures that indicate how far a given trajectory stands, in space and time, from sat-
isfying or violating a property. We present a method to compute these robustness
measures as well as their sensitivity to the parameters of the system or parameters
appearing in the formula. Combined with an appropriate strategy for exploring
the parameter space, this technique can be used to guide simulation-based ver-
ification of complex nonlinear and hybrid systems against temporal properties.
Our methodology can be used for other non-traditional applications of temporal
logic such as characterizing subsets of the parameter space for which a system is
guaranteed to satisfy a formula with a desired robustness degree.

1 Introduction

Analyzing the behavior of complex hybrid and nonlinear systems admitting uncertain
parameters and inputs is an important ingredient in the design of control systems and
analog circuits as well as in studying biochemical reactions. The adaptation of veri-
fication techniques to this domain proceeds along different threads, two of which are
combined in the present paper. Property checking, also known as monitoring or run-
time verification, uses temporal formulae to express desired behaviors and then checks
whether individual system behaviors satisfy them, without worrying whether the set
of behaviors checked covers the reachable state space. Simulation-based verification
attempts to guide the generation of traces so as to demonstrate the satisfaction or viola-
tion of a property based on finitely many of them. In [8]] we developed an algorithm that
verifies this way safety properties of high-dimensional nonlinear systems. In this work
we extend this technique to arbitrary properties expressed in a suitable temporal logic,
for which we have devised a monitoring procedure [[15]]. The approach of [§] is strongly
based on sensitivity, which in a nutshell, is the derivative of one continuous quantity
with respect to another. To apply this concept to temporal formulae, we need to “con-
tinualize” their semantics by making it real-valued, to extend the monitoring procedure
to compute this semantics efficiently for a given trace and compute the sensitivity of
this semantics to parameters. This is what we do in the present paper after giving some
background and motivation.

The introduction by Amir Pnueli [20] of linear-time temporal logic (LTL) into sys-
tems design as a formalism for specifying desirable and acceptable behaviors of reactive

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 92F106] 2010.
(© Springer-Verlag Berlin Heidelberg 2010



Robust Satisfaction of Temporal Logic over Real-Valued Signals 93

systems is recognized as an important turning point in verification, putting the ongoing
sequential behavior of a system at the center stage of the verification process. The ver-
ification framework developed over the years by Manna and Pnueli [18] consisted of
three major components:

1. A system description formalism, specifying a behavior-generating mechanism .S,

2. A property specification formalism, describing sets of acceptable behaviors, those
that satisfy a formula ¢;

3. A verification methodology for checking whether all behaviors of .S satisfy .

In addition to verification where one checks whether all system behaviors satisfy ¢, LTL
is also used for lightweight verification (monitoring, runtime verification [5]]) where the
satisfaction of a formula by one or more individual behaviors is checked. For both
uses, monitoring and verification alike, we point out three fundamental features of this
framework, the first two related to the nature of the systems and behaviors considered
while the third is related to the very notion of property and logical truth.

1. Discrete qualitative time: behaviors are defined as sequences of states or events,
which are often interpreted in a purely qualitative manner, that is, without consid-
ering the metric distance between subsequent time instances;

2. Discrete state space: the sequences are defined over discrete and often finite do-
mains emphasizing control rather than data;

3. Yes/No answer: the satisfaction of a temporal formula by a behavior is considered
as membership in a set, with no quantitative degree of satisfaction]]

The first two features are natural for all sorts of transition system models expressed in
various syntactic forms. Logically speaking, they imply the use of discrete-time and
typically propositional temporal logic. The third feature often goes without saying. In
the past two decades various attempts have been made to extend this methodology to-
ward more refined models of systems and behaviors, going from discrete to timed and
then to hybrid (discrete-continuous) systems. Such extensions involve departures from
each of the above features.

The first departure consists in replacing the discrete time domain by the dense and
metric domain R. Behaviors of this type are generated by timed system models such
as timed automata [1]] and similar formalisms that can express the durations of discrete
processes. Natural extensions of LTL to handle dense time are logics such as MTL [14]
or MITL [2] which can express requirements concerning the time elapsing between
events. Timed behaviors can be viewed as either Boolean signals, which are functions
from the real time axis to B”, or as timed words consisting of instantaneous events,
taken from some alphabet, separated by real time durations, see [4]. The second depar-
ture, motivated by the application of verification and monitoring techniques to continu-
ous and hybrid systems, consists of letting predicates over the reals, such as inequalities,

"' In a probabilistic setting one assigns probabilities to the satisfaction of a formula but this is
done with respect to a set of behaviors, while the satisfaction by individual behaviors remains
Boolean.
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play the role of atomic propositions@ and thus specify properties of real-valued signals.
In [15] the logic STL (signal temporal logic) which combines the dense time modalities
of MITL with such numerical predicates has been introduced, along with a monitoring
tool [17U19] for deciding satisfaction of such properties by time-stamped traces pro-
duced by numerical simulators.

However, the third premise of a yes/no answer is not fully compatible with quanti-
tative entities in the continuous domain where real-valued distance functions play an
important role. As an illustration, consider the inequality x < c. Boolean satisfaction
does not make a difference between x = c+e¢ and x >> c as both cases are classified as
violating the property. Likewise, one cannot distinguish between marginal satisfaction
by = ¢ — € and a more robust satisfaction by x << c. The same criticism applies to
satisfaction of timing constraints: a requirement that some event occurs within ¢ time
can be violated by its occurrence at ¢ + ¢, at t’ >> t as well as by its complete absence,
and a yes/no answer cannot tell the difference.

These issues are extremely important in the continuous setting because such systems
are subject to noise and numerical errors, not to mention the inherent approximative
character of mathematical models of natural phenomena. Consequently, parameters ap-
pearing in system descriptions such as differential equations, as well as in formulae, are
often a result of guessing and estimation and should not be regarded as representing
universal constants. Thus if a property is violated in a marginal way as in z = ¢ + ¢,
satisfaction can still be achieved by slight modifications in the property, in the behavior
or in the parameters of the generating system. In fact, the use of temporal logic in a
scientific context, as in systems biology is methodologically different from its use in the
engineering context of system design. In biology, it is often the case that the role of the
temporal formula is to provide a succinct abstract model of the observed behavior of
a complex network of chemical reactions [[L0J3]]. The question there is not whether the
system model satisfies a given specification but rather to find a formula, as semantically-
tight as possible, compatible with the system model or with a set of observed behaviors.
In such a model-search process it is important to know how close we are to a satisfac-
tory model and which parameters should be changed (and in which direction) in order
to approach it.

These observations have led several researchers to look more closely at the notion
of robust satisfiability by continuous signals of properties expressed in STL or similar
formalisms [[11122]]] Fainekos and Pappas [11]] define the notion of robustness degree
as a real number associated with a property-behavior pair, based on, roughly speaking,
the distance between the behavior and the (boundary of) the set of all behaviors that
satisfy the property. This measure is more positive when the behavior is deeper inside
the set of satisfying behaviors and more negative the further is the behavior outside
that set. Hence it satisfies a natural notion of soundness of such a robustness measure,

2 Such predicates are used, of course, also in more conventional applications of temporal logic
to programs with numerical variables and also in similar logics introduced and used in biology
[3U10]. All such logics are quantifier-free fragments of first-order temporal logic.

3 The study of robust satisfaction and, more generally, of multi-valued and quantitative inter-
pretation of logical formalisms is, of course, very old. We focus on works relevant to our
motivation, sensitive monitoring of continuous signals.
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namely, being positive for signals that satisfy the property and negative for violating
signals. They propose an inductive procedure for computing the robustness degree, as
well as a recent tool [12]. Their approach is behavior oriented, indicating how much
should the signal be modified in order to satisfy or violate the property.

The measures introduced by Rizk et al. [22] are more property-oriented and intend
to assess how far a given formula, written in some variant of LTLA augmented with
numerical predicates, is from being an adequate description of a given simulation trace.
Their real-valued degree of satisfaction is obtained first by replacing all constants in
the formula by parameters and hence viewing all formulae admitting the same form as
points in an Euclidean parameter space. They compute the set of all points that corre-
spond to formulae satisfied by a given trace (or set of traces) and define a real-valued
satisfaction/violation degree based on the distance between the original formula and
the set of satisfied formulae. They use this measure to guide a search in the parameter
space. Their approach has been integrated into the BIOCHAM tool [6] and has been
applied to numerous biological examples.

In this paper we extend these works in several directions. First we propose an alter-
native quantitative semantics for MITL/STL which focuses on the robustness of satis-
faction with respect to time. We then show how these two robustness measures can be
combined into a generalized robustness measure which captures both space and time,
from which both the space robustness of [[L1] and our time robustness are obtained as
special cases. Then we present an efficient dense-time algorithm for computing these
measures for piecewise-linear signals. Finally we extend the algorithm to compute the
sensitivity of these measures with respect to parameter variations thus paving the way
for the extension of sensitivity-based parameter-space exploration methodology of [7]
to handle STL formulae.

2 Logics for Real-Valued Signals

In this section, we partly and briefly recall the framework set in [[15/17] to define an
appropriate logic for real-valued continuous time signals. In the rest of the paper, we
implicitly assume the existence of a system under study whose state is described by a
set of n variables V' = {1, 2, ...,2,}. The domain of valuation of V is denoted by
D =Dy x Dy x...XxD,. The domain R is the set of real numbers, B = {true, false} is
the Boolean domain and the time set is T = Rx(. As a preparation for the real-valued
semantics we will view B as {—1,+1} rather than {0, 1}. Disjunction and conjunc-
tion are realized as max and min and negation as minus. This way the passage to
the quantitative semantics of [11]] will be immediate. A trace (or signal or behavior)
w describing an evolution of the system is a function from T to D. We define a set
P = {p1,pa,...,pn} of projectors, so that for a given trace w, p;(w[t]) = =;[t] for all
t. If the context is not ambiguous, we write p; ] instead of p; (w(t]).

We first consider continuous-time Boolean signals, i.e., when D = B". A popu-
lar logic to characterize such timed behaviors is the Metric Interval Temporal Logic
(MITL) [2]] whose grammar is given by:

* Their treatment of time, interpreting the next operator as referring to the next integration step,
is too implementation-dependent to serve as a solid basis for defining time robustness.
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pi=plo@| o1 Apa | p1Us o2 (1)

where ¢, p1 and @9 are MITL formulae, p € P = {p1,p2,...,p,} and Z is an interval
of the form Z = (41, i2), (i1, 2], [i1,22) or [i1,i2], Where i; < iz arein T. For ¢ in T,
t + 7 is the set {¢t + ¢’ | t' € Z}. Traditionally the satisfaction of an MITL formula ¢
by a trace w at time ¢ is denoted by (w,t) E . We will use instead the characteristic
function x(p, w, t) which is 1 when (w,t) E ¢ and —1 otherwise.

Definition 1 (Semantics). The characteristic function of an MITL formula relative to
a trace w at time t is defined inductively as

x(p,w,t) = plt] (2)
X(—p, w,t) = —x(p, w,t) 3)

X (1 A w2, w,t) = min(x(¢1, w, t), x(p2,w,1)) “4)
X(p1 Uz p2,w,1) = max c min(x (2, w, 1), ”m[ltnt,] x(p1,w,t")) S)

Note again that the semantics of until is equivalent to the more familiar notation:
(w,t) F 1 Uz po & ' €t +T st (w,t') E pgand Vit € [t, 1], (w,t") E @1

where dense Boolean operations are replaced by dense min and max. From the ba-
sic operators of MITL, other standard operators can be defined such as eventually and
always: $zo 2 true Uz o, Oz¢ 2 =70

Signal temporal logic (STL) [[15] allows one to apply MITL-like reasoning to traces
over D = R™. The connection is done via a finite set M = {u1, ..., pui} of predicates
(Booleanizers), each mapping R™ to B. For a given 1 < j < £, the predicate j; is of
the form p; = f; (x1,22,...,2,) > 0 where f; is some real-valued function.

Definition 2. We call x; the primary signals of w and call their images by f; secondary
signals that we denote by {y1, ..., Yk}

The syntax is thus identical to MITL except for the predicates in M replacing the atomic
propositions in P. The semantics is identical to that of Definition [[lexcept for the base
case (we interpret sign(0) as 1):

X(ps w, t) = sign(f(za[t], .., zalt])) (6)

Figure[Dillustrates the semantics of the STL formulae 0[172] (z1+229—2 > 0) relative
to a two-dimensional real-valued signal. The methodology developed in [[15(17] for
deciding satisfaction of an STL formula ¢ by a real-valued signal is based on assigning
to each sub-formula v of ¢ a satisfaction signal, that is a Boolean signal whose value
at ¢ is equal to x (v, w,t). The computation goes bottom up (and backwards, for the
future fragment of the logic) starting from the primary signals from which the secondary
signals and their Booleanizations are computed, and then climbing up the parse tree
of ¢ until the satisfaction signal of the top formula is computed. This procedure is
similar in spirit to the novel translation from MITL to timed automata [[16] based on
the compositional principles of temporal testers initiated in [13121] where each formula
is associated with a transducer which computes the satisfaction signal of the formula
based on those of its sub-formulae. In Section ] we present a monitoring procedure for
the quantitative semantics.
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Fig.1. A two- dimensional real-valued signal w and the time evolution of x(¢,w,t) and
plp,w,t) for ¢ £ Opyoj(z1 + 222 — 2 > 0). (a) the primary signals z1,z2 and the sec-
ondary signal y = z1 + 2:102 — 2; (b) the truth value and spatial robustness of the sub-formula
corresponding to y > 0; (c) the truth value and spatial robustness of <>[1,2]y > 0 (notice the
smoothing effect of the non-punctual eventually operator).

With the flexibility of the definition of STL we can express a rich collection of rel-
evant temporal properties for continuous signals. However, it has two drawbacks: first,
the values of the primary and secondary signals at different time instances cannot “com-
municate” before being Booleanized and then handled by the temporal operators. This
limitation can be alleviated by letting predicates use also the shift operator (which is
a punctual version of <»). Although our implementation allows this feature we will as-
sume here only simple point-wise predicates in order to focus on the second drawback
mentioned in the introduction: the loss of quantitative information due to Booleaniza-
tion. In the next section, we propose several quantitative semantics for STL reflecting
the robustness, in space and time, of satisfaction or violation.

3 Quantitative Semantics

The first quantitative measure of satisfaction that we present is a simple reformulation
of the spatial robustness degree of [[L1], after which we proceed to a novel measure
of temporal robustness and finally to a generalized measure that combines both. The
definitions of all these measures are identical to Definition [Tl except for the base cases.
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Definition 3 (Space Robustness). The space robustness of an STL formula relative to
a trace w at time t, denoted by p(p, w, t), is defined inductively as

p(/ivwat): f(xl[t}w"axn[t])Where/iEf(l'lau )>0
p(—p,w, t) = —p((p,w t)
p(p1 A p2,w,t) min(p(p1, w, t), plpz2, w, t);

. ’
plpr Uz @2, w, 1) gz (min(p(pz,w,t), min plpr,w,t”

It is not hard to see that the definition above is sound in the sense of [L1]]: x(p, w,t) =
sign(p(p, w, t)). Figure [ illustrates the behavior of this measure. It captures the ro-
bustness of the satisfaction to noise in w. Let the point-wise distance between two finite
signals of the same length be ||y — v'|| = max; |y[t] — 3'[t]|- The following is a refor-
mulation of the results of [11]]:

Theorem 1 (Property of Space Robustness). If p(o, w,t) = r then for every w' in
which every secondary signal satisfies ||y; — yj|| < r, x(¢,w,t) = x(p,w',1).

While this semantics captures the robustness of satisfaction with respect to point-wise
changes in the value of the signal or in constants appearing in the predicates, it does not
fully capture the effect of changes in the constants appearing in the temporal operators
of the formula nor in changes in the signal along the time axis. Such changes are often
expressed using a retiming function, a monotone function o : T — T which transforms
asignal z to 2’ by letting 2’ [t] = x[«a(¢)]. Figure[2lshows three different signals satisfy-
ing p(¢,w1,0) = p(p,w2,0) = p(p, w3, 0) > 0 for the formula ¢ £ Oy, 4, (x> 0).
Intuition tells us, however, that w; satisfies ¢ more robustly being positive during a
large part of the [i1, i3] interval while wo has only a short positive spike and w3 al-
most misses the deadline for satisfying the positivity condition. All those signals have
the same value of p because they admit the same maximal value in the interval and
the point-wise space robustness cannot account for these differences. For the same rea-
son, it cannot capture the similarity between w3 and the property-violating signal wy,
obtained from w3 by a slight shifting in time, that is, wy[t] = w3t — €].

This observation motivates our definition of time robustness which indicates the ef-
fect on satisfaction of shifting events in time, where the term event refers to rising and
falling edges in Boolean signals, the moments where certain secondary signals cross a
threshold and their predicates change their truth value. Since the notion of a change in a
truth value is discrete, we define time robustness with respect to MITL and Boolean sig-
nals but the definition applies as well to the standard Boolean semantics of STL where
Booleanizers replace atomic propositions.

Definition 4 (Time Robustness). The left and right time robustness of an MITL for-
mula @ with respect to a trace w at time t are defined inductively by letting

0~ (p,w,t) = x(p,w,t) - max{d > 0s.t. Vt' € [t —d, ], x(p,w, 1) = x(p,w,t)}
0" (p,w,t) = x(p,w,t) - max{d > 0s.2. Vt' € [t,t +d], x(p,w,t") = x(p,w, 1)}

and then applying to each of (0, 0™) the rules (BHd) as in Definition[ll

Figure [3| illustrates the time robustness of the satisfaction of p by a Boolean signal.
Note that there are (unavoidable) discontinuities in the evolution of these measures at
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Fig. 2. Limitations of the point-wise quantitative semantics: signals w1, w2 and ws are considered
as satisfying {r;, ;,1(z > 0) from ¢ = 0 at the same degree, while the similarity between w3 and
the violating wy is not captured.
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Fig. 3. (a) Illustration of time robustness of a propositional formula p with respect to a Boolean
signal: 07 (p,w, t) = du; 07 (p,w,t) = d2; 0 (p,w,t') = —dy; 07 (p,w,t) = —dj; (b) The
evolution of #~ and 6 with time.

rising/falling edges and that 0~ (p, w,t) + 07 (p,w, t) is constant inside an interval in
which the truth value of p is uniform. The following property holds naturally for atomic
propositions and is preserved by temporal operators:

Theorem 2 (Property of Time Robustness). If 0~ (¢, w, t) = s (resp. 07 (o, w, t) =
s) then for any signal w' obtained from w by shifting events to the right (resp. to the
left) by less than s, we have x(p,w,t) = x(p,w',t).

We can now move to a combined space-time robustness which reflects trade-offs be-
tween space and time robustness: the same signal will be more robust temporally if we
are ready to compromise its spatial robustness and vice versa. The space-time robust-
ness of an STL formula ¢ with respect to a trace w at time ¢ is a family of function pairs
{6F,6 }.cr which map every spatial robustness c to left/right temporal robustness.
For an STL predicate u, let x.(u, w,t) = sign(p(u, w,t) — ¢), that is, a Boolean whose
value is positive if and only if the robustness of p for w at ¢ is at least c.

Definition 5 (Space-Time Robustness). The temporal robustness of a formula o rela-
tive to a spatial robustness c is obtained by letting

Qc_(u,w,t) = 9_(XC(Naw7t))
Gj_(luvwvt) = 9+(X0(Ma w, t))

and then applying the rules of Definitiond

Geometrically, these functions define the basis of the largest rectangle of height c that
can be constructed around ¢ while remaining below the secondary signal associated
with p, as illustrated in Figure @l In fact, the set of realizable triples (p, 0~ ,607") repre-
sents the possible trade-offs (a kind of Pareto curve) between these measures. It could
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Fig. 4. Illustration of the combined time-space robustness

equivalently be captured by a function p, . which maps time robustness to space ro-
bustness. The previously-defined space and time robustness measures are obtained as
the special cases: p = p, ., 0~ =6, and 6T = 6]

4 Computing Robustness Degrees

In this section we present an algorithm to compute the different quantitative semantics
for a given signal w and a formula ¢. We focus on space robustness p but the compu-
tation for 6 or 6. (for any value of ¢) is similar. The robustness function p(y, w, ) is
computed inductively on the structure of the formula, beginning with the computation
of the secondary signals based on the primary signals in w and the predicates in M.
Thus we need to compute the right-hand side terms of the semantics in Definition [I]
which reduces to the following subproblems corresponding, respectively, to operators
-, Aand Uz :

1. Giveny : T — R, compute z : T — R such that V¢ € T, z[t] = —y]t];
2. Giveny,y' : T — R, compute z : T — R such that

Vt € T, z[t] = min(y[t], y'[t]) (7)

3. Giveny,y : T — R and an interval Z, compute z : T — R such that
VteT, z[t] = in(y’ i 8
€ T. 2[f] = max (min(y/[7], min y[s))) ®)

The first of these being trivial, we focus on the second and third. The difficulty lies in
the fact that we compute functions and not only single values at specific time instants.
Dealing with continuous time and space, a natural input for our algorithm is a sequence
of time-stamped values of w obtained via variable step-size numerical simulation that
we interpret as a piecewise-linear function by linear interpolation. More precisely, we
assume that a secondary signal y is a piecewise-affine function of time with a finite
sequence of points {tk}1<k<ny where its derivative changes. We assume that y is right-
continuous and admits a right-derivative noted dy[t] = lim. g M, which is
simply its slope at ¢. If 4 is not continuous at ¢, we note y[t~| (resp. y[t™]) its limit to
the left (resp. to the right) of ¢. Finally, we extend the trace to be unbounded by letting
y[t] = ylto] for t < t1 and y[t] = y[t,, ] fort > tnyﬁ Clearly, to compute z satisfying

3 There are various other ways to interpret temporal logic over finite traces, such as the weak
semantics of [9] and other solutions surveyed in [17]. This topic is orthogonal to the rest of the

paper.
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@ or @) it is sufficient to know its values and its slopes at a finite sequence of time
instances {ry}1<k<n, such that z is continuous and dz is constant on each interval
[Fky Tkt1). We note

oo if (2, dz) is continuous for r > ¢

NextEvent(z,t) = {min{r >t ] (z[r7],dz[r7]) # (2[rT], dz[r"])} otherwise

thus z can be computed incrementally by the generic Algorithm[Il An interesting fea-
ture of this approach is that it can easily be adapted to work online where input w is
revealed progressively. Indeed, each time a new pair (z(ry), dz(ry)) is computed, the
algorithm can be paused to wait for additional input data w needed to compute 71
and (z(rg+1), dz(Tk41))-

Algorithm 1. An iterative algorithm to compute the robustness z of the conjunction or
the until of two secondary signals y and 3’
1: Initr, k=1
: Repeat
Compute (z[ry], dz[ry]) from (y,y")
Compute rx+1 = NextBEvent(z, i) from (y,y")
Letk=k+1
: Until 7, = o0

AN S

To implement Algorithm[I] we need to implement the intialization (line 1), the com-
putation of (z,dz) at a given time instant (line 3) and the NextEvent function (line 4)
based on the representation of y and y’ sampled at {t }1<r<n, and {t} }1<p<n,-

4.1 Conjunction: z[t] = min(y[t], y[t'])

Initialization and computation of (z,dz). In the case of the conjunction, we initial-
ize 71 to min(¢1,t}) and we note that computation of (z,dz) satisfying (@) is triv-
ial except when y[t] = y'[t]. In that case it can be seen easily though that dz[r] =
min(dy[z], dy’[r]) (the min operator preserves the right-derivative) so that if we extend
the min function with the lexicographic order, we have

vt €T, (2[t], dz[t]) = min { (y[t], dyt]), (y'[t],dy'[t]) } ©)

Computation of next event. Observe first that since we know ¥ and vy, we know their
NextEvent functions. Then, the slope of z can be discontinuous in r > r only if 7 is a
time event for y or y’ or if y[r] = y'[r]. Thus there are three possibilities:
L. (2w, dzlri]) = (ylre], dy[ry]) then
NextEvent(z, r;) = min{ NextEvent(y, r;), arg gin{y[t] =4'[t]}}
L>Tk
2. (z[ril, dz[re]) = (y'[re], dy'[rs]) then
NextEvent(z, 1) = min{ NextEvent(y', ), arg gin{y[t] =y'[t]}}
Tk
3. (z[r], dz[re]) = (ylre], dy[re]) = ('[r&], dy'[rx]) then
NextEvent(z, 7) = min { NextEvent(y, %), NextEvent(y’, rx)}
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. . _ . ’ .
4.2 The Until Operator: z[t] = Trgtajcl_(mln(y [, min, y[s)))

The computation for the until operator involves the detection of the change in the max-
imal or minimal value of a signal over a moving time window. We note y[t, 7] =
minge(y, -] y[s], so that we have to compute

VteT, z[t] = in(y’' ¢ 10
£, =[] = max (minfy/[7], ylt, 7])) (10)
The value z[t] is provided either by y or by ¢’ at some time instant in [¢, ¢ + i5]. The
following result, that we use to compute (z, dz) and the NextEvent function, shows that
if z[t] is not provided by 3’, then it has to be y[t, ¢ + 41].
Lemma 1. We say that T is an admissible time for y' iff y'[7] < ylt, 7). If there is no
admissible time for ', then z[t] = y[t,t + i1] = %nin | y[s].

- se[t,t+11

Proof. Since there is no admissible time for y’, there must be t* € [t,t + i3] such

that z[t] = y[t*]. Moreover, y[t*] has to be equal to Srerﬂri ]y[s} for some 7 in [t +
i1,t + 2. Since [t,t +i1] C [¢, 7], 2[t] = y[t*] < gel[[}lg}”]y[ s]. Furthermore, z[t] =
ylt*] = Trg?jcz(srerﬁri]y[ s]) and since ¢ + 41 € ¢t + Z, z[t] > seftntlﬂzl]y[ s] so that
z[t] = sin, ylsl.

Initialization and computation of (z,dz). Since (z[t], dz[t]) depends on the values of y
and y’ on the interval [t,  + 4], the first time event for z is r; = min(t; — i, t] — i2).
Then to compute z[t] for a given ¢, we first scan chronologically the values of y on
[t,t + 1] to compute their minimum y[t, ¢ 4 ¢1]. Then we scan the values of ' and y
for 7 in [t 41y, t + io), updating y[t, 7], then getting the minimum with ¢/[7] and finally
the maximum with the value obtained before 7. At the end, we get the value z[t].

In the process, we also compute dz[t] starting by initializing it to dy[t]. Then, each
time a new value for the minimum of y is found for some 7 in the interval (¢,¢ + i1),
we compare the current value for dz[t] with 0 (because 7 does not depend on ¢) and
keep the minimum. For 7 = ¢ + 41, we compare the current value for (z[t], dz[t])
with (y'[t + 41], dy'[t + i1]) and (y[t + 1], dy[t + 41]) and keep the minimum (in the
lexicographic sense). For 7 in the interval (¢ + i1, t + i2), as long as we do not find an
admissible time for y’, we only update dz[t] if y[7] is equal to the current value of z[t],
in which case we set to dz[t] = min(0, dz[t]). When a new admissible time 7 is found,
(z[t], dz[t]) is updated to max((y’ [7],0), ([t ] dz[t])). Finally, if ¢+ is admissible, we
let (z[t], dz[t]) = max((y'[7], d [ D), (2[t], dz[t])). We note arg z[t] the time instant in
[t,t + i1] when the value of (z[t ] z[t]) is determined.

Computation of next event. Assuming that we computed (z[rg], dz[r]), we need to
compute the minimum time 7511 > 7% such that z is discontinuous in r;y; and/or
dz[rg+1] is different from dz[r]. Firstly, an event can occur at r > 7y, due to an event
fory ory’ at ry, rp, + i1 Or T + 49, i.€. if

r = min{NextEvent(y, t), NextEvent(y’, t') such that

. : . . 11
t € {rg, re +i1,me +iok,t’ € {ry + i1, rx +i2}} (D
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Fig. 5. Computation of until robustness. Here, arg z represents the point that determines z. For
T < T, there is no admissible time for ¢’ and z[7] = y[r]. The following admissible time is
T, + i1, since y[r] = y'[r + 41] (second condition of (I3)). At rj1, another time becomes
admissible, which causes z to be discontinuous (first condition of (I3} ).

The second possibility of event depends on whether the value of (z[ry], dz[ry]) comes
from y or y'. If there is no admissible time for 3/, we showed that z[r] is y[rk, 7 + 1]
s0 an event can occur when y[r, r 4 4] and/or its derivative is discontinuous. We can
show that this can happen only if 7 satisfies:

min{y[t;],y[t;] | r < t; <r+i1} = min(y[r],y[r + i1])

. J: . . (12)
or min{y[t;],ylt; ]| r <t; <r+ii} >yl[r] =ylr+ii]

Now, whether there are admissible times for 3 or not, we have to monitor the appear-
ance of new admissible (adm.) times. This can happen only if r satisfies:

ylr] = min{y/[t}], y/[t}7] | 7 + 41 <t} < 7+ iz with £, not adm. for 7y}
or y'[r +41] = y[r] with 7 + 41 not adm. for ry, (13)
or y'[r + i) = y[r,r + i2)

Finally, we have to monitor discontinuities in the maximum values of 3y’ among existing
admissible times. They can happen only if

r+iy is adm. and y'[r] =max{y'[t], y'[t; ] | r+i1 <tj(adm.)<r+iz}
or iy is adm. and y'[r+ig] =max{y'[t}], y'[t] ] | r4+i1<tj(adm.) <r+is}
or y'[r+i1] = y'[r+i2] with r+41, r+is adm.
(14)

Then the expressions (ITHI4) provides conservative conditions for r > 7, to be
NextEvent(z, 7). The algorithm computes the minimum 7 > 7} satisfying one of
these conditions, then (z[7], dz[7x]) and iterates with 7, = 7, until (z, dz) is found to
be discontinuous in 7. Figure [§]illustrates the process.

4.3 Computational Cost

The complexity of the robustness computation for a given signal and a formula is clearly
linear with respect to the computational cost of Algorithm Il the constant being the
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size of the formula. The cost (time and space) of algorithm [l depends on the number
of events generated. In the case of conjunction, there can be as many as n, + n, +
max(n,,n,,) (the third term counting the maximal number of intersections between y
and 3) so it is linear in the number of samples in y and ¥’

In the case of the until operator, this number is more difficult to estimate due to the
complex inter-dependance of values of y and ¢’ in the intervals [t,t + i5]. We con-
jecture that this bound is also linear in n, -+ n,s. Then each time step requires the
computation of (z,dz) for a given interval [¢,¢ + i3] involving scanning and compar-
ing the values of y and ¢ in this interval. The worst complexity for this operation
is of the order of the sum of the maximum number of sampling points of 7y and ¢’ that
[t,t+1i2] can contain. We write this number 72, ,)n7, SO that our conjectured complex-
ity is O ((ny +ny) X n(yuy/)nz). In practice, we found that the complexity is usually
better since the value of z may have much less changes due to the fact that the maxi-
mum/minimum of a signal over a moving time window is likely to remain constant for
long periods.

We compared our implementation with TaLiRo [12]], the only other known tool for
computing robustness degrees of temporal formulae. Their algorithm, for which the
implementation details are not provided, appeared experimentally to behave linearly
in the size of the input signals but, at least in some cases, exponentially (in time and
memory) in the size of the formula. For the same data and formulae, our algorithm was
behaving as (or better than) the above analysis suggestsﬁ

5 Robustness Sensitivity

In [8L7] we have developed a methodology, based on numerical simulation and sensitiv-
ity analysis, to explore the parameter space of a dynamical system in order to determine
the region in this space which induces some qualitative behavior. This work has been
restricted so far to simple reachability properties and the development in this paper ex-
tends its applicability to the whole range of temporal properties, with sensitivity defined
as follows.

Assume that the robust satisfaction of a formula ¢ by a signal w is parameterized by
some A € R, i.e., fort € R, its value is p(p, w, t, \), and that it is differentiable with
respect to A, with derivative noted dp(p, w, t, A). As a simple illustration, consider the
predicate p: x1 + 222 — A > 0 with the corresponding secondary signal y. We have
p(x1+2x2— A > 0,w, ¢, \) = y[t, \] = x1[t] +2z2[t] — A, which is differentiable with
respect to A, with dy[t, A] = —1. Another common situation is when the signal results
from the simulation of a system with an uncertain parameter A. Then w is a function of
A and we can get the derivative of the primary signals from a sensitivity-aware simulator
and deduce those of the secondary signals by applying the chain rule.

Having defined the robustness sensitivity to A for some base formulae (supposedly
for all A and t), we remark that our algorithm presented above can be easily adapted
to compute the robustness sensitivity of any formula built from these base formulae.
As for the robustness, the core of the algorithm needs only to implement the derivative

®See http://www-verimag.imag.fr/~donze/breachpage.html for experi-
mental data.
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of some function z satisfying z[t, \] = —yl[t, ], the relation (@) or the relation ()
including A, corresponding to —, A and Uz . We first observe that if y and 3’ are
differentiable with respect to A, then z = min(y, ') is differentiable everywhere except
when y[t, \] = y'[t, A] for some ¢ € T. However, it has a right- and left-derivative at
this point which are

di z[t, A] = min(di y[t, ], d{y'[t, \]) and d 2[t, A] = max(dy y[t, \],dy y'[t, \])
(15)
Thus we can adapt Algorithm [I] to compute the right- and left-derivatives of z in a
way similar to the way we compute dz. In addition to computing (z[ry]), dz[rg]), we
compute (dy z[ry, ], d z[rg, A]): each time z is updated with the comparison of two
signals taking the same value, we update d;\*‘z and d; z using rule (I3).

6 Discussion

We have contributed to further proliferation of logic-based ideas to the study of contin-
uous and hybrid systems. Temporal logic offers a complementary way to evaluate real-
valued signals, a way which is different from other commonly-used norms, measures
and metrics, most of which are either point-wise or based on summation and averaging.
We strongly believe that the measures introduced in this paper will find their appli-
cation niche in situations where the interaction between timing and magnitude is non
trivial as is the case in the design of mixed-signal circuits or the analysis of biochemical
pathways.

Future work includes the application of these measures and algorithms to the explo-
ration of the parameter space of examples coming from the above application domains,
including the incorporation of the sensitivity measure into gradient-based optimiza-
tion procedures. To make the exploration procedure more effective, we intend to aug-
ment these measures with a more refined diagnostics to indicate more precisely what
(Boolean combinations of) changes in the primary signals are required or sufficient in
order to secure satisfaction. To this end we will need to propagate the information down
from the secondary to primary signals and resolve possible conflicts due to the fact that
the same primary signal may appear in several predicates.
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Abstract. We present a general approach to combine symbolic state
space representations for the discrete and continuous parts in the synthe-
sis of winning strategies for timed reachability games. The combination
is based on abstraction refinement where discrete symbolic techniques
are used to produce a sequence of abstract timed game automata. Af-
ter each refinement step, the resulting abstraction is used for computing
an under- and an over-approximation of the timed winning states. The
key idea is to identify large relevant and irrelevant parts of the pre-
cise weakest winning strategy already on coarse, and therefore simple,
abstractions. If neither the existence nor nonexistence of a winning strat-
egy can be established in the approximations, we use them to guide the
refinement process. Based on a prototype that combines binary deci-
sion diagrams [79] and difference bound matrices [5], we experimentally
evaluate the technique on standard benchmarks from timed controller
synthesis. The results clearly demonstrate the potential of the new ap-
proach concerning running time and memory consumption compared to
the classical on-the-fly algorithm implemented in UPPAAL-TIGA [T0/4].

1 Introduction

In the last two decades, the timed automaton model by Alur and Dill [2] has
become a de-facto standard for modeling timed asynchronous systems. A natural
extension to their classical definition is to distinguish between internally and
externally controllable behaviors [I53]. The automated analysis of such so-called
open systems requires a game-based computational model where an internal
controller plays against an external environment. Solving problems defined on
open systems (such as, e.g., timed controller synthesis [I5]) is an active area
of research [ISIBJI3ITITOMIRII6) and usually corresponds to computing winning
strategies in two-player games played on timed automata.

A predominant source of complexity in this setting is the large size of the
concurrent control structure induced by a network of communicating timed au-
tomata. Current timed game solvers such as UPPAAL-TIGA [10/4] represent the
continuous parts symbolically, but the location information explicitly. Hence,

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 107-121] 2010.
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such semi-symbolic representations fail in the analysis of timed systems with
many concurrent components causing a discrete blow-up in the state space.

In this paper, we tackle this problem by introducing an abstraction refinement
approach that uses discrete symbolic techniques (e.g., binary decision diagrams
(BDDs) [T9I18]) to produce a sequence of syntactic abstractions with increasing
precision of the input network of timed automata. We obtain the abstractions by
merging locations such that the abstract control structure strictly weakens one
player and strengthens her opponent. For each abstraction, we apply traditional
solving algorithms to obtain an under- and an over-approximation of the winning
states of the reachability player (e.g., one can use [10], which works fine for timed
games with few locations, to obtain under-approximations).

Instead of solving the original game on the most precise control structure
directly, our key idea is to solve a sequence of simpler games where each solv-
ing process reuses the approximations obtained from the previous one. That
is, we use winning state set approximations computed on coarse (and there-
fore simple) abstractions to (1) characterize interpolants for refinement that
ensure an increase in precision, and (2) derive pruning rules and optimizations
that accelerate subsequent game solving processes over finer abstractions. Both
soundness and effectiveness of our approach rely on the fact that whenever an
abstract state appears in an under-approximation, all subsumed concrete states
are surely winning, and dually, whenever an abstract state is not contained in
an over-approximation, all subsumed concrete states are surely not winning.

In our prototype, the use of BDDs allows us to represent sets of locations effi-
ciently and to refine abstract games arbitrarily while retaining an algorithmically
simple check for the existence of abstract transitions. Based on (federations of)
difference bound matrices (DBMs) [5], we use our own implementation of [10]
for obtaining winning state set approximations.

Example. Consider the timed game automaton G given in Fig. where
lo is the initial and I3 is the goal location. The reachability player (<) controls
the dashed edges and wants to reach [3 while the safety player (O) controls the
solid edges and wants to avoid l3. We abstract G by merging its locations. The
abstract locations so obtained are connected via abstract transitions which are
either (1) surely available, i.e., there is a corresponding concrete transition from
each represented location, or (2) potentially available, i.e., there is a correspond-
ing concrete transition from some represented location. Figures and
show abstract automata with one abstract location representing the concrete
goal location I3 and one abstract location representing the remaining locations
lo, 11, and l2. In [G]o, we strengthen < by letting her play on the potentially
available transitions and weaken 0O by letting him play on the ones that are surely
available. Dually, we weaken < and strengthen 0O in |G|o. In [G]o, the abstract
initial location (together with the initial clock valuation x = 0) is winning for
<O, whereas in |G o, it is winning for 0. Hence, we cannot determine the winner
of G based on this coarse initial abstraction. Therefore, we refine the abstraction
by separating [y in an additional abstract location. The finer abstractions are

shown in Figures and Now, < wins in |G]; and, therefore, also in G.
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Fig.1l. Game automaton G, abstractions [G]o/|G]o, and refinements [G]1/|G 1

Related Work. The definition of the game solving problem in the framework of
timed automata [2] was given by Maler et al. [I53]. In their fundamental work,
the decidability of the problem was shown by demonstrating that the standard
discrete attractor construction [19] on the region graph suffices to obtain winning
strategies. Henzinger and Kopke showed that this construction is theoretically
optimal by proving EXPTIME-completeness of the problem [I3]. A first on-
the-fly solving technique was proposed by Altisen and Tripakis which, however,
requires an expensive preprocessing step [I]. As a remedy to this problem, Cassez
et al. proposed a fully on-the-fly solving algorithm that combines the backward
attractor construction with a forward zone graph exploration [T0J4]. Recently,
we developed an incremental variant that takes the compositional nature of
networks of timed automata into account [I6]. As a continuation of this line of
research, the approach presented here can be seen as a further generalization that
(1) provides the general basis for more fine-grained (location-based) abstractions,
and (2) reports on a concrete application combining BDDs and DBMs.

Henzinger et al. adapted counterexample-quided abstraction refinement for
games [12] where abstractions are defined over game states, counterexamples are
abstract strategies, and refinement corresponds to the splitting of abstract game
states. De Alfaro et al. introduced three-valued abstractions [I1] where the refine-
ment process is guided by differences between under- and over-approximations
of the game states. Due to their semantic (i.e., state-based) natures, both tech-
niques can be seen as a generalization of the approach presented in this paper.
However, due to the lack of suitable data structures, an immediate implemen-
tation of these techniques for timed games, resulting in an efficient solving al-
gorithm, appears not (yet) possible. We argue that location-based abstractions
are an interesting sweet spot between granularity and implementability.

We propose an optimization technique that prunes irrelevant moves early in
the refinement process which resembles slicing from model checking. Briickner
et al. proposed a technique that combines slicing with abstraction refinement [6].
While their work only considers model checking problems for closed systems, our
approach is capable of handling the strictly more general class of open systems.
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Outline. Section [2 recalls the necessary foundations. In Sect. [3 we first for-
malize the notion of abstract games and give an algorithm that constructs an
abstract game from a given concrete game and a location partition. Based on
that, Sect. M describes an approximation-guided refinement loop, which is the
formal basis for our prototype implementation presented in Sect.

2 Preliminaries

2.1 Timed Games

We consider two-player, zero-sum reachability games played on timed automata.
We distinguish between the reachability player & whose objective is to eventually
reach some goal state, and the safety player O whose objective is to always
avoid goal states. Following the setting of [3], we assume that timed automata
are strongly nonzeno, i.e., there are no cycles where a player can play a time-
convergent sequence of moves.

Timed Game Automata. A timed game automaton (TGA) [2I153] G is a
tuple (L, I, A, X, G), where L is a finite set of locations, I C L is a set of initial
locations, A C L x C(X) x P(X) x Lis the set of transitiond], X is a finite set of
real valued clocks, and G C L is a set of goal locations. We distinguish between
controller Ay and environment transitions A¢ such that A = Ag W Ae. The
clock constraints ¢ € C(X) are recursively defined as ¢ = true |z i c| 1 A pa,
where z is a clock in X, ¢ is a constant in INg, 1 € {<,<,>,>}, and ¢y,
@2 are constraints in C(X). A clock valuation t : X — IR>( assigns a non-
negative value to each clock and can also be represented by a |X|-dimensional
vector t € R where R = IRZ, denotes the set of all clock valuations. For a
constraint ¢ € C(X), we define [¢] = {t € R | t |= »}. We denote clock resets
as t[A := 0], for a set A C X, and uniform time elapse as t + d, for a d € IR>o.
A partition of the locations L of a TGA G is a set IT = {m,...,m} €
P(P(L)\ {0}) such that J!_, m = L and m; Nw; = 0 for i # j. We say that a
partition II' is finer than a partition IT, written as IT < II’, iff |II| < |II’| and
Va' € II' : A € II : ©’ C 7. The refinement of a partition II with a set R C L,
is defined as IT|R = |J,cy{m N R, 7\ R} \ {0}. The most fine-grained partition

is denoted as I with \ﬁ| = |L|.

Timed Game Structures. The semantics of timed game automata is defined
in terms of timed game structures. A timed game structure (TGS) S is a tuple
(S, S0, I'n, I'c) where S is an infinite set of states, Sy C S are the initial states,
and I'y, I'c C S x S are the moves of the players. A TGA (L,I, ApU As, X, G)
induces a timed game structure S = (L x R, I x {0}, I, I'c) with

I, :{(s,s’) | 3d > 0: &' :s—l—d} U
! For the sake of simplicity, we omit transition labels in our formal definition since

control-related concepts such as synchronization or integer variables are just techni-
calities in the construction of the symbolic discrete transition relation.
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{(@0), ) |30 M1)€ Ay t = At =X :=0]},

for a player p € {O,<¢}, where, for a game state s = (I,£) € S and a delay
d € R>p, we write s + d for (I,t + d).

Strategies and Outcomes. A strategy is a function that determines a par-
ticular player’s decisions during the course of a game. In general, a strategy is
defined over a history of events. However, for reachability games under complete
information, it suffices to consider state-based (or memoryless) strategies [I53].
Formally, a memoryless strategy for player p is a function f, : S — S such that
all s € S are mapped to an s’ with (s, s’) € I,. Such an s’ always exists because
even if there is no successor location of the current location, it is always possible
to play a time elapse move.

The notion of an outcome of a pair of strategies fo and fy defines the set of
states that are reached if player < sticks to fo and player O sticks to fg. Let
s and s’ be two states in S with s = f,(s), p € {0, <}, then the time elapse
between s and s', written as §(s, s'), is defined as (1) 0(s,s’) = d, if ' =s+d,
for a d € Rq; (2) d(s,s’) = 0, otherwise. The set Outcome(fo, fu) C S is the
smallest subset of S (wrt. set inclusion), such that the following holds:

— So C Outcome(fo, fo);

— if s € Outcome(fo, fo), then
fa(s) € Outcome(fo, fo), if 0(s, fa(s)) < d(s, fo(s)), and
fo(s) € Outcome(fo, fu), if (s, fo(s)) < (s, fa(s)).

With this definition of Outcome, we assume that (1) player <& chooses the initial
state, and (2) the scheduler resolving concurrent moves is always playing in favor
for player <. Note that this captures the controller synthesis problem accurately
since any actual controller implementation (player 0O) has to be robust wrt.
any low-level scheduling policy or arbitrary environment (player <¢). Moreover,
along with complementary winning objectives, the timed games considered here
are always determined and their semantics is equivalent to UPPAAL-T1GA [I0/4].

Timed Reachability Games. Let S = (5,50, 15,Io) be a TGS and K C S
a set of goal states. Then (S, K) represents a timed reachability game. Player <
wins (S, K) iff she can enforce a visit to K. More formally, player & wins iff
AfoVfg: Outcome(fo, fo) N K # 0. A TGA G with goal locations G induces a
timed reachability game Game(G) = (S, K) such that S is the game structure
induced by G and K = G x R is the set of G’s goal states.

2.2 Solving Timed Games

Solving a timed reachability game (S, K) means computing the set of states
from which player ¢ has a strategy to enforce an outcome that contains some
states from K. Before we come to the actual solving algorithm, we formalize the
notion of controllability. For a TGS § = (S, So, I, %), the timed enforceable
predecessor operator PreEnf : P(S) — P(S) for player < is defined as

PreEnf(Y):{TGS|EISEY:(r,s)efo/\(Vd>O:s=7"—|—d



112 R. Ehlers, R. Mattmiiller, and H.-J. Peter

:>V0§d'<d:V(r’,s')€FD:r’:r+d':>s’€Y)}.

Intuitively, PreEnf(Y") comprises the source states of O-moves leading to Y that
(1) change the location or (2) delay with no spoiling O-move in between. It was
shown in [I5J3] and later in [10] that PreEnf can be effectively computed using
clock regions or clock zones.

We define those states from which player & has a winning strategy to enforce
an outcome that eventually visits some state in K as the attractor of K. For
a reachability game (S, K'), the computation of the attractor Attr(S,K) C S is
carried out by iteratively applying PreEnf in a least fixed point construction on
K, i.e., Attr(S, K) corresponds to uA.A U K U PreEnf(A) [I5/3]. Note that any
starting point A’, with K C A" C Attr(S, K), converges to Attr(S, K) in the fixed
point construction. We will write Attr(G) as an abbreviation for Attr(Game(G)).
Player ¢ wins Game(G) iff Sy N Attr(G) # 0. Dually, player O wins Game(G) iff
player < does not win, i.e., Sy N Attr(G) = (.

Theorem 1. [13] For a TGA G, constructing Attr(G) is complete for EXPTIME.

From a practical point of view, a careful analysis shows that the application of
the (nonconvex) symbolic PreEnf operator is very expensive compared to a zone-
based forward analysis. For this purpose, the authors of [I0] propose an on-the-
fly game solving algorithm based on an interleaved fixed point construction that
alternates between a forward exploration of the reachable states and a backward
propagation of the attractor. Here, the number of PreEnf applications is reduced
at the cost of introducing forward steps. In combination with the abstraction
refinement technique presented in this paper, we use this algorithm to compute
attractor under-approximations. In the following, we refer to algorithms such as
[10] as backend solving algorithms.

2.3 Boolean Functions and Binary Decision Diagrams

Sets of locations can be represented by Boolean functions (BFs) F': P(B) — B
for some finite set of variables B. In practice, reduced ordered binary decision
diagrams (BDDs) [7/9] are the predominantly used data structure for this task.
Since the usual operations on Boolean functions such as conjunction, disjunction
and negation can be implemented as manipulations of BDDs, we treat Boolean
functions and BDDs interchangeably here. In addition, BDDs support existential
(and universal) abstraction. Given a set of variables B’ C B and a BDD F, the
existential abstraction of F' wrt. B’ is written as 3B’.F and denotes the BDD
that maps those and only those z C B to true for which there exists some
a2’ C B’ such that F(z' U (x\ B')) = true.

3 Abstract Timed Games

We abstract a TGA by merging its locations such that the resulting abstract
control structure strictly privileges one player and penalizes her opponent. We
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can do this asymmetric abstraction in two ways: (1) we can weaken player <
and strengthen player O to obtain a weakened reachability game; (2) we can
strengthen player & and weaken player O to obtain a strengthened reachability
game. In this section, we first introduce the formal model which acts as a basis
for showing soundness and completeness of our approach. Then, we describe a
Boolean function-based algorithm for constructing abstractions.

3.1 Abstract Timed Game Automata

ATGAG=(L,I,A X,G) with A = Ao W A and a partition IT of L induce a
weakened TGA |G| and a strengthened TGA [G]m:

\Glo =L 1|, |Ac)n U [Ag]m, X, |Gl r);
(Gln =L [, [Aoln U |Aaln, X, [Gln).

Here, the weak abstracting operator |-| and the strong abstracting operator [-]
are defined as follows. For any set L’ C L (and in particular I and G), we define

|L'|p={rell|nCL'} and
[L'Np={rel|rnL #0}

Furthermore, for any set A’ C A, we define

LA g ={(m, o\ 7)) |[Vlen:T" en’: (l,po,\I') € A’} and
(AN ={(me A7) |Ten:TN en :(l,p,\1') € A'}.

Intuitively, transitions in | A’ | are surely available, while transitions in [A"] 7
are potentially available. It is easy to see that |Y |z C [Y|n, for every set of
locations or transitions Y. We say that a pair of abstract locations (m,m2) €
IT x I represents a potential connection in a TGA G wrt. a partition [T iff there
is a connecting transition from m; to w3 in [A] . The following lemma states
that a refinement never introduces new potential connections.

Lemma 1. For a TGA G with locations L and partitions II and II' of L with
II < I, if (71, m9) € IT X IT is not a potential connection in G wrt. I, then there
is no potential connection ('}, 7h) € II'x II' in G wrt. II' with 7] C w1 A7l C ma.
In order to compare abstract attractor sets for different partitions, we need to
flatten them: let a = (m,t) € P(L) x R and A C P(L) x R. Then, the flattenings
of a and A are defined as @ = {(I,t) | [ € 7} and A = U,ea @ Recall that I

denotes the most fine-grained partition. With these definitions, we can state the
central soundness lemma.

Lemma 2. Let G be a TGA with locations L and II be a partition of L. Then,
Attr([G]m) C Attr(|G| ) = Attr(G) = Attr([G] ) C Attr([G] ).

On the one hand, Lemma [2] guarantees the soundness of our abstractions: once
an abstract state (m,t) appears in the attractor under-approximation, every
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subsumed concrete state (I,t), for any | € 7, is surely winning for player <.
Dually, once an abstract state (7',¢') is not contained in the attractor over-
approximation, every subsumed concrete state (I’,t'), for any I’ € 7/, is surely
winning for player 0. On the other hand, the lemma ensures that every refine-
ment process eventually ends up with the precise attractor (e.g., when IT = IT).

Soundness of Zeno Abstractions. Location-based abstractions of timed sys-
tems may contain zeno loops giving rise to the existence of physically unmean-
ingful, and therefore spuriously too powerful, winning strategies. Note that this
does not affect the soundness of our approach: there can only be zeno loops in an
over-approximating control structure since we require the original system to be
strongly nonzeno. Then, giving spuriously more power to an over-approximated
player O is consistent with the abstraction. On the other hand, giving zeno
moves to an over-approximated player & does not increase her winning possibil-
ities since no moves leading to goal states are added.

We do not require a special treatment of zeno behavior in the backend solving
algorithm; we only expect that, for zeno inputs, the algorithm reports sound
(though zeno) strategies (which is the case for [10]).

3.2 Constructing Abstractions Using Boolean Functions

The key motivation for considering location-based abstractions is the possibility
to use BF's for the construction of the abstract control structure. In this section,
we describe an algorithm that constructs abstract (both weakened and strength-
ened) TGAs from a concrete TGA G = (L, I, A, X, G) and a location partition
II. Note that we only use BFs for the construction of abstract TGAs but not
for the actual game solving: abstract TGAs are represented using the standard
(explicit location) representation [10].

In a preparation step, we encode A as a BF. The set of BF variables B that
we use for our symbolic encoding consists of three disjoint sets Br, Br/, and
Bx, where By, and By represent predecessor- and successor-locations of timed
transitions (with |By| = |Br:| = [log, |L|]). Furthermore, Bx is a set containing
one variable v, for each clock z (for encoding resets in the transition relation)
and one variable v, for each atomic constraint ¢ = z > ¢ in A (for encoding
guards).

We formalize these encodings in the following predicates over B. First of all,
for each location [ € L, the predicate () over By, encodes ! in binary form, and
similarly, the predicate (I)’ over By, encodes the primed version of [ as a succes-
sor location. Formally, (I) and (I}’ are functions mapping an assignment to the
variables in By, and By (respectively) to true iff the assignment corresponds to
the location [. As long as the binary encoding of the locations guarantees that
the locations add up to true and are disjoint (\/,., (1) = V,c.(])’ = true and
for all locations l1,l> € L, (l1) A (I2) = false and (l1)" A (i2)) = false when-
ever l; # lp), the details of the encoding are not important and are therefore
not discussed here. We refer to Sect. [l for further details. Additionally, we de-
fine (¢) = v, for all atomic constraints ¢ appearing in A, (@) = AI_, (;) for all
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Algorithm 1. BF-based construction of the transition relations of |G| and
[Glm, for a given TGA G and a location partition IT.

1: for all p € {0, ¢} do

2:  for all (m,n') € I x Il s.t. A= (n) A(Ap) A (n') # false do

3: for all ¢ € C(X) and A C X s.t. B=AA (¢) A (N) # false do
4: add (7, ¢, \, ') to [Apnm

5: if ([[ﬂ]) = (3B U BX.B)) = true then

6: add (m,p, A\, 7') to |Ap|n

nonatomic constraints ¢ = @1 A...App and (A) = A\ va AN cx\ )\ 0 for all
resets A C X appearing in A. These predicates are used to encode the guards of
a transition and the respective resets in the transition relation.

For a set of locations m C L, we write (7] for \/,.. (I). The Boolean predicate
that symbolically represents the concrete transition relation for a player p €
{0, <} can be defined as (4,) = V(s,@,A,t)EAp(ISD A (@) A (M) A (t). Note that
the extension of this definition by, e.g., an action-based synchronization of dis-
tributed components or discrete integer variables used in guards and update
expressions is straightforward. However, for the sake of simplicity of our presen-
tation, we stick to the minimalistic, monolithic setting, although our prototype
implementation described in Sect.[Blsupports these features. Then, for a network
of timed automata, by building the transition relation for each automaton sepa-
rately, explicitly enumerating all locations in the product automaton is avoided.

Finally, Algo. [Il describes the construction of the transition relations for the
abstract TGAs |G| and |G| from the concrete TGA G and a partition IT.
In the first two lines, the algorithm iterates over the players and all potential
connections (m, '), which are represented as the BF A. In line 3, we iterate over
all combinations of guards ¢ and resets A whose corresponding predicates satisfy
A, and compute the BF B that represents all concrete transitions (I, p, A1),
with (1,1') € m x 7’. In line 4, the transition is added to the set of potentially
available transitions. Then, in line 5, the algorithm tests if the transition is surely
available, i.e., if it also needs to be added to the set of surely available transitions
in line 6. It is easy to see that the abstract transition relations constructed by
Algo. [0 satisfy the definition from Sect. Bl

Note that the iterations in lines 2 and 3 do not necessarily induce a global
explicit blow-up, as we can use the following optimizations:

1. We use the algorithm only to update the abstract TGAs in an incremental
way during the refinement process. This way, we only need to consider the
abstract locations modified by the respective last refinement step in line 2.

2. According to Lemma/[l if two abstract locations w1 € IT and w5 € IT are not
connected in [G] 7, we can safely assume that any pair of refined abstract
locations 7] C 71 or wh C 7o is also not connected in [G] g, where IT < IT',
my € I’ and 7, € IT'.

3. In line 3, assuming that we use a BDD to represent the BF A, we can inspect
the BDD structure of A to skip guard/reset combinations that do not occur
for the chosen abstract states = and 7.
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4 Approximation-Guided Abstraction Refinement

In an abstraction refinement loop, we incrementally solve a sequence of abstract
games with increasing precision converging to the original game. In Sect. Il we
first describe how to obtain sets of concrete locations that serve as interpolants
for refining abstract locations. Then, Sect. describes the actual refinement
loop. Finally, Sect. investigates optimizations.

4.1 Abstract Location Refinement

We give a general characterization of sets of concrete locations that can be used
as interpolants for splitting abstract locations, i.e., location partitions in I7. All
interpolants selected by any concrete refinement heuristic must satisfy this char-
acterization. Due to the lack of space, we only describe the refinement for enlarg-
ing attractor under-approximations; shrinking attractor over-approximations is
just the dual case and can be done analogously.

Definition 1. Let G = (L,I, A, X,G) be a TGA, II be a partition of L, and
|A] = Attr(|G] ). A set of concrete locations R C L is defined to be an effective
interpolant if and only if there is at least one w € I with ® C 7 N R C m such
that either

(1) there is at least one transition (m, o, A\, 7'y € [As|m \ | Ao | such that
ViennR:3A en : (l,p,\l') € Ao and
te o] : (mt) ¢ |A] A (7, t{A:=0]) € |A], or

(2) there is at least one transition (w, o, A\, ') € [Ag]m \ |Aa]m such that
Vien: (3 ern : l,o,\I') € Ag) =1 € R and
3t €[] : (7' t[A:=0]) ¢ [A].

In other words, an effective interpolant R refines some abstract locations whose
transitions are either spuriously too weak for player < or spuriously too powerful
for player 0. More precisely, guided by an attractor under-approximation, R is
defined based on transitions whose appearance generates winning <-moves or
whose disappearance removes spoiling O-moves. There always exists an effective
interpolant unless the abstraction is most precise:

Lemma 3. If Attr(|G| ) C Attr(G), then there exists an effective interpolant.
Refinements with effective interpolants always ensure progress:
Lemma 4. If R C L is an effective interpolant, then IT < IT|R.

Refinements leading to an increase of precision are based on effective inter-
polants:

Lemma 5. Let R C L, |A] = Attr(|G] 1), and |A'| = Attr(|G|g\R), where |A]
is the starting point for computing |A’].

—

If [A| C |A], then R is an effective interpolant.
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4.2 Refinement Loop

For a TGA G = (L,1, A, X, G), we construct a finite sequence of location parti-
tions of the form Ily < IIy < ... < II, in a refinement loop, where n is a natural
number and ITp = {L \ G, G} is the trivial initial partition that separates non-
goal locations from goal locations. We use the Boolean function-based technique
from Sect. to initially construct and incrementally update a sequence of ab-
stract TGAs converging to G. Note that, instead of constructing the complete
abstract TGA in each refinement cycle, we incrementally update the previous
one by letting Algo. [l iterate only over those partitions that were affected by
the previous refinement step. Each refinement step is guided by a refinement
heuristic that determines an effective interpolant as defined in Sect. 1l More
precisely, after each cycle i, for an effective interpolant R; C L, we obtain the
succeeding partition IT;,11 = II;|R;.

We compute the initial and intermediate attractor approximations as follows:

[Ao| = Attr([G] m,) and [Ais1] = [Ai] UALr([G] )
[Ao| = Attr([G]m,) and [Aip1] = [A N Atr([Gl ) -

Hence, every maximal sequence of approximations is of the form

[Ao) €+ C [Au] = Attr(G) = [A,] € - C [Aq].

The loop terminates whenever the existence (nonexistence) of a winning strategy
can be established in an under-approximation (over-approximation):

- (I x{0}) N |A;] # 0, i.e., player O surely has a winning strategy, or

- (I x{0})N[A;] =0, ie., player O surely has a winning strategy.

Clearly, this suffices for termination, since if neither of the two conditions is
satisfied, Lemma [3] guarantees that some further refinement is possible.

Theorem 2. The presented abstraction refinement loop always terminates and
yields a sound winning strategy for one of the players upon termination.

4.3 Optimizations

Our abstraction refinement algorithm greatly benefits from several optimiza-
tions which can be applied early in the refinement loop. They are based on
(1) pruning irrelevant moves that do not affect the winning capabilities of ei-
ther player and (2) identifying surely winning states for player ¢ based on
a strengthened TGA. For any abstract TGA G = (II,I,A,X,G) and its in-
duced game structure (S, So, Iy, o), with attractor under-approximation |A]
and over-approximation [A], one can apply the following optimizations.

States already determined. We can remove all moves that lead out of
states that are already known to be winning for some player. According to
Lemma [2] once a state appears in an attractor under-approximation, it is surely
winning for player <, and once a state is no more contained in an attractor
over-approximation, it is surely winning for player O. Hence, it is safe to ignore
all moves from {(s,s’) € [pUIo |s€ |A]Vsé[A]}.
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Moves already determined. We can remove all moves that lead to states
that are already known to be winning for the opponent. Hence, it is safe to ignore
all moves from {(s,s’) € In | s’ € |A]} U {(s,¢') € I | s’ ¢ [A]}.

States surely winning. Under the assumption that G is a strengthened TGA,
an abstract state in S is surely winning for < if each subsumed concrete state
has some concrete move leading to |A]. Hence, we can safely extend PreEnf by
all states (m,t) € II x R where

nC{lel|3r" ell: AN en':(n',t) e |A| A1), (L) € s}

The first rule can easily be realized in the backend solving algorithm, when
computing |A;41]| (or [A;+1]), by not forward-exploring moves whose source
states are already contained in |A;] (or not contained in [A;]). The second rule
is realized by reusing |A;| as a starting point for |A;+1] (and [A;] for [A41]).
The third rule is used to extend the results of PreEnf when constructing |A;].

5 Experimental Results

5.1 Prototype Implementation

We implemented a prototype in CTF, where we combined the Cupp BDD li-
brary [I§] for representing location partitions and the UPPAAL-DBM library [5]
for representing federations of clock zones in the attractors.

In the initialization phase, our tool registers all BDD variables after calling the
Nova tool from the SIS toolset [I7] for finding efficient assignments of control
locations to BDD variable valuations. Then, as described in Sect. B.2] we con-
struct the symbolic discrete transition relation representing the control structure
of the input network of TGAs. Note that, although not discussed in detail in the
rest of the paper, in general our approach (and in particular our tool) is able to
handle networks of communicating TGAs with integer variables: such pure dis-
crete features are covered in the construction of the discrete transition relation.
In the next initialization step, we use the discrete transition relation to compute
an over-approximation of the reachable locations in a (cheap) BDD-based least
fixed point computation. The initial partition splits this over-approximation into
(1) the set of potentially reachable goal locations, (2) the set of potentially reach-
able locations from which no goal location is reachable, and (3) the remaining
locations. At the end of the initialization phase, we use Algo. [ to construct the
initial weakened and strengthened TGAs, where we merge transitions with the
same resets whose guards subsume each other.

In the automatic abstraction refinement loop, we use our implementation
of the backend solving algorithm proposed in [I0] to incrementally update an
attractor under-approximation. After each iteration, we check if the concrete
initial state is contained in the abstract attractor. In this case, we terminate
since we can deduce that player & surely wins. If this is not the case, we identify
abstract transitions which are spuriously too weak for player ¢ and symbolically
compute corresponding effective interpolants (by applying the BDD-based pre-
image operator). If there are no abstract transitions for player ¢, we identify
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abstract transitions which are spuriously too powerful for player 0O and refine
likewise. Then, we split the partition with each computed interpolant (by simple
BDD-based conjunctions) and update the weakened TGA using Algo. [[l Each
refinement step might split a single abstract location by multiple interpolants
resulting in an exponential number of split operations. To address this issue, we
fix a number K of maximal split operations per abstract location.

5.2 Benchmarks

We evaluated our approach on two standard benchmarks$d for timed controller
synthesis and compared the results with UpPAAL-TIGA [4] version 4.1.3-0.14.

The Production Cell (Prodcell) example [I4/10] represents a manufacturing
plant consisting of a feeding belt, two robot arms, a press, and a departure belt.
The timed game comes into play when synthesizing a controller for the robot
arms such that all parts put onto the feeding belt are transported to the press
right in time and are finally transported to the departure belt.

The Gear Production Stack (GPS) example [16] models a pipeline-like ar-
chitecture that sequentializes a series of stations, each specialized in a certain
processing method. The task is to synthesize a controller for the machine that
ensures that the pieces are transported from station to station right in time. We
investigate the nonextended version without sub-processing units.

Table [ shows the results of our comparison where we fixed X = 1000. From
left to right, the first two columns describe the name of the benchmark, the
length (in number of plates and stations, resp.), and whether there exists a con-
troller implementation (i.e., a winning strategy for player 00). The next three
columns show the number of explored states, the running time, and the memory
consumption of UPPAAL-TIGA. The last four columns show the number of re-
finement steps, the final size (in number of locations) of the abstract TGA, the
running time, and the memory consumption of our prototype. All benchmarks
were executed on an AMD Opteron processor with 2.6 GHz and 4 GB RAM.
The running times are given in seconds and the memory consumptions are given
in MB. The time limit was set to four hours.

The most striking observation is that for both benchmarks, our approach al-
most always outperforms UPPAAL-TIGA. Only for small benchmark instances,
UppPAAL-T1GA performs slightly better. This is due to the preprocessing phase
where all BDD variables are registered and the symbolic discrete transition
relation is constructed. However, for benchmark instances of nontrivial size,
UPPAAL-TIGA either runs out of memory or needs at least an order of mag-
nitude more running time than our tool.

The impact of different values for I on the running time and memory con-
sumption is shown in Table 2l Smaller values for K result in a higher number of
refinement steps but lead to a lower memory peak consumption since fewer split
abstract locations have to be maintained during a single refinement step. If there is

2 The UPPAAL-TIGA models of the benchmarks are available at
http://www.avacs.org/Benchmarks/Open/formatsi0.tgz
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Table 1. Comparison of UPPAAL-TIGA with our prototype

UPPAAL-TIGA Our prototype
Benchmark|Cont|| States |[Time|Mem/|{Steps| Abs |Time|Mem
Prodcell 3 | No 15241 1 54| 14 293 3 94

Prodcell 4 | No 131999 5| 74| 14 935 13| 156
Prodcell 5 | No 1238698| 240| 309(| 14 | 2762 39| 244

Prodcell 6 | No TIMEOUT 14 | 8212 150 538
Prodcell 7 | No TIMEOUT 15 (24757 761|1936
Prodcell 8 | No TIMEOUT 15 |75085| 6543|2092
Prodcell 3 | Yes 15206 1 54| 14 294 3| 113

Prodcell 4 | Yes 133181 5| 75| 15 940 11| 156
Prodcell 5 | Yes || 1255498| 238| 314|| 15 | 2772 42| 246

Prodcell 6 | Yes TIMEOUT 15 | 8232 172 538
Prodcell 7 | Yes TIMEOUT 16 [24792| 1068|1936
Prodcell 8 | Yes TIMEOUT 16 |75140( 6444|2093
GPS 6 No 170470 4] 69| 14 274 2 81
GPS 7 No 1406744 40( 190|| 16 560 3| 117
GPS 8 No (/12123700 545|1327|| 18 1134 6| 133
GPS 9 No MEMOUT 20 | 2284 20| 250
GPS 10 No MEMOUT 23 | 5518 91| 402
GPS 11 No MEMOUT 25 |11128| 307| 948
GPS 12 No MEMOUT 27 122368| 1553|3550
GPS 6 Yes 190484 4] 69| 17 320 2| 81
GPS 7 Yes || 1647955 48[ 207|| 20 704 3| 118
GPS 8 Yes ||15187763| 712|1551|f 23 1536 9| 133
GPS 9 Yes MEMOUT 26 | 3328 35 223
GPS 10 Yes MEMOUT 29 | 7168| 131| 402
GPS 11 Yes MEMOUT 32 |15360| 461| 948
GPS 12 Yes MEMOUT 35 |32768| 2207|3550

Table 2. Comparison of different values for K

Benchmark|Cont| K |[[{Steps| Abs [ Time|Mem
GPS 12 No | 50 28 [16187 973] 661

GPS 12 No [ 100 || 27 |16215| 1047| 711
GPS 12 No [ 200 || 27 |17974| 1254|1201
GPS 12 No [ 300 || 27 |20236| 1341|2237
GPS 12 No | 500 || 27 |[21859| 1970|2893
GPS 12 No |1000|| 27 |[22368| 1553|3550
GPS 12 No (2000 27 |22368| 1399|3454
GPS 12 No [5000 MEMOUT

GPS 12 Yes | 50 || 358 |32768]|13872( 1947
GPS 12 Yes | 100 || 190 |32768| 9041|1517
GPS 12 Yes | 200 || 73 |32768| 4774|1585
GPS 12 Yes | 300 || 44 |32768| 3167|2621
GPS 12 Yes | 500 || 35 |32768| 2962|3277
GPS 12 Yes |1000|| 35 |32768| 2207|3550
GPS 12 Yes |2000|| 35 |32768| 1813|3454
GPS 12 Yes {5000 MEMOUT

a player & winning strategy (Cont=No), more states can be pruned due to a more
fine-grained refinement process. Consequently, the effect of pruning is weaker if
there is no player ¢ winning strategy (Cont=Yes). On the other hand, higher val-
ues for C result in a lower number of refinement steps but require more memory for
a single refinement step. The decrease in the running times results from fewer calls
of the backend solving algorithm which reuses the attractor under-approximation
from the last call but has to recompute the reachable states.
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Abstract. In an expected reachability-time game (ERTG) two players, Min and
Max, move a token along the transitions of a probabilistic timed automaton, so as
to minimise and maximise, respectively, the expected time to reach a target. These
games are concurrent since at each step of the game both players choose a timed
move (a time delay and action under their control), and the transition of the game
is determined by the timed move of the player who proposes the shorter delay.
A game is turn-based if at any step of the game, all available actions are under
the control of precisely one player. We show that while concurrent ERTGs are
not always determined, turn-based ERTGs are positionally determined. Using the
boundary region graph abstraction, and a generalisation of Asarin and Maler’s
simple function, we show that the decision problems related to computing the
upper/lower values of concurrent ERTGs, and computing the value of turn-based
ERTGs are decidable and their complexity is in NEXPTIME N co-NEXPTIME.

1 Introduction

Two-player zero-sum games on finite automata, as a mechanism for supervisory con-
troller synthesis of discrete event systems, were introduced by Ramadge and Won-
ham [1]]. In this setting the two players—called Min and Max—represent the controller
and the environment, and control-program synthesis corresponds to finding a winning
(or optimal) strategy of the controller for some given performance objective. If the ob-
jectives are dependent on time, e.g. when the objective corresponds to completing a
given set of tasks within some deadline, then games on timed automata are a well-
established approach for controller synthesis, see e.g. [2I3141516].

In this paper we extend this approach to objectives that are quantitative both in terms
of timed and probabilistic behaviour. Probabilistic behaviour is important in modelling,
e.g., faulty or unreliable components, the random coin flips of distributed communi-
cation and security protocols, and performance characteristics. We consider games on
probabilistic timed automata (PTAs) [7U819], a model for real-time systems exhibiting
nondeterministic and probabilistic behaviour. We concentrate on expected reachability-
time games (ERTGs), which are games on PTAs where the performance objective con-
cerns the minimum expected time the controller can ensure for the system to reach a
target, regardless of the uncontrollable (environmental) events that occur. This approach
has many practical applications, e.g., in job-shop scheduling, where machines can be
faulty or have variable execution time, and both routing and task graph scheduling prob-
lems. For real-life examples relevant to our setting, see e.g. [1016].

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 122-[136, 2010.
(© Springer-Verlag Berlin Heidelberg 2010
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In the games that we study, a token is placed on a configuration of a PTA and a
play of the game corresponds to both players proposing a timed move of the PTA, i.e.
a time delay and action under their control (we assume each action of the PTA is under
the control of precisely one of the players). Once the players have made their choices,
the timed move with the shorter dela is performed and the token is moved according
to the probabilistic transition function of the PTA. Players Min and Max choose their
moves in order to minimise and maximise, respectively, the payoff function (the time
till the first visit of a target in the case of ERTGs). It is well known, see, e.g. [11]], that
concurrent timed games are not determined, which means the upper value of the game
(the minimum expected time to reach a target that Min can ensure) is strictly greater
that the lower value of the game (the maximum expected time to reach a target that
Max can ensure). A game is determined if the lower and upper values are equal, and in
this case, the optimal value of the game exists and equals the upper and lower values.
We show that a subclass of ERTGs, called turn-based ERTGs, where at each step of
the game only one of the players has available actions are positionally determined, i.e.
both players have e-optimal (optimal up to a given precision €>0) positional (history-
independent and non-randomised) strategies.

The problem we consider is inspired by Asarin and Maler [2] who studied the brachys-
tochronic problem for timed automata. This work focused on reachability-time games,
i.e. games on a timed automata where the objective concerns the time to reach a target.
The techniques of [2] exploit properties of a special class of functions called simple
Sfunctions. The importance of simple functions is also observed in [12] in the context
of one-player games. Simple functions have also enabled the computation of a uniform
solution for (turn-based) reachability-time games [[13|] and the proof of correctness of
game-reduction for turn-based average-time games [14]. However, we show that the
concept of simple functions is not sufficient in the setting of PTAs.

Contribution. We show that the problem of deciding whether the upper (lower, or the op-
timal when it exists) value of an ERTG is at most a given bound is decidable. An impor-
tant contribution of the paper is the generalisation of simple functions to quasi-simple
functions. By using this class of functions and the boundary region abstraction [[15/16],
we give a novel proof of positional determinacy of furn-based ERTGs. We demon-
strate that the problem of finding the upper and lower value of general ERTGs is in
NEXPTIME N co-NEXPTIME. An EXPTIME-hardness lower bound follows from the
EXPTIME-completeness of the corresponding optimisation problem [16]. From [17] it
follows that the problem is not NEXPTIME-hard, unless NP equals co-NP. Extending
this work we get the similar results for expected discounted-time games.

Related Work. Hoffman and Wong-Toi [18] were the first to define and solve optimal
controller synthesis problem for timed automata. For a detailed introduction to the topic
of qualitative games on timed automata, see e.g. [19]. Asarin and Maler [2] initiated
the study of quantitative games on timed automata by providing a symbolic algorithm
to solve reachability-time games. The work of [20]] and [13] show that the decision
version of the reachability-time game is EXPTIME-complete for timed automata with

! Min and Max represent two different forms of non-determinism called angelic and demonic.
To prevent the introduction of a third form, we assume the move of Max (the environment) is
taken if the delays are equal. The converse can be used without changing the presented results.



124 V. Forejt et al.

at least two clocks. The tool UPPAAL Tiga [3] is capable of solving reachability and
safety objectives for games on timed automata. Jurdzifiski and Trivedi [14] show the
EXPTIME-completeness for average-time games on automata with two or more clocks.

A natural extension of reachability-time games are games on priced timed automata
where the objective concerns the cumulated price of reaching a target. Both [3]] and [4]
present semi-algorithms for computing the value of such games for linear prices. In [21]]
the problem of checking the existence of optimal strategies is shown to be undecidable
with [22] showing undecidability holds even for three clocks and stopwatch prices.

We are not aware of any previous work studying two-player quantitative games on
PTAs. For a significantly different model of stochastic timed games, deciding whether
a target is reachable within a given bound is undecidable [23]. Regarding one-player
games on PTAs, [16] reduce a number of optimisation problems on concavely-priced
PTAs to solving the corresponding problems on the boundary region abstraction and
[24] solve expected reachability-price problems for linearly-priced PTAs using digi-
tal clocks. In [25] the problem of deciding whether a target can be reached within a
given price and probability bound is shown to be undecidable for priced PTAs with
three clocks and stopwatch prices. By a simple modification of the proofs in [25] it can
be demonstrated that checking the existence of optimal strategies is undecidable for
reachability-price turn-based games on priced (probabilistic) timed automata with three
clocks and stopwatch prices.

A full version of this paper, including proofs is also available [26], while a prelimi-
nary version appeared as [27]].

2 Expected Reachability Games

Expected reachability games (ERGs) are played between two players Min and Max
on a state-transition graph, whose transitions are nondeterministic and probabilistic, by
jointly resolving the nondeterminism to move a token along the transitions of the graph.
The objective for player Min in the game is to reach the final states with the smallest
accumulated reward, while Max tries to do the opposite.

Before we give a formal definition, we need to introduce the concept of discrete
probability distributions. A discrete distribution over a (possibly uncountable) set () is
a function d : @—10, 1] such that supp(d)={q € Q| d(q)>0} is at most countable and
> gcq d(q)=1. Let D(Q') denote the set of all discrete distributions over Q. We say a
distribution d € D(Q) is a point distribution if d(q)=1 for some g € Q.

Definition 1. An ERG is a tuple G=(S, F, Amin, AMax, PMin, PMax, TMin, TMax)
where:

— S'is a (possibly uncountable) set of states including a set of final states F';

— Amin and Anax are (possibly uncountable) sets of actions controlled by players
Min and Max and L is a distinguished action such that Anin N Amax = {L};

— pMin : SXAmin — D(S) and pyax : SXAmax — D(S) are the partial prob-
abilistic transition functions for players Min and Max such that pyin(s, L) and
PMax (8, L) are undefined for all s € S;

= TMin : SXAMmin — R>0 and Tyax @+ S X Amax — R>o are the reward functions
for players Min and Max.
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We say that the ERG is finite if both S and A are finite. For any state s, we let
Anmin(s) denote the set of actions available to player Min in s, i.e., the actions
a € Amin for which pyin (s, a) is defined, letting Anin(s)=_L if no such action ex-
ists. Similarly, Apax(s) denotes the actions available to player Max in s and we let
A(8)=Amin(8) X AMax (s). We say that s is controlled by Min (Max) if Ayax(s)={L}
(Amin(s)={L}) and the game G is turn-based if there is a partition (Syfin, Smax) of S
such that all states in Syiin (Swmax) are controlled by Min (Max).

A game G starts with a token in some initial state and players Min and Max construct
an infinite play by repeatedly choosing enabled actions, and then moving the token to a
successor state determined by their probabilistic transition functions where the reward
of the move is determined by their reward functions. More precisely, if in state s players
Min and Max choose actions a and b respectively, then if T, (S, a) <Taax(s, b) orb =
L the probabilistic transition function and reward value are determined by Min’s choice,
i.e. by the transition function pyin (8, @) and reward value myip (8, @), and otherwise are
determined by Max’s choice. Formally we introduce the following auxiliary functions
of an ERG which return the transition function and reward value of the game.

Definition 2. Let G be an ERG. The probabilistic transition and reward functions p :
SX Anmin X Amax—D(S) and m : Sx Anmin X AMax—R>0 of G are such that for any
s € Sand (a,b) € Ayin:

undefined ifa =b= 1
p(s,a,b) = ¢ pMmin(s,a) if a # L and either b = L or myin (s, a)<Tnax (S, )
DMax (8, b) otherwise

_ [ m™in(s, @) if b= L or myin(s, @)<TMax (s, b)
m(s,a,b) = {WMax(s, b) otherwise.

From the conditions imposed on the probabilistic transition function, it follows that
(a,b) € A(s) if and only if p(s, a,b) is defined. Using these definitions, if in state s
the action pair (a, b) € A(s) is chosen, then the probability of making a transition to s’
equals p(s'|s, a, b)=p(s, a, b)(s’) and the reward equals 7 (s, a, b).

A transition of G is a tuple (s, (a,b), s") such that p(s’|s,a,b)>0 and a play is an
finite or infinite sequence (sg, (a1,b1), $1,...) such that (s;, (a;y+1,bi+1), Si+1) is a
transition for all ¢ > 0. For a finite play p = (so, (a1,b1),s1,. .., Sk), let last(p)
denote the last state sy, of the play. We write Play (Play g,,) for the sets of (finite) plays
in G and Play(s) (Playg,,(s)) for the sets of (finite) plays starting from s € 5.

A strategy of Min is a function p : Play g, —D(Awmin) such that supp(u(p)) C
Atin(last(p)) for all finite plays p € Play,, i.e. for any finite play, a strategy returns
a distribution over actions available to Min in the last state of the play. A strategy x
of Max is defined analogously and we let X'y, and Yy, denote the sets of strategies
of Min and Max, respectively. A strategy o is pure if o(p) is a point distribution for
all p € Playg,, while it is stationary if last(p)=last(p') implies o(p)=c(p’) for all
p,p € Play g, A strategy is positional if it is pure and stationary and let [1pjin and
IT\iax denote the set of positional strategies of Min and Max, respectively.

For any state s and strategy pair (¢, X) € Xuin X ZMax, let Play"X(s) denote the
infinite plays in which Min and Max play according to p and Y, respectively. Using
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standard results from probability theory, see e.g., [28], we can construct a probabil-
ity measure Prob%"X over the set Play'"*(s). Let X; and Y; denote the random vari-
ables corresponding to i state and action of a play (i.e., for play (sq, (a1,b1), 51, ...)
we have X,=s; and Y;y1=(a;t1,bi+1)), and given a real-valued random variable
f: Play — R, let Ef-X { f} denote the expected value of f with respect to the prob-
ability measure Prob%"X. To keep the presentation simple, for the rest of the paper we
only consider transient stochastic games [29, Chapter 4] (games where every play is
finite with probability 1) and for this reason we make the following assumption.

Assumption 1. For any strategy pair (14, X) € ZMin X XMax, and state s € S there is
g > 0and n € N such that Prob"X(X,, € F) > q.

Recall that the objective for Min is to reach a final state with the smallest accumulated
reward, while for Max it is the opposite. Starting from s, if Min uses the strategy p and
Max Y, then the expected reward accumulated before reaching a final state is given by:

EReachX(s) & EX {Zﬁg{k_l XS (X, Yz‘+1)} ~

Observe when starting at state s, Max can choose actions such that the expected re-
ward is at least a value arbitrarily close to sup, ¢y, inf,e 5, EReach*(s). This
is called the lower value Val.(s) of the game when starting at state s. For x €
Yuax let Valy (s)=inf,cx,,, EReach’X(s). We say x is optimal (c-optimal), if
Val, (s)=Val.(s) (Val,(s)>Val.(s)—e¢) for all s € S. Similarly, Min can make
choices such that the expected reward is at most a value arbitrarily close to the up-
per value Val*(s)= inf ,¢ 5, 8Up, ¢ 5oy, EReach’ X (s). In addition, for p1 € Xypin, we
can define Val”(s) and say when p is optimal or e-optimal.

A game G is determined if Val,(s)=Val®(s) for all s € S and then we say that the
value of the game exists and equals Val(s)=Val.(s)=Val*(s). If G is determined, then
each player has an e-optimal strategy for all e>0. A game is positionally determined if

Val(s): ianEHMinsupxe EMaXEReaCh”’X (s) = SupxeHMaxinf/AEEMinEReaCh“’X (3)
for all s € S. It is straightforward to see that if a game is positionally determined, then

both players have positional s-optimal strategies for all €>0.

Optimality Equations. We complete this section by introducing optimality equations
for ERGs. For a game G and function P : S—R>¢, we say that P is a solution of the
optimality equations Opt™(G), and write P=Opt*(G), if for any s € 5"

0 ifseF
P(s) = inf { sup ){w(s,a,ﬁ)+ é:sp(sﬂs,a,ﬁ).P(s’)}}ifs%F.

a€Anin(s) BEAMax(s

and P is a solution of the optimality equations Opt, (G), and write P=Opt, (G), if for
any s € St

0 ifseF
P(s) = sup { inf  {7(s,a,8)+ > p(s'|s,a, ) - P(s’)}} ifs ¢ F.
(s)

BE Anax a€Amin(s) s'ES

2 Techniques (see, e.g., positive stochastic games [29) Chapter 4]) for lifting such an assumption
are orthogonal to the main idea presented in this paper.
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The following result demonstrate the correspondence between these equations and the
lower and upper values of the expected reachability game.

Proposition 3. For any ERG G and bounded function P : S—R>q:
- if P |= Opt™(G), then Val*(s) = P(s) for all s € S and for any >0 player Min
has a positional strategy pie such that Val's (s)<P(s)+e forall s € S;
- if P |= Opt,(G), then Val.(s)=P(s) for all s € S and for any €>0 player Max
has a positional strategy x. such that Val,_(s)>P(s)—e forall s € S.

If G is turn-based, then the equations Opt™(G) and Opt,, (G) are the same and we write
Opt(G) for these equations. The following is a direct consequence of Proposition[3l

Proposition 4. If G is a turn-based, P : S—R> is a bounded and P }= Opt(G), then
Val(s)=P(s) for all s € S and for any £>0 both players have e-optimal strategies.

3 Expected Reachability-Time Games

Expected reachability-time games (ERTGs) are played on the infinite graph of a prob-
abilistic timed automaton where Min and Max choose their moves so that the expected
time to reach a final state is minimised or maximised, respectively. Before defining
ERTGs, we introduce the concept of clocks, constraints, regions, and zones.

Clocks. Let C be a finite set of clocks. A clock valuation on C is a function v : C—R>q
and we write V for the set of clock valuations. Abusing notation, we also treat a val-
uation v as a point in RI°l. If v € V and ¢ € Rx( then we write v+t for the clock
valuation defined by (v+t)(c) = v(c)+t forall ¢ € C. For C C C, we write v[C:=0)]
for the valuation where v[C:=0](c) equals 0 if ¢ € C and v(c) otherwise. For X C V,
we write X for the smallest closed set in V' containing X . Although clocks are usually
allowed to take arbitrary non-negative values, w.l.o.g [30] we assume that there is an
upper bound K such that for every clock ¢ € C we have that v(c) < K.

Clock constraints. A clock constraint over C is a conjunction of simple constraints of
the form ¢ <1 ¢ or c—¢’ <14, where ¢, ¢’ € C,i € N,i<K,and > € {<,> =< >}
For v € V, let SCC(v) be the finite set of simple constraints which hold in v.

Clock regions. A clock region is a maximal set (CV such that SCC(v)=SCC(v") for
all v,/ € (. We write R for the finite set of clock regions. Every clock region is
an equivalence class of the indistinguishability-by-clock-constraints relation, and vice
versa. We write [v] for the clock region of v and, if (=[v/], write ([C:=0] for [v[C:=0]].

Clock zones. A clock zone is a convex set of clock valuations, which is a union of a set
of clock regions. We write Z for the set of clock zones. A set of clock valuations is a
clock zone if and only if it is definable by a clock constraint. Observe that, for every
clock zone W, the set W is also a clock zone.

We now introduce ERTGs which extend classical timed automata [31]] with discrete
distributions and a partition of the actions between two players Min and Max.
Definition 5 (ERTG Syntax). A (concurrent) expected reachability-time game
(ERTG) is a tuple T=(L, Lp,C, Inv, Act, Actymin, ActMax, E,0) where

— L is a finite set of locations including a set of final locations Lz,
— C is a finite set of clocks;
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— Inv : L — Z is an invariant condition,

Act is a finite set of actions and { Actyin, Actyax } is a partition of Act;
— E : LxAct — Z is an action enabledness function;

§: LxAct — D(2°x L) is a probabilistic transition function.

When we consider an ERTG as an input of an algorithm, its size is understood as the
sum of the sizes of encodings of L, C, Inv, Act, F, and 4. As usual [32], we assume
that probabilities are expressed as ratios of two natural numbers, each written in binary.

An ERTG is turn-based if for each location ¢, only one player has enabled actions,
i.e. BE(£,a)=0forall a € Actpin or a € Actmax. In this case, we write Lygin and Lyfax
for the set of locations where players Min and Max, respectively, have an enabled action.
A one-player ERTG is a turn-based ERTG where one of the player does not control any
location, i.e., either Lygin=0 or Ly1ax=0. A (non-probabilistic) reachability-timed game
is an ERTG such that (¢, a) is a point distribution for all £ € L and a € Act.

A configuration of an ERTG is a pair (¢, ), where / is a location and v a clock val-
uation such that v € Inv(¢). For any ¢t € R, we let (¢,v)-+t equal the configuration
(¢,v+t). In a configuration (¢, ), a timed action (time-action pair) (¢,a) is available
if and only if the invariant condition Inv(¢) is continuously satisfied while ¢ time units
elapse, and a is enabled (i.e. the enabling condition E (¢, a) is satisfied) after ¢ time units
have elapsed. Furthermore, if the timed action (¢, a) is performed, then the next con-
figuration is determined by the probabilistic transition relation J, i.e. with probability
5[, a)(C, £") the clocks in C are reset and we move to the location £

An ERTG starts at some initial configuration and Min and Max construct an infi-
nite play by repeatedly choosing available timed actions (t4,a) € R>ox Actmin and
(tp,b) € R>ox Actmax proposing L if no timed action is available. The player respon-
sible for the move is Min if the time delay of Min’s choice is less than that of Max’s
choice or Max chooses L, and otherwise Max is responsible. We assume the players
cannot simultaneously choose L. We now present the formal semantics which is an
ERG with potentially infinite number of states and actions. It is straightforward to show
the semantics of a turn-based ERTG is a turn-based ERG.

Definition 6 (ERTG Semantics). Let 7 be an ERTG. The semantics of T is given the
ERG [[T]]:(57 F7 AMiIu AMaxa PMin, PMax; T™Min, 7"-Max) where

— S C LXV is the (possibly uncountable) set of states such that ({,v) € S if and
onlyifv e Inu(f) and F = {({,v) € S|l € Lr} is the set of final states;

- Amin = (R>ox Actyin) U {L} and Apax = (R>oX Actyax) U { L} are the sets
of timed actions of players Min and Max;

- for x € {Min,Max}, (¢,v) € S and (t,a) € A, the probabilistic transition
Sfunction p, is defined when v+t' € Inv(¢) for all t' <t and v+t € E(¢,a) and for
any (¢,V'):

Del(E ), (1) (€)= Yecentusoicnoj Ol al(C.0):

— forx € {Min,Max}, s € S and (t,a) € Amin the reward function m, is given by
(s, (t,a))=Lt.

The sum in the definitions of pyri, and pyax is used to capture the fact that resetting
different subsets of C may result in the same clock valuation (e.g. if all clocks are
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Fig. 1. An expected reachability-time game

initially zero, then we end up with the same valuation, no matter which clocks we
reset). Also, notice that the reward function of the ERG corresponds to the elapsed time
of each move. For any ERTG 7, to ensure Assumption [Tl holds on the ERG [7], we
require only that the following weaker assumption holds on [7].

Assumption 2. For any strategy pair (i, x) € Xuin X ZMax, and state s € S we have
that lim,,_,oc Probt"X(X,, € F) = 1.

Example 7. Consider the ERTG in Figure [T} we use solid and dashed lines to indicate
actions controlled by Min and Max respectively. The shaded circle denotes the final
location. Considering location ¢, the invariant condition is 0<y<2Ax<2, actions «a
and c are enabled when y>1 and, if a is taken, we move to £, while if ¢ is taken, with
probability 0.2 we move to ¢y and reset y, and with probability 0.8 move to £f.

Starting in the configuratior (4o, (0,0)) and supposing Min’s strategy is to choose
(1.1,b) (i.e., wait 1.1 time units before performing action b) in location ¢y and then
choose (0.5, a) in location £, while Max’s strategy in location ¢; is to choose (0.2, ¢).
One possible play under this strategy pair is {((¢o,(0,0)), ((1.1,b), 1), (¢1,(0,1.1)),
((0.5,a), (0.2,c)), (4,(0.2,0)), ((1.1,b),L), (¢r,(1.3,1.1))) which has probability
0.5:0.2:0.5 = 0.05 and time 1.140.2+1.1 = 2.4 of reaching the final location. Using
the optimality equations Opt*(G) and Opt, (G), we obtain upper and lower value in
state (£, (0,0)) of X2 and 1, respectively. For details of the equations see [26].

Example [7] above demonstrates that in general expected reachability-time games are
not determined. However, our results yield a novel proof of the following fundamental
result for turn-based expected reachability-time games.

Theorem 8. Turn-based ERTGs are positionally determined.

Since the general ERTG are not determined, we study the following decision problem
related to computing the upper-value of a configuration. All presented results also apply
to the corresponding lower value problem, and the value problem, if the value exists.

Definition 9 (ERTG Decision Problem). The decision problem for an ERTG T, a
state s of [T], and a bound T € Q is to decide whether Val*(s)<T.

We now present the second fundamental result of the paper.
Theorem 10. The ERTG decision problem is in NEXPTIME N co-NEXPTIME.

From [16] we know that the ERTG problem is EXPTIME-complete even for one player
ERTGs with two or more clocks. Hence the ERTG problem for general (two-player,

3 We suppose the first (second) coordinate in a clock valuation correspond to the clock x (y).
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concurrent) ERTG is at least EXPTIME-hard. Moreover, from the results of [17]
and [33]] it follows that ERTG problem is not NEXPTIME-hard, unless NP = co-NP.

4 Proofs of Theorems [ and

This section is dedicated to the correctness of Theorems[8and[I0} We begin by defining
boundary region abstraction (BRA) (an instance of an ERG) of an ERTG. In Section[4.2]
we show that the solution of the optimality equations for a BRA always exists and is
unique. While Section.3ldemonstrates (Theorem[T3)) that the solution of the optimality
equations of the BRA can be used to construct a solution of the optimality equations of
the ERTG. Using these results we can then prove our main results.

Proof outline of Theorem[8 Using Theorem [T3] a boudned solution of the equations
for the upper and lower values of a ERTG always exists, and hence Proposition Blim-
plies both players have positional e-optimal strategies. Since for turn-based ERTGs
both equations are equivalent, from Proposition E] positional determinacy of turn-based
ERTGs follows.

Proof outline of Theorem[I0l From Theorem[I3lthe upper value of a state of a ERTG can
be derived from that of the boundary region abstraction. Since in the BRA the sub-graph
of reachable states from any state is finite (Lemmall2)) and its size is at most exponential
in size of its ERTG, the upper value of a state in BRA can be computed by analysing
an ERG of exponential size. The membership of the ERTG problem in NEXPTIME
N co-NEXPTIME then follows from the fact that a non-deterministic Turing machine
needs to guess a (rational) solution of optimality equations only for exponentially many
states, and it can verify in exponential time whether it is indeed a solution.

4.1 Boundary Region Abstraction

The region graph [31] is useful for solving time-abstract optimisation problems on
timed automata. The region graph, however, is not suitable for solving timed optimi-
sation problems and games on timed automata as it abstracts away the timing informa-
tion. The corner-point abstraction [34] is an abstraction of timed automata which retains
some timing information, but it is not convenient for the dynamic programming based
proof techniques used in this paper. The boundary region abstraction (BRA) [[13], a gen-
eralisation of the corner-point abstraction, is more suitable for such proof techniques.
More precisely, we need to prove certain properties of values in ERTG, which we can
do only when reasoning about all states of the ERTG. In the corner point abstraction we
cannot do this since it represents only states corresponding to corner points of regions.
Here, we generalise the BRA of [[13] to handle ERTG.

Timed Successor Regions. Recall that R is the set of clock regions. For (, (' € R, we
say that ¢’ is in the future of ¢, denoted { — (, if there exist v € (, v/ € ¢’ and
t € R>g such that v/ = v+t and say ¢’ is the time successor of ¢ if v+t' € { U (' for
all ¢ < t and write ¢ — (', or equivalently ¢’ < ¢, to denote this fact. For regions

*

¢, ¢’ € R such that ¢ = ¢’ we write [¢, ¢'] for the zone U{¢" | ¢ = ¢ A¢" 5 (')

Thin and Thick Regions. We say that a region ( is thin if [v]#[v+¢] for every v € (
and £>0 and thick otherwise. We write Rrnhin and Rrpick for the sets of thin and thick
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regions, respectively. Observe that if ( € Ryick then, for any v € (, there exists £>0,
such that [v]=[v+¢] and the time successor of a thin region is thick, and vice versa.

Intuition for the Boundary Region Graph. Recall K is an upper bound on clock val-
ues and let [Ky = {0,1,...,K}. Forany v € V, b € [K]y and ¢ € C we de-
fine time(v, (b, ¢))=b—v(c) if v(c)<b, and time(v, (b, ¢))=0 if v(c)>b. Intuitively,
time(v, (b, ¢)) returns the amount of time that must elapse in v before the clock ¢
reaches the integer value b. Observe that, for any ¢’ € Rrpin, there exists b € [K]y
and ¢ € C, such that v € ( implies (v+(b—v(c)) € ¢’ for all ( € R in the past of
¢’ and write { — . ¢’. The boundary region abstraction is motivated by the following.
Considera € Act, (¢,v)and ¢ = ¢’ suchthatv € ¢, [¢, ('] € Inv(f) and V' € E({, a).

— If (' € Rrnick, then there are infinitely many ¢ € R>( such that v+t € ¢’. How-
ever, amongst all such ¢’s, for one of the boundaries of ¢/, the closer v+t is to
this boundary, the ‘better’ the timed action (¢, a) becomes for a player’s objective.
However, since ¢’ is a thick region, the set {t € R>¢ | v+t € ('} is an open interval,
and hence does not contain its boundary values. Observe that the infimum equals
bt — V(Cir) Where ¢ = Gt — ¢’ and the supremum equals by, —2/(Cqp) Where
C —bap,camp Gsup < € ’. In the boundary region abstraction we include these ‘best’
timed actions through the actions (by, ¢y, @, ¢') and (beyp, Coups @, ¢').

— If ¢’ € Rrnin, then there exists a unique ¢ € R>( such that v+t € ¢’. Moreover
since ¢’ is a thin region, there exists a clock ¢ € C and a number b € N such that
¢ —b,c ¢ and t = b—r(c). In the boundary region abstraction we summarise this
‘best’ timed action from region ¢ via region ¢’ through the action (b, ¢, a, (').

Based on this intuition above the boundary region abstraction is defined as follows.

Definition 11. Foran ERTGT = (L7 Lp,C, Inv, Act, Actymin, ActMax, F, 0) the BRA
of T is given by the ERG T = (S, F', Antin, Antax, Dhin, PMaxs TMin, Thax) Where

- S CLxV xTRisthe (possibly uncountable) set of states such that ({,v,() € S
ifand only if € R, ¢ C Inv({), and v € (;

- F= {(,v,¢) € S|te Lr} is the set of final states;

— A C C ([KnxCx ActyinxR) U { L} is the set of actions of player Min;

- Anax C ([[K]]NxCxActMnxxR) U {L} is the set ofactlons of player Max;

- for x € {Min,Max}, s = (¢,1,() € S and o = = (ba,Ca,0a,Ca) € A, the
probabilistic transition function p is defined if [C, (o] C Inv(£) and (o C E({, a4)
and for any (¢',v', (') € S

Pe(s,0) (¢, (")) = Xccepvaicimoi=v acalci=oj=¢' 016 aa] (G, €)

where v, = v+time(v, (b, ¢ )) and one of the following conditions holds:
L4 C “ba,Ca Ca,
® ( —ba,ca Gt — Ca for some (o € R
® ( —b.ca Gup — Caofor some (g € Ry
- for x € {Min,Max}, (¢,v,() € S and (ba, Ca, o, (o) € A, the reward function
Ty is given by T, (4, v, ), (ba, Cas Gy Cor)) = ba—1(Cq)-

Although the boundary region abstraction is not a finite ERG, for a fixed initial state we
can restrict attention to a finite ERG, thanks to the following result of [[15/16].
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((1,z, b, 1<z<2A0<y<1), 1);0.7 [ (01,(0,0.8),

¢ —0A0<y<1
((2,2,b, 1<y<z<2), 1): 1.7 \ e y<1)

(‘607(0.3,0.1)7 ((2,x,b,m:2/\1<y<2),J_);1.7 (61,(0,1.8)7
O<y<z<l) z=0A1<y<2)
(Lybl<e<2,0<y<1),0):0.9 [ (a1, (0,0), T
- z=0N0<y<1) X4y<2)’ .0 0.8
0435411 4y<2\)1 /7+
((1y,b1<z<2,y=1),1);0.9 (€1,(0,1), | @y " GO T
@ z=0Ay=1) 1{%’/’(,/” 0.2,
(Ly,b1<y<z<2),1);0.9 / (¢1,(0,1), F~ (¢o, (1,0),
" Ta=0AT<y<2)[ 0<z<1Ay=0)

Fig. 2. Sub-graph of the boundary region abstraction for the ERTG of Figure[Tl

Lemma 12. For any state of a boundary region abstraction, its reachable sub-graph is
finite and is constructible in time exponential in the size of corresponding ERTG.

Example 13. Sub-graph of BRA reachable from (¢o, (0.3,0.1),0<y<z<1) for the
ERTG of Figure[Ilis shown in Figure Pl Edges are labelled (b, ¢, a, ) whose intuitive
meaning is to wait until clock c attains the value b and then fire action a. The rewards
of edges (indicated in bold) correspond to the time delay before the action is fired. Fig-
ureincludes the actions available in the initial state and one of action pairs available in
(41, (0,1), z=0A1<y<2). To simplify, the states with location ¢ are merged together
into a single state labelled ¢ and probabilities that are equal to 0.5 are omitted.

4.2 Solving Optimality Equations of a Boundary Region Abstraction
Based on the optimality eAquations OE\t*(’ZA') (see Section [2)), we define the vallle im-
provement function ¥ : [S—Rx>q]—[S—Rx>¢] where for f : S>R>pand s € S:

0 ifseF
(=] min max {7(s,0,0) + X ps'ls 0 8) [(5)}} ifs ¢ F

a€Apmin(s) * BEAMax(s) se8

By construction, a fixpoint of ¥ is a solution of Opt* (’ZA') The following demonstrates
the existence and uniqueness of a fixpoint of ¥, and thus also the solution of Opt™ (7).

Proposition 14. For any ERTG T, the value improvement function ¥ on the BRA T
has a unique fixed point and equals lim;_,~, ' (f) for an arbitrary f € [S — R>q).

Proof. From Assumption2]and Lemmal[I2] follows that every | L x R|-th iterate of W is
a contraction. Hence using Banach fixed point theorem the result is immediate. a

4.3 Correctness of the Boundary Region Abstraction Reduction

In this section we show how the optimality equations for the boundary region abstrac-
tion can be used to solve optlmahty equations for its ERTG. Given an ERTG 7 and
real-valued function f : S — R on the states of the BRA 7, we define f S — Rby
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0<x<1é @.'—fom—»

Fig. 3. Example demonstrating optimal strategies are not regionally positional

f(€,v) = f(¢, v, [V]) which gives a real-valued function on the states of 7. The follow-
ing theorem states that, by applying this mapping, the solution of optimality equations
for an ERTG is given by that of the optimality equations for its BRA.

Theorem 15. Let T be an ERTG. If P |= Opt*(T), then P |= Opt*(T).

To prove Theorem [13] we first introduce quasi- simple functions and state some of their
key properties. Next, we show that for any BRA 7 the solution of Opt* (7 ) is region-
ally quasi-simple (a quasi-simple function for every region). Finally, we sketch how
Theorem [[3] follows from this fact (Proposition[I9and Theorem21)).

Quasi-simple functions. Asarin and Maler [2] introduced simple functions, a finitely
representable class of functions, with the property that every decreasing sequence is
finite. Given X CV/, a function F: X —R is simple if there exists e € N and either
F(v)=e forall v € X, or there exists ¢ € C and F(v)=e—v(c) forall v € X. A
function F:§—>RZO is regionally simple if F'(¢, -, () is simple forall ¢ € L and ¢ € R.

For timed games, Asarin and Maler showed that if f 5 —R>¢ is regionally simple,
then W(f) is regionally simple. Therefore, since W is a decreasing function, it follows
that starting from a regionally simple function in finitely many iterations of ¥ a fixed
point is reached and the upper value in reachability-time games is regionally simple.
Also, using the properties of simple functions, [[13] shows that for a non-probabilistic
reachability-time game, the optimal strategies are regionally positional, i.e., in every
state of a region the strategy chooses the same action. Unfortunately, in the case of
ERTGs, W( f) is not necessarily regionally simple for any given regionally simple func-
tion f. Moreover, as the example below demonstrates, neither is the value of the game
necessarily regionally-simple nor optimal strategies regionally positional.

Example 16. Consider the ERTG shown in Figure 3l Observe that for every state
(€o,v) in the region (£y,0<z<1), the optimal expected time to reach {p equals
min{inf,>o {¢t + 0.5-1 + 0.5-0},1—v(x)} = min{0.5,1—v(x)}. Hence optimal ex-
pected reachability-time is not regionally simple. Moreover, the optimal strategy is not
regionally positional, since if v(2)<0.5, then the optimal strategy is to fire ¢ immedi-
ately, while otherwise the optimal strategy is to wait until v(x)=1 and fire b.

Due to these results it is not possible to work with simple function, and we define quasi-
simple functions. Let < C V' x V' be the partial order on clock valuations, where v <2/’ if
and only if there exists a ¢t € R>( such that for each clock ¢ € C either v/(¢)—v(c) = ¢
orv(c)=v'(c). For x=(x1,...,2,) € R", we let || z]|cc = max {|z;||1 < i < n}.

Definition 17. Ler X C V. A function F : X — R is quasi-simple if for all v,v' € X :

— (Lipschitz Continuous) there exists k>0 such that |F (v)—F (V)| < k- ||v—v'|| 0o,
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— (Monotonically decreasing and nonexpansive w.r.t. <) v < v/ implies F'(v)>F (1)
and F(v)—F (V') < ||[v—V]| -

For a convex set X C V and continuous functiog F:X >R weletF: X >R
denote the unique continuous function satisfying F(v)=F(v) forall v € X.

Theorem 18 (Properties of Quasi-simple Functions). Let X C V.

1. Every simple function is also quasi-simple.

2. If F : X—R is quasi-simple, then F : X —R is quasi-simple.

3. If F, I’ : X—R are quasi-simple functions, then both the pointwise minimum and
maximum of F and F' are quasi-simple.

4. The limit of a sequence of quasi-simple functions is quasi-simple.

We say that f : S — R>¢ is regionally quasi-simple if f(, -, () is quasi-simple for all
¢ € L and ¢ € R. Using Theorem[18|and Definition [IT] we get the following result.

Proposition 19. If f is regionally quasi-simple, then U (f) is regionally quasi-simple.

From Proposition [T4lit follows that for an arbitrary function f : S — R the limit of
the sequence (f, ¥ (f), @2(f),...) is the solution of Opt*(7). From Proposition[T9 it
follows that, if we start from a regionally quasi-simple function f, then all the functions
in the sequence (f, ®(f), ¥2(f),...) are regionally quasi-simple. Since the limit of
quasi-simple functions is quasi-simple, the following proposition is immediate.

Proposition 20. For any ERTG T, if P = Opt* (’ZA') then P is regionally quasi-simple.

The following result states that, from a regionally quasi-simple solution of the optimal-
ity equations for the boundary region abstraction, one can derive the solution of the
optimality equations for the expected reachability time-game.

~

Theorem 21. For any ERTG T, if P |= Opt™(7) and P is regionally quasi-simple,
then P |= Opt™ (7).

The following observation is crucial for the proof of Theorem 211

Lemma22. Let s = ({,v) € S and ( € R such that [v] =5 ¢ IfP : § — R is
regionally quasi-simple, then the functions:

t—=t+> cqn(s]s, (t,a), J_)IS(S/) and t—t+3 ,qp(s'ls, L, (t, b))ﬁ(s’)

are continuous and nondecreasing on the interval {t € R>o | v+t € (}.

5 Conclusions

We introduced expected reachability-time games and showed that the natural decision
problem is decidable and in NEXPTIME N co-NEXPTIME. Furthermore, we proved
that the turn-based subclass of these games is positionally determined. We believe
that the main contribution of this paper is the concept of quasi-simple function that
generalise simple functions to the context of probabilistic timed games. In fact, the
techniques introduced in this paper extend to expected discounted-time games
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(EDTGsﬂ in a straightforward manner, since every expected discounted-time game can
be reduced to an expected reachability-time game. Hence all the result presented for
ERTGs are valid for EDTGs as well. Regarding other games on probabilistic timed au-
tomata, we conjecture that it is possible to reduce expected average-time games to mean
payoff games on the boundary region abstraction. However, the techniques presented in
this paper are insufficient to demonstrate such a reduction.

Although the computational complexity of solving games on timed automata is high,
UPPAAL Tiga [5] is able to solve practical [6J10] reachability and safety properties for
timed games by using efficient symbolic zone-based algorithms. A natural future work
is to investigate the possibility of extending similar algorithms for probabilistic timed
games.
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Abstract. This paper considers the model of Time Petri Nets (TPNs)
extended with time parameters and its use to perform on-line diagnosis
of distributed systems. We propose to base the method on unfoldings.
Given a partial observation, as a possibly structured set of actions, our
method determines the causal relation between events in the model that
explain the observation. It can also synthesize parametric constraints
associated with these explanations. The method is implemented in the
tool ROMEO. We present its application to the diagnosis of the example
of a cowshed with pigs.

Keywords: Unfolding, Time Petri Nets, parameters, diagnosis, super-
vision.

1 Introduction

In this paper, we decided to bring attention on a dynamic verification method,
called model-based supervision. It is established that diagnosing dynamical sys-
tems, represented as discrete-event systems, amounts to finding what happened
to the system from existing observations (an event log) derived from sensors. In
this context, the diagnostic task consists in determining the trajectories compat-
ible with the observations. The standard situation is that the observed events
correspond to the firing of some transitions of the model, while the other tran-
sitions are just internal (this situation is called “partial observation” in super-
visory control theory []). Supervision, based on unfoldings [7I12] in our case, is
implemented by the on-the-fly construction of the unfolding, guided by the ob-
servations. With this dynamic approach, since we consider only finite sequences
of observations, decidability questions become much easier. The only require-
ment is to be able to decide whether a transition can be fired or not. Petri nets
for supervisory control and diagnosis have been proposed in numerous papers
(see for instance [16] and [9]). In most cases the construction of diagnosers is
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based on the state graph (i.e. the interleaving view). The use of unfoldings is
more recent. Safe ordinary nets are used in [8] with emphasis on distributed
diagnosis. This has been extended to safe time Petri nets in [5]. The parametric
case has not been considered yet.

The great interest of unfoldings in that task is their ability to infer the pos-
sible causal dependencies, which are not in general part of the observations. We
think that adding parameters in specifications is a real need. It is often difficult
to fix them a priori: indeed, we expect from the analysis some useful informa-
tion about their possible values. This feature clearly adds some “robustness” to
the modeling phase. It is particularly relevant for the supervision activity we
consider, in which an arbitrary choice of parameters often avoids to find expla-
nations compatible with the observations. This leads to rejection of the model;
moreover, no additional knowledge how to correct it is provided.

We implemented our method inside the ROMEO tool developed in the IRCCyN
lab in Nantes [I1], available as free software. This implementation allowed us to
demonstrate the proposed supervision method on small case studies. In this
paper we chose to develop a new case study, the “cowshed with pigs”. It is
freely inspired from [10], in which the idea was to show how Uppaal can handle
some hybrid models. Here, we consider a Time Petri Net modelling with time
parameters. By observing some particular transitions of the model, we show that
it is possible to infer causalities between the corresponding events, allowing us
to correlate them in order to find the root causes. Furthermore, the method can
compute constraints on parameters that must be satisfied in order to explain the
observations.

We consider here for the first time, the possibility of having a structured set of
observations. The goal of the supervision is to produce explanations compatible
with this set (no contradiction between the respective causal structures).

The contributions of this paper are:

— a general method for on-line diagnosis based on Time Petri Nets with pa-
rameters, able of causal, time, and parametric inference from a structured
set of observations.

— an illustration using an original model of cowshed, which could be of general
interest for the community.

The paper is organised as follows. In Section B we first present the Time Petri
net model with parameters and the way it can be unfolded. Then the model of
observations is presented in Section[Bland how it is used to guide the construction
of the unfolding. Section [ describes our case study and illustrates the method,
before a few words of conclusion.

2 Time Petri Nets with Parameters and Their Unfolding

2.1 General Notations

We denote by IN the set of non-negative integers, by Q the set of rational numbers
and R the set of real numbers. For A denoting the sets Q or R, A>q (resp. Asg)
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denotes the subset of non-negative (resp. strictly positive) elements of A. Given
a,b € IN such that a < b, we denote by [a..b] the set of integers greater or equal
to a and less or equal to b. For any set X, we denote by |X| its cardinality.
In the symbolic expressions, A denotes the logical conjunction, V the logical
disjunction and — the logical negation operators. We will also use = as the
logical implication.

For a function f on a domain D and a subset C' of D, we denote by f|c the
restriction of f to C.

Let X be a finite set. A (rational) linear expression on X is an expression
of the form a;z1 + -+ 4+ apxy, with n € N, Vi,a; € Q and x; € X. The set
of linear expressions on X is denoted Expr(X). A linear constraint on X is an
expression of the form Lx ~ b, where Ly is a linear expression on X, b € Q and
~e {<,<,>,>}. We will also use abbreviations like = and #.

For the sake of readability, when non-ambiguous, we will “flatten” nested
tuples, e.g. (((B, E, F),1),v,0) will be written (B, E, F,l,v,0).

2.2 Petri Nets

Definition 1 (Place/transition net). A place/transition net (P/T net) is a
tuple (P, T, W) where: P is a finite set of places, T is a finite set of transitions,
with PNT =0 and W C (P x T)U (T x P) is the flow relation.

This structure defines a directed bipartite graph.

We further define, for all x € P UT, the following sets: *x = {y € P U
T| (y,x) € W} and 2* = {y € PUT | (z,y) € W}. These set definitions
naturally extend by union to subsets of PUT.

A marking m : P — IN is a function such that (P,m) is a multiset. For all
p € P, m(p) is the number of tokens in the place p. In this paper we restrict our
study to I-safe nets, i.e. nets such that Vp € P, m(p) < 1. Therefore, in the rest
of the paper, we usually identify the marking m with the set of places p such
that m(p) = 1. In the sequel we will call Petri net a marked P/T net, i.e. a pair
(N, m) where N is a P/T net and m a marking of N, called initial marking.

A transition ¢ € T is said to be enabled by the marking m if *% C m. We
denote by en(m), the set of transitions enabled by m.

There is a path x1,x9,...,2, in a P/T net iff Vi € [1.n|, 2; € PUT and
Vi€ [l.n—1], (2, zip1) € W.

In an acyclic P/T net, consider (z,y) € PUT. x and y are causally related,
which we denote by = < y, iff there exist a path in the net from z to y. x and
y are in conflict, which we denote by x#y, iff there exists two paths p,¢,...,x
and p,t’,...,y, starting from the same place p € P but such that ¢t # ¢'. It is
also convenient to consider the relation of direct conflict between transitions,
denoted z conf y, indicating that they share in their presets the place that
originated the conflict (*x N % # 0). x and y are in concurrency, which we
denote by x co y, iff none of the two previous relations holds, that is to say

~(x <y) A=y < x) A(2#y).
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An occurrence net is an acyclic P/T net, finite by precedence, and such that no
element is in conflict with itself and each place has at most one input transition.
We use the classical terminology of conditions and events to refer to the places
and transitions in an occurrence net.

Definition 2 (Branching process). A branching process of a Petri net N' =
(P, T,W,myg) is a labeled occurrence net § = (O,1) where O = (B, E, F) is an
occurrence net and 1 : BUFE — PUT is the labeling function such that:

—I(B)CPandl(E)CT,

— for all e € E, the restriction ljs, of I to ®e is a bijection between e and ®l(e),
— foralle € E, the restriction l|cs of | to e® is a bijection between e* and ((e)®,
— for all e1,eq € E, if ®e1 = ®eq and l(e1) = l(e2) then e; = ea.

E should also contain the special event L, such that: *L =0, (L) =0, and I|,.
s a bijection between L* and my.

Ezample 1. Fig.[Ib shows one branching process of the net presented in Fig. [Ih
(ignoring any timing or parameter information). The labels are put inside the
nodes. We can see that the branching process in Fig. [[b unfolds the loop ¢1, t2, to
once. This loop could be unfolded infinitely many times, leading to an infinite
branching process.

Branching processes can be partially ordered by a prefiz relation. There exists
the greatest branching process according to this relation for any Petri net A,
which is called the unfolding of N, denoted U(N').

Let 8 = (B, E, F,l) be a branching process.

A co-set in (3 is a subset B’ of B such that Vb,b’ € B’, bco V.

A configuration of 3 is a set of events E' C E which is causally closed and
conflict-free, that is to say Ve! € E',Ve € E, e < ¢/ = e¢ € E' and Ve,e' €
E' = (efte’).

For any co-set B’, [(B’) defines a subset of the marking of the net. A cut is
a maximal co-set (inclusion-wise). For any configuration E’, we can define the
set Cut(E’) = E'* \ *E’, which is the marking of the Petri net obtained after
executing the sequence of events in E’.

An extension of (3 is a pair (¢, e) such that e is an event not in F , s.t. *¢ C B
is a co-set, the restriction of [ to ®e is bijection between ®e and * and there is no
e € Est.l(e') =t and *’ = *e. Adding e to F and labeling e with ¢ gives a new
branching process. Starting from the event 1, and adding successively possible
extensions forms the “unfolding algorithm”.

2.3 Parametric Time Petri Nets

A mainstream way of adding time to Petri nets is by equipping transitions with
a time interval [I3I3]. We consider here an extension allowing the designer to
leave open the knowledge of time bounds by putting symbolic expressions on
parameters in time intervals instead of rational constants.
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Fig. 1. A parametric time Petri net (a) and a prefix of the unfolding of its underlying
(untimed) Petri net (b)

Definition 3 (Parametric Time Petri net). A parametric Time Petri Net

(PTPN) is a tuple (P, T, W, mq, eft, Ift, IT, D7) where:
(P, T,W,my) is a Petri net, II is a finite set of parameters (II N (PUT) =
0), D is a conjunction of linear constraints describing the set of initial
constraints on the parameters, and eft : T — Q> U Expr(II) and Ift : T —
Q>0 U {oo} U Expr(II) are functions respectively called carliest (eft) and
latest (Ift) transition firing times. For each transition t, if eft(t) and [ft(t)
are constants, it is assumed that eft(t) < Ift(t), otherwise, it is assumed that
Dy = eft(t) < Ift(t).

Ezample 2. Fig.[Ih gives an example of a PTPN. Notice that the time interval
of transition to refers to two parameters a and b. The only initial constraint is

HZ{CLSI)}.

Given a PTPN N = (P, T, W, my, eft, Ift, IT, D7), we denote by Untimed(/N) the
Petri net (P, T, W, mg). The definition of unfolding for PTPN is developed in
[T4/T5]. It relies on an extension and improvement of [6] to have a compact rep-
resentation of the unfolding and to deal with parameters. The idea is to decorate
the unfolding of the underlying net in associating to each event e a symbolic ex-
pression 0(e) representing the constraints that must be satisfied to justify the
occurrence of e. For each event e, we consider its firing date represented by the
variable f.. The expressions on events are boolean expressions on linear con-
straints on the set of variables and parameters. Figl2 gives an example of such
“decorated” unfolding.

Let N = (P, T, W, my,eft,Ift, I, D;;) be a PTPN and 3 = (B, E, F,l) be the
associated unfolding of Untimed(N). We define the enabling date of an event
e € E as the expression TOE(e) standing for maxyces. 05. It gives the date at
which the corresponding transition has been enabled.
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Fig. 2. A prefix of the symbolic unfolding of the PTPN of Fig. [[h

f

Definition 4 (Valid timing function for an unfolding). Given a PTPN
N = (P, T,W,mq,eft, Ift, [1, D). Let § = (B, E, F,l) be the unfolding of
Untimed(\). The timing function 6 is defined by (L) =0 and Ve € E (e # L),

(8. # 00) A (eft(I(e)) < 0. — TOE(e) < ft(1(€))) A Awcp.er conf o (Br =00)]
V [(0e = 00) A Vyap(Bop = 00)]
V(8. = 50) A Vecmer conf ol(Ber # 00) A (8 < TOE(e) + It (1(e)))]]

Note that in this definition, the parameters appear through the functions eft
and Ift.

The first line of the expression means that the event e has been fired, and
consequently that no conflicting events has been fired and that its firing date
must conform to its time interval according to the TPN semantics. The remaining
two lines consider the case in which the event e has not been fired (coded by
the expression 6. = 00). There are two possibilities: either a preceding event has
not yet fired, or a conflicting event has been fired and has prevented e to occur.
This latter case means that such conflicting event has fired while e was enabled.

Ezxample 3. Fig. [ shows a symbolic prefix of the unfolding of the PTPN in
Fig. [[h. We can see that each event is attributed with a symbolic expression.
The expressions are formed with variables denoting the firing dates of the con-
sidered event and of its neighbourhood (the events that directly precede and
those in conflict) and parameters. In practice, the expressions are implemented
in polyhedrons.

We also define the set of events temporally preceding an event e € E as:
Earlier(e) = {¢/ € E | 6(¢’) < O(e) is satisfiable}.

Following the standard semantics of TPNs, [2] has defined the notion of valid
time configuration, which can be used here:
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Definition 5 (valid time configuration). A configuration E’ of U (Untimed(\))
is a valid time configuration of

UN) iff (0L =0) and

/\ [0 > TOE(e) + eft(i(e)) A A 0. < TOE(e') + Ift(I(e))]
ee E'\{L} e’ €en(l(Cut(Earlier(e)))

Let us consider a maximal (in term of set inclusion) configuration E’ of
U(Untimed(N)), extended with the events that are in direct conflict E” and
equipped with the corresponding symbolic expressions of U(N'). Assuming that
events in F’ have fired and that events in E” not, E’ is a valid time configuration
if the conjunction of all expressions of £/ U E” is satisfiable. This leads to the
following theorem [14].

Theorem 1 (Correctness). Let (B,E,F,l,v,0) be the unfolding of a para-
metric time Petri net N = (P, T, W, mg,eft,Ift, I[I, Dyy). Consider a mazimal
configuration E' C E, and E"" = {e € E | 3¢’ € E',e conf €'}

E’ is a valid time configuration iff

[N\ (B #o00)A N\ (Be=c0)]= \ 6le) is satisfiable.

ecE’ ecE" ecE'UE"

3 Application to Supervision

We first define the notion of structured observation and then show how to guide
the construction of a finite unfolding containing the configurations that are com-
patible with the observations. We consider that the real distributed system un-
der supervision has been instrumented in such a way that it will produce events
(like prints used for debugging) during its execution. These events have a name,
picked up in some finite alphabet X and can be possibly related to each other.
In practice, we consider three cases: two events can be causally related, they can
be concurrent, or their relation is not known. As usual, the causal relation must
be an order. The two others are just symmetric.

Definition 6 (Observation). Anobservation is a finite set of events O, equipped
with a causal order < and a symmetric relation co. If two events are not related,
their relation is said to be “unknown”. An event also has a name, addressed by
the labelling function \: O — .

In order to relate the observation and the model, we also consider that transitions
of the PTPN are labelled by a similar function A : T — X'U{e}. The e symbol not
belonging to X' is used to indicate that the occurrence of the transition cannot
be linked to an observable event. The labelling does not need to be injective,
and in general the same observation can be explained by several trajectories of
the model.
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We construct the unfolding compatible with the observation. To define this
notion of compatibility, we consider the maximal configurations and ask they
do not contain events and relations that contradicts the observation. Given an
observation O, we consider the Parikh vector @(O) = (|]A71(a)|)sex, which
counts the number of occurrences of each action in O. The same function can
also be applied to configurations, considering that for each event e, A(e) is in

fact A(l(e)).

Definition 7 (Compatibility). The unfolding of a PTPN N is compatible
with an observation O if all its mazimal (in the sense of set inclusion) configu-
rations are. A configuration E is compatible with an observation iff:

— Vee E,w(E) =w(0) and
_ Yo1,09 € 0,01 <0 =

Jey,eq € E s.t. (Ao1) = Ae1)) A (Moz) = Ale2)) A (e1 < ea)
~ Yo1,02 € 0,01 co 03 =

Jey,ea € E s.t. (Ao1) = Ae1)) A (Moz) = Ale2)) A (e1 co es)

Theorem 2 (Finiteness). Given a finite observation, if the PTPN does not
contain loops of € transitions, the set of compatible configurations is finite and
thus the unfolding.

Proof. Because of the finiteness of the original Petri net, the only possibility to
obtain an infinite object is to have an infinite configuration. Such a configuration
contains some observable events (events e such that A(I(e)) # €). They are in
finite number, due to the finiteness of the observation and by application of the
Parikh constraint. Thus, the only possibility is to have an infinite number of €
events. Because of the safeness of the net, this infinite set of events must form a
chain of causality, which is prevented by the absence of e-loop in the net.

At the end of the observation, we obtain a finite unfolding in which each event
is equipped with a symbolic expression. From Theorem [I] it is possible to ex-
tract the valid timed configurations. This is done by considering the maximal
configurations of the underlying untimed net, extended by the events that are
in direct conflict with some event of the configuration. The associated symbolic
constraint is given by Theorem[Il After Boolean simplification, keeping only the
configurations in which the expression is satisfiable, we obtain a set of timed
configurations which constitutes the set of “explanations”. An explanation adds
in general a lot of information to the observation:

— It has inferred some added causal and concurrent relations between the ob-
servable events;

— it has inserted also some patterns of non observable events;

— it gives the constraint that must be satisfied between all the firing dates of
the events;

— it gives some constraints about the possible values of the parameters.
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Fig. 3. Two possible explanations

This is illustrated in Fig.[Bl We have considered the PTPN of Fig. [Th in which
only transitions ¢; and o are observable and labelled with the same letter. Let
us now consider a simple observation formed with only two occurrences of the
letter. The finite symbolic unfolding we obtain is the one depicted in Fig. 2
There are only two maximal valid timed configurations as shown in Fig. B

4 Case Study

4.1 The Continuous Model

In this section, we present a realistic case-study based on the industrial case
study for climate control in a cowshed proposed in [10]. The problem is to keep
the temperature, humidity, CO2 and ammonia concentrations at specified levels
so that the well-being of pigs is ensured. Though it would be relevant to model
temperature, humidity, CO2 and ammonia concentration we limit ourselves to
modeling only temperature. It would though be easy to include the disregarded
climate parameters since the mixing dynamics are, roughly, identical.

The cowshed is divided into distinct climatic zones which interact by ex-
changing air flow. Besides internal air flow a zone interact with the ambient
environment by activating a ventilator in an exhaust pipe and also by opening
a screen to let fresh air into the building. Air flowing from outside into the "
zone is denoted Q[m?3/s]. Air flowing from the i*" zone to outside is denoted
Q2% [m3/s]. Air flowing from zone i to i + 1 is denoted Q; ;+1[m?/s|(air flow is
defined positive from a lower index to a higher index). A stationary flow bal-
ance for each zone ¢ is found: Q;—1,; + Qg" = Qiit1 + Q;’“t where by definition
Qo,1 = Qn,n+1 = 0. The flow balance for zone i is illustrated in Fig. Fl
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Fig. 4. The zone number ¢ and the air flows through it

The temperature in a given zone is impacted in several ways:

— Each zone is equipped with a heater which can be either on (u; = 1) or off
(u; = 0). We denote by U;[J/s] the resulting heating;

The pigs in the zone produce heat, denoted by W;[.J/s];

Air flows from/to adjacent zones;

Fresh air flows in from outside through the inlet. T4, is the outside tem-
perature. Q;""*" is the maximum flow of air drawn from outside;

— Air flows outside by means of the fan. Q¢“*™*" is the maximum flow of air

fanned outside.

The evolution of the temperature in zone i is therefore given by the following dif-
ferential equation, where V; is the volume of zone 4, p,;, the air density [kg/m?],
and ¢, the specific heat capacity of air [J/kg.C]:

d;;i = f(Ti_'l,Ti,Ti_;,_l),With
f(Tiz1, T3, Tiga) = %[Q;nTamb — QT+ Qi1 Ti—1 — Qiia T;
—Qiit1Ti = Qig1,i Tigr + L]
Among all the factors impacting the temperature in the zone, only three are
directly controllable:

— The heater, which is on or off;

— The aperture of the inlet, between 0 and some maximal value inducing
Qz:n,max,
7 )

— The speed of the fan, between 0 and some maximal value inducing Q°%%™ma%:

In particular, the internal air flows between zones are induced by these last two
parameters. We also decided to extend the system with an extra feature which
is a possibility of failures of fans (depicted by the state OOO; in Fig. [{).
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Fig. 5. The cell ¢
4.2 The PTPN Generation

We consider a discrete evolution of temperature of each cell on a scale of n
degrees. Each possible temperature in a cell is represented as a place. The marked
place gives the current temperature of the cell. We sample and compute the
successor state considering that T;_1, T; and T;y; are constants. Let us denote
nexts(T;) the temperature of cell ¢, obtained in these conditions after ¢ units of
time (t.u.).

We define Cs € [0, 1] as the coefficient of heat exchange on the duration 6.

1. Without fan (no communication with outside) and without pig:

Tiy —T; Tipr — T,
nexts(T;) = T; + Cs * IT + Cs * %
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On an infinite delay (Cs = 1), we would obtain the heat equilibrium:
next(g(T) Ti1+T; +Tz+1+Tamb

2. Without fan, but Wlth pigs:
Let T(;W be the heat brought by the pigs during 6 time units.

T = T; Ty —T;

nexts(T;) = T; + Cs * 4+ Cys * +T5W

3. With fan and pigs:
Let C¢™b € [0,1] the coefficient of heat exchange with outside (depends on
the power of the fan: C¢™? = 1 means a fan with an infinite power)

’I’L@.’Et(s( ) Cg"lb*Tamb+(1 Camb) (T +C5*T1 1=T; +C *T1+1 +T5 )

The model of a cell i, given in Fig. [, consists of 4 blocks:

— the block T; with one place per temperature,

— the block Next; is used to store the intermediate state,

— the block FAN; is a model of the behaviour of the fan including possibility
of failures,

— the block nexts compute the next temperature of the cell and performs the
exchange of tokens between bloks T; and Next; using the block FAN; and
the temperature of adjacent cells. This exchange is given by the quantization
(on the n temperature levels) of the function nexts(T;).

The sampling is controlled by the places Ctrl; Compute; and Wait; and transi-
tions top;, run; and update;. The new temperature of the cell 7 is computed in
two steps. First, the new temperature nexts(7;) is computed at (§ — ¢€) t.u. and
the result is stored in the intermediate places of block Next;. This intermedi-
ate result is obtained in zero t.u. and does not depend of the interleaving since
marking of block T} is not modified by this computation. Then, the intermediate
result is moved from Next; to T; after € t.u.

All the possibilities are defined, which leads to a complex graph. With n the
number of temperature levels, the model have 2 x n3 transitions.This one is
tedious to build by hand. Thus we decided to automatically generate the model
by programming a tcl-tk generator, parameterized by the number of considered
cells and the temperature scale. This generator of 1000 lines builds an PTPN
model as a XML file directly read by Romeo. For example, Fig. [ gives an insight
of the model with 2 cells and 3 levels of temperature.

4.3 The Diagnosis Experiment

The goal of the experiment is to show a case in which a certain maximal tem-
perature is exceeded in one of the cells. This leads in turn to the death of some
pigs. In the model, we assume that we can observe the changes of temperature
in each of the cells, and we can get to know if some pigs died. As a result we
would like to know the possible explanations of cases in which a pig died. For
example, we can imagine a situation where a fan is broken in a cell. Moreover,
we would like to obtain some information about the possible dates of death.
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Fig. 6. The model with 2 cells and 3 levels of temperature

The experiment was performed on the system presented in the previous section
in Fig. [6l It consists of 2 cells and 3 levels of temperature. In the example, we
assume that the temperature of cells is monitored at some given rate, which
amounts to 10 units of time.

To be able to execute our scenario, we added some additional transitions to
the model (see Fig.[d]). They do not change the main functionality of the model.
They are used for two reasons. The first reason is to verify whether the critical
temperature was reached or not. Consequently, each time the extra transitions
are fired, one can observe the death of pigs as a consequence of the excessive
temperature. The second reason is to compute a minimal delay between two
events: the initial event of the model (at time 0), and the potential death of pigs
in a cell. The structure which implements this task is based on two transitions.
One of the transitions has a parametrized constraint [a, a]. The transitions share
an input place with a token. The token is active from the very beginning of
the model activity. However, the non-parametrized transition ¢ depends also on
some other token at place p (in the model it denotes the maximal temperature).
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Our goal is to get to know when the place p can activate the non-parametrized
transition (in the model it denotes the death of pig). We can note that using the
structure we get the minimal possible date of firing ¢ by reading the parameter a.

For the purpose of the experiment, we set up an initial temperature for each
cell and we entered a set of observed events into our tool for analysis, i.e.: log
with unordered temperature measurements, and an event which signals death
of an animal in one of the cells. In total, there were 8 observable events and
a limit of 6 unobservable events in the observation. As a result, we obtain a
prefix consisting of 108 events with 4 possible explanations. From the prefix we
can observe that in any of the four scenarios, the fans in the both cells have to
be broken before the temperature become critical. Moreover, as a result of the
experiment, we get possible valuations of the parameters given in the model.
Thus, we get to know that the minimal time amount necessary in order to reach
the state dangerous for the pigs amounts to 20 units of time.

To perform the experiment we used a prototype implemented in Romeo, which
is a software for analysis of time Petri nets. The experiment was executed on
a small machine with 1GB of RAM and 2GHz Intel Pentium processor. The
computation time of the example needed about 15 seconds. During our exper-
iments we tested also some different variants of the problem: with more cells,
with more levels of temperature, and with different observations. In general, size
of the model and observations can strongly influence the time complexity of the
diagnosis. It is not difficult to observe that one of the issues which plays a great
role in the time consumption of the analysis is the number of unobservable, or
indistinguishable events in the system. During the tests we observed many diffi-
cult cases in the context of time complexity. We intend to address that issue in
our future work and improve the software tool we used for our experiments.

5 Conclusion

The current version of the ROMEO tool 2.9.0 is available on the webpage [IJ.
It offers the possibility of computing symbolic unfoldings for safe time Petri
Nets with parameters. When guided by a sequence of actions, this feature allows
the user to perform some diagnosis. The diagnosis consists in a finite prefix of
the unfolding, presenting all the possible explanations of the input sequence.
The explanations show the inferred causal relationships between the events of
the model and also give the possible values for the parameters. We think that
such an integrated method is a real added-value for the analysis of concurrent
systems, and opens the door to deal with even more complex models like TPNs
with stopwatches, or TPNs with more robust time semantics (e.g. with imperfect
clocks).
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Abstract. In this paper we propose a novel technique for constructing timed au-
tomata from properties expressed in the logic MTL, under bounded-variability as-
sumptions. We handle full MTL and include all future operators. Our construction
is based on separation of the continuous time monitoring of the input sequence
and discrete predictions regarding the future. The separation of the continuous
from the discrete allows us to determinize our automata in an exponential con-
struction that does not increase the number of clocks. This leads to a doubly
exponential construction from MTL to deterministic timed automata, compared
with triply exponential using existing approaches.

We offer an alternative to the existing approach to linear real-time model
checking, which has never been implemented. It further offers a unified frame-
work for model checking, runtime monitoring, and synthesis, in an approach that
can reuse tools, implementations, and insights from the discrete setting.

1 Introduction

The ability to write high-level, intuitive specifications in temporal logic is what, in many
cases, underlies the success of applications in model checking, runtime monitoring,
and controller synthesis. In this paper we concentrate on applications where linear-time
temporal logic (LTL) [20] is used to describe ongoing behaviors. In the case of model-
checking the specification ¢ is effectively translated to a nondeterministic automaton
A, that is composed with the system and analyzed in the search of bad behaviors. In
runtime monitoring, it is not enough to translate ¢ to a nondeterministic automaton.
Indeed, an individual behavior of the system may induce multiple runs, which have
to be followed simultaneously. Resolving nondeterminism on-the-fly induces an extra
computational cost at every step of the monitoring. Thus, it is best to use a determinis-
tic automaton. As monitoring is usually concerned only with finite input sequences, a
simple determinization, based on the subset construction, suffices. Finally, in controller
synthesis, we would like to automatically generate an implementation of a system .S
that satisfies a specification ¢ [24]. Synthesis requires to convert ¢ to a deterministic
automaton, however, full determinization of w-automata is required [26/23].

Here, we are interested in these three applications in the context of real-time. The
main model for reasoning quantitatively about time is timed automata [3]]. Timed au-
tomata are suitable for modeling certain time-dependent phenomena, and their reacha-
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DESIGN. The second author is supported by the grant UK EPSRC EP/E028985/1.
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bility (or empty language) problem is decidable, facts that have been exploited in veri-

fication tools, e.g., Kronos [29] and Uppaal [135].

As in the untimed case, we would like to combine the model of timed automata with
a powerful logic and apply algorithms for model checking, runtime monitoring, and
controller synthesis. Many variants of real-time logics [[14I5/12l11]] have been proposed.
However, unlike in the untimed case, the correspondence between simply-defined logics
and variants of timed automata is not simple. One of the most popular dense-time exten-
sions of LTL is the logic MITL introduced in [4] as a restriction of the logic MTL [14].
The principal modality of MITL is the timed until ¢/, where I is some non-singular
interval. A formula pU (, p)q is satisfied by a model at any time instant ¢ that admits ¢
at some ty € (¢t + a,t + b), and where p holds continuously from ¢ to ¢y. Decidability
of MITL was established in [4] by converting an MITL formula to a nondeterministic
timed automaton and analyzing the structure of that automaton. Further investigations
of MITL and MTL suggested alternative translations of MITL to nondeterministic timed
automata [[17l18] and used alternating timed automata to show decidability of MTL in
certain circumstances [22].

The mentioned translations of MITL to nondeterministic timed automata provide the
necessary theory for MITL model checking. However, to the best of our knowledge,
(due to their complexity) there are no tools implementing linear-time model checking
of timed systems. In addition, these constructions do not offer a viable solution for run-
time monitoring or controller synthesis, as they do not produce deterministic automata.
In general, for MITL it is impossible to construct deterministic automata [16]. Con-
sider, for example, the formula ¢ = [J (g q)(p — Q(a’b) q), which says that for every
t € (0,a), if p is true at time ¢ then there is a time point ¢’ € (¢ + a,t + b) in which
q holds. A deterministic automaton for ¢ would require infinite memory to remember
all possible occurrences of p within (0,a). Even if we find a fragment of MITL that
can be translated to deterministic timed automata, the known constructions [4.17] can-
not be used, as arbitrary timed automata cannot be determinized [3]. Determinization
constructions rely on the ability to create a finite representation of a set of runs. When
clocks are involved, it is impossible to finitely represent all the values of the clocks
in a deterministic timed automaton. Even worse, the realizability problem for MITL is
undecidable [10]; and for MTL, realizability is undecidable even for finite words, but
becomes decidable if one restricts the number of clocks used by the controller [8]].

Synthesis from specifications given as deterministic timed automata is possible [21].
In order to produce deterministic automata one has to resolve two sources of nondeter-
minism in timed automata arising from MITL:

1. Unbounded variability: there can be an unbounded number of events in a fixed inter-
val of time, which the automaton needs to remember. It follows that one cannot fix a
bound on the number of clocks that the timed automaton needs to use for memorizing
relevant events. Most examples showing that timed automata cannot be determinized
or complemented use unbounded variability.

2. Acausality: the satisfaction of a formula at time ¢ may depend on values of inputs
at time ¢’ > t. In order to determine whether the input sequence satisfies the for-
mula at time ¢, the automaton “predicts” the future values of inputs, and aborts later
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(at t") computations corresponding to wrong predictions. Acausality is a source of
nondeterminism for both untimed and real-time temporal logics.

Wilke showed that removing the first source of nondeterminism (i.e., bounding the
variability of input signals) enables complementation and determinization of timed au-
tomata [28]]. His proof uses monadic-second order logic and offers no practical solu-
tion. Several classes of timed automata that can be determinized are identified in [7]].
These automata include strongly non-Zeno timed automata, which reject words that
vary more than a certain bound. The construction in [7] is impractical for MITL speci-
fications as it is doubly exponential and uses an exponential number of clocks; leading
to a triple exponential construction with a doubly exponential number of clocks. Also,
determinization is considered only for finite words.

In [18] a construction from MTL under bounded variability to deterministic timed
automata is suggested. This solution, however, only partially solves acausality: only
invariants “always ¢” are handled, where  is an MTL formula with past temporal oper-
ators and bounded future operators. Bounded future operators in the scope of an always
are syntactically changed to past operators. As the past is naturally deterministic [16],
the standard construction of [17] produces a deterministic automaton. Compared with
[7]], the construction is single exponential instead of triple exponential.

It follows that bounded variability is a practical solution for constructing determinis-
tic timed automata from real-time specifications. For many applications, bounded vari-
ability is a very reasonable assumption [6]. High variability arises from the frequency
at which systems operate; and almost all systems have a bound on the frequencies in
which they operate. In general, high frequencies are hard to produce making systems
more complicated. In practice, bounded variability covers the most interesting cases.

Using the assumption of bounded-variability, we show how to fully handle acausal-
ity of MTL semantics. For that, we devise a completely new construction for converting
MTL formulas to nondeterministic automata, which relies on bounded variability. Our
construction separates the timed automata into two parts: (i) a standard timed automaton
that monitors changes in the inputs and memorizes events with clocks; and (ii) a depen-
dent timed automaton, that makes passive use of clocks controlled by the first part. The
first part is deterministic by construction. The second part, namely the dependend timed
automaton, generates discrete predictions regarding future events.

We then show that dependent timed automata with the following properties can be
determinized: (i) transitions cannot be enabled throughout the stay in a state (no dense
nondeterminism); and (ii) when a transition is enabled the automaton can stay for a
little while in the target state. Both conditions hold for the automata we construct. The
determinization itself is a slight variant of determinization for untimed finite automata
on infinite words [26/23]]. The determinization is exponential and does not change the
number of clocks. The overall result is doubly exponential construction from MTL to
deterministic timed automatall

Our new construction has many additional advantages even when producing nonde-
terministic automata. In our construction the number of clocks depends on the num-
ber of propositions, the depth of the longest chain of nested timed operators, and the

! In contrast, an exponential determinization for general timed automata under bounded vari-
ability is impossible. The doubly exponential determinization in [[7] is optimal.
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bounded variability of the input. Updates to clocks are extremely simple and depend
directly on the input. In previous constructions clocks are allocated according to vari-
ability and depth of each operator separately. In our construction the number of states
associated with every unbounded-until is constant, while in previous constructions ev-
ery temporal operator requires states that are proportional to the number of active inter-
vals that the temporal operator may have. For the fragment of bounded future operators
considered in [[18]] our automata are deterministic by construction and do not require the
extra determinization step. Finally, previous translations read “singular” (zero-duration)
and “open” intervals, while in our construction automata use only left-closed right-open
intervals, which matches existing tools, such as Kronos [29] and Uppaal [15].

2 Signals and MTL

Let AP be a set of atomic propositions. A signal over AP is a function w : T — 247,
where T is either the non-negative reals R>¢ (infinite-length) or an interval [0, ) (finite
length). We denote by w,, the projection of w to the proposition p. Concatenation of two
finite signals w; and wo defined over [0, 1) and [0, 73), respectively, is the finite signal
w = wj - wy, defined over [0, 1 +rg) as w[t] = wy[t] fort < ry and w(t] = wa[t —rq]
fort > r1. Consider signal w over AP and signal w’ over AP’ of the same length such
that AP N AP’" = (). Their product w x w’ is the signal such that for p € AP we have
(w x w'), = wy, and for p € AP" we have (w x w’), = w),. Product is defined for
sets of words in the natural way. We say that w is of bounded-variability [ if for every
proposition p, every t € T, and every tg < t; < --- < #; € [t,t+ 1) there is 7 such that
wp[ti;] = wp[ti+1]. That is, proposition p changes its value at most [ — 1 times in every
interval of length 1. In this paper we consider only signals of bounded variability.

The syntax of the future fragment of MTL interpreted over dense-time signals is
defined by the grammar ¢ := p | ¢ | ¢1 V @2 | 1 U 2, where p belongs to a set
AP = {p1,...,pn} of propositions and [ is an interval of one of the following forms:
[b,b], (a,b), or (a,00) where 0 < a < b are integers. An until U ; is unbounded if I is
(a, 0), otherwise it is bounded.

The semantics of an MTL formula ¢ with respect to a signal w is defined recursively
via the satisfiability relation (w, t) = ¢, indicating that signal w satisfies ¢ at time ¢:

(w,t) Ep < wplt] =1

(w,t) =~ o (w,t) e

(w7t) }: Y1V < (w7t) ': @1 or (w7t) ': 2

(w,t) EprUrps — It €t +Ist(w,t') Eps AV € (L) (wt") E e

A formula ¢ is satisfied by w if (w,0) = ¢ and L(¢) = {w | (w,0) = ¢}. Other
Boolean and temporal operators are derived as usual. In particular, >, o = T U
and [J; ¢ = — <>,y are the eventually and always operators. Similarly, intervals
such as [a, b], [a,)), [a, 00) can be expressed. When I = (0, 00), we simply omit it.

We suggest a new construction from MTL under bounded variability to timed au-
tomata. The construction is based on computing a bound f such that the automaton at
time ¢ memorizes the input signal at the interval [t — f, ). The truth value of the formula
is computed with a delay: when the automaton is reading time ¢ it computes the value
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fut(p) = 0, where p is a proposition.

fut(p1 V p2) = maz(fut(er), fut(p2))

ut(—p1) = fut(er)
(
(

=

fut(p1Urp2) = a + 2 + mazx(fut(p1), fut(ez2)), where I = (a, 00).
fut(pr Urp2) = b+ maz(fut(p:), fut(pz)), where I = (a,b) or I = [b, b].

Fig. 1. The function fut()

of the formula for time ¢t — f. The function fut, which determines the interval’s size, is
defined in Figure[dl

We compute the truth value of a formula ¢ at time ¢ by looking on the interval
[t,t + fut(p)). The only non-trivial part of this definition is the unbounded until ¢ =
©1U (q,00) 2, Which, apart from a, requires two additional lookaheads (a + 2). In this
paragraph, we give an informal overview of the ingredients needed for our construction
of determinizable timed automata from an unbounded until formula. The formal defini-
tion of the construction is presented in Section [ and illustrated by Figure 4l We want
an automaton to know for sure that ¢ is true without remembering how long ¢; held.
For that, the interval (¢, ¢ + a] is never sufficient: if 1 holds throughout (¢,t + a], we
must guess that ¢ continues until @9 holds later and if ; holds until 5 holds within
[t,t + a), then we need to know whether ¢, held also before ¢. Thus, we memorize
@1 and @9 in (t,t 4+ a + 1], which is sometimes sufficient to know for sure that ¢ is
true. For example, ¢ holds for sure if ¢ holds throughout (¢, ¢ + a + 0.5] and ¢4 holds
at t + a + 0.5. We use the information recorded in (¢, + a + 1], combined with a
purely discrete guess about the satisfaction of the untimed formula ©1U>o¢o at time
t 4+ a + 1, to construct an automaton that determines the truth value of ¢ at ¢. It dis-
tinguishes between three situations: (1) @3 is true at some ¢’ € (¢t + a,t + a + 1] and
1 holds throughout (¢,t’), hence ¢ clearly holds at ¢; (2) 1 does not hold at some
t' € (t,t + a + 1] and ¢, is false during (¢ + a,t’), hence ¢ is false at ¢; (3) @7 is
true during (¢,¢ 4+ a + 1] and ¢y is false throughout (¢ + a,t + a + 1], and we need
to predict the truth value of ¢1U>0p2 att + a + 1. The automaton is nondeterministic:
it makes wrong guesses and aborts runs. We use the additional lookahead to eliminate
one type of wrong guess. Consider, for example, some ¢ > 0 and the case that 1 holds
continuously throughout [0, 00) and ¢ holds in (0,¢+a) and (t +a+ 1, 00). For every
t' < t we have ¢ holds at time ¢’ and our automaton sees that ¢ is true. At exactly time
t, the automaton is blind: 4 does not hold throughout (¢ + a, ¢ + a + 1]. It has to guess
whether o continues to hold. If it guesses that ¢ is false, then at every t” > ¢ it realizes
its mistake and aborts as, indeed, 2 holds at t” +a+ 1. Hence, the “length of error” was
0: exactly at time ¢. We eliminate O-duration errors using the second lookahead t+a+-2,
which provides enough ‘prediction” power to avoid such errors. It follows that the 0-
duration error elimination results in an automaton that remains non-deterministic, but
this step is important for its determinization described in Section[3

The function fut is used also to decide where the truth value of a formula expires.
For example, if at time ¢ we know the value of ¢ and  in [t — 8, ¢), our knowledge for
the formula qU (3 o) expires at time ¢ — 2 — 2. As qU (2,007 is unbounded, this truth
value may depend further on a guess.
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3 Timed Automata

We use a variant of timed automata that differs slightly from the classical definitions
[BU13U1]. Our automata read multi-dimensional dense-time Boolean signals and output
Boolean signals. Input and output are associated with states and transitions. We also
extend the domain of clock values to include the special symbol L indicating that the
clock is currently inactive and extend the order relation on Rx( accordingly by letting
1 < v forevery v € R>(. We freely use multiplication by —1 and comparison with
negative values. It follows that — L > —wv for every v € R>(. Foraset A C RZ; we
use cl(A) to denote its (topological) closure. B

The set of valuations of a set C = {1, ..., x,} of clock variables, each denoted as
v = (v1,...,vy), defines the clock space H = (Rx>o U {L})". A configuration of a
timed automaton is a pair of the form (g, v) with ¢ being a discrete state. For a clock
valuation v = (v1,...,v,), v + t is the valuation (v{,...,v}) such that v; = v; if
v; = L and v] = v; + ¢ otherwise. An atomic clock constraint is a condition of the
form x <t y + d or & < d, where = and y are clocks, < € {<,<,> >}, and d is
an integer. Let A(C) denote the set of atomic constraints over the set C of clocks. For
aset X, let B*(X ) denote the set of positive Boolean formulas over X (i.e., Boolean
formulas built from elements in X using A and V). Let C(C) = BT (A(C)) denote the
set of constraints over the set of clocks C. We view a constraint ¢ € C(C) as a subset
¢ C 'H. We also introduce free real variables to constraints and quantify over them. That
is, we use constraints in the first-order theory of the reals, where clocks in C are free
variables. In the full version we show that application of quantifier elimination results
in clock constraints in C(C). We used the tool in [19] to eliminate quantifiers in some
of the examples below.

Definition 1. A timed automaton (TA) is A = (X, Q,C, \, I, A, qo, F), where X is
the input alphabet, Q) is a finite set of discrete states, and C is a set of clock variables.
We assume that X is 247 for some set of propositions AP. We freely use Boolean
combinations of propositions to denote sets of letters. The labeling function \ : Q — X
associates an input letter with every state. The staying condition (invariant) I assigns
to every state q a constraint I(q) € C(C). The transition relation A consists of elements
of the form (q, g, p,q’") where q and ¢’ are discrete states, the transition guard g is a
subset of H defined by a clock constraint, and p is the update function, a transformation
of H defined by an assignment of the form x := 0, x := L, or x := y or a set of such
assignments. Finally, qq is the initial state. Transitions leaving qo have the guard True
and use only updates of the form x := 0. We consider generalized Biichi automata,
where F C 29, and parity automata, where F = (Fy, ..., Fy) partitions Q. Unless
mentioned explicitly, automata are of the first type.

The behavior of a TA as it reads a signal w consists of a strict alternation between time
progress periods, where the TA stays in a state g as long as w[t] = A(q) and I(q) holds,
and discrete instantaneous transitions guarded by clock conditions. Formally, a step of
the TA is one of the following:

— A time step (¢, v) il (g,v+1t)t € Rygwhere o = A(q) and (v,v+t) C cl(I(q)).

- A discrete step: (¢,v) 2, (¢',v"), for some transition 6 = (¢, g,p,q') € A, such
that v € g and v' = p(v).
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Letv, = (L,...,1)betheassignmentof L to all clocks. A run of the TA starting from
a configuration (g, v ) is a finite or infinite sequence of strictly alternating time and
t ]

1
discrete steps of the form ¢ : (go, vo) o, (q1,v1) 2, (q1,v1 +t1) LN (g2, v2) SLIN

(q2,v2 + t2) LN , such that ) ¢; diverges. We denote by ([t] the valuation of the
clocks in ( at time ¢. That s, at t = 3%, t; we have ([t] = v;41 and fort’ < ¢;11 we
have ([t +¢'] = C[t] +¢'. Givenarun (, the set inf () is the set of states ¢ such that the
set of time instants in which ¢ is visited is unbounded. A run is accepting according to
the generalized Biichi condition F if for every F' € F we have FNinf () # (. Arun is
accepting according to the parity condition F if the minimal 7 such that F; Ninf () # 0
is even. The input signal carried by the run is ail . 032 -+, where we abuse notation
and denote by af ¢ the concatenation of the punctual signal ¢; and the open signal Ufi.
That is o; : [0,t;) — X such that forall ¢ € [0,¢;) we have w(t) = o;. An input signal
is accepted if it is carried by an accepting run. The language of A, denoted L(A), is the
set of accepted input signals.
Let A;=( X}, Q:,Ci, \i, I, Ai, b, F;), fori € {1,2}, be two TA such that C;NCq =
(). The composition A1 || Ay = (X1 x Xa,Q1 X Q2,C1 UCa, N\, I, A, (¢}, 43), F),
where (g1, ¢2) = (M (q1), A2(92)), 1(q1, ¢2) = I1(q1) AI2(g2), and F = {SxT'| S €
FrandT = Q2,0r S = Q1 and T' € Fy}. The transition relation A includes:
— Simultaneous transitions ((q1,42), 9, p, (41, ¢3)), where (¢;, gi, pi, ¢;) € A; fori €
{1,2},g=g1 A g2and p = p1 U pa,
— Left-side transitions ((q1,42), 9, p, (4}, q2)), where (¢1,91,p,¢;) € Ay and g =
g1 N\ IQ(QQ), and
— Right-side transitions ((q1,q2), 9, p, (q1,q5)), where (q2,92,p,q5) € Ay and g =
Ii(q1) N ga.
These three types of transitions reflect the asynchronicity of the composed TA, allowing
one to take a discrete step while the other is in the middle of a time step. Note that the
alphabets of A; and A, are disjoint.

Lemma 1. L(Al H Ag) = L(Al) X L(Ag)

A TA is deterministic if from every reachable configuration every event and every ‘non-
event’ leads to exactly one configuration:

Definition 2. A deterministic timed automaton is an automaton whose guards and stay-

ing conditions satisfy:

1. For every two distinct transitions (q, g1, p1,q1) and (q, g2, p2, q2) we have either
AMaq1) # Mage) or g1 A g2 is unsatisfiable.

2. For every transition (q, g, p,q’), either X(q) # X(q') or the intersection of g and
1(q) is either empty or isolated, i.e., there does not exist an open interval (t,t') such
that (t,t") C I(q) and (t,t') N g # 0.

Dependent timed automata (DTA) are transducers of runs of TA. Accordingly, DTA
have output and composition of DTA allows one automaton to read the output of the
other. DTA passively read clocks of other TA and have no clocks of their own. Thus,
they depend on other TA to supply them the clocks.

Definition 3. A dependent timed automaton (DTA) is B = (X, I, Q,C,v, I, A, qo, F),
where X, Q, C, qo, and F are as in timed automata. DTA have, in addition, an output
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alphabet I', and an output function vy : Q — I'. The labeling function is replaced by a
more general staying condition I that assigns to every state a Boolean combination of
atomic constraints and input letters I : Q — BY(A(C) U X). The transition relation
A consists of elements of the form (q, g, 0,q"), where g € BT (A(C) U X)) is a Boolean
combination of atomic constraints and input letters, o € I is an output, and the clock
update is removed. We assume that I' = 24 for a set AP of propositions and freely
use propositions to define staying conditions and transition guards.

Let ¢ be the run of TA A on input signal w. A run of the DTA reading ¢ and w is a
finite or infinite sequence of states and transitions, where the states are annotated by

the time the DTA stayed in them. Formally, ¢’ : qo Lo, qfl A, q? - -+, such that for
every ¢ > 0, there are g; and o; such that §; = (g;, gi, 0, gi+1) and g; is satisfied by
the values ¢ [t_;] and w[t_;}, where ; = 22:1 t;. Furthermore, for every ¢ € (t_;, t_;;+1)
we have I(g;) is satisfied by ([¢] and w[t]. Acceptance is defined as for runs of TA. An
accepting run ¢’ carries the signal w’ over ¥ x I such that w's, = w, w'[£;]r = 0;, and
for all t € (;,1;41) we have w'[t]r = 7(g;). Given a TA run ¢ carrying signal w, we
denote by B(w, ¢) the set of signals carried by accepting runs of B.

Consider two DTA B; = (X, I3, Qi, C, vi, Liy Ay, ¢4, F;) fori € {1,2}, where
Yo = X1 x I'. The composition B; ® By, where By reads the output of By, is the
following DTA. Let By ® By = (X1, I1 X I, Q1 X Q2,C, v, I, A, (¢8,43), F ),
where 7(q1,q2) = (71(q1),72(q2)) and F = {Sx T'[ S € Frand T = @Q2,0r § =
Q1 and T € Fy}. The staying condition is I(q1,q2) = I1(q1) A simp(11(q1), I2(g2))
where simp(v1(q1), ) is the constraint obtained from ¢ by replacing 1 (¢q1) by true
and all other letters in I} by false. The transition relation A includes:

- simultaneous transitions ((q1, g2), g, (01, 02), (¢4, ¢5)), where (¢;, gi, 0, ¢;) € A, for
i €{1,2} and g = g1 A simp(o1, g2),

— left-side transitions ((¢1,92), 9, (01,72(q2)), (¢}, 42)), where (¢1,91,01,¢}) € Ay
and g = g1 A simp(01,72(qz2)), and

- right-side transitions ((q1,42), 9, (v1(q1), 02), (41, ¢3)), where (g2, g2, 02,¢5) € Az
and g = I1(q1) A simp(71(q1), g2).

Lemma 2. For every run ¢ and signal w, B1 ® Ba(w, () = Ba(B1(w, (), ().

Consider a TA Ay = (X1, Q1,C, M1, I, Ay, ¢, F1) and a DTA By = (¥4, I, Q2, C,

Yo, Iz, As, qg, Fo). Their composition A; ® By is the TA (X1, Q1 X Q2,C, A, I, A,

(qd,q3), F), where X\(q1,q2) = M (q1),and F = {SxT|S € Frand T = Qq, 0r S =

Q1 and T € F»}. The staying condition is I(q1, q2) = I1(q1) A simp(A(q1), I2(q2)).

The transition relation A includes:

— simultaneous transitions ((¢1,42), 9, p1, (¢}, %)), where (q1,91,p1,41) € A1, (g2,
g2, 02, 43) € A, g = g1 A app(p1, simp(Mi(q1), g2)), and app(p1, g2) applies the
effect of p; on gs, e.g., if p; includes x := y we replace x in g2 by v,

— left-sided transitions ((q1, q2), 9, p1, (¢}, q2)), where (g1, 91, p1,q1) € A1 and g =
g1 A app(p1, simp(M(qy),72(ge))) » and

— right-sided transitions ((q1,2), 9,0, (¢1, ¢5)), where (g2, g2,02,q5) € As and g =
Ii(q1) A simp(A1(q1), g2)-
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A = {(gin, True, 0, qo), (gin, True, z1 := 0,q1) } U
{(qu,yl < fixiy1:= 0,(]2i+1), (q2i+1,y1 < f,yiy1 = 0,(]2i+2)} U
{(q2¢+2,y1 = f, {11 =2, Y1 = Y2, Th 1= Ti41, Y = Yit 1,

331'-4—1 = J_,y7;+1 = J_},QQZ')} @]
{(q2¢+2,y1 = f, {«Tl =2, Y1 = Y2, Th 1= Ti41, Y 2= Yit 1,
Tit1 = 0,yi+1 := L}, q2i41)} U

(@i+3, 31 = fi{z1 = @2, 41 == w2, ..+, T4 1= Tit1, Yi '= Yit1,
Tiy1 = L,yit1 = L}, gai1)} U
{(q2its, 1 = fi{z1 == 22, y1 == Y2, ., Tit1 1= Tit2,Yit1 = 0,

Tito := L}, qoiva)}

Fig. 2. The transition of proposition monitor

Lemma 3. L(A;® By)={w| 3¢ accepting run of Ay carrying w and Ba(w, (1) #0}.

As TA have no output, the composition of a TA with a DTA removes the output. Thus,
as in the composition B; ® By DTA By may read the output of B;, the composition
A ® B; ® Bs should be read as A ® (B ® Bs). If A; is generalized Biichi with
F1 = {Q1} and By is parity with Fy = (Fy, ..., F}) their composition A; ® Bs is a
parity automaton with F = (F{, ..., F}), where F] = Q1 x F;. We do not define other
compositions of parity conditions.

4 MTL to Nondeterministic Timed Automata

We suggest a novel construction for the conversion of MTL formulas to nondetermin-
istic TA. The advantage of this construction is that it effectively distinguishes between
discrete guesses relating to occurrences in the future (made by DTA) and the accumula-
tion of knowledge with clocks (made by deterministic and extremely simple TA). This
separation allows us to construct a deterministic automaton for the formula in Section[3
This section starts by introducing proposition monitors, deterministic TA that log infor-
mation about the input. We then show how to construct the DTA that handle general
MTL formulas. Note that the number of clocks depends on the structure of the formula
through the function fut and the construction of the proposition monitors.

We introduce a TA that memorizes the times in which a proposition is true. Given
a formula ¢ let f = fut(y). The automaton is going to memorize all events occurring
in the interval [t — f,¢). Let k be the bounded-variability value (i.e., the limit on the
number of changes possible in a proposition in 1 time unit). It follows that in the interval
[t — f,t) there can be at most [%} different sub-intervals in which the proposition is
true. Thus, we need 2 - [fz—k] clocks to memorize their start and end times. Let n =
[fz—’ﬂ Formally, for a proposition p, let A, = 2} Q,C,\ I, A, gin, {Q}), where
Q = {Qina q0,- - - q2n}; /\(Q21) = @, )\(q2i+1) = {p}’ C= {xﬁ,a cey xgr)w yzloa B Z/ﬁ},
for j > 1 we have I(q;) = y¥ < fand I(qo) = I(q1) = True and A is given in
Figure[2l One such proposition monitor is given in Figure Bl

We use the TA A, with one state and one clock z, which measures the time since
time 0, to check whether the bound f has been reached. Formally, A, = (2°, {gin, q}.
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y1 = f; y1 = f; y1 = f;
: 1:= 1 xq] = wxg,yy = L x] =T, Y] = Y
To 1= L T i= L,yg = L

Fig. 3. Proposition monitor for p, where f = fut(y) and [f—z,k] = 2. State labels consist of: the
label p or —p; the invariant true (blank) or 1 < f; and clocks active in the state. Transition labels
consist of: the transition guard, e.g., y1 < f; and the clock update, e.g., y1 := L.

z = f Ag3;-py

z2=fAga;py

Fig.4. A DTA for unbounded until. States s1 and s3 correspond to [ ,41)P1 A
(01U (4,a41)p2), state s corresponds to @1l (q,q+1)¢2, and state sy corresponds to
_‘(D(o,a+1) LPl) A ﬁ(Sol u(a,a+1)802)-

{z}, \\ I, A, qin, {q}), where A(q) = True, I(q) = z > 0, and A = {(qin, True, {z :=
0}, q)}. Let A, denote the composition of all proposition monitors and A..

We turn to the construction of DTA. Consider an MTL formula ¢. We construct a
sequence of DTA that use each other’s outputs and eventually are all composed with
A, which supplies all the clocks that are read by them. For most subformulas 1 of
, the truth value of v can be deduced from the values of clocks in A,,, and the DTA
of their subformulas. For such formulas, we define constraints cw(t) that depend on
mentioned DTA and A,,, and, intuitively, characterize the truth value of ¢ at time .
These constraints are ultimately staying conditions and transition guards in DTA for
superformulas of . For an unbounded subformula 1) (i.e., Until where the upper limit
is co) we construct a small DTA that computes the value of v at exactly the time point
fut(¢)) — fut(p) (.e., fut(y) — fut(t)) before the current time point). This DTA uses
constraints defined for subformulas of . Similar to other formulas, based on the DTA
for ¢, we also define the constraint ¢, (t), which characterizes the truth value of v at
other times ¢ # fut(y) —fut(). This constraint is again used for staying conditions and
transition guards in superformulas of 1. Finally, we construct a DTA for the formula ¢
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itself. Then, we take the composition of all DTA constructed and compose them with

A, to produce the TA that accepts the language of (. Formally, we have the following.
The mentioned constraints are in the first-order theory of the reals with clocks of

A, as free variables. By eliminating quantifiers these constraints can be converted to

clock constraints that are used in staying conditions and transition guards. We think

about the current time point as 0. For example, if 27 = 2.37 and y] = 1.49, from
our point of view r was true during the interval [—2.37, —1.49). Formally, we define by
induction the DTA and constraints. For a subformula ¢, the constraint Cly (¢) is valid for

t € [—f, —fut(z))). We assume that quantifier elimination is applied on all constraints.

— For a proposition p and for t € [—f,0). We define Cy, () = \/, . —a? <tA—yl >t
The finite disjunction on 7 depends on the number of clocks in A, (part of A,,).

— For subformula ) of the form —)1, ¥1 V)2, or ¢1 Ao we define Cly (t) using Cly, (t)
and Cy, (t) in the obvious way. The range allowed for ¢ is the minimal range allowed
by Cy, and Cly,. For example, we define Cy, vy, (t) = Cy, (t) V Cy, (2).

— For ¢ = 91U s, where I = (a,b) or I = [b,b], by definition fut(y)) = b +
maz(fut(i1), fut(¢p2)). It follows that Cy, (¢) is defined for t € [—f, —fut(41)) and
Cly, (t) is defined for ¢t € [—f, —fut(¢)2)). So, fort € [— f, —fut(e))) it is always the
case that ¢ + b is in the range where Cy, (t) and Cy, (t) are defined. In the case that
I = (a,b), fort € [—f, —fut(¢))) we formally define Cy(t) = 3t € (t +a,t +
b).Cy, (') AV € (t,1).Cy, (t”). In the case that I = [b,b], for ¢ € [—f, —fut(¢)))
we formally define Cy(t) = Cy, (t +b) AVt € (t,t +b).Cy, (t').

— Consider a formula 1) = 1 U (4,00)12.

By definitiond fut(v) = a + 2 + maz(fut(vy), fut(e)). It follows that C.y, () is

defined for ¢ € [—f, —fut(e1)) and Cy, (¢) is defined for ¢ € [—f, —fut(¢2)). So,

fort € [—f, —fut(¢))] it is always the case that (¢, t 4+ a + 2) is contained in the range

where Cy, and C, are defined. We construct a DTA for 7 and use its output for

defining Cy.

e We construct a DTA for the truth value of ¢ at time ¢t = —fut(¢)). Formally, let By,
be the automaton in Figure ] where the guards and the invariants are as follows.

I, I3 : Vit € (—fut(y), —fut(y) + a + 1).Cy, (£)A
vt € (—fut(y)) 4+ a, —fut(y) + a + 1).=Cy, (¢)
I,  :3te(—fut(y) +a,—fut(y) +a+1). Cy,(t) AVE € (—fut(e),t).Cy, (t)
Iy 3t(—fut(y), —fut(y) + a + 1).=Cy, (t) AVE € (—fut(¥) + a,t).~Chy, ()
91,93 : [1 A3t € [—fut(¥) + a+ 1, —fut(v) + a + 2).
Vit € [—fut(y) + a+ 1,t).Cy, (') A =Cy, ()
g2 : LV (I A3t € (—fut(y), —fut(v) + 1).
V' € (—fut(e),t).3t" € (t' + a,t' + a+1).Cpy (") AV € (¢, ") Cyy (¢")
ga  LaV (I3 A3t € (—fut(y), —fut(y) + 1)Vt € (—fut(v),t).
e 't +a+1)-Cy, (") AV € (' + a,t”")=Clyy (¢")

States s1, so and their incoming transitions are labeled by p,;, all other states and
transitions by —py,, and sy is the only unfair state.

2 We note that replacing a + 2 by a + 2¢ for every ¢ > 0 would not affect the correctness of
the construction. We choose integer values for the lookaheads to avoid normalizing the largest
constant in the guards and invariants of the timed automaton
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Intuitively, the invariants realize the intuitive meaning of the states as explained in
Figure 4l The transition guards, in addition, use the extra 1 in order to make sure
that when going to the next state it is possible to szay in it (eliminate O-duration
errors). This is required in order to be able to apply determinization. In case that
determinization is not pursued, the extra lookahead can be removed and the guards
are I for transitions into s; and s3, I V I; for transitions into s, and I V I3 for
transitions into s4.

e For every t € [—fut(p), —fut(¢))] the constraint Cy(¢) that describes the truth
value of v is formally defined as follows:

(t = —fut() Apy) V (t < —fut() Apy AVE € (t, —fut()].Cy, (t))V
(t < —fut(yp) ATt € (t+ a, —fut(y)).Cp, (') AVE" € (£,1).Cy, (1))

This completes the inductive part of the construction. Let U1, - .., ¥y be all the un-
bounded temporal operators in ¢ such that if v; is a subformula of 1); then ¢ < j. Let
By,, - .., By, be the DTA constructed in the inductive part, AP’ = {py,,...,py,}»
and I' = 247" That is, I" includes the output of all DTA constructed by induction.
Note that for every ¢ we have By, is merely informative. That is, By, accepts all inputs
and adorns them with the proposition p., .

We now construct a final DTA B for ¢ itself. Let Bbe (X x I, {o}, {40, q1,g2},C, 7,
I, A, qo, {{a1}}), where v(q0) = v(q1) = 7(g2) = 0, I(q0) = z < f,and I(q1) =
I(g2) = True. The transition relation is A = {(qo, 91,0,41), (go, 92,0, q2)}, where
g1 = Cu(—f)Nz= fand go = =Cy,(—f) A z = f. That is, B enters state ¢; if ¢ is
true at time O and state ¢ if  is false at time 0. State ¢; is an accepting sink state and
state ¢y is a rejecting sink state. Let B, = By, ® - - - ® By, ® B. Finally, the TA for ¢,
denoted by A, is A, ® Bo,.

Lemmad4. L(A,) = L(p)

Corollary 1. For every MTL formula ¢ with m propositions, n unbounded temporal
operators, and inputs of bounded variability k, there exists a nondeterministic timed
automaton with Qm[%t(“o)] + 1 clocks and ((2[%“@} +1)™m+1)(2-4™ 4+ 1) states
that accepts the language of .

5 Deterministic Timed Automata

We show that the automata constructed in Section ] can be determinized. The sepa-
ration of the construction to deterministic proposition monitors and nondeterministic
DTA makes this part possible. We use a variant of Piterman’s version of Safra’s de-
terminization [23] to determinize DTA. The differences are mostly syntactic, taking
into account the ‘asynchronicity’ of transitions from a set of states. We assume that
every transition (g, g, 0, ¢") of a DTA the intersection of g and I(q) is either empty or
isolated, i.e., there does not exist an open interval (¢,¢') such that (¢,¢') C I(q) and
(t,t'YN g # 0 and if (g, g, 0,q’) is enabled at time ¢ then there is a small interval (¢,t’)

3 Due to the lack of space, we restrict attention to intervals of the form [b, b], (a, b) and (a, co)
and include a full treatment of all other types of intervals in the full version of the paper.
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such that (¢,t") C I(q’). The DTA from Section @l satisfy this condition. We also as-
sume that the DTA takes infinitely many steps and that its acceptance set F contains
exactly one set. It is simple to modify the automaton to an automaton that takes in-
finitely many steps by adding (or reusing) a clock that keeps resetting itself and taking
a transition whenever this clock reaches some value. Converting an automaton where
|F| > 1 to an automaton where |F| = 1 is standard. We make this assumption solely
to simplify presentation.

Let B=(X.T,Q,C,v,I,A,q,F)be aDTA satisfying these conditions. We con-
struct an ‘equivalent’ DTA D. The construction is based on the subset construction [25]].
Thus, every state of D is associated with a set of states of B. A state of D associated
with Q" C @ follows a set of runs of B ending in the states Q. For a set Q' C @ let
I(Q") be A\ e I(q) and I(Q") be A e o ~I(q). Let A(Q") = {(¢,9,0,¢') € A| g €
Q'}. Foraset A" C Aletg(A") be A, g 0 01ea 9and g(A) be A, o, onear —9- A
set of runs of B that end in states in @)’ can be extended in three different ways: Some
runs are extended by staying in the same state, some runs are extended by crossing
discrete transitions (and cannot be extended by crossing other discrete transitions), and
some runs cannot be extended. We represent such a choice by aset T' C Q" UA(Q’). Let
stay(T) = T N Q' be the states whose runs are extended by staying in the same state.
In particular, all transitions from stay(7") have to be disabled. Let A(T) = A(Q")NT
be the discrete transitions taken by states in Q. Let deadend(Q’, T') be the set of states
q € Q' such that ¢ ¢ T and for every (¢',g,0,q") € T we have ¢’ # q. That is, the
states whose runs cannot be extended. Let move(T) = Q' \ (stay(T') U deadend(T)),
the set of states that have some transitions going out of them in 7. Let succ(Q"”,T) be
stay(T)N Q" U{q|3(d,g,0,q) € TN A(Q")}. For every T as above, a state of D
associated with Q’ can take a T-transition with guard g(T'):

I(stay(T)) AG(A(stay(T))) A (T 1 A) AG(A(move(T)) \ T) A
T(deadend(Q',T)) A g(A(deadend(Q’,T)))

That is, states whose run is extended by staying in the same state contribute their invari-
ants and the negation of transitions exiting them; transitions that are crossed contribute
their guards and the negation of transitions that are not crossed; and states whose run
is going to end contribute the negation of their invariants and the guards of transitions
exiting them. The case when both deadend(T') and T' N A are empty is not interesting
as all runs are extended.

Definition 4. [23]] A compact Safra tree ¢ over Q is (N,M,1,p,l e, f), where the
components of t are as follows. Let |Q| = n. (a) N C [n] is a set of nodes. (b) 1 € N
is the root node. (¢c) p : N — N is the parent function. (d) | : N — 2% is a labeling of
the nodes with subsets of Q. The label of every node is a proper superset of the union of
the labels of its sons. The labels of two siblings are disjoint. (e) e, f € [n + 1] are used
to define the parity acceptance conditions. For a tree t, let set(t) = |J;c(, [(2) be the
set of states that label at least one node in t.

The deterministic DTA is D = (X, {0} ,S,C,~', I, A, s¢ , &), where components are
defined as follows. Differences from the construction in [23]] are in bold.

— S'is the set of compact Safra trees over Q.

— g is the tree with a single node 1 labeled {qo}, where e = 2 and f = 1.
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— The parity acceptance condition a = (Fp, ..., Fy,_1), where Fy; = {s € S| f =
i+lande> fland Foip1 ={s€ S|e=1i+2and f > e}.

— For every state s € S we have v'(s) = oand I’ (s) = I(set(s)).

— For every tree s € S and every set T' C set(s) U A(set(s)) we add to A’
the transition (s,g(T), 0,s’) where s’ is obtained from s using the following
transformations.

1. For every node v with label Q' replace @’ by suce(Q’, T).

2. For every node v with label Q’ such that Q' N« # (), create a new son v’ ¢ N of
v. Set its label to Q' N «. Set its name to the minimal value greater than all used
names. We may have to use temporarily names in the range [(n+1)..(2n)].

3. For every node v with label Q' and state ¢ € Q' such that ¢ belongs also to some
sibling v’ of v such that M (v') < M (v), remove ¢ from the label of v and all its
descendants.

4. For every node v whose label is equal to the union of the labels of its children,
remove all descendants of v. Call such nodes green. Set f to the minimum of n+1
and all green nodes. Notice that no node in [(n+1)..(2n)] can be green.

5. Remove all nodes with empty labels. Set e to the minimum of n+1 and all nodes
removed during all stages of the transformation.

6. Let Z denote the set of nodes removed during all previous stages of the transfor-
mation. For every node v let rem(v) be [{v' € Z | M (v') < M (v)}|. That is, we
count how many nodes that are smaller than v are removed during the transforma-
tion. For every node v such that [(v) # () we change v to M (v) — rem(v).

Theorem 1. For every deterministic timed automaton A, we have A ® D is determin-
isticand L(A ® D) = L(A® B).

Corollary 2. For every MTL formula ¢ with m propositions, n unbounded temporal
operators, and inputs of bounded variability k, there exists a deterministic timed au-
tomaton with me%t(“o)w + 1 clocks and ((2 f%t(@)] ™ +1)- 2277 ™) states that
accepts the language of .

We note that the double exponent in the number of unbounded temporal operators is
unavoidable, as follows from the same for LTL.

6 Conclusions

We developed a novel construction for translating full MTL to timed automata, under
bounded variability assumptions. Our construction provides a unified framework for
model checking, runtime monitoring, and controller synthesis, and offers an alternative
translation that improves exponentially on the complexity of securing a deterministic
timed automaton, avoiding a doubly exponential number of clocks.

In the future, we intend to investigate further improvements of our construction:

— Consider MTL with past operators. This extension does not increase the complexity
of the construction as satisfaction of past operators depends only on the observation
of memorized events in the proposition monitors.
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— Interpret the logic over finite signals, in the context of monitoring timed behaviors.

— Optimize and improve the translation. One straightforward improvement would re-
quire a smarter memorization of events in the proposition monitors.

— Implement the translation presented in this paper and evaluate it in the context of
model checking, runtime monitoring, and controller synthesis.

Acknowledgements. We would like to thank Dana Fisman and Oded Maler for their
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Abstract. Unambiguous languages (UL), originally defined by Schutzen-
berger using unambiguous polynomials, are a robust subclass of regular
languages. They have many diverse characterizations: they are recognized
by partially-ordered two-way deterministic automata (po2dfa), they are
definable by Unary Temporal Logic (UTL) as also by the two variable first-
order logic over words (FO?[<]).

In this paper, we consider the timed version of unambiguous lan-
guages. A subclass of the two-way deterministic timed automata (2DTA)
of Alur and Henzinger, called partially-ordered two-way deterministic au-
tomata (po2DTA) are examined and we call the languages accepted by
these as Timed Unambiguous Languages (TUL). This class has some in-
teresting properties: we show that po2DTA are boolean closed and their
non-emptiness is NP-Complete. We propose a deterministic and unary
variant of MTL called DUMTL and show that DUMTL formulae can be
reduced to language equivalent po2DTA in polynomial time, giving NP-
complete satisfiability for the logic. Moreover, DUMTL is shown to be
expressively complete for po2DTA. Finally, we consider the unary frag-
ments of well known logics MTL and MITL and we show that neither
of these are expressively equivalent to po2DTA. Contrast this with the
untimed case where unary temporal logic is equivalent to po2dfa.

1 Introduction

Regular languages and their automata are a well established formalism which
have made considerable impact on techniques for modelling and verification of
systems. The connection between temporal logics and finite automata provides
the key to algorithmic analysis and reasoning about logical properties of reactive
systems.

Attempts to extend the above paradigm to timed logics and timed automata
has proved challenging. One impediment is that logics have boolean operations
and the timed automata (of Alur-Dill) are not closed under complementation.
Thus, one must consider some variant/subclass of the timed automata which are
boolean closed. The classical timed logic, MTL (interpreted over timed words),
is undecidable and has no automaton characterization. This logic uses time con-
strained until and since operators U; and S; where I is a time interval with
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integral endpoints: we denote this by MT L[Uy, Sy]. Various subclasses of MTL
have been investigated for decidablity. Ouaknine and Worrell have shown [OW05)]
that over finite timed words the logic MT L[U;] is decidable by reducing the logic
to 1-clock alternating timed automata which are boolean closed. The emptiness
of 1-clock ATA is decidable with non-primitive-recursive complexity.

An altogether different approach is followed by Alur, Feder and Henzinger
who consider logic MTL with only non-punctual (non-singleton) intervals in
the modalities Uy and S;. The resulting logic is called MITL [AFH96]. In their
pioneering work called “Back to the Future”, Alur and Henzinger have defined
the notion of two-way deterministic timed automata (2DTA) and shown that the
subclass of reversal-bounded 2DTA is boolean closed. The emptiness of 2DTA
with bounded number of reversals is PSPACE-complete. Alur and Henzinger also
give a reduction from logic M ITL[Uy,Sy] to reversal bounded 2DTA. Using this
they show that the satisfiability of the logic is EXPSPACE-complete. Real-time
Temporal Logics with low decision complexities are a rarity.

In this paper, we consider a subclass of the reversal-bounded 2DTA of Alur
and Henzinger called partially-ordered two-way deterministic timed automata
(po2DTA). The automaton is partially ordered in the sense that the underlying
graph is acyclic upto self loops. By restricting to this subclass, we show that
we can achieve better complexities for the decision problems for the automata
and their logics. We call the languages accepted by these automata as timed
unambiguous languages (TUL). In this nomenclature, we are motivated by the
unambiguous languages (UL), originally proposed by Schutzenberger [Sch75].
Schwentick et al showed that UL is precisely the subclass of regular languages
that can be recognized by partially-ordered two-way deterministic finite au-
tomata (po2dfa) [STVO0I]. Moreover, Etessami et al [EVW02] showed that UL
are precisely the languages definable by the Unary Temporal Logic, UTL, which
is linear temporal logic using only the modalities T and <. In our recent work,
we proposed an unambiguous interval temporal logic, UITL, which also specifies
exactly the class UL [LPS08|. One feature of this deterministic (or unambigu-
ous) logic is that every model (word) can be “uniquely parsed” to match the
formula. The survey article by Diekert et al gives a comprehensive treatment of
UL [DGKOS].

In this paper, we explore the properties of po2DTA and show that these au-
tomata are closed under the operations of union, intersection and complementa-
tion. In fact, each of these operations only results in a linear blowup in the size
of the automaton. We also show that non-emptiness of a po2DTA is decidable
and is NP-Complete. Membership in NP is based on showing that every po2DTA
with non-empty language has a “small-sized” timed word in its language which
uses only a limited set of integral and fractional values in the time stamps. It is
possible to guess this word non-deterministically and to simulate the po2DTA in
time polynomial in the number of states to check for non-emptiness. Contrast
this with k-reversal bounded 2DTA for which emptiness is PSPACE-complete
for fixed k. It follows that the language inclusion of po2DTA is Co-NP-Complete.
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As our next key exploration, we consider logics for specifying timed unam-
biguous languages. We propose a variant of MTL called DUMTL (Deterministic
Unary MTL) where Uy and Sy are replaced by “deterministic” and “unary” op-
erators Uy and £Sj. A guarded event 6 has the form (a, g) where guard g puts
constraints on the time of occurrence of a relative to other events in the word.
The exact form of guards is defined in Section[2l Let £ be a finite set of guarded
events. Then formula £ Uy ¢ holds at position ¢ in a timed word provided j is
the first position strictly after ¢ with letter a satisfying the time constraint g and
the formula ¢ holds at j with a freeze variable x remembering the time stamp of
j. Moreover, all the positions strictly inbetween ¢ and j must have events match-
ing the set £&. Note that £ is a set of guarded events and not a formula. In this
sense, the operator Uy is unary and deterministic (requiring match with first
occurrence of #). The operator &Sy is the past (mirror image) version of £Uj and
defined similarly. We show that every formula of logic DUMTL can be reduced
to po2DTA in linear time. Hence, satisfiability of DUMTL is NP-complete. We
also show that language of every po2DTA can be specified by a DUMTL formula.
The logic DUMTL is deterministic or unambiguous in the sense that every timed
word can be uniquely parsed to match a formula.

Next we explore expressiveness of various timed logics. The contrast between
timed and untimed case should be noted. In untimed case, expressively, UTL =
UITL = po2dfa. In order to complete the picture, we consider the unary version
of the well known logic MTL and call it UMTL. By an example, we show that
there are languages definable by UMTL which are not po2DTA recognizable.
We also consider the unary fragment of logic MITL and call it UMITL. Again,
by an example we show that there are po2DTA recognizable languages which
are not definable using UMITL. Thus, unambiguity in timed regular languages
seems to be captured only by the rather esoteric timed logic DUMTL which is
expressively distinct from the other timed logics listed above.

The rest of the paper is organized as follows. Section 2] defines the po2DTA
and investigates their properties. Section Bl gives the unambiguous unary metric
temporal logic, DUMTL and shows its NP-complete satisfiability. Finally, Sec-
tion [] compares the expressiveness of unary fragments of MTL and MITL with
po2DTA. The paper ends with a short discussion.

2 Partially Ordered 2-Way Deterministic Timed
Automata

Let X' be a finite alphabet. A timed word w over X is a finite sequence w =
(01,71), (02,72)...(Cm, Trm) of symbols o; € X paired with non-negative real num-
bers 7; € R, such that the sequence 7y, ...7,, is weakly monotonically increasing.
We shall often represent w as (@,7) with & = 01, ...0, and T = 71,...7, and
let untime((@,7)) = @. For any real number 7 let Int(7) and Fra(r) be the
integral and fractional parts of 7. The set of all finite timed words over an al-
phabet X is denoted by T'X*. A timed language is a subset of T'X*. For 2-way
automata it is convenient to enclose a timed word w between end markers. Let
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be>T—1

¢, true b, true

b r<T-1 cx < (T+1)
= A>T —2 t

ez > (T+1)

Fig. 1. Example of po2DTA

W = (>, 0)w(<, 7)) and let X = X U {>,<}. Also, let dom(w) = 0,1,...(Jw| + 1)
be the set of all positions in the word w. When clear from context, we shall
abbreviate w by w.

A two way finite state automaton has a read-only head which scans the input
word by reading the letter at its current head position ¢ and the head can move
in both directions (as in Turing machines). The textbook by Kozen [Koz97]
provides a readable account of two way deterministic finite automata and their
equivalence to 1-way DFA. Alur and Henzinger [AH92] generalized this to 2-
way determinstic timed automata, 2DTA, which work over timed words. These
timed automata are equipped with a finite set C of clocks (or registers) and
in each transition a subset X of these can be reset to the value of the current
time stamp under the head. The clocks retain their value till reset, thus they
are like registers. As in timed automata, each transition is labelled with a letter
and a guard. A guard g specifies a constraint on the values of the clocks and the
current timestamp 7. We label each state with a direction (left or right) and
the head moves in direction specified by the target state of the transition. This
form is more convenient for reduction to logics. (It can be shown that this form
of automata are equivalent with a linear blowup in size to automata where the
transitions carry the direction of head movement as in [AH92].) Each automaton
is total, deterministic (see the formal definition below) and partially ordered. By
partial ordering of states we mean that the only loops allowed are self-loops and
once the automaton exits a state it can never return to it.

Ezample 1. Figure[Il shows an example po2DTA. Notation x := T denotes that
clock x is reset to current time stamp. This automaton accepts timed words
with the following property: There is b in the interval (1,2) and ¢ occurs before
it. Moreover, if j is the position of the first b in the interval (1,2) and & is the
position of the last ¢ before it then 7; — 7, < 1.

We now give a formal definition of the syntax and semantics of po2DTA. Let
G¢ denote the set of guards over the clock set C'. Let x range over C and ¢ over
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integer constants. Let ~€ {<, >, <, >, =}. The distinguished variable T denotes
the current time. A guard g has the syntax:

ge€Ge = ax~T+c | 1ANg2 | 79

As usual, a clock valuation v : C — Ry assigns to each clock a non-negative
real number. Let v, 7 |= ¢ denote that v satisfies the guard g when T is assigned
the real value 7. Also, let v/ = v ® (x — 7) denotes a valuation such that
VyeC.y#x=1v(y)=v(y) and V' (x) = 7. Two guards g; and go are said to
be disjoint if for all valuations v and all 7, we have v,r = —(g1 A g2). A special
valuation v;,;; maps all clocks to 0.

Definition 1 (Syntax of po2DTA). A po2DTA over alphabet X is a tuple
M=(Q,<,0,s,t,r,C) where (Q, <) is a partially ordered and finite set of states
such that r,t are the only minimal elements and s is the only mazimal element.
Here, s is the initial state, t the accept state and r the reject state. Set C is a
finite set of clocks. The set Q \ {t,r} is partitioned into Q; and Q, (making the
head move resp. left and the right on transitions leading into them) with s € Q...
Function 6 : (Q U Q,) x X' x G¢) — Q x 2°) is the transition function which
satisfies the following conditions: Let 6(q,a,g) = (¢, X). Then, X C 2¢ specifies
the subset of clocks to be reset to the current time stamp. Moreover,

— (Partial-order) ¢’ < q.

— (Reset on progress) If ¢ < q (i.e. ¢ # ¢') then the transition is called a
progress transition (or progress edge). A transition with ¢ = ¢ is called a
self-loop. We allow resets only on progress edges, i.e. X =0 if ¢ =¢'.

— Ifa=<then ¢ € Q; and if a = then q € Q.. This prevents the head from
falling off the end-markers.

— (Determinism) For all ¢ € Q and a € X', if there exist distinct transitions
0(q,a,91) = (q1, X1) and §(q, a, g2) = (q2, X2), then g1 and g2 are disjoint.

Definition 2 (Run). Let w = (01, 71), (02, 72)...(Cm, Tm) be a given timed word.
The automaton actually Tuns on the word w which is w enclosed in end markers,
as defined before. The configuration of a po2DTA at any instant is given by
(q,v,1) where q is the current state, v is the the current clock valuation and
I € dom(w) is the current head position. In this configuration, the head reads the
letter o; and the time stamp 1.

The run p of a po2DTA on the timed word w with starting head position k and
starting clock valuation v is the (unique) sequence of configurations (q1,v1,101), ...,
(qns Vn, ln) such that

— Initialization: ¢ = s, l1 = k and v1 = v. The automaton always starts in
the initial state s.
— If the automaton is in a configuration (g;,v;,l;) and there exists a (unique)
transition §(¢;,a,g) = (p, X) such that o), = a and v;, 7, = g. Then,
® git1=p
o viyi(x) =, for all clocks © € X, and viy1(z) = v;i(z) otherwise.
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o lipi=lL—-1ifpec@
liyi=L+1ifpeqQ,
liy1 =1 ifpe {t,r}

— Termination: qn, € {t,r}. The run is accepting if g, = t and rejecting if
Gn = 1. The configuration (qn,ln, vn) is called the final configuration and the
head position 1, is called the accepting/rejecting position.

Let Faq be a function such that Faq(w, i, v) gives the final configuration (gn, Ly, Vn)
of the unique run of M on w starting with the configuration (s,i,v). The language
accepted by an automaton M is given by:

LM)={w | Fm(w,1,vinit) = (t,4,v), for some i,v}.

2.1 Properties of po2DTA

We now discuss the properties of po2DTA. One nice property of our po2DTA is
that all runs on a given word are of bounded length and the automaton cannot
loop for ever.

Reversal Bounding. A reversal refers to the change in the direction of the head
movement within a run of the automaton. Recall that in po2DTA, the head
movement direction is determined by the direction of the target state of a tran-
sition. Hence, for a po2DTA, a reversal corresponds to a progress transition from
a Q; to a @, state, or vice versa: reversal can occur only on progress transitions.
Due to partial ordering, we can have at most (n — 1) progress transitions during
the run where |Q| = n, the number of states. Hence the number of reversals is
also at most (n — 1). Moreover, the run on a word @ can be at most of length
|w| x (n—1).

Number of Clocks. Due to the partial order on the states, each progress edge in
a po2DTA is traversed at most once in a given run of the automaton. Since a
clock may be reset only on progress edges, there can be only n — 1 number of
resets on any run of the automaton. Hence, the number of clocks of a po2DTA
can upper-bounded by n — 1. Any automaton with more clocks will have clocks
which are always equal and these can be removed. We now assume that the
automaton has at most n — 1 clocks.

Composition of Automata. We define some useful constructions on po2DTA.
These also establish the closure properties of the language class po2DTA.

— Let Acc be a po2DTA that immediately accepts without moving the head.
Thus, Face(w,i,v) = (t,4,v). Similarly, let Rej be a po2DTA that immedi-
ately rejects without moving the head. Hence, Frej(w,,v) = (1,1, v).

— Let Start be a po2DTA that scans leftward for the start end marker and
then accepts after moving one step to the right. Thus, Vi € dom(w) we have
Fstart(w,i,v) = (t,1,v). Similarly, let End be the automaton that accepts at
the end of the word. Thus, Vi € dom(w), we have Fgnq(w,i,v) = (¢, |wl|,v).
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— Let Freeze(x) be a po2DTA which accepts after assigning the current time
to the clock x. Hence, Frreeze(a) (W, i,v) = (t,1,1'), where v = v® (z — 7).

— Let M1?7Msy : M3 be an automaton that executes M; first. If M; accepts
then the execution continues with the run of M5 from the final configuration
of M. If M; rejects then the execution continues with the run of Mj3. We
omit the details of this simple construction. Let M = M{?My : M3. Then
the size (number of states) of M is equal to the sum of the sizes of M1, My
and Ms. Also, Fay(w,i,v) = Fa,(w, j, V') if Faqy(w,i,v) = (¢,4,0) and
Fm(w,i,v) = Fay(w, 4,v") if Faqy (w,i,v) = (r,4,0).

— Let M1; Mgy = M17Ms : Rej.

We state the following lemma without proof.

Lemma 1 (Boolean Closure). Let M; and My be po2DTA with disjoint
clock sets.

— Let M1V My = M 7Acc: (StaTt;Mz).
Then, LMy V Mz) = LIM71) U L(Ma3).
— Let My A My = M1?(Start; M3) : Rej.
Then, LIM1 A Ma) = LM71) N L(Mz).
— Let ~My = M 7Rej : Acc. Then, L(=M;) =TX*\ L(My).

Note that in each case, the size of the constructed automaton exceeds the sum of
sizes the component automata by only a constant factor. The construction can
be carried out in time polynomial in the input. a

2.2 po2DTA: Decision Problems

Membership Since po2DTA are total and deterministic, there is a unique run
p of the automaton on any word w. As stated before, the size of the run is
upperbounded by |w| X (n — 1) where n is the number of states. For every timed
word w with rational timestamps, we may simulate this run on the automaton in
time polynomial in the size of the word and number of states of the automaton,
and decide whether or not the automaton accepts w. Thus, the membership
problem for po2DTA is in P.

Non-emptiness. As discussed earlier, recollect that a po2DTA with n states has
at most (n — 1) clocks. Given positive integers n, k, we define an equivalence
~}, using ideas similar to the region equivalence found in literature. Consider
two sequences of timestamps @ = uj...u, and ¢ = ty...t,. Define w ~} ¢ iff
VO <i,7<n

— ti—tj>k<:)ui—uj>k

— (UZ — uj) <k= Int(uz — uj) = Int(ti — tj)

— Fra(uw;) < Fra(uj) < Fra(t;) < Fra(t;)
Fra(u;) = Fra(uj) < Fra(t;) = Fra(t;)
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Lemma 2. Consider po2DTA M kpe. as the maximum integer constant ap-
pearing on the guards. Consider two words w = (7,%) and w' = (7,t) of length
p, with the same untimed word but possibly different timestamps. If u zimaw t,

then w € LIM) iff w' € LIM).

Proof. (Outline) We can inductively observe that the run of M on both w and w’
takes the same sequence of edges (transitions). Essentially, the guards compare
the time distance between two timestamps with integer constants < k... Hence,
if the configurations after i steps in runs on w and w’ are (¢,v,1) and (g,v’,1)
respectively, then for any guard g we have v,u; = g iff v/ t; | g due to
T At Hence, the same edge e is taken as 7 + 1’th transition in both runs.

O

Lemma 3. Given positive integers n, kpqaz, for all@ of length n—1, there exists
t of length n — 1 such that u %Z;; t and Vi

— Int(t;) < (kmaz +1)(n — 1)
— Fra(t;) is a multiple of 1/n

Proof. (Outline) The equivalence definition states that once difference between
successive numbers in list w is greater than k4, their magnitude does not af-
fect the equivalence. Hence, we can construct an equivalent sequence ¢ where
difference in timestamps between successive elements is at most ky,q. + 1. Also,
only the relative ordering of fractional parts is important for equivalence. Since
in each sequence there are at most n — 1 different numbers, the relative ordering
between their fractional parts can be faithfully recorded using fractions which
are multiple of 1/n. |

Theorem 1 (Small-model property). Given a po2DTA M with n number
of states and kpaqq being the mazimum integer appearing on the guards, if L(M)
is mon-empty, then there exists a timed word w = (01,71)...(Om,Tm) € L(M)
such that

-m<n
— T < (0= 1) (kmaz + 1) and
— Vi € dom(w), the fractional part of T; is a multiple of 1/n

Proof. Consider any word w € £L(M) (since £(M) is non-empty). Let w; be the
subword of w consisting of only those positions which correspond to the progress
transitions of M. Since resets only occur at the progress transitions, it is easy
to see that w € L(M) & w; € L(M). Since the number of progress transitions
on any path from start to accept state is < n, we know that length of wy is < n.
Let wy = (7,u) and ws = (7, ) such that u %Z;jm t and Vi

— Int(t;) < (kmaz +1)(n — 1)

— Fra(t;) is a multiple of 1/n

From Lemma [2] we know that such a word ws exists, and from Lemma [ we
know that wy € L(M) & wy € L(M). Hence, we have the word wy with the
desired properties. a
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Corollary 1 (Non-emptiness and Language Inclusion)

— Non-emptiness of po2DTA is decidable with NP-Complete complexity.
— Language inclusion of po2DTA is decidable with Co-NP-Complete complex-
ty.

Proof. From Theorem [II we know that a polynomial-sized word is included in
the language of any po2D TA with non-empty language. This word can be guessed
non-deterministically and checked for membership using the PTIME member-
ship checking. Hence, non-emptiness of po2DTA is in NP. The non-emptiness of
the (untimed) subclass po2dfa of po2DTA is already shown to be NP-complete
[SP09] by giving a log-space reduction of satisfiability of CNF boolean formu-
lae to non-emptiness of po2dfa. This immediately implies the NP-hardness of
po2DTA non-emptiness.

Note that L(M;) C L(M2) iff  L(=(M2) A M1) = (. Since boolean
operations on po2DTA automata are achieved in PTIME with linear increase
in size by Lemma [Il and non-emptiness checking is NP-Complete, we have that
language inclusion of po2DTA is in co-NP-Complete. O

3 DUMTL

In real-time logics, Freeze quantifiers are typically used in order to bind the time
of occurrence of some events to variables|]AH91]. Let X be the finite alphabet
and X the finite set of freeze variables. We use the same syntax of guards Gx
as in po2DTA to express time constraints. A Guarded Event over X, X is a
pair = (a,g) such that a € ¥ and g € Gx and a Guarded-Event-Set £ over
Y, X is a finite set of guarded events. (A guarded event is just a singleton
Guarded-Event-Set). A Guarded-Event-Function is a function in ¥ — Gx. For
each Guarded-Event-Set £ we define equivalent Guarded-Event-Function x¢ such
that xe(a) = V{g;: | (a,9:) € &}. Also, for a Guarded-Event-Function x we
can define a Guarded-Event-Set &, = {(a,x(a)) | a € X}. Thus, Guarded-
Event-Set and Guarded-Event-Function are equivalent representations. Let T
denote Guarded-Event-Set such that x7(a) = true. Given two Guarded-Event-
Function x; and y2, we define boolean operation on them in pointwise manner.
Eg. Va e X. (x1 Axz2)(a) = x1(a) A xz(a). This also allows us to carry out
boolean operations on Guarded-Event-Set. This notational facility will be useful
in constructing automata.

The logic DUMTL over X, X specifies properties of finite timed words using
guarded events in its formulae. Let ¢, ¢1, ¢ range over DUMTL formulas, 6 be
any guarded event and £ be any Guarded-Event-Set. The syntax of DUMTL
formulas is as follows:

¢:=true | 0 | EUgd1 | €Sgodr | —d1 | o1V ¢

Semantics. Let 6 = (a,g), then w,i =, 6 iff (0; = a) A (v, = g). Similarly,
w,i =, § iff v, 7 = xe(oi). The remaining cases are defined inductively:
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w,i |, EUGp T Fj >iw,j EOAYI <k <jwkEEAN-0)AwjE,@
where V' =v @z — 7.

w,i =, S Mt Fj <iw,j EOAY) <k <iw,kE(EN-0)Aw, ]
where vV =v @ x — T;.

w, iy &1V oo iff w,i =, @1 or w,i =y @2

w7i):V —¢y iff wvi%u o1

Notice that the U and S modalities are strict and no next/previous modalities
are needed. The language of formula ¢ is given by L4 = {w | w,0 =,,.,, ¢}
where v;,;; assigns the value 0 to each freeze variable.

Ezample 2. Let 01 = (b,x < (T'—1)) and 03 = (¢,y = T+ 1). Then the formula
TUG, (TSe,true) defines the language of all timed words where there is a b after
time 1, and there is a ¢ exactly one time unit before the first occurrence of b
after time 1.

3.1 From DUMTL to po2DTA

Consider a DUMTL formula ¢. Our aim is to construct a po2DTA M (¢) recog-
nizing the language L(¢). The logic is deterministic. Hence, given a timed word
w, in evaluating ¢ any subformula v of ¢ can be uniquely determined to be
relevant or irrelevant. Moreover, if relevant, its value is needed only at a deter-
mined position in the word. We denote this position by pos%. We construct a
po2dfa R(1), called the ranker of ¢ such that, starting with any position, R(1))
accepts at position posY if the formula is relevant and rejects if it is irrelevant.
The ranker actually depends not on the subformula 1 but the context A such
that ¢ = A(%). Its inductive construction is given below. Let Ay(,0,r) and
Ag(€,0, ) be po2DTA as shown in Figure 2l which scan forwards (or backwards
respectively) accepting at the first (or last) 6 provided all intermediate positions
are events in &.

— R(¢) = Start

— If ¢ = 41 Vihy then R(¢1) = R(¢2) = R().
Also, if ¢ = =1 then R(¢1) = R(v).

— = EUg¢r then R(y1) = R(¥); Ay (€, 0, z)

— ¢ = &Sgyr then R(¢1) = R(¥); Ag (&, 0, 2)

Given rankers R(1)) for each subformula 1, we can construct po2DTA automaton
M(%) in a bottom-up fashion so that the automaton accepts if ¢ is relevant and
evaluates to true at its relevant position. A fresh clock is introduced each time
we assign a freeze quantifier.

If v = 0 then M(v) = R(¥); A(f) where A(f) accepts immediately if 6
evaluates to true at current position and rejects immediately otherwise.

If ¢ = ¢Ugy)" then M(yp) = R(¥); Ay(&, 0, ); M(¥')

If ¢ = €S54’ then M(v) = R(¥); Ag (&, 0, x); M(¢)

— If ¢ =41 V1py then M(¢) = (¢1)VM(¢2)

If ¢ = =¢ then M(y) = ~(M(9))
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Fig. 2. Automata for Ayy(§,0, ) and Ag(&, 0, z)

We state the following lemma without proof.

Lemma 4. Given a DUMTL formula ¢, the above construction gives an equiv-
alent po2DTA M(¢) such that Vw € TX* . w € L(¢) iff we LIM(P)).

3.2 From po2DTA to DUMTL

We now give a translation from an automaton M to a language equivalent
DUMTL formula ¢ . Since the automaton works on words w = (&, 0)w(<, 7)),
we shall extend the alphabet of the DUMTL formulas to include end-markers:
X' = X U{p,<}. For each clock in the automaton, we have a freeze variable in

Fig. 3. A typical state of po2DTAwith incoming and outgoing transitions

the formula. Consider a state s in M as shown in Figure Bl We will construct a
formula 1 satisfying the following lemma which we give here without proof.

Lemma 5. For any state s of M and for any word w if M in its partial run
executes a progress transition e with head at position p and enters the configura-

tion (s,p’,v) then w,p |, s iff there is an accepting run of M on w from the
configuration (s,p’,v)
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We inductively construct 1, for each state as follows:

—Yy=T and ¢, = L

— Given v, for all 1 <4 <k (as in the figure), then
o If s € Qr, ¥s = Vi<i<k (§Up! (¥s,))
o If s € Qi, ¥s := Vi<i<i(§Sp, (¢s,))

For the formula 1, corresponding to the start state s, we assume that there is
a dummy incoming edge on the left end-marker, for which s is the target state.
Hence, the DUMTL formula ¥4 must be evaluated from the position 0.

Theorem 2. Given a po2DTA M, there is an equivalent DUMTL formula
Wpm = s (where s is the start state) such that Yw € TX*, M accepts w iff
W,0 =y, UM, where vinie assigns 0 to each freeze variable.

4 Unary Metric Temporal Logics and Expressiveness

For untimed words, it was shown by [EVWO02] that Unary Temporal Logic (UTL)
is expressively equivalent to po2DFA. Here, we add timing constraints to the
temporal modalities of UTL to get logic UMTL.

Consider finite timed words over a finite alphabet, Y. Let ¢, ¢1, ¢p2 range over
UMTL formulae and a € Y. An interval [ is a convex subset of non-negative reals
with integral end-points. It may be open, half-open or closed. Such an interval
may be represented as I =< 4,j > in general. Here j can even be oo specifying
infinite right open interval. If ¢ = j, then the interval is said to be singular. It is
non-singular if ¢ < j. The syntax of UMTL is as follows:
p=a | Trp | Trop | 1Voe | 0
Let w = (01,71), ...(Om, Tm) be a finite timed word over Y. UMTL formulas are
interpreted over a position in the timed word. We give the semantics of UMTL
formulas as follows.

wyibEa iff 0,=a

w,i =T iff Iy >imen+IAwjEG
w,i):‘<71¢ iff E|j<i.Tj€Ti—I/\w,j':¢
w7i):¢1\/¢2 iff w,i|:gz51\/w,i|:¢2

w,i ¢ iff w,i @

4.1 Punctuality and Expressiveness

The logic UMTL allows singular or punctual intervals in its formulae. Let UMITL
be the subclass of UMTL where all intervals are syntactically required to be
non-punctual. In context of MITL, Alur and Henziger [AH92] have shown with
examples that punctuality is a property that cannot be expressed by two-way
deterministic TA even without any reversal bounds.

Theorem 3. There is no po2DTA which recognizes the language defined by the
UMTL formula ¢ := < o,1y(a A T3,3¢).
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Proof. Let us assume M, is a po2DTA which recognizes L£(¢), and My has n
states.

Consider a word w such that untime(w) = a?**1c? 1 such that all the a’s
are in the interval (0,1) and T3 3¢ holds only for the (n + 1) a. In order
to recognize the timestamp of this a, there must be a progress transition on
this a (because resets are allowed only on progress transitions). However, if the
(n+1)* @ within the unit interval (0, 1) is on a progress transition, it must imply
that the other n a’s before (or after) are also on progress transitions since the
automaton is deterministic. But the automaton Mg may have at most (n — 1)
progress transitions on a given run. Hence, the assumption that M recognizes
the language is false. O

Theorem 4. The automaton in the figure below does mot have an equivalent
UMITL formula.

{a,c},x>T -1

Fig. 4. Expressiveness of UMITL

Proof (Outline). The following property holds for UMITL formulas. We omit its
detailed proof. Given a UMITL formula ¢ there exists § > 0 such that for any
word w = (7,%) € L(¢), there exists a sequence of open intervals I such that
each I; is of width ¢ and ¢; € I; and for any sequence w formed with u; € I,
we have v’ = (7,%) € L(¢). Informally, it states that time stamps of models of
a UMITL formula can be perturbed in a small neighbourhood preserving truth.
Now, the automaton (M) above accepts all words such that for the first @ in the
interval (1,2), there is a ¢ exactly one time unit after it. A word in £(M) with
only one ¢ in it, will not satisfy the perturbation property of UMITL formulas
stated above. Hence, there is no UMITL formula equivalent to M. a

5 Discussion

Unambiguous languages [Sch75] are a robust subclass of regular languages with
diverse characterizations. The po2dfa give an automaton based characterization
of this class[STV0I] and the unary temporal logic, UTL, which is a temporal
logic using only the modalities T and ¥ provides a logical characterization of
this class [EVW02]. In our past work [LPS08, [LPS10] we have shown that deter-
ministic temporal logics admitting unique parsability can be defined for unam-
biguous languages. The deterministic logics have intimate connections with the
automata for unambiguous languages and this results into efficient satisfiability
checking of determinstic logic formulae. In this paper, we carry over the same
approach to much more challenging setting of timed languages.
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NTA
U DTAg

A

[

Fig. 5. Showing Expressiveness of po2DTA

In this paper, we have initiated the study of timed unambiguous languages
(TUL). We have chosen to specify this class by defining partially ordered two
way deterministic timed automata, po2DTA, which recognize TUL. We have
also come up with a temporal logic called deterministic, unary metric temporal
logic, DUMTL, which is expressvily complete for po2DTA. Using the reduction
from logic to automata we have shown that the satisfiability of DUMTL is NP-
complete.

Alur and Henzinger [AH92| defined 2DTA. The subclass of 2DTA with at
most k reversals is called DTA,. The subclass U DTA; of reversal bounded
2DTA is boolean closed and the emptiness of DTA,; with fixed reversal bound k
is PSPACE-complete. Alur and Henzinger also showed that logic MIT LUy, S]
can be reduced to Uy DTAj giving EXPSPACE satisfiability for the logic.

Our po2DTA are a subclass of Uy DTAj. They have many pleasant properties:
they are boolean closed (with only polynomial blowup), their non-emptiness is
NP-Complete and the language inclusion between automata is Co-NP-Complete.
Moreover, an automaton with n states and arbitrarily many clocks can be re-
duced to an automaton with at most n-1 clocks. Expressively, po2DTA are a
strict subset of UpDTA; and unrelated to the deterministic timed automata
(DTA). The exact expressiveness is depicted diagrammatically in Figure

For untimed case, unambiguous languages correspond to unary temporal logic
[EVWO02]. The generalization of this to timed case turns out to be tricky. The
unary temporal logic is obtained by replacing the U and the S by unary opera-
tors T and ©. Unfortunately, this method does not yield timed unambiguous
languages. In the paper, we have considered the unary version of logic MTL and
called it UMTL. We also considered the unary fragment of MITL and called it
UMITL. In Section @l we were able to show with examples that UMTL is not
contained within po2DTA and that po2DTA are not contained within UMITL.
Hence, neither of these logics characterize the class of timed unambiguous lan-
guages. Our deterministic and unary logic DUMTL seems to adequately capture
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the essence of unambiguity in timed regular languages. In our opinion, the effi-
cient satisfiability checking of DUMTL is a direct consequence of this connection.
The exact relationship between the expressive powers of logics DUMTL, UMTL
and UMITL is a topic of our ongoing investigation.
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Abstract. As real-time embedded systems become more complex, resource par-
titioning is increasingly used to guarantee real-time performance. Recently, sev-
eral compositional frameworks of resource partitioning have been proposed using
real-time scheduling theory with various notions of real-time tasks running under
restricted resource supply environments. However, these real-time scheduling-
based approaches are limited in their expressiveness in that, although capable
of describing resource-demand tasks, they are unable to model resource supply.
This paper describes a process algebraic framework for reasoning about resource
demand and supply inspired by the timed process algebra ACSR. In ACSR, real-
time tasks are specified by enunciating their consumption needs for resources.
To also accommodate resource-supply processes we define PADS where, given a
resource CPU, the complimented resource C'PU denotes for availability of CPU
for the corresponding demand process. Using PADS, we define a supply-demand
relation where a pair (S, T") belongs to the relation if the demand process 7" can
be scheduled under supply S. We develop a theory of compositional schedulabil-
ity analysis as well as a technique for synthesizing an optimal supply process for
a set of tasks. We illustrate our technique via a number of examples.

1 Introduction

The increasing complexity of real-time embedded systems demands compositional de-
sign and analysis methods for the assurance of timing requirements. Component-based
design has been widely accepted as a compositional approach to facilitate the design of
complex systems. It provides means for decomposing a complex system into simpler
components and for composing the components using interfaces that abstract compo-
nent complexities. Such approaches are increasingly used in practice for real-time sys-
tems. For example, ARINC-653 standard by the Engineering Standards for Avionics
and Cabin Systems committee specifies partition-based design of avionics applications.
Also, hypervisors for real-time virtual machines provide temporal partitions to guaran-
tee real-time performance [15/11]].

To take advantage of the component-based design of real-time systems, schedu-
lability analysis should support compositional analysis using component interfaces.

* This research was supported in part by NSF grants CNS-0834524 and CNS-0720703.

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 183-[197] 2010.
(© Springer-Verlag Berlin Heidelberg 2010
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These interfaces should abstract the timing requirements of a component with a min-
imum resource supply that is needed to meet the resource demand of the component.
Component-based real-time systems often involve hierarchical scheduling frameworks
that support resource sharing among components as well as associated scheduling algo-
rithms [5120]. To facilitate the analysis of such systems, resource component interfaces
and their compositional analysis have been proposed [16/211228l23/12]]

This paper presents a formal treatment of the problem of compositional hierarchical
scheduling by introducing a process algebraic framework, PADS, for modeling resource
demand and supply inspired by the timed process algebra ACSR [[13/14]]. The notions of
resource demand and supply are fundamental in defining the meaning of compositional
real-time scheduling analysis. Our proposed algebraic framework formally defines both
of these notions. As in ACSR, a task in our formalism is specified by describing its
consumption needs for resources. To also accommodate resource-supply processes, we
extend the notion of a resource and given a resource cpu we use cpu to denote the
availability of the resource for consumption by a requesting task. Our formalism then
addresses the following issues:

1. Schedulability: We define a supply simulation relation |= that captures when a task
T is schedulable by a supply S, S = T

2. Compositionality: We explore conditions under which we may safely compose
schedulable systems. Specifically, we are interested to define functions on supplies,
o, and appropriate conditions, f, such that if 7 is schedulable by S and 75 by Sy
then the parallel composition of 73 and T is schedulable by Sy 0 S5, assuming that
condition f holds:

SIET, S ET
Sl o 52 ): T1HT2 ) f(SlaS2)

3. Supply Synthesis: We propose a method by which we can generate a supply process
to schedule a set of tasks, assuming that such a scheduler exists. Our method is
based on the notion of a demand of a task which is a supply that can schedule the
task and, at the same time, it is optimal in the sense that (1) it does not reserve more
resources than those required and (2) it captures all possibilities in which a task can
be scheduled. We then prove that two or more tasks are schedulable if and only if
they can be scheduled by the composition of their demands.

Related work. As mentioned above, this work brings together two long-standing lines
of research. On the one hand, there has been much work on compositional hierarchical
scheduling based on real-time scheduling theory [16l21122U8l6l7]. Typically, such ap-
proaches to schedulability analysis rely on overapproximations of task demand using,
for example, demand bound functions and underapproximations of resource supply us-
ing, supply bound functions. Efficient algorithms are developed to ensure that demand
never exceeds supply. On the other hand, several formal approaches to scheduling based
on process algebras [314/13I19/18], task automata [10l9], preemptive Petri nets [4],
etc., have been developed. To the best of our knowledge, none of these approaches
consider the problem of modeling resource supply explicitly. Instead, sharing of a con-
tinuously available processing resource between a set of tasks has been considered.
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Our approach to supply synthesis is conceptually similar to the work of Altisen
et al. on applying controller synthesis to scheduling problems [1/2]]. The difference
is that we are not aiming to generate schedulers, but rather an interface for a task set, an
abstraction that can be used in a component-based approach to real-time system design.

The rest of the paper is structured as follows. Section[2] presents our process algebra
and its semantics. Section [3| contains our results on compositional schedulability anal-
ysis and interface construction, followed by examples illustrating the application of the
theory in Section 4l Section[3] concludes the paper.

2 The Language

In our calculus, PADS (Process Algebra for Demand and Supply), we consider a system
to be a set of processes operating on a set of serially reusable resources denoted by R.
These processes are (1) the tasks of the system, which require the use of resources in
order to complete their jobs, and (2) the supplies, that specify when each resource is
available to the tasks. Based on this, each resource r € R can be requested by a task, r,
granted by a supply, 7, or consumed, 7, when a supply and a request for the resource
are simultaneously available. An action in the formalism is a set containing resource
requests, grants and consumptions, where each resource may be represented at most
once. For example, the action {r1, r2} represents a request for the resources r; and 79
whereas the action {77, 73_2), r3} involves the granting of resource 71, consumption of
resource ro and request for resource 3. We take a discrete time approach: we assume
that all actions require one unit of time to complete measured on a global clock with
action () representing idling for one time unit since no resource is being employed.

We write Act, ranged over by « and f, for the set of all actions and distinguish
Actg, the set of actions involving only resource requests, ranged over by p, and Actg,
the set of actions involving only resource grants, ranged over by . Given o € Act
we use the notation & to reverse between resource grants and requests in action «, so,

{r1,73,73} = {71, 72,73 }. Finally, we write res(c) for the set of resources occurring
ina:res(o) = {r eRjr eaorTeaor 7€ a}.

2.1 Syntax

The following grammars define the set of tasks, T, the set of supplies S and the set of
timed systems P, where I and J are sets of indices, and I is assumed to be nonempty.
Furthermore, C' ranges over a set of fask constants, each with an associated definition of

the form C' %' T, where T' may contain occurrences of C' as well as other task constants
and, D ranges over a similar set of supply constants.
T:=FIN | Yigrpi:T; | C
S ::=FIN ‘ ZieI'Yi : Sz | D
P:Z:FIN‘T|S‘PHP|EJ‘€JQJ‘ZPJ‘
We consider FIN to be the terminated process. Then a task process can be a terminated
process, a task constant, or a nondeterministic choice X;crp; : T;. The latter offers the
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choice of executing each of the actions p; and then proceeding as T;, where I # ).
Similarly, a supply process can be a terminated process, a supply constant, or a non-
deterministic choice. Finally, a process can be an arbitrary composition of tasks and
supplies or a nondeterministic choice between processes X;c ja; : P;.

2.2 Semantics

The semantics of PADS are given in two steps. First, we develop a transition system in
which nondeterminism is resolved in all possible ways, —. Then, we refine — into —
by implementing a type of “angelic” behavior in the way in which tasks resolve their
nondeterminism by choosing the best possible outcome given the available supply. The
rules for the first-level transition relation can be found in Table 1, whereas the second-
level transition relation is subsequently defined on the basis of a preemption relation.

We proceed to consider relation — defined in Table 1. FIN being a well-terminated
(and not a deadlocked) process, it allows time to pass (axiom (IDLE)). Nondeterministic
choice in tasks and supplies can be resolved by executing an action and then proceed-
ing as its continuation ((SumT) and (SumS)). A constant behaves as the process in
its defining equation (Const). Finally, rule (Par) specifies the way in which a paral-
lel system evolves. To begin with, note that the components of a parallel composition
evolve synchronously in that the composition advances only if both of the constituent
processes are willing to take a step. Furthermore, the rule enunciates the outcome of
the synchronization between two parallel processes, the most important aspect being
that a request within the one component is satisfied by an available grant in the other.
The condition of rule (PAR) imposes a restriction on when two actions may take place
simultaneously within a system. Specifically, we say that actions «; and «y are com-
patible with each other if, whenever 7 occurs in both actions then one occurrence must
be a request and the other a supply of the resource. So, for example, it is not possible to
simultaneously offer a resource in one component and consume or offer it in another,
nor to request it by two different tasks. We capture this requirement as follows:

compatible(ay, ag) = /\ (reai ATE @)V (reas AT € ay)

reres(ar)Nres(az)

We may now combine compatible actions by transforming a simultaneous request and
supply of the same resource into a consumption:

g Pag={re€a,mFé€darUa}U{T € aj,as|r € a; Uas}
U{T |r€a;Te Qi+ 1)mod2,t € {1,2}} U {7 | 7€ a1 Uas}

Note that, the associativity of the parallel composition operator with respect to —»
follows by the associativity of @& which, in turn, is easy to prove by its definition.

Example 1. Consider the supply .S def {71,732} : S and the following task processes:

T déf {’1“1,7’2} : FIN 4+ {’1“1} Ty Ty = {’1“2} : FIN 4+ {7’1,7‘3} 2Ty

Ty % {ry} : FIN Ty = {ri} : FIN
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Table 1. Transition rules for tasks, supplies and systems

(dle) FIN % FIN
SumT) Sicrpi: T 2 T I40

(SumS) Sieryi : Si = S I#0

(Const) P+13/ c¥p
csp

aq , Qg ’
PlH*Pl PZ*»PQ

a1 @og

PP, — " P{|P;

(Par) compatible(as, az)

(SumP) EjeJaj : Pj ii Pj J 5£ 1]

We have:
{r1,72} {r1,/2}
s T ENs () s S s @
n)s T RN s (@3) nIs "B s @

{ri,r2}
(TIN5 = (T1||S)FIN - (5)
Note that (71]|.5)||T5 has no transition other than (5) above, while (71|.5)||T4 has no
transitions altogether since both 7% and T require r; during the first time unit. O

Moving on to the second level of the semantics, we employ a preemption relation on
actions to prune away all transitions that do not represent correctly the behavior of a
system, as we would expect it. In particular, we make the following two assumptions:

1. Given a supply, a task should respond angelically and, given a nondeterministic set
of transitions by which it can evolve, it should choose only between the ones that
are satisfied by the available suply, assuming that such options exist. For example,
T5||.S above should retain only transition (3) out of the available (3) and (4).

2. In addition, we assume that a task behaves greedily and, at each step, it employs as
many of the supplied resources as possible. For example, the composition 77 ||.S in
Example 1 should only retain transition (1) out of transitions (1) and (2).

Given the above, we define the preemption relation < so that « < ( if one of the
following hold:

1. {T|F6a,?€a}={T|Feﬁ,?eﬁ},aﬂR#@andﬁﬂsz,
2.anR=8NR=0,{rFea,rea} ={rrep ref}and {r| T a} C
{r| Te B}

Intuitively, an action precludes another if it makes better usage of the same offered
resources. In particular, an action 3 preempts an action «, if, either o and 3 concern
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the same offered resources (granted or consumed) but «, unlike (3, also contains some
unsatisfied resource requests (condition (1)), or o and 3 contain only the same granted
and consumed resources but 3 consumes more resources than « (condition (2)).

We may now define the relation — by the following rule:

«

%, there is no P f»,a < B

P—Q
We conclude this section by introducing some notations. We write P — if there exists
action « such that P . If P 7& for all actions «, we write P = §, where ¢ is the
deadlocked process. We write P = P’ if there exist actions a . .. a, and processes
Py,...,P,_1 such that P 2L op 22 P,y 2 P The set of traces of P,
traces(P), is defined to be the set of all infinite sequences of actions ajas . . . such that

« « . . N -
P =% P =2 .. . Finally, forw = ajas ..., we write w foray oz . . .

3 Schedulability

In this section we present a theory of schedulability for our calculus. We begin by
defining when a set of tasks is considered to be schedulable by a supply. Then we
present an alternative characterization based on a type of simulation relations and we
prove the two definitions to be equivalent. In what follows we write T* for the set
containing all processes of the form 71| .. .|| Ty, n > 1, and S* for the set containing
all processes of the form Sy || ... ||Sn, n > 1. For simplicity, we refer to elements of T*
and S* simply as tasks and supplies, respectively.

Definition 1. A rask T € T* is schedulable under supply S € S* if whenever T||S =
P then P # § and for all P — we have ae N R = ().

According to this definition, a task 7 is schedulable under supply S if at no point during
their interaction does the system deadlock and, moreover, no request for a resource
remains unsatisfied.

Example 2. Here follow some examples relating to the above definition.
-7 {r}:FIN is not schedulable under S ef {r’"}:FIN. We have T||.S 7} and
the definition is violated. B
A {r}:FIN is schedulable under S o {F,r'}:FIN. We have TS {rr

FIN||FIN which satisfies the definition.

7Y {r}:FIN + (:{r}:FIN is schedulable under S of {7}:FIN. The composition

of the two processes has only one possible transition T'||.S i} FIN||FIN. Note that

. 3 L
the transition T'||.S — {r}:FIN||FIN at the lower-level of the semantics is pruned
by the preemption relation. Thus, the definition is satisfied. The same holds for
T {r}:FIN+{r'}:FIN and S f {F}:FIN since {r/,7} < {7 }. This illustrates
that as long as there is some possible way of scheduling a task’s requirements by
an available supply, the task is considered to be schedulable by the supply. a
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Before moving on to our alternative schedulability definition we introduce the following
useful notation: For T" € T* and «, B € Act, we write, 8 < a, if there exists no y such
that T — T" and 3 C v C cv.

Definition 2. A relation S C T* x S* is a supply simulation relation if for all (T, S) €
S, S —, and, if S = S’ then

1. there exists T = T" with BCaand (T',5") € S, and
2. 0T L5 T with 3 <7 &, then (T, S) € S.

If there exists a supply relation between T and S, then we write S |= T and we say that
S schedules 7.

That is, a task and a supply are related by a supply simulation relation if (i) the supply
is able to offer resources to the task (S —), (ii) if a supply offers a set of resources
then the task will be able to respond by employing some (or all) of these resources and
remain schedulable by the resulting state of the supply (clause 1), and (iii) given a set of
resources offered by the supply, any maximal transition by which the task can accept the
offered supply will result in a state that remains schedulable by the remaining supply
(clause 2). Here, by a maximal response of the task, we mean all greedy transitions 3 by
which the task can employ the offered resources «, that is, where 3 <p @. Note that any
non-maximal transition of T taking place as a response to S —— would be subsequently
pruned in the composition S||T" as it would be preempted by greedier responses of 7.
Therefore, such transitions can be ignored.

We may now prove that the two alternative ways of defining schedulability of a task
by a supply coincide.
Lemma 1. A task T € T* is schedulable under supply S if and only if S = T.

Proof: To begin with, suppose there exists a supply simulation relation R between
T and S. We will show that if S|T -*+ S’||T’ then S’||T’" # 6, a N R = () and
(S, T") € R. So suppose that S||T = S'||T7, S % S’ and T % T', a = a; @ ag.
We know that for some 3 C ay, T’ A, T" (Definition[2((1)). This implies that a.s C a7
(otherwise oy @ iy < a1 @ B and S||T £=). Consequently, we deduce that « N R = ().
In addition, since T” is schedulable by S’, by Definition 2l we have that S” — and for
each S’ 1, there exists T' 2% such that S| T" —, that is, S’||T” # 4. And, finally,
we may observe that there is no T’ ln ag C v C &g (otherwise ay ® g < v D a2),
which, by Definition 2(2), implies that (S, 7") € S.

Conversely, suppose that task 7' is schedulable by supply S. We will show that R =
{(S,T)|S is schedulable by T'} is a supply simulation relation. Suppose (S,T) € R.
Since S||T" # 9, S —. Furthermore, if .S -2, S’ then T —. Since T is schedulable
by S, there exists T’ A, T', 3 C a. If not, that is for all T I v yNa # v,
then S||T =, o/ N R # () which contradicts our assumption of 7" being schedulable
by S. Next, suppose that T’ Ny , 08 C «aand forno 8 C v C @. Then, clearly,
S| T 24 S’||T’, where T” is schedulable by S’, which implies that (S/,7") € R, as
required. s

We define when a task is schedulable and this is done in the following obvious way.
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Definition 3. A task T € T* is schedulable if there exists a supply S with S = T.

We observe that the crux of the schedulability of a task by a supply lies in the capability
of the task to operate acceptably for all possible behaviors of the supply. Furthermore,
at each point during its execution and for each supply provision of the supplier, the task
must behave well in all its nondeterministic executions that can take place by employing
the resources available. The notion of a cylinder, defined below is intended to capture
the relevant executions of the task given a behavior of the supply.

Definition 4. Given a task T € T* and an infinite trace w = ajas . . ., we define the
w-cylinder of T to be the set A = U;>1 A;, where

Al = {(Tvalvpl)‘T i} Pl}
A = {(P, 3, PP 25 P B p, 00, 3(Q7, P) € A}, i> 1

Furthermore, we say that an w-cylinder A = U;>1A; is live if (i) A contains no triple
of the form (Q, «, ), (ii) A; # () for all i and (3) Uirs.0)ea; B = i

Lemma 2. A task T € T* is schedulable if and only if it possesses a live cylinder.

Proof: Suppose T has a live w-cylinder where w = «jas . ... Consider supply Sy

defined by the following set of equations .S; def @;11:5;+1. Then, we may confirm that
So | T. The details are omitted. On the other hand, if T is schedulable, then there
exists a supply S that schedules it. If we consider a trace w = @7 az ... of S, we may
construct an associated cylinder of 7" and confirm that it is live. a

3.1 Matching Supplies to Tasks

In this section we focus our attention to the problem of collecting the resource require-
ments of a task into a matching supply. Specifically, given a task, we would like to
generate a supply process which schedules the task and at the same time is optimal in
that (1) it does not reserve more resources than those required by the task and (2) it
provides all the alternative resource assignments in which the task can be scheduled.
Both of these properties are important during the compositional scheduling of real-time
tasks. The first property is clearly desirable since conservation of resources becomes
critical when real-time components are composed. For the second property, we observe
that capturing all possible ways of scheduling a task gives flexibility when one tries to
compositionally schedule a set of tasks where the challenge is to share the resources
between the tasks in ways that are acceptable to each one of them.

We begin by defining a function on combining supplies. This is helpful for a subse-
quent definition that considers matching supplies to tasks.

Definition 5. Given supplies S1 and S5 we define S1 ® Sy =

St if S = FIN
So if S1 = FIN
5185 = EiGIEjGJ a; U ﬁj:(®kel,ak§slaiuﬁj P, ® ®leJ,ﬁL§152aiu,6j Ql)

ifS1 o > ier @il and So o ZjEJ Bi:Qi
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Essentially, the joined supply S1 ® So, joins together the various summands of the
individual supplies as follows: in its topmost summand it unites all available grants of
S1 with all available grants of .S, while the continuation process consists of the join
of those continuations of S; and S2 which appear after "maximal” subsets of the initial
action in question. For example we have:

O:{cpu}:0:FIN®0:0:{cpu}: FIN = 0:{cpu}: {cepu}: FIN
0:{cpu}:0:FIN® (0:0: {cpu} : FIN + {cpu} : 0 : 0 : FIN)

= 0 :{cpu}: {cpu} : FIN + {cpu} : {epu} : 0 : FIN
Using this definition we now move to define the demand of a task. The demand of a
task is intended to capture the optimal supply that can schedule a task in the sense we

have already discussed. The main point to note in this definition is that we combine all
same-prefixed nondeterministic choices of a task by a singly-prefixed supply.

Definition 6. Given a task T def Zie 1 o T;, we define its demand as follows:

demand(T) def Yierag: ® demand(T})

Jjel,ai=ay
Example 3. Consider tasks

Ty ={cpu}:0: Ty +0: {cpu}: Th
To={cpu}:0:0:To+0:{cpu}:0:To+0:0: {cpu}: Ty
Ts={cpu}:0:0:T54+0: ({cpu}:0:T54+0: {cpu}:T3)

Their demands are given by X, X5 and X3 below, respectively.

X, = {epu} :0: X, +0: {epu} : X,
Xo = {cpu} :0:0: X2+ 0: {cpu} : {cpu} : X
Xz ={cpu}:0:0:X3+0: ({cpu}:0: X3 +0: {cpu} : X3)

O

The next lemma considers the optimality of demand(T') following the requirements
posed at the beginning of this section. We write w’ < w for the infinite traces w’ =
arag...and w = (10, .. ., if either w’ = w, or there exists j such that a; C (3; and
a; = f;foralll << j.

Lemma 3. A task T possesses a live w-cylinder if and only if there exists w' < W such
that w' € traces(demand(T)).

Proof: Suppose demand(T) =5 T; =2 T, =2 ... We may show that for the w-
cylinder A = U;>A;, where w = ajas ... we have T; = ®(P,B,Q)€Ai demand(Q)
and A is live. The details are omitted.

To establish the opposite direction suppose A = U;>A; is a live w-cylinder of 7.
Now consider the w’-cylinder of ', B = U;>B;, where w’ = (3132 ... is defined such
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thatﬂl =o1,B1 = A; and ﬂ7 € {’Yl U... U’yn|1Di L, P, e {P‘(P, o, Q) € Bi—l}},
B; = {(P,a,Q)|P % Q,a <p 3,3(Q,~, P) € B;_1}. We may now prove, that
w’ € traces(demand(7")) and, therefore, that it is a live cylinder of T'. O

As a consequence of the result we conclude that a task 7' is schedulable by its demand.
Furthermore, demand(7") may schedule all cylinders of 7" and it schedules them exactly,
i.e. it offers exactly the resources that are necessary for the scheduling.

3.2 Compositional Theory

We proceed to consider the schedulability problem of a set of tasks. The first issue we
tackle is the compositionality problem: If 77 is schedulable by S and 75 by S2 can we
combine S7 and Ss into a supply that schedules 77 ||72? We begin by noting a certain
subtlety in this problem which we need to consider while answering it.

Consider the tasks

Ty = {r}:0:FIN + 0:{r}:FIN and T3 = {r}:0:FIN + 0:{r}:{r }:FIN.

These tasks are schedulable under supplies S; = (:{7}:FIN and Sy = {7}:(:FIN,
respectively. That is, it is sufficient for task 77 to obtain resource r during the second
time unit and for task 75 during the first time unit. However, a supply S = {7}:{7}:FIN,
offering r during both time units, fails to schedule T} ||T%. This is due to the fact that
the supply for resource r during the first time unit is intended for task 75 but may be
consumed by task 7} leading to a deadlock of the system during the third time unit.

To resolve this issue, we associate tasks with their matching supplies by annotating
each resource reference by a number which distinguishes the task in which the resource
is employed/supplied. Precisely, we assume that each task is associated with a resource
identity and if resource r is requested by a task with identifier ¢ we write r[¢] for the
request and, similarly, if a supply of r is intended for the task with identifier ¢ we write

r[i] for the supply. So, we say that task {r[1]}:FIN is schedulable by supply {r[1]}:FIN

and task {r[2]}:FIN by supply {r[2]}:FIN. However, note that resources 1] and r[2]
do refer to the same resource and for all other purposes should be treated as the same.
So, for example, {r[1]} N {r[2]} # 0. To model this precisely we write:

— Pli] for the process P with all its resources r renamed as r[].
- ang Bfor{r € R|rfi] € a,r[j] € B, orr[i] € a,7[j] € B}

Furthermore, we use the notation «fi] = {r|r[{] € a} and, if w = s ..., w[i] =
aq[i]azli] . . .. We have the following result:

Lemma 4. If T is schedulable by Sy, T» is schedulable by So and S1]|S2 does not
deadlock, then T1[1]||T>[2] is schedulable by S1[1]||S2[2].

Proof: We will show that R, below, is a supply simulation relation.
R = {(T1[1]||T=[2], S1[1]||S2[2])]S1 | T, S2 = Ta, S1[1]||S2[2] does not deadlock }

Let (T1[1]||T2[2], S1[1]]|S2[2]) € R. By the definition of R, S1[1]||.52[2] —. So con-
sider S [1]]|S2[2] —= S} [1]|.S4[2]. It must be that o« = a1 [1]@ o [2], where S % S,
Sy 225 8hand ag Nay = . Since Sy = Ty, So = Ty, we have Ty A, T, Sy E 1Y,



A Process Algebraic Framework for Modeling Resource Demand and Supply 193

and similarly T5 B, T3, S4 1= T3. In fact, for all Ty B, T, 81 <, o7, it holds that
S1 | Ty, and for all T P, T3, B2 <, 4z, it holds that S% = T4. This implies that for

B —
all T3 [1]|T2[2] — Ti[IT3[2), 6 Do pymape) @ (T3 [ 72[2], S1[L][152(2]) € R and
there exists at least one such a-transition. This completes the proof. O

However, note that even if .S ||.S2 deadlocks, it is still possible that the schedules S7 and
S5 can be combined to produce a schedule for 77 ||7%. In particular, we may suspect that
every infinite trace of S1||.S2 is capable of scheduling 7} || 7%, and in fact we can show
that the part of the transition system that pertains to non-deadlocking behavior achieves
exactly that. The following operator on supplies extracts this type of behavior.

S1 if Sy = FIN
So if S; = FIN

S1x8y =< (aUP):(S] x S4) if S; = a:S], 52 = 3:85,anpf=0,8] x Sh#46
5 itS) = a:S), S = B:5h, an B £ Bor Sy x Sy =5

ierjes(Six 83)if 8) = Xic1Si, So = ¥icsS)

Note that the set of recursive equations used in the definition of S7 x S2 may allow more
than one solution. Consider, for example, S; = {71} : S1 and Sy = {73} : Sa. Itis easy
to see that S; x So = ¢ is a trivial solution. However, we are interested in the maximal
solution to this set of equations, which in this case is S x Sy = {71,772} : S1 X Ss. For
finite-state processes, the maximal solution can be computed iteratively. Due to space
restrictions the proof is omitted.

It is easy to see that, if S1|S2 does not deadlock then S7 x So # . However, the
opposite is not true. By the construction of x, .S; x S5 selects the part of the transition
system of S||.52 that does not lead to deadlocked states. For example, consider

S1 def {r}:{r}:FIN + @:{r}{r}:FIN and S, def (:{r}:FIN + {r}:0:FIN

Then, although S ||.S2 A}, {r}:FIN||{r}:FIN =6, S1 x S2 = {r}:({r} : {r}:FIN x
(:FIN), and ({r}{r}:FIN x (:FIN) = {r}{r}:FIN.

Lemma 5. If T} is schedulable by S1, Ts is schedulable by So and S1 X Sy # 0, then
T4 (1]||T2[2] is schedulable by S1[1] x Sa[2].

Proof: The proof is similar to that of the previous lemma. |

At this point we turn our attention to the problem of constructing an interface for a set
of mutually schedulable tasks. To do this, we employ the notion of demands and we
prove the following:

Lemma 6. If Ty [1]||T%[2] has a live w-cylinder then there exists a trace w' < W such
that w' € traces(demand(T}[1]) x demand(75[2])).

Proof: Suppose that the w-cylinder of T1[1]||7%[2] is live. It is easy to see that w]1]
and w[2] give rise to live cylinders in 77[1] and 75[2]. Then, by Lemma[3] there ex-
ist w; < w[l] and wo < w[2] such that w; € traces(demand(T}[1])) and wy €
traces(demand(75[2])). This implies that, w; Uwg < W is a trace of demand(71[1]) x

demand(73[2]), as required. O
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This result implies that all alternatives of scheduling T3 [1]||72[2] will be explored by
demand(71[1]) x demand(7T%[2]). It can be extended to the composition of an arbitrary
number of tasks. We are now ready to present our main theorem:

Theorem 1. T} ||T% is schedulable if and only if demand(T1[1]) x demand(T»[2]) # 4.
Morveover, if it is schedulable, then it is schedulable by demand (T4 [1]) x demand(73[2]).

Proof: Suppose T1[1]||T>[2] is schedulable. Then, by Lemmal[lit has a live w-cylinder.
Consequently, by Lemma [f] there is a trace w’ < w such that the w’ is a trace of
demand(T1[1]) x demand(7%[2]). This implies that demand (71 [1]) x demand(T3[2]) #
0. On the other hand, if demand(71[1]) x demand(T3[2]) # ¢, then, since, addition-
ally, demand(71[1]) schedules T3[1] and (7%2[2]) schedules T%[2], then, by Lemma[3]
T1[1]||72[2] is schedulable by demand(73[1]) x demand(73[2]). O

Based on this result we may determine the schedulability and a related scheduler for
a set of tasks 71,...,7,, as follows: For each task, extract its demand and compute
the combinations D; = demand(T}) x demand(Tz), D2 = Dy x demand(T3),.... If
this process does not reduce to some D; = ¢ then the tasks are schedulable by D,, .
Furthermore, according to Theorem 1, if they are indeed schedulable then D,,_1 # 4.
Thus, this method is guaranteed to produce a schedule if one exists.

4 Examples

Example 4. We first define a simple periodic task with period p and execution time w,
Tasky,p = T0,0,w,p, as follows:

0:Teit1wp ife=w,t<p

Ty = T0,0,w,p %fe:w,t:p
LWP O:Teri10p+{r}: Tex1p41,wp fe<w,w—e<p—t
{r} Teq1441,0p fe<w,w—e=p—t

Note that in our definition, the task cannot idle if idling will make it miss the deadline.
If the supply can avoid giving the resource to the task in this case, the system will have
an unmet resource request transition that signals non-schedulability (by Definition [IJ).
Let us consider an instance of a classical scheduling problem for a set of periodic tasks
running on a single processor resource: Tasks s||Taska 7||S, where S = {7} : S. In
the figure below, we show the initial part of the state space of the example. Each state is
represented as a tuple ij|km, where i and j are the first two parameters of the first task
and k£ and m are the first two parameters of the second task. The other two parameters
do not change and are omitted to avoid cluttering the figure. We also omit labels on the

transitions: all transitions are labeled by {?}

00100—=11101—=22102—=00113—=11114—=22115—=00126—=11100—=22101—=00112—=11113—= -

NN SN N S NN N

01111—=12112 01124—=12125 12111 01123—= -

The tasks are schedulable according to the Definition [I] and the transition system
of the composite process, shown above, can be seen as the specification of feasible
schedulers for the task set. Non-determinism in the transition system represent different
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decisions that a scheduler can make. For example, the trace along the top of the figure
corresponds to the rate-monotonic scheduling policy, which gives priority to T'asks 3
as it has the smallest period.

We now consider the demand of a periodic task defined above. It is easy to see that
the task process is resource-deterministic, that is, its behavior is determined by the
availability of resources. For a resource-deterministic task, the demand is obtained by
a straightforward replacement of requested resources by matching offered resources.
Thus, demand(T'asky, ) = Xo.0,w.p is defined below:

0: Xett1w,p ife=w,t<p

Xop = X0,0,w.,p %fe:w,t:p
LWsP 0: Xet1,wp {7} Xet1t41,0p fe<w,w—e<p—t
{7} Xet1.t41,0,p fe<w,w—e=p—t

It is easy to check that demand(T'asks 3)||demand(Tasks 7) does not deadlock and
thus can schedule the two tasks according to Lemma 4l
Let us now consider a task with variable execution time which takes between b and

w time units to complete: T'asky ,, = Tasky, + Taskpy1p + ... + Tasky, . One
can see that demand(T'ask} p) = demand(T'ask,, ). This observation matches the

well-known fact from the real-time systems theory that for independent periodic tasks
it is sufficient to consider worst-case execution time of each task [17].

Example 5. To illustrate compositional analysis with partial supplies, we begin with a
simple example of time-partitioned supplies that are widely used in practice. Consider
a periodic time partition with period P, duration D < P, and relative start time %,
which essentially offers a resource r for the interval [¢,¢ + D) during each period:
Party, . p,p = Pot,,p,p 1s defined as follows where, again, addition is modulo P:

P, _ [T Piwepp ifto <t <to+D
t,to,D,P 0: Piv14,.0.pP otherwise

It is clear that partitions with the same period and non-overlapping service intervals
[t,t + D) do not conflict. We can now analyze schedulability of tasks allocated to a
partition separately from any other task in the system. It is, for example, trivial to see
that partition Part,, p,p can schedule a task T'askp p for any %o.

We can similarly define more complex partial supplies. Consider, for example, com-
positional scheduling based on periodic resource models [21122]. A periodic resource
model is a supply that guarantees w units of resource execution within a period P,
however, the availability of the resource within the period is unknown a priori. We can
straightforwardly model a periodic resource model as PRM,, p = demand(T'ask.,. p).
We can then analyze whether a set of tasks is schedulable with respect to this supply.
This analysis will not be limited to independent periodic or sporadic tasks, unlike exist-
ing approaches in the literature.

As an example, consider the system 77 = Taski s||Tasky || PRMs, 5. Figure 1]
shows the initial state space using the same notation as above, except now the state tuple
also includes the state of the supply. Note that, in this transition system we have actions

. . . . > . . .
pertaining to resource consumption, abbreviated by r, actions pertaining to resource
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Fig. 1. Scheduling with a periodic resource

requests, abbreviated by 7, and idling actions. Recall that idling and consumed resource
actions are incomparable in the preemption relation, while idling preempts unsatisfied
resource requests. We see that a poor scheduling decision can make T'ask; 3 miss its
deadline. The scenario is seen on the right side of the figure: in the first two time units,
one unit of resource goes to 77 5 and the other unit of resource is denied to both tasks
(this can happen in any order). If on the third step the supply denies access to the
resource again, the first task cannot idle, thus we reach a transition labeled by {r},
which implies that the task misses its deadline, leading to a violation of Definition [I}

5 Conclusions

In this paper, we have presented PADS, a process algebra for resource demand and
supply. The algebra can be used to describe a process and its demand on resources nec-
essary for the execution of a real-time task as well as a supply process that describes the
behavior of a resource allocator. We have defined precisely the notion of schedulabil-
ity using demand and supply, that is, when a process can be scheduled under a supply
process, and provided a compositional theory of demand-supply schedulability. We be-
lieve that PADS is the first process algebra that can describe the behavior of demand
and supply processes and compositional schedulability between them.

There are several directions in which the current work can be extended. We are cur-
rently adding priorities to resource requests in the same way as in [L3]]. This allows us
to represent schedulability with respect to particular schedulers, which is often a more
practical question to analyze. We plan to extend the framework with the notion of or-
der between supplies. This notion will capture the “generosity” of a supply, that is, a
more generous supply will be able to schedule any task that the less generous supply
can. With this notion, we will be able to formally represent the hierarchical scheduling
approaches based on resource models [21]] that rely on approximating the necessary
supply, making it more generous than necessary, in exchange for a simple representa-
tion. It would also be interesting to explore how to extend the notion of schedulability to
the notion of resource satisfiability between demand and supply of arbitrary resources
that are not shared mutually exclusively. Another extension is to explore demand and
supply processes in the presence of probabilistic behavior.
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Abstract. We introduce logics and automata based on memory event
clocks. A memory clock is not really reset: instead, a new clock is
created, while the old one is still accessible by indexing. We can thus
constrain not only the time since the last reset (which was the main lim-
itation in event clocks), but also since previous resets. When we introduce
these clocks in the linear temporal logic of the reals, we create Recursive
Memory Event Clocks Temporal Logic (RMECTL). It turns out to have
the same expressiveness as the Temporal Logic with Counting (TLC)
of Hirshfeld and Rabinovich. We then examine automata with recursive
memory event clocks (RMECA). Recursive event clocks are reset by sim-
pler RMECA, hence the name “recursive”. In contrast, we show that for
RMECA, memory clocks do not add expressiveness, but only concision.
The original RECA define thus a fully decidable, robust and expressive
level of real-time expressiveness.

1 Introduction

Finite automata is a widely used computational model to capture and anal-
yse the behavior of possibly concurrent systems. The main question is checking
whether an automaton satisfies a given specification, which can be represented
either by some temporal logic formula or by another automaton. The first case,
called model checking, is usually reduced to the second. In the second case, the
problem is called language inclusion between automata, which models step-wise
refinement.

Nowadays, real-time plays a crucial role in system design, especially in the
area of embedded systems. To capture the behavior of a real-time system, one
needs to augment the computational model with a notion of time. An important
model is timed automata (TA) [I], that are automata augmented with clocks used
to monitor the evolution of time. Timed automata offer tools [21J96] for many
real-time problems. Unfortunately, TA have an undecidable language inclusion
problem [I]. Around the same time, the satisfiability of natural real-time logics
such as Metric Temporal Logic (MTL) and Temporal Propositional Timed Logic
(TPTL) were also proved undecidable [5]. In fact, one of the central problems is
that TA are not closed under determinization (see [I6/I5/7] for discussions). The
situation contrasts strongly with the one of automata without real time, where

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 1981212} 2010.
© Springer-Verlag Berlin Heidelberg 2010
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the problems of complementation, language inclusion, emptiness, union and in-
tersection are decidable, as well as the satisfiability and validity of propositional
linear temporal logic (LTL). When all these problems are decidable, we call the
formalism (automata or logic) fully decidable. These negative results spurred a
quest for expressive but still fully decidable formalisms.

To overcome the problem, [3] proposed to restrict the behavior of TA clocks
in such a way that language inclusion becomes decidable. The key idea is that
the problematic clocks of TA are reset by non-deterministic, internal transitions,
that prevent determinization. In contrast, an event clock (EC) z, is reset when
the atomic proposition p occurs. The event clock resets and values are determined
by the input and thus Event Clock Automata (ECA) are determinizable, making
language inclusion decidable and thus enabling step-wise refinement.

Event clocks can also be introduced in temporal logics [20]. An event clock
constraint is naturally translated into a proposition <i;p, that means “the last
time that a p occurred was a time d ago, where d lies in I”. However, the expres-
siveness of ECA is rather weak. Indeed, events are just the last or next occurrence
of an atomic proposition. For instance, the property “p is continuously true in
interval (0,1)” cannot be expressed by such an event clock formula: any model
where the distances between p’s are below 1 will see the clocks always below 1,
whether or not it satisfies this property. Therefore [I1] introduced the notion of
“recursive” event. In a recursive event model, the reset of a clock is decided by a
lower-level automaton or formula. This automaton cannot read the clock that it
is resetting. Clock resets are thus still deterministic, but the concept of “event”
is now much more expressive. For instance, the property above can be expressed
as = [>(g,1) 7p: 1 is now a modality that can contain any subformula, and can
be nested. The temporal logic of recursive event clocks (variously called SCL [20]
or EventClockTL [I1]) has the same expressiveness as Metric Interval Temporal
Logic MITL [2] (a decidable fragment of MTL where punctual constraints are
forbidden) in the interval semantics. First-and second-order monadic logics with
matching expressiveness have been provided [11], yielding a natural, robust, fully
decidable level of real-time expressiveness. However, the expressiveness of event
clock models has still been criticized, because event clocks can only constrain
the time since the last (or next) event. For instance, EventClockTL cannot ex-
press the assumption that no more than 3 requests per second will arrive, or the
requirement that these all requests will be treated within the next second, when
the treatment requires several steps.

In this paper, we address the above limitation and introduce memory clocks,
already sketched in [3]: “We could employ a clock x that records the time since
the i-th-to-last occurrence of a”. A memory clock x is not really reset: instead, a
new clock is created, while the old one is still accessible by indexing: z' will be
the usual value of the clock z, i.e. the time since last reset, while 22 will be the
time since the last but one reset. In general, z* will be the time since the last but i
reset. Said otherwise, a reset will save a copy of the clock of index 7 in the clock of
index i+ 1. It can be seen as a series of clock updates: 23 := z2; 2% := 2'; 2! := 0.
Here, we will study the recursive variant, as explained above.
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Our first contribution is to extend the EventClockTL logic with memory
clocks. This gives us the memory event clocks logic (RMECTL), which we show
to be PSPACE-complete if the indices of the clocks are encoded in unary and
EXPSPACE-complete for the binary case. RMECTL is strictly more expressive
than EventClockTL. To obtain these results, we show that the expressiveness of
RMECTL is equivalent to the one of the Temporal Logic with Counting (TLC)
[13]. It is worth observing that TLC was inspired by a TPTL formula (see Sec-
tion[B3)). TPTL is a “really temporal” but highly undecidable logic [5]. We isolate
a decidable fragment of TPTL, which we call TPTL1R. It also has the same ex-
pressive power, showing the robustness of this level of expressiveness. Our second
contribution is to extend RECA with memory clocks. Surprisingly, RMECA are
as expressive as the original Recursive Event Clock Automata RECA [I1]. How-
ever, in the binary case, they may be exponentially more succinct.

Structure of the paper. The rest of the paper is organized as follows. Sections 2
recalls preliminary notions. Section 3 examines real-time temporal logics. First, it
recalls TLC [I8], then introduce RMECTL and shows its equivalence with TLC.
Then, it defines a fragment of TPTL that also has the same expressiveness.
Section 4 defines Recursive Memory Event Clock Automata (RMECA), studies
their properties, and concludes that they can be reduced to good old RECA [I1].

2 Preliminaries

We briefly recall the various models of time that are used in the literature [4]. We
present our results in the interval semantics, that is the richest and most natural
(but also most difficult) model. We also recall clocks and their constraints.

2.1 Models of Time

Models of time can be linear, considering a single future, or branching, con-
sidering several alternative futures. We only consider linear time in this paper.
Classical automata and LTL also use a linear discrete model of time. The point
semantics adds a time stamp to each event of this discrete model.

Our goal here is to model real-time reactive systems, and thus we will use
the real numbers as our model of time. This avoid a premature commitment
to a discretization of time: even if computer systems are often discrete, their
discretization grain (e.g. clock speed) should not appear at requirements level.

Let P be a set of propositional symbols. A state over P is an element of 2F.
Let N the set of nonnegative integers, R denote the set of reals, RT the set of
nonnegative reals.

In this paper, we use the interval semantics. An interval is a convex subset of
R*. An interval is singular if it is a singleton. Two intervals I and I’ are said to
be adjacent when I'NI' = () and I U I’ is an interval. We denote by Zg+ the set
of intervals whose bounds are in R*. An interval sequence over R* is an infinite
sequence I = Iyly - - - of non-empty intervals of Zp+ where
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1. successive intervals I; and I;4; are adjacent and I; < Iy, for all j >0
2. I is covering, i.e., for every t € RT, there exists j € N such that ¢ € I;.

An interval state sequence (ISS) is a pair p = (0,1) where 0 = ogoy -+ is an
infinite sequence of states and I = Iply--- is an interval sequence. A interval
state sequence p can equivalently be seen as an sequence of elements in 2F x Zp+ .
It can also be seen as a signal, i.e. a function from R* to states: Let p = (o, 1) be
a interval state sequence and given t € RT, let i € N be the interval such that t €
I;. We define p(t) as the state o;. A signal derived from an ISS will always have
finite variability. Below, our automata will consider two ISS that define the same
signal as equivalent, even if the intervals might be split differently. Our automata
assume finite variability. In contrast, our logics will admit infinite variability.

Given two intervals I, I, we define the interval between I; and I by
Betw[(]l,IQ) = {.T ‘ L<z< IQ}

Given a set S and an interval I, we define S Begins During I by 3t € (SN1I),
and Bt € S such that ¢’ < I. Symmetrically, we define S Ends During I iff 3 t,
te (SNI),and 3¢ € S such that ¢/ > I.

2.2 Clocks

The value of a clock is the time elapsed since its last reset. When we use real
numbers, there is not always a “last” reset but just a limit, e.g. when the reset
holds in an open interval. For this case, we will use non-standard clock values
of the form v*. The set of non-standard reals, noted R}, is the set of {v,v" |
v € R}, ordered by <, as following: v1 <ps vy iff v1 < vo. RT is Ry, plus
a special value | for uninitialized clocks. L is not comparable to other values.
Let X be a finite set of clock names. A clock valuation over X is a mapping
v:X— RI. The constraints over X, noted ¢(X), are defined by the following

grammar, where ¢ ranges over ¢(X), z€ X, ce N,and ~ € {<, <, =, >, >}

pu=true | z~cl o1 N da | d1 V d2 | m

We write v |= ¢ when the valuation v satisfies the constraint ¢. By convention,
the value L does not satisfy any constraint except true.

3 Temporal Logics

As we said in the Introduction, the goal of our quest is to construct two levels
of expressiveness: (i) fully decidable real-time logics to specify requirements on
systems; we examine them in this section; (ii) fully decidable real-time automata,
that can express these logics, and model systems (see Section H]). In this way,
specifications and systems can be handled uniformly, and verification can be
automated. We first recall Temporal Logic with Counting (TLC) [13], since our
new logics will turn out have the same expressiveness. Then we define the new
logics: RMECTL, that includes memory event clocks, and TPTL1R, a decidable
fragment of the logic TPTL with the same expressiveness.
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3.1 Temporal Logic with Counting

The Temporal Logic with Counting [I3] is an extension of the Temporal Logic
of the Reals with Past by counting modalities. Here we use a slight variant,
called TLCIy [18], where the counting modalities are C’,E,O’b)(gb) and E;O’b)(gb).
The modality C’,E,O’b)(gb) says that ¢ will be true at least at k points in the interval

(t,t+b), and its symmetrical 6;0’}’) () says that ¢ has happened k times in the
interval (¢t — b,t). The syntax of TLCI, formulae is given by:

b= pl o1 Ada || Uds|d S| COP(@)| T ()

where p is a propositional symbol, k € N;b € N and ¢1, ¢ € TLCI.
Formally, the semantics is as follows:

(prto) E COP () i 3ty Btyto <ty < <tp <to+b A AN
0<i<k

“=(0,b) .
(p,to)':Ck (¢) it Fty - T, to—b<t1 <<t <tg A /\ qb(tz)
0<i<k

Let us also recall the classical semantics, that we will use throughout the paper:

(p,t) = p iffpep(t)

pt)E o i (pt) ¢

p,t) = ¢1 A ifE (p,t) = é1 and (p,1) = 2

p,t) |E dilhgn iff I > t(p,t') | o AV € (1,1), (p,t") |
pit) |E 01S8¢2 iff I < t.(p,t') | g2 AV € (¢,1), (p,t") E ¢n

The satisfiability problem for T'LC 1, is PSPACE-complete when the indices k of
C,go’b) is coded in unary, and EXPSPACE-complete when the indices are coded
in binary [I8]. TLC is the special case where the upper bound b is 1.

Real-time logics are usually required to be scalable, in the sense that a change
of the time scale (e.g. from second to minutes), or said otherwise the multiplica-
tion by a rational number, should not affect their definition. The logics presented
here are not scalable, but their scalable version can be obtained by replacing the
integers by rationals in the definition. This may change the expressiveness results
below.

TLC was shown to be strictly more expressive than MITL with past with
a simple non-scalable example [I4]: It uses a single proposition p, that is true
exactly at multiples of 2/3. Every MITL formula with past will eventually behave
like p, —p, true, or false. In contrast, C’Q(O’l)(p) will be true on {((1+24)/3,(2+
2i)/3)|i € N} indefinitely. Similarly, we see that the event clock y, for p will
always be between 0 and 1, but the memory event clock yf) will periodically go
above 1. In general, memory clocks bring the same supplementary expressive
power, as we will see in the next section.

From [8] we can show that future TLC can be translated to the scalable MTL.
To the best of our knowledge, the question whether TLC is more expressive than
scalable MITL with past is open.

(
(
(
(
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3.2 Recursive Memory Event Clocks Temporal Logic

In this section we introduce the Recursive Memory Event Clocks Temporal
Logic (RMECTL). RMECTL extends EventClockTL of [20/11]. We generalise
its modalities by adding an index k: the recording modality <i¥¢ means that
the kth last time that ¢ was true is in interval t — I, and symmetrically the
predicting modality >¥¢ says the kth next occurrence of ¢ will occur within I.
We count only one occurrence for an interval where ¢ is continuously true. Such
a modality in fact introduces a memory event clock: <¥¢ means that we reset a
memory clock each time ¢ is true, and we constrain the kth clock value at the
time of evaluation. We denote the temporal logic where k < n by RMECTL,,
for n € N. If we allow only index 1, we find back EventClockTL.

Definition 1. The formulas of Recursive Memory Event Clock Temporal Logic
(RMECTL) are built from propositional symbols P, boolean connectives, the tem-
poral operators until and since and two symmetric real-time modalities, the
recording modality and predicting modality. The formulas ¢ of RMECTL are
defined by the grammar:

pu=p| DY ¢ QF ol o1 A d2 | | d1U d2 | P11 S P

where p is a propositional symbol, I € Iy is an interval, and n € NT. Let ¢ be a
RMECTL formula and let p be a signal whose propositional symbols contain all
propositions that occur in ¢. The semantics of the new modalities are:

(p,t) = <7 iff the set {tn | Ft1,. .. tn—1,51,- -1 8n—1 1 tn < Sp_1 < fp_1 <
<t <t N (oo ti) B o, Nicn (s 8i) ¢} Ends During t — 1

(p,t) = 7o iff the set {tn | Ft1,. .. tn—1,51,- -, 8n—1 : tn > Sp_1 > tp_1 >
>t >4 /\ign(Pv ti) = ¢, /\i<n(p’ s;) & ¢} Begins During t + 1

where “Begins During” and “Ends During” have been defined in Section 211 The
intuition is that each ¢; is a witness of an interval where ¢ was true, that caused
a reset of the clock. They must be distinct intervals, i.e. they must be separated
by an interval where ¢ is false, as witnessed by s;. Intuitively, the nth previous
reset is the maximum of the candidates t¢,,, but this maximum might not exist.
Hence the indirect definition using “Begins During”.

RMECTL turned out to be very close to TLClIy:

Theorem 1. RMECTL and TLCIy are intertranslatable linearly.

Proof. From RMECTL to TLCI,. We first simplify formulas of RMECTL.
First note that the left bound can always be set to 0 as follows: Define the
downward closure of an interval T as | I = {t > 0] 3t € I.t < t'}. We use
>To = DT[\I ON DTIQS. For instance, >?a,b]¢ = D?O,a] ON D?o,b]¢~ Second,
if the right bound of the interval is closed, we can open it. Define J¢ as
oU true. Intuitively, it means that ¢ will be true for some time just after
the current point of time. Its dual T [I0], i.e. =(—¢U true), means that ¢
will be true arbitrarily close after the current point of time. Symmetrically,
B¢, defined as ¢S true, means that ¢ was true for some time just before
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now, and K~ [I0], that ¢ will be true arbitrarily close before now. Then we
use D?O,b]d) =J D?O,b) ¢ if ¢ is left-closed, which is expressed by —¢lf¢. This
gives >, ¢ = (mpUP N T >{0.5) d)V (2(=gUP) A l>?0’b)q§). We are only left
with operators of the form >?07b)¢, which mean that n resets occur within
interval (0,b). A reset for a predicting clock is a rising edge, i.e. ¢ becomes
true, and can be described by the formula: (KX~ =@ A ¢) V (—¢ A Kt ), that
we abbreviate R¢. A special case is when ¢ is true just after now (KT ¢),
then D%O,b] is true, even without a rising edge.Thus we translate D?O,b)qﬁ by

(ST ACPP(R)) v (KT A O (R))

which is a formula of TLCIj. <]?O,b)¢ is translated symmetrically. All other
operators appear in both logics, and are translated trivially. This translation
is linear in the number of subformulas, i.e. in DAG size which is the relevant
measure for logics. It preserves or decreases the indices.

From TLCI, to RMECTL. Let I be (0,b). C’y(,,o’b)(gb) means that there are at
least n points satisfying ¢ in ¢ + (0,b), while D?o,b)(b means that ¢ + (0, b)
comprises at least n rising edges (or n — 1 if it begins with a ¢). This is
different as soon as ¢ is true on a non-singular ¢-interval. But then, this
interval comprises an infinite number of ¢ points, and thus makes CT(LO’b) (0)
true. Otherwise, all ¢-intervals are singular, erasing the difference. Thus
we translate Cy(lo’b)(qb) by (>(0,5J¢") V (D?O,b)qﬁ’). Z%O’b)(d)) is translated
symmetrically. All other operators appear in both logics, and are translated
trivially. This translation is linear in the number of subformulas (DAG size).

Corollary 1. RMECTL and TLCIy have the same expressiveness.
Corollary 2. RMECTL is more expressive than MITL and EventClockTL.

Note that MITL, TLC;, and EventClockTL have the same expressiveness in
interval or signal semantics [IT].

Corollary 3. Satisfiability and validity of RMECTL is PSPACE-complete if
indices are in unary, EXPSPACE-complete if indices are in binary.

3.3 The Temporal Logic of One Clock with Right Constraint

In this section, we introduce a fragment of the Timed Propositional Temporal
Logic (TPTL) [5] that is expressively equivalent to TLC, but offers a more
convenient syntax. TPTL is a temporal logic based on clock variables declared
by “freeze quantifiers”; these clock variables can then be used in explicit real-
time constraints. It is very natural and expressive, in particular more than MTL;
hence it was dubbed “a really temporal logic” by its authors. Alas, satisfiability
of full TPTL in most semantics is X}-complete, i.e. highly undecidable [5]. The
example TPTL formula below, borrowed from [4]:

Gz.(p > F(gNF(rnz <1)))
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where F'¢ is true Ug, and G its dual, expresses quite naturally that each time we
have p (a request), we will have ¢ then r (it will be processed) within 1 second.
This formula spurred further research [I2II8I8] to express it in more decidable
logics. Here, we propose instead a decidable fragment of TPTL that contains
this example. Recently, another fragment was shown decidable, but only for the
point semantics [17].

We use an adapted version of TPTL, called Clock Temporal Logic [19, p.46]:
We interpret it with a continuous semantics on the non-negative reals (rather
than a point semantics on the natural numbers [5]); we add the past modalities;
we interpret the quantifiers as clock resets (rather than as a freezed copy of
absolute time [5]).

Our fragment is called the One Clock Temporal Logic with constraints on the
Right, abbreviated TPTL1R to evoke its link with TPTL. In this logic, only
one clock can be active at a time. Furthermore, inside the scope of a clock, the
formulae must be positive and until/since can only contain a constraint in the
right side. The syntax is rather natural:

Pu=p|rde | b | p1 Ao | prlUps | P1SP2
¢w :::¢ ‘ .TGI ‘ ¢m\/¢m ‘ ¢/\¢z | ¢1u¢z ‘ ¢18¢m

where ¢, means “a formula with clock variable x free”, p € AP, I is an interval
with integer bounds.
The semantics, (p,t) |= ¢, is defined as usual, plus for the reset quantifier:

(pa t) ): de)w iff (pv t) ':t ¢x

For formulae ¢,, the real value v below is the time of the reset.

(pt)Ee ¢ iff (pt) F @

(pt)|Ee 2zl ifftt—wvel

(p:1) o ¢ V b iff (p,t) o ¢ o1 (p,t) o da

(pt) Fo &' Ao iff (p,t) E ¢ and (p,1) o b

(p,t) Ev 01U, iff ' > t.(p, ') Ey e AV € (', 1).(p,t") E $1
(0, 1) Ev 018, iff ' < t.(p,t') v ¢u AV € (1), (p,t") E ¢1

In the proof below, we use the fact that Q2MLO (called Ly in [12]) and TLCI,
have the same expressiveness [I3]. Let us recall that Q2MLO is a first-order
monadic logic of order. It contains first-order logic, plus a metric quantifier:

¢:::Vt. ¢1 ‘ —\¢1|¢1A¢2|t1=t2‘t1<t2 ‘ dt ety+ 1. d)(t,to)

where [ is a non-singular interval with integer bounds. Only two free variables
t,to are allowed in the quantified formula ¢(¢,ty).

Theorem 2. TPTLIR is as expressive as TLC, TLCIy, and Q2MLO.

Proof. 1t suffices to translate T LCIy to TPTL1R, and then TPTL1R to Q2MLO.
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1. TPTLIR can express 07(10,17):
COY(p) =2 (F(pANF(PA...F(p Az <D))))

And symmetrically for the past operator.

2. The semantics of TPTLI1R translates any ¢, appearing in x.¢, into a first-
order formula ¢, (v). We note that: (i) disjunctions are in the scope of exis-
tential quantifiers only, so that we can move the disjunctions out; (ii) each
constraint ¢ty — v € I is also in the scope of existential quantifiers only, and
in particular 3t;. Therefore the order of these existential quantifications is
irrelevant, and we move in front 3¢, (the quantification whose variable ap-
pears in the constraint) then the other variables. The constraints are now
part of a conjunction. We move each constraint just after its quantification.
We obtain a formula of the form Jtx.t, —v € I A@(v, tx), that we can express
in Q2MLO as Jti, € v+ I.¢(v, ti).

4 Recursive Memory Event Clocks Automata

As explained in the introduction, our goal is to extend in the realm of real-
time the success of classical automata, that can express both specifications and
programs uniformly, and are thus the internal data structure used by most model-
checkers. Automata can deal with real-time by adding clocks that can be reset or
tested. Timed automata allow liberal use of their clocks, making their inclusion
problem undecidable. A more disciplined use of clocks is needed. Our proposal
follows the idea of ECA. Since ECA reset clocks only on the occurrence of their
atomic proposition, which is not very expressive, we proposed Recursive Event
Clock Automata (RECA) [1I]. “Recursive” refers to the fact that the resets of
each clock of an automaton are controlled by a lower-level automaton. When
this automaton visits a monitored location, it resets the associated clocks: An
event-recording clock x4 and an event-predicting clock y4 can be associated
with each monitored automaton. Thus no automaton can reset its own clocks.
In particular, an automaton of level 0 has no subautomata, hence no clock.

Here, we examine whether introducing Memory Event Clocks (MEC) will
further increase their power. This leads to Recursive Memory Event Clock Au-
tomata (RMECA). Event-recording memory clocks z%; record the time that has
expired since the iy, last time at which the automaton A could pass through a
monitored location, and the event-predicting memory clock y’ always records
the amount of time that will expire until the i;; next time at which the automa-
ton A could pass through a monitored location. Equivalently, a reset does not
destroy the previous values of a memory clock: instead, a new clock with value
0 is created, and earlier clocks are still accessible by the indexed notation. We
have already used MEC to define RMECTL in Section

MEC are determined by the ISS (and not by the run as for TA). To deal with
MEC, it is easier to consider them as supplementary propositions. We have then to
make them mutually exclusive, so we consider atomic constraints. For a given clock
¢, let R. = {r1, ..., } be the constants to which it is compared in A, in increasing
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order. The atomic constraints for carec = L,c < ri,¢ =1;,¢ € (ri,141),¢ > .
An atomic constraint for A is a conjunction of atomic constraints for each clock.
No clock valuation can satisfy two different atomic constraints, and each constraint
of A can be expressed as a disjunction of atomic constraints. This latter property
allows us to use only atomic constraints, using more locations if needed.

We now examine the complexities due to continuous time. We want these au-
tomata to consider ISS that define the same signal as equivalent, even if the inter-
vals might be split differently. This goal will force the definition of deterministic
automata below. To simplify it, we label our locations not only with atomic propo-
sitions but also with “limits”. Intuitively, a past (resp. future) limit describes what
happened just before (resp. just after) the current time. Locations where some
limit is different from the current label are called singular: only a single instant
can be spent there. From a singular location, we can only make a transition to a
non-singular location, where the labelling must be as predicted by the limit of the
singular location. The past limit of T is false only in initial locations.

Given a set propositions P, the limit closure (Limit(P)) is the set {p, p, D |
p € PU{T}}. 7 is the future limit of p and p is the past limit of p.

Definition 2. A Recursive Memory Event Clock Automaton (RMECA) is a
tuple A = (P, S, So, —,C, v, M, F), such that:

1. P is a set finite set of propositional symbols.

2. Sis a finite set of locations and Sy C S is the set of starting locations.

3. —C S x S are the transitions.

4. A finite set of atomic constraints C, containing clocks z' or y%, with B a
lower-level RMECA.

5. 0§ — 2Lmit(PUC) s o function which labels each location s € S with the
set of limits of propositions and constraints that are true in that location.

6. M C S is the set of monitored locations: when the automaton visits such a
location, it resets the associated clock.

7. FC S is a set of Biichi accepting locations.

We now define when a RMECA accepts an ISS p, thanks to a timed run. This
is the time ¢ when the automaton can visit a monitored location.

Definition 3. A RMECA A accepts a signal p at time t, if there exist an infinite
timed Tun 0 = (s, I) such that following conditions holds:

1. the run starts in a starting location sg € Sy.

2. for all i > 0, the run either follows a transition: s;—1 — s; or stutters:
Si—1 — Si.

3. It is in a monitored location at time t: 0(t) € M.

4. The labelling of the location corresponds to the ISS and satisfies the limits
and clock constraints: Vt' € RT, (p,t) = v(6(t)).

5. It wisits infinitely often a Biichi location.

The clock valuation function over a lower-level RMECA at A and time ¢ at p, is
noted v} : C4 — RT. It assigns a (non-standard) positive real, or undefined, to
each clock variable. The resets are done when A can visit a monitored location.
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Given ¢ and p, the reset interval of y’ is the interval I,, such that there are
non-empty intervals I1,--- , I, where:

Lit<h<---<I,

2. Vi <n,Vr € I;, A accepts p in r

3. Vi < n, Betwl (I;,1;+1) is not empty and Vr € Betwl(I;,I;+1), A does not
accept pin r

4. Vr € BetwI ({t},I1), A does not accept p in 7.

Note that I; might begin just after ¢, in which case the last condition is vacuously
true. The reset interval for a recording clock is symmetric. The value of a clock is:

t—r if the reset interval of =7y is (I,7] or [I,7]
vl (z%) = ¢ (t —r)t if the reset interval of 27 is (I,r) or [I,r)
L if 274 has no reset interval
Symmetrically,
I—t if the reset interval of y’ is [I,7) or [I,7]
vi(yh) =< (I—1t)* if the reset interval of 7 is (I,7) or (I,7]
1 if 4”4 has no reset interval

The logic RMECTL and RMECA in fact use the same memory clocks:

].Il_ll HTI

t vl ()

v

Fig. 1. The value of y’; and its reset interval I,

Theorem 3. v/ (z7y) € I iff (p,t) = <}p
where p is a proposition such that (p,t) = p iff A accepts p at time t.

4.1 Properties of RMECA

We now show here that RMECA inherit all good properties of RECA and ECA:
they are determinizable and closed over all boolean operations. The proofs are
the same as for RECA [19], replacing clocks by memory clocks. In view of the fact
that we later show that they are expressively equivalent, this seems obvious, but
(i) we need those properties to prove the equivalence, and (ii) the direct proofs
give algorithms that are more efficient, since the translation of the next section
is exponential.

We first adapt the definition of determinism to cater for continuous time [19]:

Definition 4. A RMECA A= (P, S, So,—,C,v, M, F), is deterministic iff:

1. Distinct initial locations s1 # s2 € Sp have distinct labellings: v(s1) # y(s2)
2. Successive locations s1 — so have distinct labellings.
3. Distinct successor locations so # S3, 51 — S2, 81 — S have distinct labellings.
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Fig.2. A RECA for Gz.(p — F(¢ A F(r Az < 1)))

The determinism ensures that, at each time ¢ during a run, the choice of the next
location is uniquely determined by the current location of the automaton and
(p,t). Condition (2) ensures that the time at which to leave a location is uniquely
given by the signal p. Therefore there is at most one (signal) run for each p.

Theorem 4. For any RMECA A, we construct a deterministic Rabin RMECA
A’ that accepts the same language. If A has n locations, A’ has 2029 locations
and the same clocks and subautomata.

Note that the time of acceptance also preserved by determinization.

Theorem 5. The class of RMECA-recognizable timed languages is closed under
union, intersection and complementation.

Theorem 6. The emptiness, universality, and language inclusion problems for
RMECA are EXPSPACE-Complete.

This differs from RECA and ECA, where those problems are PSPACE-complete.
The higher complexity is only due to the indices n of the clocks, that can be
expressed compactly (in logn) in binary notation, while their implementation

requires n clocks. If the indices are expressed in unary notation, these problems
are PSPACE-complete.

4.2 From RMECA to RECA

Memory clocks allow to measure distances from several resets. But do they really
increase the expressiveness when placed inside automata? The answer is positive
for ECA, but negative for RECA and TA. Intuitively, automata can already count
resets (though less concisely). For an example, consider again the formula [4]:

Gz.(p — F(gNF(rnz <1)))

Assuming that p and ¢ do not occur together on a non-singular interval (which
is always the case in point semantics), this formula can be translated to the
RECA of Fig. 2] that counts modulo 2. To save space, we have drawn the main
automaton and its two subautomata Al, A2 with the same transitions. All states
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are accepting. Al is a copy of the figure where clocks constraints are removed,
and the location marked M 4; is the only monitored location, and similarly for
A2. The main automaton has the clock constraints, but no monitored locations.
Although the formula conceptually starts an infinite number of clocks z, this
automaton shows that two clocks suffice.

More generally, we can use counting to eliminate memory event clocks:

Theorem 7. For any RMECA, we can construct a RECA that accepts the same
language.

Proof. Let A be the initial RMECA. To simulate a memory clock z; where C
is a subautomaton of A, we must keep track of the last n events and thus use
n clocks. The clocks must be used in a rotating manner, since we cannot copy
them. We can assume that C is deterministic, since RMECA are determinizable.
To reset them, we augment C to count modulo n, and make n copies C’() with
monitored states that differ by the count only.

Let C'(i) (with ¢ < n) be the automaton:

1. Its symbols are the same: P/ = PP

2. Tts states S’ = S x [0..n) are pairs (s, j) where s is a state of C, and j < n
counts the number of times we entered a monitored region, modulo n;

S = So x {0};

The copy C’(i) monitors states of count i: S}, = S,, x {i};

5. The transitions update the count when entering a monitored region: (s, j) —
(s',j)iff s > ¢,j=7,(s€S,if s €8y,)ors—s,7 =j+1modn,s¢
Sm, s € Sm;

The labellings are unchanged: v'((s, 7)) = v(s);

7. The accepting states are unchanged: F’ = F x {0..n — 1}.

o~

>

Each C’(4) is bisimilar with C. C visits a monitored state iff (exactly) one of
the C’(i) does. Therefore the set of values of the clocks is the same:

(W (xey) | i <n}={vf(a2) | 0<j<n}

Now we translate the constraints that appear in the upper level automaton: the
value of z} is the maximal value of this set. Thus a constraint z7 < cis translated
by Aicn Zery < ¢ (idem for <), symmetrically ¢ > ¢ by \/,_,, T¢/(;) > ¢ (idem
for >), and x¢ = L by \/,_, ¥¢/;y = L. © = c is considered as an abbreviation
forx>chnax<ec.

4.3 From RMECTL to RMECA
We briefly present the construction of a RMECA from a RMECTL formula.

Theorem 8. For every RMECTL formula ¢, we can construct a RMECA Ay
that accepts p at time t iff (p,t) &= .

The construction is as in [19], with memory clocks instead of clocks. The trans-
formation is done level by level, where the level of a formula is the nesting depth
of real-time modalities. A formula >7¢ is translated as constraint 27 € I. The
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formula ¢ is recursively transformed in a tableau automaton for continuous time,
where the monitored states are the states containing ¢. The construction is ex-
ponential in the size of the non-real time part of the formula, but linear in the
real-time part.

5 Conclusions

Recursive event clocks have been criticized to be too weak as they only record
the time to next/previous event. In this paper, we have introduced memory event
clocks that are designed to overcome this limitation. We presented them in the
interval-based semantics, both to ease comparison with related work and since
this setting is more general and more difficult than point semantics.

When we introduce such clocks in a temporal logic, we obtain RMECTL.
RMECTL allows punctuality constraints and allows constraints on the ng, next
(nep, last) time a formula will be (was) true. Still, we have shown that RMECTL
has the same expressiveness and complexity as TLClIj.

We also identified a fragment of TPTL that is expressively equivalent and
decidable. We conjecture that a larger fragment of TPTL is decidable.

The operational nature of these clocks blends nicely with automata, giving
RMECA. They keep all the nice properties of the original event clock automata.
They are as expressive as our RECA [I1], showing that TLC was already included
in RECA, under finite variability. The increase of expressive power is thus modest
enough to disappear at automata level. In other words, the criticism was not
founded with respect to RECA.

Automata are known to be equivalent to second-order quantification, and
this opens the corresponding logical question, whether Q-MITL and Q-TLC,
(i.e. with second-order quantification that does not to cross scope with real-
time operators) are equivalent. Our results settles this question only under finite
variability. Another open question is to characterize the strongest first-order real-
time temporal logic included in RECA, beyond TLC perhaps. It is also open,
whether TLC is more expressive than scalable MITL with past.
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project), by the Belgian Science Foundation (FNRS) under FRFC project CFV,
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Abstract. Probabilistic timed automata are an extension of timed au-
tomata with discrete probability distributions. Simulation and bisimula-
tion relations are widely-studied in the context of the analysis of system
models, with applications in the stepwise development of systems and in
model reduction. In this paper, we study probabilistic timed simulation
and bisimulation relations for probabilistic timed automata. We present
an EXPTIME algorithm for deciding whether two probabilistic timed
automata are probabilistically timed similar or bisimilar. Furthermore,
we consider a logical characterization of probabilistic timed bisimulation.

1 Introduction

The increasing complexity of embedded and networked technologies has lead to a
growing demand for formal techniques to reason about their safety, reliability and
efficiency. In particular, formal modelling languages for describing systems have
been developed, together with associated automatic verification techniques. We
consider the case of real-time systems, in which timing information is associated
with system behaviour, which can be reflected in system choices (for example,
the system times-out if a response has not been received within 30ns) and in
measures such as timeliness and efficiency (for example, a system is regarded as
being timely if a leader is elected within 1s after a new node joins the network).
A widespread example of a system description formalism for real-time systems
is timed automata [I]. We also consider probabilistic systems, in which system
behaviour is associated with a quantity representing its relative likelihood (for
example, a message is lost with probability 0.01). When modelling probabilis-
tic systems, it is often convenient, for representing interleaving between parallel
components or for abstraction, to consider formalisms which include both non-
deterministic and probabilistic choice, such as those based on Markov decision
processes [2] or Segala’s probabilistic automata [3[4]. In certain cases, our aim is
to model probabilistic real-time systems, for which it is important to model both
timed and probabilistic behaviour within the same system model. An example
of a formalism for such systems, based on a combination of timed automata

* Supported in part by the MIUR-PRIN project PaCo - Performability-Aware Com-
puting: Logics, Models and Languages.

K. Chatterjee and T.A. Henzinger (Eds.): FORMATS 2010, LNCS 6246, pp. 213-{227, P010.
© Springer-Verlag Berlin Heidelberg 2010
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and Segala’s probabilistic automata, is probabilistic timed automata [5]. Prob-
abilistic timed automata have been used previously to model systems such as
the IEEE 1394 root contention protocol, the backoff procedure in IEEE 802.11
Wireless LANs, and the IPv4 Zeroconf protocol [6/7].

In the field of formal modelling of systems, reasoning about the same system
at different levels of detail using the notions of refinement and abstraction is
well-established. Both notions involve the use of a relation between two system
models A and B: the relation establishes that A refines B, or, equivalently, that 13
is an abstraction of A. These notions can be used in two different ways. Firstly,
they offer mechanisms for the stepwise development of system models. That
is, the system modeller starts from an abstract description of the system, then
refines successively this description to obtain a detailed system model. Secondly,
abstraction can be used in the context of system analysis: a system model may
be too large to allow its analysis within the resources available, and therefore a
smaller model which abstracts the original one can be constructed and analyzed.

An example of a relation for refinement and abstraction of system models is
simulation [§]. This relation is defined on the states of the two models A and 5.
If state s of B simulates state s4 of A, then any single transition from s 4 can
be mimicked from sg, and the states reached by these transitions are also in the
simulation relation. If the converse also holds (that is, also any single transition
from sp can be mimicked from s4), then the relation is a bisimulation [9I10].
Simulation and bisimulation relations have been considered for real-time sys-
tems: in this paper we consider timed (rather than time-abstract) versions of
these relations. Deciding timed simulation and bisimulation for timed systems
is in EXPTIME [11I12]. Similarly, deciding timed alternating (bi)simulation for
timed games, which can be used to model real-time controller synthesis prob-
lems, is also in EXPTIME [I3]. Simulation and bisimulation have also been
considered for Markov decision processes or probabilistic automata models: de-
ciding simulation and bisimulation can be done in polynomial time [I4/T5]. The
relations can also be accompanied by a logical characterization: in the case of
bisimulation, this concerns in identifying a logic such that, whenever two states
satisfy the same formulas of the logic, then the two states are bisimilar. The log-
ical characterization of timed bisimulation for a subclass of timed systems has
been considered in [I6], whereas the logical characterization of timed alternating
simulation for timed games has been presented in [I3] (this result also provides
a logical characterization for simulation and bisimulation for timed automata).
In both cases a timed modal logic, based on Hennessy-Milner logic [I7], or on
temporal logic without the until operator, is considered. Instead, for probabilis-
tic automata, a logical characterization of bisimulation has been presented in
terms of a probabilistic extension of Hennessy-Milner logic [I§].

In this paper we consider timed simulation and bisimulation relations for prob-
abilistic timed automata, both in terms of algorithms for deciding such relations
and in terms of a logical characterization of bisimulation. Such timed simu-
lation and bisimulation relations for Segala’s probabilistic automata enriched
with timing durations have been presented in [4]. Given that probabilistic timed
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automata are a generalization of both timed automata and Segala’s probabilistic
automata, our algorithm is inspired by [12/13] for timing aspects, and by [14J15]
for probabilistic aspects. More precisely, a variant of the classical region graph is
constructed from two probabilistic timed automata, on which an operator, which
can determine whether sets of states are related using certain sub-procedures
taken from [I4IT5], is iterated. We show that, as for timed automata, decid-
ing whether two probabilistic timed automata are related by (bi)simulation is
EXPTIME-complete. The logical characterization that we present considers a
logic in which the classical diamond operator is replaced with a diamond opera-
tor with a time constraint, as in [I3], and which features probability thresholds,
as in [18]. We also treat probabilistic timed (bi)simulation relations in the sense
of [B4], which consider convex combinations of identically labelled transitions in
order to represent randomized choice between nondeterministic alternatives.

We briefly discuss related work. Jensen and Gregersen [19J20] presented a
model similar to probabilistic timed automata, but which cannot have nonde-
terministic choice between transitions labelled with the same action. They con-
sidered a logical characterization of timed bisimulation for their formalism, and
showed that timed bisimulation between acyclic versions of their models is de-
cidable. Yamane [21] studied timed simulation on probabilistic timed automata.
However, although introducing a region-graph construction, the possibility of ob-
taining an algorithm was mentioned only briefly. In particular, the key concept
of a finite sampling of timing durations [I1T2] was missing, and the definition of
how to relate probability distributions at the region-graph level was incomplete.
Instead we provide a detailed description of an algorithm. Furthermore, we also
establish that our algorithm matches the known lower bound, and consider also
probabilistic timed (bi)simulation. Time-abstract bisimulation for probabilistic
timed automata was considered in [22].

2 Probabilistic Timed Automata

Notation. We use R>( to denote the set of non-negative real numbers and N
to denote the set of natural numbers. A discrete probability distribution over a
countable set @ is a function p : Q@ — [0,1] such that »_ = 1. For a
function p : Q@ — R we define support(u) = {q € Q | u(q 3 > ()} Then for an
uncountable set Q) we define Dist(Q) to be the set of functions p : Q — [0, 1], such
that support(u) is a countable set and u restricted to support(y) is a distribution.
For ¢ € Q, let {q — 1} be the point distribution at ¢ which assigns probability 1
to q. Let {p1, ..., ux} be a finite set of distributions over @, and let ¢y, ..., ¢ be
a sequence of real numbers in [0,1] such that >, _, . ¢; = 1. Then the convex
combination ), -, ;. cifti is the distribution p defined by p(q) = > <, <, citi(q)
for each ¢ € Q.

Probabilistic Timed Labelled Transition Systems. A probabilistic timed
labelled transition system (PTLTS) P = (5,5, Act,—) comprises the following
components:
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— A possibly uncountable set of states S with initial states S C S.

— A finite set Act of actions.

— A possibly uncountable timed, probabilistic, nondeterministic transition re-
lation —C S x R>g x Act x Dist(5).

The transitions from state to state of a PTLTS are performed in two steps: given
that the current state is s, the first step concerns a nondeterministic selection of
(s,d,a, ) €E—, where d and a are the duration and the action of the transition,
respectively; the second step comprises a probabilistic choice, made according to
the distribution p, as to which state to make the transition to (that is, we make
a transition to a state s’ € S with probability u(s")).

Syntax of Probabilistic Timed Automata. Let X be a finite set of real-
valued variables called clocks, the values of which increase at the same rate as
real-time. The set CC(X) of clock constraints over X is defined as the set of
conjunctions over atomic formulas of the form x ~ ¢, where z,y € X, ~€ {<, <,
>,>,=},and ¢ € N.

A probabilistic timed automaton (PTA) A = (L, L, Act, X, inv, prob) is a tuple
consisting of the following components:

— A finite set L of locations with the initial locations L C L.

— A finite set X" of clocks.

— A finite set Act of actions.

— A function inv : L — CC(X) associating an invariant condition with each
location.

— A finite set prob C L x CC(X) x Act x Dist(2% x L) of probabilistic edges.

A probabilistic edge (I, g, a,p) € prob is a tuple containing (1) a source location
[, (2) a clock constraint g, called a guard, (3) an action a, and (4) a probability
distribution p which assigns probability to pairs of the form (X,1’), where X is
a set of clocks to be reset and I’ is a location. The behaviour of a PTA takes a
similar form to that of a timed automaton [I]: in any location time can advance
as long as the invariant holds, and a probabilistic edge can be taken if its guard
is satisfied by the current values of the clocks. PTA generalize timed automata in
the sense that, once a probabilistic edge is nondeterministically selected, then the
choice of which clocks to reset and which target location to make the transition
to is probabilistic.

The size | A| of the PTA A is | L|+|X|+|inv|+|prob|, where |inv| represents the
size of the binary encoding of the constants used in the invariant condition, and
|prob| includes the size of the binary encoding of the constants used in guards
and the probabilities used in probabilistic edges (probabilities are expressed as
a ratio between two natural numbers, each written in binary).

Semantics of Probabilistic Timed Automata. We refer to a mapping v :
X — Ryxg as a clock valuation. Let ]R)Z(O denote the set of clock valuations. Let

0e ]Rgo be the clock valuation which assigns 0 to all clocks in X. For a clock
valuation v € ]Rgo and a value d € R>g, we use v+d to denote the clock valuation
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obtained by letting (v + d)(z) = v(z) + d for all clocks z € X. For a clock set
X C X, we let v[X := 0] be the clock valuation obtained from v by resetting
all clocks in X to 0; formally, we let v[X := 0](z) = 0 for all z € X, and let
v[X = 0](z) = v(z) for all z € X\ X. The clock valuation v satisfies the clock
constraint ¢ € CC(X), written v |= ¢, if and only if ¢ resolves to true after
substituting each clock x € X with the corresponding clock value v(z).

The semantics of the PTA A = (L, L, Act, X, inv, prob) is the PTLTS [A] =
(S, S, Act,—) where:

- S={(,v)|l€LandveRY,st. v inv(l)} and S ={(1,0) |l € L};
— — is the smallest set such that ((I,v),d, a, u) €— if there exist d € R>o and
a probabilistic edge (I, g, a, p) € prob such that:
l.v+dpEg,and v+ d = inv(l) forall 0 < d' < d;
2. for any (X,1') € 2% x L, if p(X,1’) > 0 then (v + d)[X := 0] |= inv(l');
3. for any (I',v") € S, we have that u(l',v") = 3y creset(v,d,01) P(X: 1),
where Reset(v,d,v') ={X C X | (v+d)[X :=0] ="},

Given the state (I,v) and the duration d € Rsg such that v + d' | nv(l)
for all 0 < d’ < d, in the sequel we often write (I,v) + d to denote the state
(I,v + d). By abuse of notation, we also write ((I,v),d,a,p) €— to denote the
existence of ((I,v),d,a, ) €— such that a probabilistic edge (I, _, _,p) € prob is
used to define ((,v),d, a, u) according to the second point in the definition of
the semantic PTLTS of the PTA.

Composition of Probabilistic Timed Automata. To aid higher-level mod-
elling, it is often useful to define complex systems as the parallel composition of
a number of interacting sub-components. The definition of the parallel compo-
sition operator || of PTA uses ideas from the theory of (untimed) probabilistic
automata [3] and classical timed automata [I], and was presented in [6]. Let
Ai = (L, L;, Act;, X;, inv;, prob;) for i € {1,2} and assume that X; N Xy = (.
Given p; € Dist(2** x L1) and ps € Dist(2¥2 x L), we define the distribu-
tion p;®pg € Dist(2%1Y*2 x (L; x Lg)) in the following way: for each X; C A7,
Xo C Xo,ly € Lyand s € Lo, let p1®p2(X1UX2, (ll, lg)) = pl(Xl, l1)~p2(X2, lg)
The parallel composition of two PTA A; and A, is the PTA

A1|| A2 = (L1 x Ly, Ly x La, Act; U Acto, X1 U Xa, inv, prob)
such that

— inv(ly,l2) = inv1(l1) A inva(lz) for all (Iy,1) € Ly x Lo;
— ((I1,12), g,a,p) € prob if and only if one of the following conditions holds:
1. a € Acty \ Acty and there exists (I1,9,a,p1) € prob; such that p =
p1@{(0,l2) — 1};
2. a € Acty \ Acty and there exists (l2,g,a,p2) € proby such that p =
{0,1;) — 1}®p2;
3. a € Acty N Acty and there exists (1;, i, a,p;) € prob; for i = 1,2 such
that g = g1 A g2 and p = p1®pa.
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3 Algorithms for Timed Simulation and Bisimulation

Timed Simulation and Bisimulation. We now define probabilistic timed
simulation in the manner of [421]. Given two sets @1 and @2, let R C Q1 X Q2
be a binary relation. Let p; € Dist(Q1) and pg € Dist(Q2) be distributions on
Q1 and Qq, respectively. A weight function [23] for (u1, pe) with respect to R is
a function A : Q1 X Q2 — [0, 1] such that:

1. A(g1,g2) > 0 implies (g1, q2) € R;
2. Y eq, Ala1,62) = pa(qr) for each ¢1 € Qu;
3. Y peq, Alar,q2) = p2(ge) for each g2 € Q.

The lifting of R is a relation £(R) C Dist(Q1) x Dist(Q2) such that pi L(R)us
if there exists a weight function for (p1, pu2) with respect to R. When clear from
the context, we use R also to refer to the lifting £(R).

Let P = (5,8, Act,—) be a PTLTS. A binary relation R C S x S is a
timed simulation if s;Rss implies that, for each (s1,d,a,u1) €—, there exists
(s2,d, a, ua) €— such that p1Rua. Given two states s1,s2 € S, we write s1 = s9
if there exists a timed simulation R such that siRss. A timed bisimulation is
a symmetric timed simulation. Given two states s1, sy € S, we write s ~ s if
there exists a timed bisimulation R such that s;Rss.

Let s € S, d € R>¢ and a € Act. Consider the largest set {u1,...,ux} of
distributions over S such that (s,d,a,p;) €— for 1 < i < k. Then the tu-
ple (s,d,a,un) is a combined transition if there exists a sequence cy,...,c; of
real numbers in [0,1] such that >, .., ¢; = 1 where p = >, cipti. We
let Combined(s,d,a) denote the set of combined transitions associated with s,
d and a. A binary relation R C S x S is a probabilistic timed simulation if
s1Rse implies that, for each (s1,d, a, 1) €—, there exists a combined transition
(s2,d, a, us) € Combined(sa, d,a) such that puiRus. Given two states sq,s2 € S,
we write s; =P so if there exists a probabilistic timed simulation R such that
$1Rsa. A probabilistic timed bisimulation is a symmetric probabilistic timed
simulation. Given two states s1,s2 € S, we write s =P so if there exists a
probabilistic timed bisimulation R such that s;Rss.

Let A = (La,La,Acta, Xa,inva,prob,) and B = (Lg, Lp, Actg, X5, invg,
probg) be two PTA. The disjoint composition of A4 and B is the PTA AwB =
(LaWLp,LawLp, Act 4 W Actg, X4 W Xp, inv, prob 4 & probg), where inv(l) =
inva(l) if 1 € L4, and inv(l) = invp(l) if | € Lg. Given AW B, a (probabilistic)
timed simulation relation R on [AW B] is initialized if and only if, for every
4 € L4, there exists some Iz € Lp such that (I4,0)R(I5,0). We write A < B
if there exists an initialized (probabilistic) timed simulation relation on [ A W B].
It follows from [4] that < and <P are preorders, and, together with [12], that <
and =P are compositional in the following sense: given the PTA A, B and C, if
A < B then A||C < BJ|C, and if A <P B then A||C <P B||C.

Ezample 1. Consider the two PTA fragments A (left) and B (right) in Figure[ll
We write the invariant conditions within the locations they refer to and we omit
them when they are true. A probabilistic edge (I, g, a,p) is represented as an
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Fig.1. An example of timed simulation

arc exiting location [, labeled with the action a and guard g. The distribution
p is represented by connecting the location ! to a dot from which arcs, labeled
with a probability, reach the locations indicated by the elements of support(p).
For simplicity, when p(f,!’) = 1, we draw a direct arc from [ to {’. The initial
locations of A and B are l94 and [%, respectively. Assume that there is subsequent
behaviour from the bottom line of locations in the figure such that, for all clock
valuations v € R{;}} and v’ € R{zyo}v we have (I}, v) < (I,v"), (14,v) < (I,0),
(I%,v) 2 (1%,0v') and (1%, v) < (I%,v") (states in < are indicated by locations of
the same color and shape, except for states with the gray location, which are
timed simulated by the states of the short and long dashed shape). From (1%, 0),
there exist transitions ((1%,0),d, b, {(I3,v4) — 1}) €— 4, which can be mim-
icked by transitions ((I%,0),d,b, {(1%,v};) — 1}) €—p from (I%,0), where d < 1
and vg(x) = v};(y) = d. From (1%, 0), there exists the single a-labelled transition
((1%,0),1,a, pa) €—.4 such that pa(ll,v1) = % and p4(1%,v1) = 2. This tran-
sition can be mimicked from (1%, 0) by the transition ((I%,0), 1, a, ug) €E—p such
that ug(lg, v]) = % and pp(l%,v]) = . Furthermore, there exists a weight func-
tion A for (4, ps) with respect to <: we can consider A((IY,v1), (I5,v1)) = £,
A((1%,v1), (Ig,v1)) = & and A((1%,v1), (1§, v1)) = %. It can be verified that A
satisfies the conditions of a weight function for (4, p) with respect to <. Hence
we have (19,0) < (1%, 0). From this, we conclude that A < B.

Ezample 2. Consider the two PTA fragments A (left) and B (right) in Figure 2l
Here we suppose that, for all clock valuations v € R{;O} and v’ € R{>yo}, we have
(I%,0) 2 (I5,0), (B,v) 2 (1&,0), (4v) 2 (13, o) and (14,v) < (I, 0"). Tt
holds that A A B, because A can reach a location l}‘l in a single step with prob-
ability %, while B can reach a related location (I} or [3) either with probability

L or 2, but not with probability % However, there exists a combined transition

3903
for B obtained by assigning % to the two illustrated probabilistic edges from 3,
and for which it is possible to reach I} or [, with probability % Continuing this

reasoning also for (%, we can verify that A4 <P B.

We now present an algorithm for deciding whether a PTA (probabilistically) timed
simulates another PTA. Our approach is to extend the techniques of [I2J13], which
were applied to non-probabilistic timed automata/timed games, to the case
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Fig. 2. An example of probabilistic timed simulation

of PTA. We focus our attention on the case of timed simulation. Formally, for two
PTA A and B, our aim is to decide whether A < B. We comment briefly on how to
extend the algorithm to the case of timed bisimulation, and to probabilistic timed
(bi)simulation, at the end of this section.

Region Equivalence. We begin by recalling the standard definition of region
equivalence [I]. For r € Rxq, we let frac(r) = r — |r|. Let A = (L, L, Act, X, inv,
prob) be a PTA, and let c¢pq; be the maximal constant to which a clock is
compared in any of the guards of probabilistic edges or invariants of A. Two
clock valuations v,v’ € R;(O are clock equivalent if the following conditions are
satisfied: (1) for all clocks x € X, we have v(z) < ¢pqq if and only if v/ () < inag;
(2) for all clocks z € X with v(x) < ¢pag, we have |v(z)] = |[V'(z)]; (3) for all
clocks z,y € X with v(z) < ¢mas and v(y) < Cmaz, we have frac(v(z)) <
frac(v(y)) if and only if frac(v’(z)) < frac(v'(y)); and (4) for all clocks z € X with
v(x) < ¢maz, we have frac(v(z)) = 0 if and only if frac(v/(z)) = 0. Two states
(I,v),(I",v") of [A] are region equivalent, written (I,v) = (I',v"), if (1) I =1,
and (2) v and v are clock equivalent. A region is an equivalence class of region
equivalence, and let Regions 4 be the set of regions of A. Given a state (I, v), we
use [(I,v)] to denote the region to which (I,v) belongs. The number of regions
corresponding to the PTA A is bounded by |L| - (2¢mas + 2)I¥! - | X! - 21¥1.

For deciding timed simulation on two PTA, we consider region equivalence
over the state space of the parallel composition of the PTA. The subsequent
algorithm for deciding whether A < I3 operates on the set of regions Regions 4 3.
In the following, given two states (I4,v4) of A and (Ig,vp) of B, the unique
state of A||B corresponding to these states is written ((l4,l5),v.4)5), where
v (x) = va(z) if € Xa, and vy p(z) = vs(x) if © € A (note that it
is possible that vy = invas(la,ls), where inv 4z denotes the invariant
condition of A||B; it is trivial to decide timed simulation on such states, and
henceforth we do not consider states of this form).

Restriction to a Finite Set of Time Durations. Let ((I4,v4),(I5,v5)) €
Sy x Sp. Let 1, ...,2, € X4 UAp be the clocks such that v 5(zi) < cmas for
each 1 <4 < n, ordered such that 7y < 7 <--- <7, where 7; = frac(vq)5(%:))
for each 1 < i < n. Furthermore, let 79 = 0 and 7,11 = 1. We also define
min(v4,vg) = min{ [vgs(r1)], -, [va8(za)]}. We now recall the definition of
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a finite set Times((la,v.4), (Ig,v5)) of time durations from [12/13]; it will suffice
to consider only the time durations in this set in the subsequent algorithm.

Times((la,va), (Ig,v8)) =
{c— %(7’Z +7i41)|ceNand 0 <i<nmand 1<e¢< c¢pay —min(vg,vg) U
{c=7ilceNand1<i<nand1l<c<c¢ne —min(vg,vg) U
{c|]ceNand 0 <c<cpay +1—min(va,vs)} .

Let I ={c|ceNand 1< c¢<cpe —min(va,vp)}. The finite set of durations
Times((la,va),(I5,vB)) contains: (1) the distances between the mid-points of
the intervals (7;, 7;41) and the integers in I, (2) the distances between 7; and the
integersin I, (3) the set of integersin {¢ | ¢ € N and 1 < ¢ < ¢ —min(v.a, vp)}.
Following [12/13], the distance d € Times((l4,v4), (Ig,v5)) between the mid-
point %(77 + 7i4+1) and an integer ¢ € I can be used as a representative for all
the time delays between ¢ — 7,41 and ¢ — 7;.

One-Step Goodness. We now define two notions of “goodness”, which we will
use subsequently to refer to a single transition step from each of the PTA A
and B. This notion will be presented in two versions: a concrete version, defined
on the states of A and B, and a symbolic version, defined on Regions 43 and
using time durations taken from Times(_,_). Analogues of these notions, and
their associated results, can be found in [T2/T3].

Let R C Sa x Sg, and let (sa,s5) € Sa x Sg. Then (s4,sg) is concretely
good in R if, for each (s4,d,a,us) €E— 4, there exists (sp,d,a, ug) €E—p such
that paRup. The following lemma states that concrete goodness, with respect
to a relation described as a union of regions, is invariant over regions.

Lemma 1. Let I' C Regions 43, and let R € Regions 4z be such that there
exists (sa,s5) € R which is concretely good in\Jp,cp R'. Then each (s'y,553) € R
is concretely good in \Jp cp R

Given a relation R C S4 x Sg, we let I'r = {R € Regions 45 | RNR # (0}.

Proposition 1. If R C S x Sg is a timed simulation, then Up/ e, R is a
timed simulation.

Let R € RegionsAHB. Let X4 C X4, X C A, lqa € Ly and lp € L. Then we
write R[X 4 U Xp := 0, loc := l4,15] to denote the region which has the location
components [ 4 and Ig, and the clock equivalence class equal to R except that
the clocks in X4 and Xp are reset to 0. Now let I" C Regions 4 3. Let pa €
Dist(2*4x L 4) and pg € Dist(2%% x L). Then R, C support(p_4) X support(ps)
is defined as follows: for each (X 4,14) € support(p4) and (X, [g) € support(pg),
we have (X 4,l4)Rr,r(Xg, ) if and only if R[XAUXg :=0,loc:=14,lp] €.

The region R is symbolically good in I' if there exists (s4,sp) € R such that,
for each (s4,d,a,pa) €—4 with d € Times(sa, sg), there exists a transition
(sB,d,a,pg) €—p such that paRr/ rpp, where R’ = [s4 + d, sg + d]. The fol-
lowing lemma establishes a connection between symbolic and concrete goodness.
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Lemma 2. Let I' C ReglonsAHB, and let R € ReglonsA”B be symbolically good
in I". Then each (s4,sp) € R is concretely good in \Jpp R

The proof of Lemma [ relies on first showing that a state pair (s4,sg) in R
which witnesses symbolic goodness in I" is also concretely good in (Jg oy R,
which then, by Lemma [0 implies concrete goodness in |Jz . R for all state
pairs in R.

Algorithm. Let (2 : 2Regonsais _, gRegions.ais e the monotone operator defined
by 2(I') = {R € I' | R is symbolically good in I'}. By Lemma [2 to decide
whether a region R € I" is such that R € £2(I"), the choice of which representative
state pair to consider for R is not significant: hence, an arbitrary state pair
can be considered. Note also that |Times(sa,sg)|, for any (sa,sB) € Sa X
Sp, is exponential in the sizes of A and B, as is [Regions 45| By the results
of [14], we have that, for any p4 € Dist(2¥4 x L 4),ps € Dist(2¥5 x Lg), it is
possible to decide paR g, rps in polynomial time. Hence, we can compute £2(I)
in exponential time in the sizes of A and B.

Lemma 3. If R C S4 x Sp is a timed simulation, then I'r is a fizpoint of 2.

Proposition 2. Let I" C Regions 45 be a set of regions. Then I' is a fizpoint
of 2 if and only if Upcp R is a timed simulation.

The operator {2 provides the basis of the algorithm for deciding whether A <
B. Our aim is to compute its greatest fixpoint I'eq. Let I = Regions 4z,
and let Iy = 2(I;) for each ¢ > 0. From the monotonicity of (2, for some
i < |Regions 45|, we have I; = £2(I;). Hence it suffices to apply {2 at most
|Regions Al g| times,; and therefore I, can be computed in exponential time in
the sizes of A and B.

Let Rinaz be the maximal timed simulation relation from A to B. By Propo-
sition [I we have that R,,q; is a union of regions. Given the computation of
I'az, by Proposition 2l we have that Ryee = Upe r,.. I We then have that the
following are equivalent:

- A=B;
— for every l4 € LA, there exists some lg € LB such that (I4,0)Rmas (I8, 0);
— for every I 4 € L 4, there exists some lg € Lg such that [((I4,15),0)] € I'maz-

We can adapt the algorithm above to obtain an algorithm for deciding whether
two PTA A and B are timed bisimilar. First, we note that concrete and symbolic
goodness are required to be redefined to obtain symmetric versions; furthermore,
concrete goodness is defined with respect to an equivalence relation R, and
symbolic goodness is defined with respect to a set I" of regions which induces
an equivalence relation (that is, | Jpcp R is an equivalence relation). Then it is
possible to define a version of the operator {2 which makes reference to the new,
symmetric notion of symbolic goodness.

From the results of [24], we have that deciding timed simulation or timed
bisimulation is EXPTIME-hard. In combination with the above, this gives us
the following theorem.
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Theorem 1. Given two PTA A and B, the following two problems are EXPTIME-
complete: (1) checking whether A < B; (2) checking whether A =~ B.

Probabilistic Timed Simulation. The results of the previous subsection can
be adapted to the case of probabilistic timed simulation and bisimulation. As in
the previous section, we can obtain an algorithm for probabilistic timed bisimula-
tion from an algorithm for probabilistic timed simulation, and hence we consider
the latter. Formally, for two PTA A and B, our aim is to decide whether A <P B.

Firstly, we extend the notions of concrete and symbolic goodness to ac-
commodate the possibility of B choosing combined transitions. For concrete
goodness, this is done simply by replacing the condition (sg,d,a,us) €—g
with (sg,d,a,up) € Combined(sp,d,a). For symbolic goodness, we first ap-
ply the notion of combined transition to the case of distributions featured in
probabilistic edges: given the largest set {p1,...,pr} of distributions such that
(sB,d,a,p;) €—p for 1 < i <k, we then write Combined?(sg, d, a) for the set of
all tuples (sp,d, a, p) such that there exists a sequence ¢y, ..., ¢; of real numbers
in [0,1] with >°,,c,ci = 1 and p = >, ¢ipi- Then, to obtain the new
notion of symbolic goodness, we replace the condition (sz,d,a,pp) €—p5 with
(sB,d,a,pp) € Combined”(sz,d, a). Then the operator (2 is adapted to take into
account the new notion of symbolic goodness. Using the results of [15], for a
given I C Regions 45, it is possible to compute 2(I") in exponential time in the
sizes of A and B. This reasoning, combined with that concerning the exponential
number of iterations of {2 given for timed simulation, then can be used to obtain
the following result.

Theorem 2. Given two PTA A and B, the following two problems are EXPTIME-
complete: (1) checking whether A <P B; (2) checking whether A =P .

4 Logical Characterization of Bisimulation

In this section we give a logical characterization of our timed bisimulation and
probabilistic timed bisimulation relations. Recall that [18] presents an extension
of Hennessy-Milner logic [I7] for probabilistic automata. The principal novelty
of the logic of [I8] is that its semantics is defined over distributions on states,
rather than over states. Here we extend the logic of [I§] with constraints on the
duration of transitions, similarly to [TGI13].

We now present the syntax of the logic. The logic PTLogic is syntactically
defined by the following formulas:

Yu=true | ¢ | Y AP | (g~ | Y]

where a € Act is an action, ¢ € Rx>q is a constant, and p € [0, 1] is a probability.
Note that we will discuss the sub-logic of PTLogic in which ¢ € Q¢ (where Q>
denotes the set of non-negative rationals) at the end of this section.

Let P be a PTLTS. Given a distribution p € Dist(S) and a set S’ C S
of states, we let u(S") = > . p(s). Let ¥ be a formula in PTLogic and p be
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a distribution over the set of states of a PTLTS P. We say that u satisfies 1,
written u = 9, according to the following:

u = true

wlE - it p o

pE 1 Ao iff both p =9 and p = o

p = {a,~ c)yyp iff for all s € support(u) there exists (s, d,a, ') €= such that
d~cand p E

WEWL i a2 p

where {[Y]} = {s € S| s |= ¢} denotes the set of all states of P that satisfy the
PTLogic formula ¢, and where s |= 4 if and only if {s +— 1} = 1.

We now show that timed bisimilar states of the semantic PTLTS [A] =
(S, S, Act,—) resulting from a PTA A satisfy the same formulas of PTLogic
and, conversely, if there exists a formula of PTLogic that is satisfied in one state
and not another, then these two states are not timed bisimilar. We introduce the
following notation. Let F be the set of all PTLogic formulas. Given a set 7' C F
of PTLogic formulas, we use F'(s) and F’(u) to denote the subset of formulas of
F’ that are satisfied at state s € S and by distribution p € Dist(S), respectively.
The depth of a PTLogic formula v is defined as the maximum number of nested
{(a,~ )y’ operators that occur in ¢. Let F,, be the set of PTLogic formulas of
depth n, and let <,,C S x S be the relation such that s <, s if and only if
Fn(s) = Fn(s'). Then, as in [I8], we have the following results.

Lemma 4. 1. For each pair s,s' € S of states, if F(s) # F(s") then F(s) &
F(s').

2. For each pair s,s' € S of states, Fo(s) = Fo(s').

3. Let R Cp,, for some n € N. Then, for each pair u, ' € Dist(S), we have
that pRu' implies Fr () = Fn ().

The first two points of Lemma [l follow from the definitions in a straightforward
manner. The third point can be shown in a manner similar to the analogous
result of [I§].

Let ~o= S x S (that is, the relation =g relates all states). For n € N, let
~n11C S x S be the equivalence relation defined as follows: for each s,s’ € S,
$ &2p41 ' implies that, for each (s, d, a, u) €—, there exists (s, d, a, u’) €— such
that p ~, 1. On semantic PTLTS of PTAs, we have that ==, .y ~n.

Theorem 3. Let [A] = (S, S, Act,—) be the semantic PTLTS of the PTA A.
For each pair s, s’ € S of states, we have s = s" if and only if F(s) = F(s').

Proof. The proof proceeds along the same lines as that of Theorem 1 of [I8];
for completeness, we present the overall structure of the proof. We proceed by
induction on n € N, and show that s =, s’ if and only if F,,(s) = F,(s'). The
base case follows from point 2 of Lemma ] and the definition of ~y. We now
consider both directions of the inductive step.

(=) Let s =~y,41 §'. We require that F,11(s) = Fpt1(s’), which requires
showing that, for all ¢ € F, 1, we have s | ¢ if and only if s’ = 1. The
cases of the Boolean combinators and probabilistic operator [¢], are similar to
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the analogous cases in [I8]. Consider the case of ) = (a,~ c¢)¢. Then, by the
semantics of PTLogic, there exists (s,d,a, ) €— such that d ~ ¢ and p = ¢.
From s ~,,41 ', there exists (s',d,a,p’) €— such that u =, . From p =, p’
and point 3 of Lemma Ml we have that F,,(u) = F,(¢'). Noting that ¢ € F,,
then from p = ¢ we have p/ |= ¢. From this fact, and the observation that d ~ ¢,
we have that s’ = (a,~ ¢)¢.

(<) We proceed by showing that s #,1 s’ implies F11(8) # Frni1(s’). Let
{[ti]n }ier be an enumeration of the equivalence classes of =, (there will be a finite
number of such classes by the results of Section[3] in contrast to possibly countably
infinite number in [I8]). For each ¢ € I, by induction and point 1 of Lemma [4]
we can construct a formula ¢; which is satisfied only by states in [¢;],,. We then
select some (s, d, a, u) €— such that there does not exist any (s’, d, a, u’) €— for
which p ~, pi. Such (s, d, a, u) exists because s #%,,41 5". Let ¢ = A, ;[0i] u(t10)-
Clearly p = ¢, and hence s = (a,= d)¢. Aiming for a contradiction, assume

that Fr41(s) = Fnr1(s'). Then s’ = (a,= d)¢. This implies the existence of
(s',d,a, ") €— such that p = ¢. This is turn implies that p”([t;]n) = p([t:]n)
for each ¢ € I, which implies that u =2, p”, contradicting s %, 41 s'. O

Probabilistic Timed Bisimulation. As in [I8], the above material can be
adapted to the case of probabilistic timed bisimulation in the following way. First
we replace the operator (a, ~ ¢)1 in PTLogic with the operator (a, ~ ¢}, which
has the following semantics: given a distribution u, we have u = (a,~ ) if
and only if for all s € support(p) there exists (s, d, a, y’) € Combined(s, d, a) such
that d ~ ¢ and u' |= . Let F* denote the set of formulas of the resulting logic.
The proof of Theorem [ can be adapted to the new logic by changing references
to transitions to references to combined transitions as necessary, because timing
issues are independent of issues concerning combined transitions. This leads to
the following result.

Theorem 4. Let [A] = (S, S, Act,—) be the semantic PTLTS of the PTA A.
For each pair s,s' € S of states, we have s =P s if and only if F*(s) = F*(s').

Restriction to Rational Timing Bounds. The logic PTLogic features real
values in constraints on timing bounds in order to provide a logical characteriza-
tion of timed bisimulation for all states of a PTA. However, inspired by [13], we
note that a version of PTLogic restricted to non-negative rationals Q> provides
a logical characterization of timed bisimulation for those states of a PTA with ra-
tional values of clocks. Let Fq., denote the set of formulas of the logic obtained
from PTLogic by restricting formulas of {a,~ ¢)1 to the case of ¢ € Qxo.

Theorem 5. Let [A] = (S, S, Act,—) be the semantic PTLTS of the PTA A
with the set X of clocks. For each pair (I,v),(l’,v") € S of states such that
v(z) € Q>0 and V'(x) € Qx¢ for all clocks x € X, Fo.,(s) = Fo.,(s") implies
(I,v) = (U',v). - -

The proof of Theorem [l follows that of direction (<) of Theorem [B] except that,
as in [13], and without loss of generality, only transitions with durations taken
from Times(s,s’) are considered.
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The converse of Theorem [ (that is, that (I,v) ~ (I',v') implies Fg.,(s) =
Fo-,(s")) follows trivially from Theorem B} because Fg., C F. Theorem [{ can
also be extended to the case of probabilistic timed bisimulation.

Note that, to decide A = B, we consider whether the initial states of the PTA
are related by ~; as all clocks have to value 0 initially, clearly the above PTLogic
with time constraints restricted to Q> characterizes bisimulation between PTA.
Finally, we observe that formulas of PTLogic with time constraints restricted to
Q>0 can be expressed in the timed modal logic of [25126] extended with the
probabilistic operator of [¢],. Hence, such a logic can also provide a logical
characterization of states with rational clock values.

5 Conclusions

In this paper we have presented a framework for reasoning about simulation and
bisimulation relations for PTA. On the one hand, we have presented an EX-
PTIME algorithm for deciding such relations, and on the other hand we have
shown how a timed extension of the probabilistic model logic of [I8] provides a
logical characterization of bisimulation. To our knowledge a logical characteriza-
tion of simulation for Segala’s probabilistic automata does not yet exist: if such
a characterization is found, it is likely that it can be adapted also to the case of
PTA. For specifying properties of probabilistic timed automata, temporal logics
such as PTcTL [5], which include constraints on time and probability, have been
introduced: we note that timed bisimulation preserves PTCTL properties, and
that, for a negation-free fragment of PTCTL, a state s that is timed simulated
by another state s’ satisfies at least the same properties as s’ [3J4U27].

For future work, we intend to study weak extensions of the considered rela-
tions, which abstract from non-observable computation (see [28]), and to develop
quantitative versions of simulation and bisimulation for PTA, which can quantify
how closely two PTA resemble each other.
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Abstract. We investigate layered composition for real-time systems
modelled as (networks of) timed automata (TA). We first formulate the
principles of layering and transition independence for TA, and demon-
strate the validity of the communication closed layer (CCL) laws in such
a setting, by means of an operator for layered composition that is inter-
mediate between parallel and sequential composition. Next, we introduce
the principles of input/output (i/o) and partial-order (po) equivalences,
and show that such equivalences are preserved when the layered compo-
sition operator is replaced by sequential composition within the expres-
sions appearing in the CCL laws. Finally, we proceed to show that such
layering (together with equivalences obtained through the CCL laws)
can be useful in the design and verification of dense real-time systems
that consist of a network of interacting components, by bringing about a
reduction of the state-space through the exploitation of transition inde-
pendence. This is illustrated by considering a collision avoidance protocol
developed for an audio/video system of Bang and Olufsen.

1 Introduction and Related Work

Real-time systems have strict timing requirements and are used within many
safety critical applications. Such systems are becoming increasingly complex, and
often consist of multiple parallel interacting components, with the interaction
taking place by means of shared variables or by message passing along common
channels. Reasoning about such systems is much easier when the execution of the
components is viewed sequentially, as opposed to corresponding distributed or
concurrent representations. This is because the physical structure of the system
is often in the form of multiple parallel interacting components, each executing
a (sequential) program, while the system’s logical structure is in the form of a
complex protocol consisting of a sequence of layers, wherein each layer consists
of many actions distributed across the whole system [I].

Such a distinction between the physical and logical structures of a distributed
system has motivated research into techniques such as communication closedness
[2] for transforming concurrent/distributed representations of the system into
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appropriate (and equivalent) layered ones, in order to enable easier reasoning
about system properties.

Layering for real-time systems was first investigated in [3], where systems
are expressed in a process language that allows for the specification of events
of a (sub-)process within a given time interval (expressed by means of a timing
operator), with interaction among the (sub-)processes being via shared variables.
The timing operator is used here to enforce a temporal order between events,
which is then exploited in the layer transformation rules. A process algebra
with a new operator for layered composition (intermediate between sequential
and parallel composition) based on hierarchical graphs is presented in [4]. This
layered composition operator is then used to formalize equivalences between
distributed and layered representations of a system, by exploiting independence
between events across multiple system components, through the communication
closed layer (CCL) laws. Section 9.1 of [4] discusses real-time extensions of the
process algebra, with real-time behaviour being embedded into the algebra by
means of explicit constructs (such as a delay construct) that model the passage
of time. Such real-time extensions to the process algebra are elaborated further
in [1], wherein an assertional proof system is presented that is then used for
checking real-time side conditions for (extended) CCL laws.

However, the assertional proof system presented in the above works is not
amenable to efficient and automatic tool-based verification. There has since been
extensive study of the formalism of timed automata (TA) as an effective means
for the modelling and (automatic) verification of real-time systems. TA [5] extend
(finite) automata by augmenting them with non-negative real-valued clocks, in
order to quantitatively capture the timing behaviour of the system. The TA
model has been shown to be very amenable to automatic verification of large
real-time systems, with TA model checkers such as UPPAAL [6] and KRONOS
[7] having been successfully used in industrial case studies (such as [8]). We
therefore propose here to investigate notions of layering and communication
closedness in the context of TA. Our approach thus differs from that of previous
related works on layering (particularly [IJ4]) in the following aspects:

— Previous works on layering present assertional proof systems for validating
(real-time) side conditions for the applicability of the CCL laws for process
algebras based on hierarchical graphs, under notions of process indepen-
dence, and the techniques therein are not amenable to efficient and automatic
verification. Our approach however investigates the conditions for applica-
bility of the CCL laws on timed automata based models that come equipped
with extensive tool-support for automatic verification.

— The layered composition operator used in all cases relies crucially on notions
of independence between actions, transitions, and processes across a system.
Previous works (particularly [I/4]) rely on explicitly postulated notions of
(in-)dependence, based on dependency graphs. Our work additionally uses a
semantic notion of transition independence (involving the conditions of en-
abledness and commutativity), similar to the ones that have been extensively
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studied in the context of partial order reduction approaches [9] (for tackling
the state-space explosion problem in model checking).

— The approach in previous works on layering is mainly motivated by a design
process that starts with a sequential algorithm (corresponding to the sys-
tem’s logical structure) and then gradually transforms it into a distributed
version (corresponding to the system’s actual implementation), by succes-
sively applying the layering operator. The approach in our work, on the other
hand, is motivated by the necessity of transforming a distributed represen-
tation of a system into an equivalent layered one, in order to permit easier
verification of system properties. Such easier verification is made possible by
means of the notion of input/output (i/0) and partial order (po) equivalences
between the sequential and layered compositions of processes [4]. We estab-
lish in this paper the validity of such i/o and po equivalences also between
sequential and layered compositions of timed automata, and exploit their use
in reducing the state space of large real time systems for easier verification.

Partial order reduction for timed automata has been investigated in many papers
[LOTTIT2T3ITATHIT6ITT), with a view towards reducing the system’s state space
by exploiting transition independence, with efficient symbolic techniques being
integrated within the UPPA AL model checker, by means of the UPPAAL PORT
extension [16]. Our goal here is to exploit the notions of transition independence
used within such partial order reduction techniques for timed automata, in order
to bring about a further reduction of a large system’s state space by transforming
its distributed representation into an equivalent layered version, by investigat-
ing conditions for the applicability of the CCL laws. It should be noted here
that our layering approach is complementary to partial order reduction based
approaches, while exploiting similar (in-)dependence notions at different levels.
More specifically, our contributions here are the following:

1. We first formulate the principles of layering and communication closedness
for (networks of) timed automata, by exploiting notions of transition inde-
pendence in order to formulate the CCL laws. We then proceed to show the
validity of such CCL laws in the absence of “cross-dependencies” between
system components, corresponding to [1I4].

2. Next, we formulate the notions of i/o and po equivalences, and show that
these equivalences are preserved when one replaces layered composition by
sequential composition within the expressions in the CCL laws.

3. We then proceed to show that such layering can be useful in the design and
verification of dense real-time systems that consist of a network of interact-
ing components, by exploiting (in-)dependencies in order to bring about a
reduction of the state-space, through the CCL laws, together with i/o and
po equivalences. Such a reduction is shown to complement partial order re-
duction approaches applied to (parallel compositions of) timed automata.
This is illustrated by considering a collision avoidance protocol that was
developed for an audio/video system of Bang and Olufsen [g].

The rest of the paper is structured as follows. Section 2 reviews timed
automata and their semantics. Section 3 discusses composition technqiues for
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timed automata, and introduces our operator e for layered composition, and
the consequent CCL laws. Section 4 introduces the notions of i/o and po equiva-
lences, and demonstrates their validity in the context of the CCL laws. Extension
of these results to TA enriched with data (widely used within the model checker
UPPAAL) and a methodology of using these results for state-space reduction
is also discussed. Section 5 provides preliminary ideas on the application of our
results by considering a collision avoidance protocol that was developed for an
audio/video system of Bang and Olufsen [§]. Section 6 concludes the paper along
with directions for future research.

2 Preliminaries

Given a finite set C' of clocks, a clock valuation over C'is amap v : C' — Rxq that
assigns a non-negative real value to each clock in C. If |C| = n, a clock valuation
is identified with a point in RZ,, which we henceforth denote by , v, Z, ¥ etc.

By 0 we denote the clock valuation where all clocks are set to 0.

A zone over a set of clocks C' is a constraint defined by the following grammar
gu=xzp>d | g Ag,wherex € C,deN, and > € {<,<,>,>}. The set of zones
over C is denoted Z(C'). The subset of zones having only upper bounds <, < is
denoted by Zy(C). In the sequel we shall identify zones with the set of clock
valuations satisfying them, so that set-theoretic operations may be applied on
zones.

Definition 1 (Timed automaton). A timed automaton (TA) is a tuple
A= (L, X, Clolp,Inv, E), where

— L is a finite set of locations, X a finite alphabet, and C' a finite set of clocks,

— lp € L is the initial location, and lp € L the final location, with ly # I,

— Inv: L — Zy(C) assigns a clock invariant to each location,

— EC LxXxZ(C)x2%x L is a finite set of directed edges between locations.
An edge e = (I,a,g,7m,1") from | to l' involves an action a € X, a guard
g € Z(C), and a reset set r C C.

For a clock valuation ¥, its time-passage is timepass(¥) = {Z+d | d > 0},
where 4+ d denotes the addition of a scalar d € R>g to each component of Z.
The k-region-equivalence relation ~j on clock valuations Z and ¥ is defined by

(i > k) A (yi > k)
Zrpy it Vi<n: |V (int(x;) =int(y) A(fr(z;) =0< fr(y;) =0)A |,
Vi< (fr(z:) < fr(z;) < fry) < fr(y;)))

where, for a clock valuation & € R%,, x; denotes its i-th component, i.e., the
value of the i-th clock, and int(z;) and fr(x;) denote the integer and fractional
parts of x;, respectively. By [Z]r we denote the k-region containing Z, which is
the equivalence class induced by =.

The semantics of a TA is given in terms of its underlying timed transition sys-
tem, which consists of an infinite set of states of the form (I, Z), where | € L and
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7 € R, with the transitions between states resulting in the formation of canon-
ical paths through the transition system.

Definition 2 (Canonical path). A canonical path 7 through such a timed
transition system is a (possibly infinite) sequence ((lo, Zo), (I1,%1),...) of states,
subject to the following initiation and consecution conditions:

1. Initiation: ly is the initial location and Ty = 0.

2. Consecution (time-passage): for even i we require ;11 = 1l; and
Zit1 € Inv(l;) Ntimepass(T;).

3. Consecution (edges): for odd i we require e = (I;,a,9,7,li41) € E :
#i € Inv(l) N g and Tigy € Inv(lier) N (@)

Let II denote the set of all such canonical paths. A transition between two
consecutive states in such a path thus corresponds either to time-passage within
a location, or to an edge-traversal between discrete locations. The reachable
state space of the TA is then given by the set of states that are reachable from
the initial state, through the transitions of all possible canonical paths, and is
defined as follows.

Definition 3 (Reachable state space). Reach(A) C L x (C — Rxq) is the
reachable state space of a TA A, consisting of an infinite set of states of the
form (I,%), where l € L and & € RY,. It is defined inductively as follows, with
Reach;(A) denoting the reach-set under i € N steps, starting from the initial
state (ZO,G) and alternating between time-passage and discrete transitions:

— Reacho(4) = {(10,0)},
— Reach;y1(A) = Reach;(A) U Succ(Reach;(A)), where

. | 3w e Inv(l) : (I,%) € Reach;(A
if i > 0 even, Succ(Reach;(A)) = {(l,x) A Fe tiﬂﬁ(be)pais(ﬁ)) A Ino(l) (4) }
de=(',a,g9,7,1) € E
(1, 7) JdeInvl’)Ng:

(i) € Reachi(A)
A &€ Inv(l) Nr(d)

if i > 0 odd, Succ(Reach;(A)) =

— Reach(A) = |J,;cn Reachi(A).

This leads to the following notion of reachability equivalence denoted by =. Given
two TA A; and A, we define

Ay = Ay iff Vi € N: Reach;(A1) = Reach;(As).
Thus the equivalence requires equal sets of reachable states after every iteration
of the transition relation.

! To simplify subsequent proofs, we use even- and odd-numbered steps to distinguish
between time-passage and taking edges between discrete locations. Here r(Z) denotes
the valuation obtained from & after resetting all the clocks in 7.
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3 Layered Composition and CCL Laws

We have thus far considered the semantics of timed automata that operate in
isolation. However, real-time systems in practice communicate with each other
and with the environment, and this results in a composite system consisting of
communicating components. The communication between components is often
through synchronization actions drawn from a shared alphabet. We now define
three operators for constructing such composite systems: sequential, parallel, and
layered composition, where the latter is new for timed automata.

In the sequel we consider timed automata A; = (L;, C;, los, lps, Invy, E;, X)),
1 = 1,2, with disjoint locations and clocks: L1 N Ly = C; N Co = ().

Definition 4 (Sequential composition). Let lo; # Iy and loy # lpo. Then
the sequential composition of A1 and As is defined as the timed automaton

A3 Ay = (L1 U Ly U {ZE},E1 U Xy, C1 UGy, oy, lpg, Invy U Invg, E),

where Z;:l is a copy of lpy disjoint from Ly U Lo, with Im)(l/pvl) = Inv(lp) A
Inv(lpy), and E is given by:
E= (B \{(lh,a1,91,7m1,lF1) | (I1,01,91,71,lF1) € Er})

U {(lv,a1, 91,71, 0p1) | (I, a1, 91,71, 1p1) € Er}

U (E2\ {(lo2; a2, 92,72,12) | log, az, g2,72,l2) € Ea})

U {(F1,a2,92,72,12) | (log; a2, 92,72, 12) € Ea}.
Thus A;; As is obtained by first performing the actions in A; and then perform-
ing the actions in As. The final locationwlpl of A; and the initial location Iy, of

A, are amalgamated to a new location lp;. It is assumed here that invariants of
Iy and lpy are mutually consistent?. This definition is adapted from [I8/19].

Definition 5 (Parallel composition). The parallel composition is defined by
Aq||Ag = (L1 X Lo, X1 U Yo, C1 U Ca, (lo1, lo2), (IF1, lr2), Inv, E),
where ¥ (l1,12) € L1 X Lo : Inv(ly,l2) = Invi(l1) A Inva(l2) and E given by:

— Synchronization: If e; = (I;,a;, gi, 73, 1;) € E; for i = 1,2 with a1 = ay then
((I1,12),a1,91 A ga,m1 U, (15,15)) € E.
— Interleaving: (1) If e1 = (l1,a1,91,71,11) € E1 with a1 ¢ Yo then
Vis € Lo : ((Ih,12),a1,91,7m1, (1,12)) € E.
(2) Conversely, if e = (l2, az, g2, r2,15) € Ey with ay ¢ X then
Viy € Ly : ((I1,12), a2, g2, 2, (11, 15)) € E.

2 Our example in Section 5 satisfies this condition.
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Note that parallel composition is symmetric, it involves a CSP-style synchro-
nization on common actions and interleaving on disjoint actions. This compo-
sition does not respect the dependencies between the individual component&ﬁ.
As mentioned in the introduction, a real-time distributed system often consists
of (sequential) phases that execute in parallel on multiple platforms, wherein an
action (resp. transition) within a given phase can execute only after all dependent
actions (resp. transitions) in each preceding phase have been executed.

Motivated by this, we now proceed to define layered composition between two
TA. As in [I/4], we assume in this definition an explicitly postulated notion of
dependencies between the actions of the timed automata that constitute the
layered composition, as part of the overall system specification. The edges of the
timed automata are then dependent iff they execute dependent actions.

Actions/edges that are not dependent are termed independent. Two indepen-
dent actions need to satisfy the conditions of enabledness and commutativity.
Enabledness here implies that they do not disable each other, while commuta-
tivity implies that they can be executed in either order starting from a given
input state, and yet result in the same (or an “equivalent”) output state. We
refer to [LO/I6] for formal definitions of independent actions in timed automata.
The dependency between two actions a and b is denoted a «~ b, their indepen-
dence by a «» b. We stipulate that the dependency relation «~ is reflexive. Two
TA A; and As are said to be independent, denoted A; «}» Asg, iff every action
of A; is independent of every action of As.

Definition 6 (Layered composition). The layered composition is defined by
Ay @ Ay = (L1 X Lo, X1 U o, C1 U Co, (lo1, loz), (Ir1, Lro), Inv, E),

where Inv and E are as in the parallel composition A;||As, except that part (2)
of the interleaving case is now different:

— Synchronization: If e; = (I;,a;, gi, 73, 1;) € E; for i = 1,2 with a1 = ay then
((I1,12),a1,91 A ga,m1 Ura, (15,15)) € E.

— Interleaving: (1) If e; = (I1,a1,q1,71,1]) € E1 with a1 ¢ X then
Vis € Lo : ((I1,12),a1,91,71, (1,12)) € E.
(2) If ea = (l2, a2, g2,72,15) € Fa with ax ¢ X1 and
Vh,lf eli: 1 =, ZT Ve; = (l1*,a1,g1,’1“1,l/1) cFi:a *% as, then
((ll,lg),ag,gg,TQ, (ll,lé)) € E,

where 1] —— l5 expresses that l] is reachable from Iy in the syntactic structure
of A1 through an arbitrary sequence of edges.

Thus only part (2) of the interleaving case differs from parallel composition: an
interleaving edge of the second automaton A, is allowed to execute only after all

3 We assume local time semantics as in [T0JI6] to obtain fewer dependencies induced
by timing.
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Fig. 1. Left: timed automata A; and A2 with the stipulated dependency a «~ d; right:
sequential composition A1; A2

dependent edges of the first automaton A; have been executed. Figures [Il and
illustrate the three composition oparators for two simple timed automata.

We now proceed to formulate and validate the CCL laws (equivalences) of
[1/4] for layered composition of timed automata.

A1 Asz:

Fig. 2. Left: parallel composition A1| Az; right: layered composition A; @ Ay

Theorem 1 (CCL laws for timed automata). For all timed automata Ay,

As, B1, and Ba, with A1 «}» By and A «b» Bi, the following communication
closed layer equivalences (CCL laws) hold for the reachability equivalence =:

2 (Indep)
2. (Al [ ] Ag) |BQ = A1 ° (AQHBQ) (CCL-L)
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3. (Al.Ag)”Bl = (AluBl).Ag (CCL—R)
4- (A1 e Ay)||(Bre B2) = (A1]|B1) e (Az]|B2) (CCL)

Proof. Owing to space limitations, we provide below only a brief sketch of the
proof of the law CCL-L. The proofs of the other CCL laws are similar.

Given TA Al,Ag,Bg, with A1 <'+/‘> BQ, we show (A1 (] A2)||B2 = Al (] (AQHBQ),
i.e., the sets of reachable states are equal at every iteration ¢ of their transition
relationsf The proof is by induction over 1.

The containment Reach;(A;e(Asz||Bz)) C Reach;((A1eAz)||Bz) is not hard to
see intuitively, as the parallel composition operator dominates on the right-hand
side and the layered composition operator on the left-hand side. The dominance
of layered composition induces fewer interleavings on the basis of the respective
dependencies, as seen from the definition earlier.

We show Reach;((A1 @ A2)||B2) C Reach;(A; @ (Az||Bz)) by induction over 3.
Induction Basis. This case i = 0 is obvious.

Assume that the containment holds for some 1.

Induction Step. Consider ((la1,la2,lp2), (4@, 0,%W)) € Reachit1((A1 o A2)||Ba).
For the case where ((la1,la2,1p2), (4@, ¥,wW)) € Reach;((A1 ® A2)||Bz) the proof
is again immediate from the induction hypothesis. We now examine the cases
where ((la1,la2,lB2), (4, V,7)) € Succ(Reach;((A1 e A2)||B2)).

If 7 is even, the preceding transition corresponds to time-passage, which is
possible also in A; e (As]|B2), and the proof then follows immediately.

If 7 is odd, using the fact that A; and Bs are independent (thereby ruling
out synchronization between A; and Bs), we see that the preceding transition
corresponds to an action which could have been performed (a) either by Ay, Ag,
Bs individually, (b) or as a synchronization action involving A; and As, (c) or
as a synchronization action involving A, and Bs.

The cases corresponding to the preceding transition having been executed
individually either by A; or by As are relatively straightforward, as are the
cases (b) and (c). We now consider the case where the preceding transition
corresponds to an action performed by By alone. This means that there exist
((Ta1,1a2,155), (W', 0", w")) € Reach;((A; ® A)||B2) and e = (I)35,0a,9,7,1p2) €
Ep, such that «/ € Inv(la1) Ng, v € Inv(laz) Ng, w' € Inv(lpy) N g, with
@ =r),7=r{), & =rw). The proof is then immediate from the induction
hypothesis, and using the fact that A; and By are independent. a

4 Equivalences

We now formalize the notions of input/output (i/0) and partial order (po) equiv-
alences as a means of relating sequential and layered composition. In particular,
we show that, for two timed automata A; and As, it is always the case that
A1; Ay and A; e Ay are i/o and po equivalent, irrespective of any (in-) depen-
dence relation between the actions of A; and As.

4 We identify nested pairs ((x,y),z) and (z, (y,z)) of locations with tuples (z,v, 2).
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We elaborate on these equivalences, through the following definitions and
lemmas.

Definition 7 (i/o equivalence of paths). Given two TA Ay and Az with IT,
and Ils denoting the corresponding sets of finite, canonical paths ending in lpq
and Ly, respectively, and given a relation = relating the locations of Ay and
As, a path m € Iy is i/o equi_yalent to a path wy € s (relative to =), denoted
T1 =i/o T2, where T, = <(l0i70),...(lpi,a_fi)>,i = 1,2, Zﬁ lOl ~ ZOQ, lF1 ~ ZFQ,
and T1 Xy T2, where k is the maximum of all constants in A1 and As

Definition 8 (Layered normal form). A (finite) canonical path m of Ay e Ay
is in layered normal form (LNF) if it consists of consecutive transitions from E;
passing through lgq, followed by consecutive transitions from FEs ending in lpq
(i.e., no transition from Ey precedes a transition from Ej ).

Definition 9 (po equivalence of paths). Let A1 and Ay be two TA sharing
a common alphabet X, with 111 and II5 denoting the corresponding sets of finite,
canonical paths. Let =~ be a relation between the locations of A1 and As. A path
m1 € II; is po equivalent to my € Ilp, denoted my =,, T2, relative to =~ on
the corresponding locations, and region-equivalence on the corresponding clock-
valuations (w.r.t the mazimum constant of Ay and As) if m; can be obtained
from mws3_; by repeated permutation of adjacent independent transitions separated
by only one time-passage.

Thus, two po equivalent paths 7 and 72 (relative to region-equivalence on their
clock valuations and ~ on their locations) differ only in the (permutative) or-
dering of independent transitions. This definition has been adapted for TA from
[20].

Lemma 1. Let Ay and Ay be two TA, let IT denote the set of all finite, canonical
paths of Ay e As, and IT;, C II the subset of these paths that are in LNF. It then
holds that Vm € Il In' € I, : m =07 N T =po 7.

The proof follows from the definitions of layered composition of TA, and of i/o
and partial order equivalences between paths of a TA. Thus, every path of a
layered composition can be rewritten into an i/o and po equivalent path that is
in layered normal form.

The notions of i/o and po equivalence are then lifted to TA as follows:

Definition 10 (i/o and po equivalence of TA). Let A; and Ay be two TA
sharing a common alphabet X', with I11 and IIs denoting the corresponding sets
of finite, canonical paths that end in their respective final states. Then A; and
Ay are i/o (resp. po) equivalent, denoted Ay =;/, Az (resp. A1 =po Az), iff
Vry € Iy Ime € Iy @ ™ =4y T2 (resp. m1 =po m2), and conversely, Vmy €
Ily 3my € Iy = w1y =40 T2 (TESP. T =po T2).

We then have the following theorem that establishes the i/o and po equivalence
between sequential and layered compositions of timed automata
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Theorem 2. For any two TA Ay and Az we have Ay @ Ay =, A1; Az and
A1 [ ] A2 =po Al;AQ.

Proof. We provide a brief sketch of the proof here owing to space limitations.
We first introduce a relation »= that relates locations of A; e Ay with those of
Aq; As. Vi € Ly with [q Z*lpq: (ll,log) =11, Vly € Ly with Iy 7é log : (lFl,lz) =
la, and (Ipq,lo2) = Z;:l (where l,pvl is as defined for sequential composition).
Let I’ (resp. II°®) be the set of all finite, canonical paths of A;; Ay (resp.
A; @ Ay) ending in lpy. Then

—Vrelll 3Ir'ell*:n" =, N 7 =p, 7w, such that 7’ is in LNF.
—Vrell* In"clll:m=;,m A T=p 7', where 7 is either in LNF, or is
i/o and po equivalent to another path in I7° that is in LNF (cf. Lemma 1).

The i/o and po equivalence between m and 7’ above is relative to = between
their respective locations, and to region equivalence (w.r.t the maximum of all
constants of A; and Ay) between the clock valuations. The i/o and po equivalence
between Aq; As and A; e Ay then follows as an immediate consequence. O

Corollary 1. Replacing e by ; within the expressions appearing in Theorem 1
yields i/o0 and partial order equivalences.

Proof. The proof follows from Theorems 1 and 2. O

A consequence of Corollary [[is the preservation of (timed) LTL and CTL prop-
erties without the next operator (see [12] and Chapter 8 of [21]).

Extensions to TA with Data. We have thus far considered (simple) TA that
communicate by means of sychronization actions drawn from a shared alphabet,
and an explicitly postulated notion of a dependency relation between actions.
TA models used within model checkers such as UPPAAL are often extended
with data variables that range over finite subsets of integers. We do not provide a
formal definition of such extended TA, but instead refer the reader to Section 4.4
of [22] for the details concerning their syntax and semantics.

For such extended TA, one may now infer the dependencies from the syntactic
structure of the given TA, based on the Read and Write sets associated with
the actions. Two actions are dependent in such a setting if one of the two writes
a variable that is read or written by the other action (see Section 4 of [I] for
formal details).

The complementary independence relation then respects the commutativity
condition necessary for partial order reduction. I/O and po equivalence for paths
of such extended TA are defined as earlier (i.e., relative to a ~-relation on their
locations and appropriate region-equivalence on their clock valuations), together
with identity on their data valuations.

Theorems 1 and 2 and Corollary [l then carry over to extended TA under such
modified notions of i/o and po equivalences.
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Methodology. We now outline the intended methodol-
ogy on a schematic example. Suppose we want to verify

for TA Ay, Ay, By that the system (Ap; A2)|| By satis- _ (Al’élz)”uBl m
fies a temporal formula ¢ without the next operator. If ~~*° ( A{ . Zro)”zgy }
As «f» B we can reduce the state space of the TA sys- _ E CCi—R i
tem by applying to it the equivalences stated above, as (A1]|B1) e A
shown on the right-hand side. Thus it suffices to check _ ! C ! 1 2 0
that (A1]/B1); Ay satisfies ¢. If each of Ay, Ay, By has ~ ¢ { Corollary [ }
(A1[|By); As.

10 locations then original TA system has 200 locations

whereas the transformed system has 110 locations.
We proceed to apply such a methodology for easier automatic verification of

a large system consisting of a network of data-enriched TA.

5 Example: Audio/Video Collision Avoidance Protocol

We present in this section preliminary ideas on the application of the techniques
discussed so far (in particular, the CCL laws and the corresponding i/o and
po equivalences) towards easier automatic verification of large real-time systems
modelled as networks of timed automata. For this purpose, we consider a collision
avoidance protocol that was developed for an audio/video system of Bang and
Olufsen, whose formal modelling and analysis is considered in detail in [§], using
the UPPAAL tool for modelling the protocol as a network of timed automata.
The treatment of the protocol in this section is brief, and is only intended to
illustrate a possible application of the layering and partial order equivalences
discussed hitherto for easier verification of networks of TA.

The UPPAAL model of the collision avoidance protocol presented in [§] con-
sists of a network of nine timed automata communicating in parallel. The pro-
tocol schematic is described in Figure 3. This is a simplified version of the
schematic found in [§], omitting the names of shared variables and channels.
The schematic essentially describes the communication between two (sender)
systems A and B that send data frames via a shared Busl. Each (sender) sys-
tem consists of a corresponding Sender (Sa, Sg), Detector (Det 4, Detg), Frame
Generator (FG4, FGg), and Observer (Obs 4, Obsp).

The protocol is given by the Sender and Detector, where the Sender transmits
frames over the shared bus, while the Detector performs collision detection.
The Frame Generator and Observer in a sense constitute the environment in
which the protocol operates. The protocol together with its environment is then
represented by a parallel composition of nine (data-enriched) timed automata:

System = S4 ||Obsa || Deta || FGa || Bus|| Sp|| Obsp || Detp || FGp.
This system is required to satisfy the following informal correctness properties

1. Any frame transmitted by a Sender X (where X is A or B) that is destroyed
due to collision is (eventually) detected by X.
2. Collision detection must be simultaneous across all senders.

® Receiver systems are not relevant for the analysis.
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R&W R&W R&W R&W
variables variables variables variables

Fig. 3. Audio/video protocol as a network of timed automata, adapted from [§]

These properties may be formally expressed as a CTL formula (without the next
operator) involving conditions on the shared data variables (see [g]).

Based on the detailed timed automata models given in [§], we find that each
Sender System comprises 19 discrete locations, each Detector 8 locations, each
Frame Generator 7 locations, each Observer 1 location, while the Bus contains
2 discrete locations. Thus the total number of discrete locations in the parallel
composition is 19% x 82 x 72 x 12 x 2 (i.e., over 2 million discrete locations). The
timing behaviour of the system is governed by a single clock A, per sender that
runs locally, consistent with the local time semantics introduced in [10].

We however note that the execution of each Sender System described in [§]
consists of three sequential phases corresponding to initialization (Init) (com-
prising 8 discrete locations), transmission (Tx) (comprising 5 discrete locations),
and collision response (Coll) (comprising 6 discrete locations). For simplicity, we
consider only a single run of the protocol and thus ignore cross-over edges be-
tween phases. Each Sender (as given in Figure 10 of [§]) may then be described
by the following sequential composition of timed automata

Sx = Initx;Txx;Collx,

where X denotes either A or B.

Exploiting the fact that certain “cross-dependencies” do not exist in the sys-
tem (for instance, between Tx 4 and Initg), and the consequent application of
the CCL laws and the corresponding partial order equivalences, we may rewrite
the system’s composition as follows:
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System' = Bus|| ( (Init 4||Initg)

(FGA | FGITXATXB)

)

(Det g || Detp ||Obs 4 ||Obsp || Coll4 || Collp) )

Based on the methodology described at the end of Section [ it follows that
System and System’ are po equivalent, and thus the satisfaction of the desired
correctness property (expressed in CTL without next) is preserved when trans-
forming System into System’. An advantage of such a transformation is that
System’ is much easier to reason about than System (given that ; dominates
in the former, as opposed to || in the latter). In fact, it may be seen that the
number of discrete locations in System’ is a little over 7000, yielding a state
space reduction by a factor of over 300.

Such a layered transformation may be seen as being complementary to the
well-studied partial order reduction approach to the model checking of networks
of timed automata, given that exactly the same class of system properties is
preserved. In fact, such a layered transformation performs, in a certain sense,
partial order reduction on the system apriori.

6 Conclusion

We have presented a framework for layered reasoning of complex real-time sys-
tems modelled as networks of timed automata. This was achieved by means of
a layered composition operator that enables a combination of both parallel ex-
ecution and sequential verification, by appropriately exploiting (in-)dependence
conditions across components. The approach complements the partial order re-
duction approach in the verification of real-time systems, in the sense that layered
transformation using the CCL laws and the resulting i/o and po equivalences
bring about an apriori (partial order) reduction of the state space to be explored.
Preliminary ideas on the application of the approach have been illustrated on
a realistic example. Future work includes the extension of these techniques to
more complex models of real-time systems such as Phase Event Automata [23],
and their application to detailed analysis on realistic examples.

Acknowledgements. We wish to thank the reviewers for useful feedback.
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Abstract. We introduce Symbolic Timed Automata, an amalgamation
of symbolic transition systems and timed automata, which allows to ex-
press nondeterministic data-dependent control flow with inputs and out-
puts and real-time behaviour. In particular, input data can influence the
timing behaviour. We define two semantics for STA, a concrete one as
timed labelled transition systems and another one on a symbolic level.
We show that the symbolic semantics is complete and correct w.r.t. the
concrete one. Finally, we introduce symbolic conformance relation stioco,
which is an extension of the well-known ioco conformance relation. Re-
lation stioco is defined using FO-logic on a purely symbolic level. We
show that stioco corresponds on the concrete semantic level to Krichen
and Tripakis’ implementation relation tioco for timed labelled transition
systems.

Keywords: Real-time conformance testing, symbolic execution, imple-
mentation relation, semantics, FO logics.

1 Introduction

Specification-based testing is a branch of model-based testing, where test-cases
are derived automatically from a formal specification (given as a labelled tran-
sition system or a related formalism) and executed against real-life implemen-
tations. The distinction to many other instances of model-based testing is that
the whole test-case derivation and test-execution process is described formally.
This rigorous definition enables the proof of soundness of the approach. In par-
ticular, it is possible to show that the execution of a derived test-case does
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not yield false positives, i.e., test-failures, when the implementation is actu-
ally correct. To achieve this form of rigorousity, a formal criterion is needed
which relates specifications to its correct implementations: the conformance re-
lation. Specification-based testing has developed over the last two decades. A
well-known representative is the ioco framework [19], where the specification is
given as a a labelled transition system (LTS) with input and output actions.
The conformance relation is called ioco. The ioco relation expresses that an im-
plementation may only produce outputs if those outputs are also produced by
the specification. Additionally, joco possesses a notation for silence, denoted qui-
escence. An implementation that is doco-correct may only be quiescent if this
is allowed by the specification. There exists several tools for the derivation of
ioco test-cases, e.g. TorX [3], TGV [14] and AGEDIS TOOL SET [I1]. Based
on goco, recently more expressive formalisms have been considered to serve as
specifications. Timed Automata have been proposed as specification formalisms
in several approaches for testing real-time behaviours [I6J4/5]. Different notions
of conformance have been defined on the basis of timed LTS(TLTS), i.e., only
on the semantic level. Symbolic Transition Systems (STS) [89] have been intro-
duced to specify systems with input- and output-data. STS are LTS extended
with a notion of data and data-dependent control flow based on first order logic.
The symbolic representation of data in STS allows for infinite data domains
without facing the problems of infinite branching and infinite state space. For
STS, the implementation relation sioco has been developed, which is defined
solely within the FO-Logic framework on STS level [9].

What does not exist yet is a combination of real-time and data. In this paper
we take first steps in the direction of specification-based testing for systems com-
bining input/output data with real-time aspects in a non-orthogonal way, i.e.,
the input data can influence the real-time behaviour. In particular, we introduce
a conformance relation which takes data and real-time into account.

Our contributions are (1) a new formalism — called Symbolic Timed Automata
(STA) — for modelling reactive real-time systems with data input and output; (2)
a concrete operational semantics (in terms of timed labelled transition systems)
and a symbolic trace semantics for this formalism; (3) a family of conformance
relations stiocor,, which expresses a correctness criterion of input-enabled im-
plementations, formulated as STA, with specifications, also given as STA; (4)
a theorem stating that stiocor, coincides on the concrete semantical level with
tioco of Krichen and Tripakis [16]. Our formalism allows the real-time behaviour
to be influenced by inputs. While allowing nondeterministic STA in general, we
restrict ourselves in this paper to branching nondeterministic STA, i.e., without
T-steps.

Related Work. A detailed comparison of the different notions of conformance for
real-time testing is given by Schmaltz et al. [I7]. In the testing tool UPPAAL
Tron [I3], a pragmatic approach to combine data and time is implemented.
It is possible to let clock constraints depend on integer variables. Moreover,
global integer variables can be designated as input or output parameters to
input or output actions. With this a notion of value passing is implemented.
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However, values are limited to finite sub-sets of integers, which allows an explicit
representation of data as actions on Timed Automata level. This approach is
hardly formally described, least of all on a symbolic level. A similar approach is
taken in JTorX [2].

STS and the implementation relation sioco have been introduced in [9]. This
implementation relation is used in the java testing tool JAMBITION introduced
by Frantzen et al. [7]. JAMBITION uses a random and on-the-fly approach to
automatically test web services based on STS specifications. In order to simulate
the STS in JAMBITION the Java library STSIMULATOR has been developed [18].

Another tool for symbolic testing is STG [6], an extension of TGV. It au-
tomatically derives symbolic test-cases from a given formal model and a test
purpose. The issue of symbolic test-case generation and selection has been ad-
dressed in [21] and [15].

2 Timed Transition Systems and Tioco

A timed labelled transition system (TLTS) is a tuple (S, Act,sg,—) with S a
set of states, Act = Act; U Acty a disjoint union of two sets of input- and
output-actions, s¢ the starting state, and —C S x (Act UR>g) X S a transition
relation, where the following conditions must hold: Vs, s’,s” € S (i) s R (i)
s Lo L ¢ ifand only if s ad, s (iii) s 4 ¢ and s % s implies s’ = s”. In
the following we consider a fixed TLTS (S, Act, sg, —), and identify it with its
starting state sg. The generalised transition relation =C S x (Act UR>o)* x S
is defined as the least relation satisfying the following rules: (i) s = s Vs € S;
(ii) s 2L o ifs 2 5" L s for d € Rso; (i) s =% &, if s = " 2 &,
for a € Act. We consider normalised traces where actions and delays strictly
alternate, starting with a delay. It has been shown that this set characterises the
set of all traces [5]. A timed trace is thus a sequence o € (R>q - Act)* - (R>o +¢)
such that sg = s’ for some s’ € S. The set of traces of TLTS S is noted
traces(S). The set of states that can be reached from state s via a trace o is
denoted as s after; o.

Definition 1 (after;). Let (S, Act,so,—) be a TLTS and 0 € (R>o - Act)* -
(R>o +€). Then s after; o =45 {s' | s = s'}.

Crucial for the definition of tioco is the set of delay and output labels of the
outgoing transitions of a state.

Definition 2 (elapse(s) and outy(s)). We define elapse(s) =g4ef {d | s i},
and out(s) =g {0 € Acty | s =} U elapse(s). For S C S,out,(S") =aef
U,cs outy(s).

As in the ioco theory, we assume that implementations under test are input-
enabled.
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Fig. 1. TLTS Specification of a Beverage Vending Machine
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Fig. 2. Implementations of a Beverage Vending Machine

Definition 3 (Input-enabled TLTS). A TLTS (S, Act, so,—)is called input-
enabled if and only if for all s € S and all i € Acty: s .

With the introduced concepts we can define the family of implementation rela-
tions tiocor.

Definition 4 (tiocor). Let P be an input-enabled TLTS, S a TLTS, and F C
traces(S). Then P conforms to S w.r.t. tiocor (written P tiocor S) if and only
if the following holds: Yo € F : out,(P after; o) C out.(S after; o).

Ezample 1. In Figure [ a TLTS specifying a beverage vending machine is
sketched. After inserting money, users can choose either tea or coffee. The for-
mer is produced between 5 and 7 time units after pushing the 7tea button.
The latter is produced between 10 and 12 time units after pushing the ?coffee
button (the time intervals are indicated by the dashed lines, which stand for
a continuum of states). Figure 2 shows two implementations of beverage ma-
chines. None of these implementations conform to the specification according
to the tioco relation. The implementation on the left (starting state lg) is too
slow to produce tea. The implementation on the right (starting state ko) is too
fast to produce coffee. Formally, the reasons for non-conformance are (1) that
8 € elapse(ly after, Tmoney - 7tea) but 8 ¢ elapse(so after, Tmoney - Ttea) and
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(2) that !serve_coffee € outy(ko after; Tmoney - ?coffee - 8) but !serve_coffee ¢
out;(sg after; ?money - ?coffee - 8).

3 Symbolic Timed Automata

A symbolic timed automaton (STA) combines a timed automaton [II12] with a
symbolic transition system (STS), as introduced in [8I9]. ST'S extend labelled
transition systems with variables, input- and output-parameters associated with
input- and output-actions, guards, which are first-order logic formulas control-
ling the enabledness of transitions, and variable updates, which manipulate the
values of variables while performing transitions. In STA, the concepts of timed
automata, namely clocks, guards, invariants and clock resets, are integrated. In
particular, clock constraints become just another sort of FO formulas.

3.1 An Example

Figure B shows an STA modelling a beverage vending machine. The machine ac-
cepts money in bills (parameter x of input ?money) and returns change in coins
(parameter x of output !serve). If there is not enough change in the machine on
a bill, the bill is returned (output !return). Otherwise, the user can choose a bev-
erage, the change is returned, and the beverage served (parameter y of output
Iserve). Variables z, y, t are interaction variables. Interaction variables represent
the possible values that can be passed through input and output actions. Vari-
ables i, q, change, beverage, money, time are location variables — i.e., the store
of the STA — and c is a clock, conceptually identical with a clock of a timed
automaton. The switch from [y to [y is labelled with input action ?money, with
parameter x. Only if the value of z is larger or equal than 1 the switch can
be executed. In that case, change is mapped to z — 1 and money to z. From
location [q, the money is returned immediately, if change > q, i.e., the required
change is not available. In that case, money and change are both mapped to 0. If
change < q, it is possible to choose a beverage via input ?choice, where the type
of beverage is communicated via y, and t stands for the time after which the
machine shall serve the beverage. ¢t could for example express the brewing time
of a tea or whether an espresso should be short or long. Input ¢ is assigned to
location variable time, which occurs in the invariant of location l> and the clock
guard of the switch Iy — [y. Together they ensure that location [y is left after
exactly time time units. In that case, output !serve with output parameters y
and x is sent, where = change and y = beverage is required by the guard.
Location variables money and change are then mapped to 0, and q is mapped
on q — change. Note that location variable i, used as bound in the invariant
of I; and the guard leading back to ly, is never explicitly set in the STA. It is
assumed that location variables (thus also i) are initialised when starting the
STA. Different initialisations might define different behaviours of the same STA.

In this example, the time at which the transition from location ls to Iy can
be taken is controlled by input data ¢ given in the previous transition (from Iy
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Iserve(y, z), y = beverage A
x = change, ¢ = time,

Ireturn(z), change — 0

2 = money,
change — 0,

Ireturn(x)

T = money A change > q

change +— 0, money + 0,
c:=0

?money(z), = > 1, change — z — I
money — z,c:=0

money — 0,

c>1i

?choice(y, t), change < qAt <5

N
1 -
beverage — y, money — z, time — ¢, ¢:=0
c<i c < time

Fig. 3. STA Beverage Vending Machine

to lz). In an STA, location variables are allowed to serve as bounds in clock
guards and invariants. This is the only instance in which we allow an interaction
between time (clocks) and data (variables). Interaction variables cannot be used
to control time. This prevents the case where the time at which a transition
can be taken depends on the value of the parameter of the action of that same
transition. In our example, time ¢ must first be stored in local variable time
before it can be used to control time.

3.2 Definition and Concrete Semantics of STA

An STA is defined over a two sorted FO structure FOx = ({Ug4, th}, {rs | r €
Ry, {fs | f € F}), where iy denotes the universe for data and {; the time
domain (e.g., the reals). The signature contains constant 0;, binary addition +,
and relations <, <, declared for all combinations {¢,d} x {t,d}, i.e., comparisons
between time and data.

Clock-constraints are FO formulas using the above relations. Let C be the set
of clocks and Var be a set of variables. An atomic clock-constraint is a formula
of the form b, < z < b, for z € C, <€ {<,<}, and b;,b, € Npo U Var, where
Nro stands here for the representation of natural numbers on the logic levell.
Clock constraints are conjunctions of atomic clock constraints. The set of all
clock constraints over clock set C and variables Var is denoted by B(C, Var),
and B(C), if Var = (). Bounds of atomic clock constraints can be variables. We
denote by (V') the set of all terms over a variable set V and by F(V') the set of
all FO formulas. Function p: V — ¥(V) is called a term mapping.

Definition 5 (Symbolic Timed Automaton). A symbolic timed automa-
ton is a tuple A = (L,10,V,Z,G,type,C,Inv,—) with L being a finite set of
locations, ly € L is the initial location, V and T disjoint sets of location and in-
teraction variables, G is a set of gates, type : G — 2T assigns sets of interaction

! Other literals are imaginable as bounds, depending on the choice of .



A Conformance Testing Relation for STA 249

variables to gates, C is a set of clocks, Inv : L — B(C,V) assigns a clock invari-
ant to a location, and —C L x G x F(Var) x B(C,V) x Uy cy T(Var)¥ x2¢ x L
is the transition relation, where Var = Z UV. h

As usual, we write | 22220 17 to denote (1,7, ¢, g, p,7,1') €—, where v is the

gate, ¢ the data guard, g the clock guard, p the update function, and r the clock
reset.

A variable valuation is a function ¥ : Var — U4 from variables to concrete
values in the universe Ug. A clock valuation is a function v : C — ;. We
denote with [C — 0] the constant 0 clock valuation. For d € il;, we define
(u+ d)(c) = u(c) +d. If ¥ is a variable valuation and C € B(C, Var), then
we denote with C[1J] the clock constraint, where every occurrence of a variable
x € Var is replaced by 9(x); thus, C[J] € B(C). We write v = C, if clock
valuation u satisfies clock constraint C' € B(C), i.e., if the relational expression
obtained by replacing all occurrences of clock names ¢ by u(c) evaluates to true.
If r C C, then ulr — 0](c) =0, if ¢ € r, and u[r — 0](c) = u(c), otherwise. The
semantics of an STA is given as a TLTS, defined as follows.

Definition 6. Let A = (L,lo,V,Z,G,type,C,Inv,—) be an STA. Its TLTS
semantics in the context of an initial valuation + € Y of location variables and
Co = [C + 0] for clocks, is a TLTS [A], = (S, Act, 89, —), where S = LxUY¥ xU¢,
s0 = (lo, ¢, 60), Act = U, cg({7} X ULYPEM))  and — is defined as the least set
of transitions derivable by the following rules:

CEInv()[Y] Vd <d:(+d E Inv(l)[¥
(1,9,0) L (1,9,¢ + d)

I 2220 YUk = Inv(l)[0)
(1,9,¢) LR, 1 1)
with 9" = ((U<S)evo p)y and ¢ = (({)evo pc-

With (-)ev we denote the lifting of a variable/clock valuation to terms. With
(-)y and (-)¢ we denote the restriction of a valuation or term mapping to sets
VY and C. In Definition [0l we see that we can only delay if all clock valuations ¢
before the delay and all clock valuations ¢’ after the delay satisfy the invariant
of location [. Delaying has no influence on the location itself or on the valuation
of location variables 1. To take a switch from [ to I’ with gate ~y, the constraint
 over variables and clocks and the invariant of the next location I’ have to be
satisfied. Important is that the invariant of I’ has to be satisfied after the clocks
in p have been set to zero.

(Delay) (d € R>o)

(Action) (¢ € utyPeM)

4 Symbolic Trace Semantics for STA

Inspired by Frantzen et al. [9], we define a symbolic trace semantics for STA,
which is sound and complete w.r.t. the TLTS semantics described before. We
use delay-variable d to represent time symbolically. Variable d is of sort ¢ and
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represents delaying in a location. We define the following two notations. First,
for r C C, we denote with FO(r) a term-mapping that maps all clocks ¢ € r to
zero, i.e., FO(r) : ¢ — 04 for ¢ € r and ¢ — ¢ otherwise. Second, ¢ : C — T(CUT)
is a partial term-mapping that expresses the passing of time: o: c— c+d, i.e.,
delaying is described by adding delay variable d to all clocks ¢ € C.

The symbolic trace semantics is expressed by transition relation | ==& [,
where ¢ denotes the logical condition which needs to be fulfilled to reach lo-
cation !’ from [ with symbolic trace o, and p is a term mapping that denotes
symbolically the possible variable and clock valuations after I’ has been reached
with o. Relation = thus describes the symbolic execution of the STA. To define
o and p, we introduce history variables, i.e., variables that allow to distinguish
between different input- and output values communicated over the gates, and
time delays spent in locations. The history variables are an infinite number
of “copies” 1i1,1s,13,... of each interaction variable i € Z, and delay history
variables dy,ds,ds, ... for variable d. We define Z,, = {i,|i € Z} for n > 1 and

T =gef Uy~ Iy, Similarly, we consider sets 7, = {d .} for (n > 1) and 7 defined
analogously to 7. Let Hyn =def Zn U T, and H =def IUT H =gef TUT. We de-
fine renaming bijections r,, : H — H,, with r,(v) = v, for all v € H, and n € N.
Function s> : H — H is defined as s> : 2+ Ty for all x =z, € H. In the
following, the entirety of all relevant variables is the set Var = def VUCUH Uﬁ,
and Var =def Ve Var \ H.

If pe (%( Var))VM and t € F( Var) we denote by t[p] the term obtained by
substituting all variables & occurring in t by p(z). Analogously for all formulas

pE S(I//c;’), where all free variables are substituted.

4.1 Symbolic Trace Semantics

The symbolic trace semantics of an STA (L,ly,V,Z, Q,type C,Inv,—) is then
given by the transition relation =C Lx ((d-G)*-{d, e}) x§( Var) (Uycy (Var)
UlUcce F(CU 7)€) x L, which is defined as follows:

Definition 7 (Generalised Switch Relation for STA).
(d)

] L8R g 1 o-d,p,p "o V., I

I o-v-d, oAk [ol[rnllp], O(pTn,0) % (57) I o-dy, eAP[rallplAK[x](p], O(p,rn,m)

where n = |o| + 2, O(a,b,c) = c[b][a], kK = Inv(l), and &' = Inv(l').

| Leldin)elm]

(5d)

l/

Rule (d) states that delaying in a location [ is possible as long as formula [g][r,,],
e., the historised and updated invariant of [, is satisfied. The clocks change
according to term mapping o[r1].
Rule (Sd) states that if location I’ is reached from [ with trace o-y under
condition ¢, then the condition to delay further in {’ is the conjunction of ¢
and k[g][rn][p]. As an example, we assume that n = 7, K = ¢ < v, where ¢ is
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a clock, and v a location variable, and p(c¢) = dy + d3 + ds, p(v) = 4. Then

klo] =c+d <w, klp]lr7] = ¢+ d7 < v, and &[g][r7][p] = d1 +ds + d5 + d7 < 4.
Similarly, Rule (Sv) states that if I”” is reached from ! with o-d under condition

©, then the condition to reach I’ from [ with trace o-d-y is the conjunction of

¢ and P[ry][p] A k[7][p]. Formula ¢[r,][p] is the “historised” enabling condition

of switch 17 2% 1/ , with all variables and clocks substituted according to p.

Formula k[r][p] is the historised invariant of I’ and expresses an extra condition
on the symbolic clock valuations under which I’ may be entered.

In both rules (Sd) and (S7v), the new update mapping © for variables and
clocks is obtained by the concatenation of the current update mapping p with
the renaming function r,, and the variable update 7 for (S7) or the clock update
o for (Sd). If, for example, we assume p(c) = dy + ds, rn, = 5, then g[r,][p](c) =
(Ipl o [rn] o 0)(c) = d1 +ds + ds.

4.2 Symbolic States and Relation to TLTS Semantics

To record under which conditions a location can be reached and with what
potential variable valuations, we introduce symbolic states. Whenever [ ZER
tuple (I, @, p) is a symbolic state. If in ¢ and p only history variables with an
index up to at most ¢ occur, we note this fact by indexing the symbolic state
with 4, i.e., in this example (I’, ¢, p);.

A symbolic state (I, p, p) defines implicitly a set of concrete states [(I, ¢, p)].
for 1 € Y (as defined in the TLTS semantics above). Let v € 4% and @ € U7.
Then [(l, 9, o covicr0) =des 1L (U v)ey © p)vs (= U [C = O])ey o ple) |
tUvUwU[C — 0] = ¢}. Note that [(I, ¢, p)].,v, is either a singleton or empty.

Also traces o € (d-G)* have an interpretation on the semantic level. Let x €
S(ﬁ UYVYUC). Then we call (0, x) an extended trace. x can be chosen freely. The
set of all symbolic extended traces of an STA S is defined by the following set:
ETraces(S) = {(a,x) | lo 2221, x € S(ﬁUVUC)}. Defining ¢, v, w as above,
[(, X)].,0,wuic—0] = {ettraces, (o) | tUvUw [ x}, where ettraces, « is
defined inductively as follows:

ettraces, o (€) = €

ettracesvﬂﬂ (U : g) = ettracesv,w (U) . (ga U(rlength(a)-‘rl (type(g))))
ettraces, (0 - d) = ettraces, (0) - @ (diengtn(o)+1) -

The following two theorems state that the interpretations of symbolic states and
extended traces are correct w.r.t. the TLTS semantics. Variable mapping id is
defined as id(x) = =.

Theorem 1 (Soundness). For allw € 11?, L€ UY andv € ilg it holds that

0,0 [(,0)].,0,=uic—0]
:

| === 1" andUvUwU|[C 0] |= @ implies[(1, T,1d)], v, wujc—o0]
[[(llv i) p)]]b,U,wU[CHO]

Theorem 2 (Completeness). For all semantical states (I,v,¢) € L x Y x U¢

such that (o, ¢, [C — 0]) = (I,v,() for 1 € UY and some timed trace @, there is a
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valuation V' € ilg, w e 11? and a transition lg =25 1 such that 1Uv' Uw U[C +—
0] ): p, 0 = [[(0-7 @)HL,U’,WU[C»—»O] and (l,’U, C) = [[(l7 ©s p)ﬂb,v',wU[Cr—»O]'

The proofs of Theorems [Il and 2] can be found in [20].

5 Stioco - A Symbolic Timed Implementation Relation

Taking the symbolic trace semantics in Definition [ as a foundation, we define
symbolic implementation relation stioco. This definition is based on two central
notions: after, a function which returns the symbolic states reachable with an
extended trace, and out, the outputs that can potentially be observed from a
set of symbolic states. The big difference is that outputs are accompanied by FO
formulas which state the conditions under which outputs can be observed.

Definition 8 (after). Let (I, ,p); be a symbolic state with index i and (o,x)
an extended trace with n the length of o. Then after is defined as

(1, ¢, p)safter(o, x) =aer {(I', ' (¥), ' (7)) | | 25 1},
where ¢’ () = @ A (¥ A x)[s>])[p], and p'(7) = ([p] o [s>] o ).

¢’ (1) is the conjunction of ¢ and the condition % A x, where every index of
a history variable is increased by ¢ and every clock and location variable is
substituted according to p. p’ () is the symbolic variable valuation of the location
variables and clocks after (o, x) has been executed. Note that the symbolic states
in (I, p, p);after(o, x) have index i + n.

Symbolic observations are tuples (v, ¢,1), where v € Gy,, ¢ is a general
enabling condition for v and % is a special enabling condition. ¢ and 1 are thus
both formulas, which are however defined over different variable sets: ¢ € §(Var)
and ¢ € §(Var). The set of symbolic observations, denoted as O, is thus defined
as O =q4ef Gu, x §(Var) x §(Var).

The out-set of a symbolic state is defined, similar to out; for TLTS, as the
union of delays and output actions that can be made in the symbolic state.
We use symbolic observations in order to symbolically represent the conditions
under which an output or a delay may be observed.

Definition 9 (out). Let (I,,p) be a symbolic state. Then out((l,p,p)) is a
set of symbolic observations, defined as follows.

out((1, ¢, p)) =aer {(7, 0, ¥[p] A Inv(l')[7][p]) € O | 3y € Gu, ¥, 7,1
1 22Ty U {(d, @, Inv(D)[g) o)) € O}

We define out(Q) =acs U e 0ut((l, ¢, p)), for Q a set of symbolic states.

The following definition of stioco is in essence very similar to the definition
of tioco: there, an implementation conforms to the specification w.r.t. tioco, if,
whenever the implementation, after the execution of a certain timed trace o,
produces an output of a certain kind or a delay of a certain length, then also the
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specification, after the execution of o, must be able to produce the same output
or delay. In the case of stioco, however, this condition is expressed logically in
terms of an FO formula, which says the following: the implementation conforms
to the specification w.r.t. stioco, if, whenever the logical conditions are satisfied
for the implementation to produce an output or delay, then also the specification
satisfies the conditions to produce the same output or delay. It is therefore
necessary to collect all conditions that lead to an observation. This is done by
formula ¢ defined as follows.

Definition 10. Let v € Gy,, | € L, and o a trace. Then ¢(v,l,0) is an FO
formula defined as

¢(1,1,0) =aer \[{o A9 | (7,0,9) € out (I, T, 1d) after (o, T))}.

Formula ¢ is a disjunction of all conditions that lead to an observation after a
trace o. There is a valuation such that (1) at least one sub-term ¢ A ¢ of the
disjunction is satisfied, (2) formula ¢ holds, and (3) we know that there is a least
one symbolic observation that can be observed after executing o.

The tioco-relation is defined for input-enabled implementations. We define an
STA S to be input-enabled if and only if its semantics [S], is an input-enabled
TLTS.

Definition 11 (stioco). LetS(is) = (Ls, s, Vs, Z,G,Cs, Inv, —) be an initialised
STA (the specification) As, Fs C ETraces(S) and let P(vp) = (Lp,1lp, Vp, T, 3,
Cp, Inv, —) be an input-enabled implementation given as an STA, with V,NVs =
and C = Cs U C, the set of all clocks. P conforms to S with respect to stiocor,
(written as P stiocor, S,) if and only if the following holds. ¥(o, x) € Fs,v € Gu, :

(tp)v, U (te)v, UIC = 0] = Vi (0(lp, 7, 0) A x = (1,7, 0)) -
()

The heart of this definition lies in the universally quantified formula (x). At the
symbolic level, we do not look at concrete outputs but at symbolic constraints
defining a set of possible concrete actions. On the left-hand side of the implication
we have for the implementation a conjunction of a disjunction of the symbolic
constraints accumulated after trace ¢ and restriction x which can be used to
prune the symbolic execution. On the right-hand side, we have the disjunction of
all accumulated symbolic constraints for the specification. The implication states
that the constraints accumulated for the implementation imply the constraints
accumulated by the specification.

Ezample 2. We consider two instances, S1 and Ss, of the STA shown in Figure[3l
Assuming the following instantiations for variable i: i := 8 for &1 and 4 := 10
for S we get that Sy stioco Se. Since whenever the conditions for S to produce
an output or for delaying are satisfied the conditions for Sy are also satisfied.
However this does not hold for S stioco S;. The condition for an output of
location I; for STA Sy is ¢s, := (ds < 10 A (x = money A (change > qV ds > 10)
and ¢s, := (ds < 8) A (x = money A (change > q V dg > 8)) for S;. Therefore
@s, 7> ¢s,- Thus, formula * in Definition [l for stioco is violated.
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The following theorem states that stioco corresponds to tioco on the semantical
level. The proof of Theorem [Blis given in [20].

Theorem 3.
Let P(vp) be an input-enabled initialised STA S(1s) be an initialised STA. Let
Fs be a set of delayed symbolic extended traces for S. Then:

P(vp) stiocor, S(ts) < [Pluy tiocoz g,  [S].s-

6 Conclusions

We presented a symbolic framework for timed automata combined with symbolic
transitions systems. We defined an implementation relation stioco on STA which
coincides with tioco [16] on the semantical level. To define such an implementa-
tion relation we provided symbolic trace executions and symbolic observations.
It must be noted that, since timed automata are a subclass of STA, stioco is
also a symbolic implementation relation expressing tioco on a symbolic level for
timed automata.

The interaction between time and data in this paper is restricted to the influ-
ence that data inputs can have on the timing behaviour of the considered STA.
This was expressed by allowing location variables to serve as bounds in clock
constraints and invariants. More and different interactions between time and
data are imaginable, for example, by assigning clock valuations to location vari-
ables, i.e., by keeping historic information about the occurrence time of events
in the STA. In principle, this extension could also be encoded in the first-order
logical framework. However, even for the more restricted case considered in this
paper, it is necessary to investigate first whether the obtained formalism is not
already too expressive to be useful for practical testing, in terms of decidability
of the forward reachability problem. A suitable subclass of FO logic might have
to be identified to ensure this and to be able to apply the provided theory on
practical applications. This would encompass the development of an algorithm
for automatic test-case generation and test-execution.

Our theory is restricted to systems without 7-transitions. Adding those would
be straightforward, in a similar way as it has been done for STS in [9], although
special care has to be taken to combine successive delays. This will be part of
future investigations.

Acknowledgments. We thank Lars Frantzen for helpful discussions and a prelim-
inary chapter of his PhD thesis on STS.
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