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I. INTRODUCTION

Hepatitis B virus (HBV) is the causative agent of acute and chronic
hepatitis B in humans. More than 350 million people worldwide are
chronic virus carriers and face a significantly increased risk of develop-
ing liver cirrhosis and primary hepatocellular carcinoma (Blumberg,
1997). Effective prophylactic vaccines based on noninfectious empty
envelopes (termed S particles or subviral particles), originally purified
from the plasma of carriers and later produced in recombinant form
in yeast or mammalian cell lines, have been available since the 1980s;
for a comprehensive review on clinical aspects, including various vac-
cines, see Hollinger and Liang (2001). Nonetheless, for many develop-
ing countries, large-scale vaccination programs were hardly affordable.

1 Copyright 2004, Elsevier Inc.
All rights reserved.
0065-3527/04 $35.00
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This situation is improving, but an enormous number of chronic HBV
carriers will be in need of better medication for decades to come. Cur-
rent therapies are based on the systemic administration of high doses of
interferon-� (IFN-�) or, more recently, on nucleoside analogs, such as 3-
thiacytidine (lamivudine) and adefovir. However, both therapies have a
sustained response rate of only about 30%, combinations exert no clear
synergism, and lamivudine therapy leads to the rapid emergence of
resistant virus variants (Pumpens et al., 2002; Zoulim, 2001).

A full understanding of the molecular biology of HBV and its infec-
tious cycle is hampered by experimental limitations: as of yet there is
no feasible small animal infection model, and only a few aspects of its
replication cycle are amenable to biochemical methods. The focus of
this review is on one of two established animal virus models, namely
duck hepatitis B virus (DHBV). Although humans and ducks are only
distantly related hosts, HBV and DHBV, which are the type members
of the orthohepadnaviruses and avihepadnaviruses (hepatotropicDNA

viruses), share fundamental common features. In fact, many of the
principles of hepadnavirus replication have been established using
DHBV. Its major advantages are the ready availability of ducks, allow-
ing experimental infections with wild-type and mutant viruses in vivo

as well as in cultured primary hepatocytes, and the recent develop-
ment of in vitro systems to study biochemically the intricate mecha-
nism of hepadnaviral replication. Thus, unlike other hepadnaviruses
DHBV offers the full range of experimental approaches, from the test
tube to animal studies, to investigate fundamental as well as selected
medical aspects of hepadnavirus biology.

The emphasis here is on the value of DHBV as a model for HBV, but
the differences between the human and the duck viruses should not be
neglected. DHBV can cause acute and chronic infections but is at
variance with HBV and mammalian viruses in several aspects:
(i) DHBV does not appear to be pathogenic for its host; (ii) DHBV
probably lacks a regulatory protein comparable to the mammalian
virus HBx gene product, a promiscuous transactivator that, by acting
on the host cell, appears to be essential for establishment of infection
and has been implicated in carcinogenesis; and (iii) a host-cell encoded
glycoprotein, carboxypeptidase D (CPD), appears to be critical for
DHBV infection, yet no evidence supports a similar role for its human
homologue. This chapter will address these differences as well as
peculiarities concerning the structure and function of individual viral
proteins. Additional information on DHBV can be found in several
recent reviews describing the general features of hepadnavirus biology
(Ganem and Schneider, 2001; Nassal, 1999, 2000; Seeger and Mason,
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2000) and describing DHBV-specific immunological aspects (Jilbert
and Kotlarski, 2000).

II. ANIMAL MODELS OF HBV

Two salient features of hepadnaviruses are their pronounced liver
tropism and their narrow host range. In general, therefore, the closer
the hosts are related, the closer the respective viruses are related.
Overall, however, the mammalian orthohepadnaviruses and the avian
avihepadnaviruses share a very similar genome organization and rep-
lication characteristics (Section III); hence, numerous aspects of one
type of hepadnavirus are also applicable to the other types.

A. Primate Orthohepadnaviruses

After the discovery of human HBV in 1970 (Dane et al., 1970) and
the discovery that chimpanzees are susceptible to infection with hu-
man HBV and cloned HBV DNA (Will et al., 1982), HBV-like viruses
were detected in hominoid primates, such as in all great apes. Their
genome sequences are extremely close to the variants circulating in
the human population. Therefore, it has long been disputed whether
they are true animal viruses or have been contracted by contact with
humans; recent data provide accumulating evidence that hominoid
primates do represent a natural reservoir for HBV (Robertson and
Margolis, 2002). Obviously, none of these primates, with the limited
exception of chimpanzees, is a feasible experimental animal. A new
HBV discovered in woolly monkeys (Lagothrix lagotricha), a New
World primate, is clearly distinct from human HBV (Lanford et al.,
1998). Woolly monkeys are an endangered species and therefore are
not suited as experimental animals. Successful transmission of woolly
monkey HBV (WMHBV) to the related, nonendangered spider monkey
(Ateles geoffrey) raised hopes for the establishment of a new, lower
primate infection model. However, viral titers appear to be low (less
than 105 virions per milliliter of serum), which is unpractical. At-
tempts to infect primary hepatocytes from marmosets (Callithrix
jacchus), a close relative of woolly monkeys, remained negative (Köck,
McNelly, and Nassal, unpublished data). In contrast, primary hepato-
cytes from tree shrews (Tupaia belangeri) can clearly be infected by
HBV and WMHBV (Köck et al., 2001) although the animals are not
true primates, and their assumed phylogenetic closeness to pri-
mates remains controversial (Murphy et al., 2001; Schmitz et al.,

DUCK HEPATITIS B VIRUS 3



2000). Moreover, transduction of HBV genomes into tree shrews using
replication-defective adenovirus vectors as vehicles (Ren and Nassal,
2001) led to a long-lasting HBV viremia in vivo. It has not yet been
proven, however, whether the circulating HBV was derived from a true
HBV infection or solely from the AdHBV vector. Given that tree shrews
are relatively easily bred in captivity, establishing a self-
sustained HBV infection in these squirrel-sized animals would indeed
represent a major advance; however, the full potential of the system
remains to be explored.

In the absence of a practical HBV infection model, several surrogate
systems have been established to study the human virus. The ability of
certain human hepatoma cell lines, such as HepG2 and Huh7, to
support HBV replication upon transfection of cloned wild-type, and
mutant, HBV DNA is a highly valuable tool to investigate replication
per se; most of our current knowledge is derived from this system.
Because these cell lines cannot be infected, however, the early steps
of the replication cycle, such as entry and genome uncoating, are dif-
ficult to study. This restriction may be overcome by the recent discov-
ery of a new human hepatoma line that, under specialized conditions of
culture and inoculation, appears to be susceptible to HBV infection
although infectibility seems to be lost after a number of passages
(Gripon et al., 2002).

Another model that has been highly useful in particular for immu-
nological studies uses HBV transgenic mice (reviewed in Chisari,
1996). The animals contain a chromosomally integrated and linear
1.3� overlength HBV genome (the terminal duplication mimics the
circular form of the natural virus genome; hence, transcription is
controlled by the authentic regulatory elements). The mice produce
substantial amounts of viral antigens and complete virions, but these
cannot infect mouse hepatocytes; in addition, there is no clear-cut
evidence that the central intracellular intermediate of the authentic
infection, a covalently closed circular (ccc) DNA molecule that is main-
tained in an episomal state and serves as the natural template for
transcription of the viral RNAs, is formed in the mice except, perhaps,
in a very special genetic background (Raney et al., 2001). Nonetheless,
based on the advanced state of mouse genetics and on the availability
of various knockout mice as well as cloned genes of and antibodies
against all immunologically relevant gene products, fundamentally
new insights into the immune response against HBV have been gained
(Section VI). Most notably, T cells can suppress HBV replication in a
noncytolytic fashion, mainly mediated by type I and type II interferons
and TNF-� (Guidotti and Chisari, 1999). Alternatively, mice have been
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xenotransplanted with hepatocytes from other species (Dandri et al.,
2001a), including humans (Dandri et al., 2001b), and studies have
shown that these mice can be infected with HBV. Though powerful
for some applications, the chimeric animals are technically difficult
to generate and, by necessity, the recipients have to be severely im-
munocompromised to avoid transplant rejection. This also limits the
immunological conclusions that can be drawn.

Therefore, a combined approach integrating biochemical in vitro

analysis, genetics and infection in cell culture, and in vivo biology is
currently not available for HBV.

B. Non-Primate Orthohepadnaviruses

Shortly after the discovery of human HBV, several related viruses
were found in a few nonprimate mammals: the North American wood-
chuck (Summers et al., 1978), the Beechey ground squirrel: (Marion
et al., 1980), and the arctic ground squirrel (Testut et al., 1996). NoHBV-
like viruses were found in species that are commonly used as laboratory
animals, such asmice and rats.Woodchuck hepatitis B virus (WHV) has
therefore become themodel of choice formammalianHBVs, as reviewed
in Roggendorf and Tolle (1995) and Tennant and Gerin (2001). Its
sequence is about 60% similar to that of the human virus and, impor-
tantly, WHV causes chronic hepatitis and hepatocellular carcinoma,
just as does HBV. WHV is therefore used for tracking fundamental
pathogenetic and therapeutic aspects of hepadnaviral infection (Mason
et al., 1998; Yamamoto et al., 2002; Zhou et al., 2000); with cloning of
several key factors of the innate and acquired immune response (Guo
et al., 2000; Lohrengel et al., 1998; Salucci et al., 2002; Yang et al., 2000),
immunological studies can now be conducted. Experiments in chroni-
cally WHV-infected woodchucks have revealed some unexpected differ-
ences to data obtained in HBV transgenic mice and in acutely infected
humans and chimpanzees; for instance, conventional treatment or gene
therapy with IFN-�, a major player in suppressing HBV replication in
mice and in clearing acute infection, had no significant impact on chron-
icWHVinfection (Jacquard et al., 2004; Lu et al., 2002). The reasons are
not clear but certainly worth being followed. The advantage of WHV’s
remarkable similarity to human HBV related disease is, however, par-
tially offset by several practical limitations. Adult woodchucks weigh
about 4 to 5 kg, and they are difficult to handle. They do not breed easily
in captivity and, therefore, many experiments are performed with wild
animals trapped in their natural habitat in the northeastern part of
the United States. These animals are outbred, and many of them are
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infested with other pathogens. In addition, woodchucks hibernate, dur-
ing which time no experiments can be performed. Another fundamental
limitation of the WHV system is the current lack of cell lines that
efficiently support replication of cloned WHV DNA; hence, the power
of reverse genetics cannot be applied to WHV.

C. Bird HBVs (Avihepadnaviruses)

In 1980, Mason et al., discovered an HBV-related virus, duck HBV
(DHBV), in Pekin ducks (Anas platyrhynchos forma domestica; derived
from mallard ducks); since then, the virus has been detected in a
substantial fraction of commercially bred flocks, with no signs of overt
pathogenicity or progression of chronic infection into liver cancer,
except possibly in the presence of carcinogens such as aflatoxin (Cova
et al., 1994). The presence of HBV in ducks is generally viewed as the
result of a long-lasting coevolution between virus and host and is
supported by the rapid replacement by noncytopathic viruses of an
artificial, cytopathic DHBV variant (Lenhoff et al., 1998).

Further avihepadnaviruses have been isolated from grey herons
(Ardea cinerea) (Sprengel et al., 1988), snow geese (Anser caerulescens)
(Chang et al., 1999), white storks (Pult et al., 2001), and, most recently,
cranes (several species of the genus Grus) (Prassolov et al., 2003); the
latter reference also contains comprehensive sequence comparisons as
well as a phylogenetic tree of the host birds. In general, avihepadna-
viruses have a narrow host range (Section V.A.4), similar to the mam-
malian viruses, such that DHBV does not infect chickens (a desirable
host in view of the advanced genetic and immunological knowledge on
this species) (Marion et al., 1987) or even Muscovy ducks (Cairina
moschata) (Pugh and Simmons, 1994), which belong to the same order
as Pekin ducks (Anseriformes). In turn, the viruses from storks and
herons (order Ciconiiformes) are not detectably infectious for ducks
in vivo; however, primary duck hepatocytes can be infected with heron
HBV (HHBV) (Ishikawa and Ganem, 1995) though with a low efficien-
cy, as seen for DHBV infection of primary Muscovy duck hepatocytes.
Unexpectedly, crane HBV (CHBV) appears to efficiently infect primary
duck hepatocytes although its natural host is more closely related to
storks and herons (Prassolov et al., 2003); the genome sequence of
CHBV, by contrast, is closer to that of DHBV and snow goose HBV
(SGHBV). The evolutionary background of this disparity is unclear;
hence, further investigations are certainly warranted.

In general practical terms, however, DHBV will remain the most
important of the avihepadnaviruses. Protocols for the reproducible
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preparation and in vitro infection of primary duck hepatocytes have
been established (Section V.A). In addition, the chicken hepatoma cell
line LMH fully supports DHBV replication after transfection with
cloned DHBV DNA, yielding infectious virions, and such recombinant
viruses can be analyzed for infectivity in duck hepatocytes and ducks.
Finally, some biochemical aspects of replication can as of yet only be
investigated with DHBV (Section IV.B). Hence, the DHBV–duck vi-
rus–host pair is at present the only practical system in which all facets
of hepadnaviral replication and infection, from molecular interactions
to virus fitness in vivo, can be addressed. Many fundamental discov-
eries have first been made with DHBV, such as hepadnaviruses repli-
cation by reverse transcription (Summers and Mason, 1982), the
mechanisms of cccDNA formation (Tuttleman et al., 1986a), and initi-
ation of reverse transcription, including its cell-free reconstitution
(Wang and Seeger, 1992). Host-range determinants (Ishikawa and
Ganem, 1995) and putative receptors have also been defined (Breiner
et al., 1998; Ishikawa and Ganem, 1995; Kuroki et al., 1995; Urban
et al., 1998). In addition, the link between viral persistence and
cccDNA following antiviral treatment was detected, and the first dem-
onstration of the in vivo efficacy of antisense approaches against a
viral infection was made with DHBV (Offensperger et al., 1993), re-
cently shedding new light on the antisense mechanism as such (Thoma
et al., 2001). Finally, DHBV was crucial for the development of hepad-
navirus-based liver-specific gene delivery systems (Protzer et al.,
1999).

III. THE HEPADNAVIRAL INFECTIOUS CYCLE: AN OVERVIEW

All hepadnaviruses are DNA viruses (i.e., infectious virions contain
DNA). Summers and Mason were the first to demonstrate, using
DHBV, that this DNA is generated by reverse transcription (Summers
and Mason, 1982). Hence, hepadnaviruses are related to retroviruses
although the latter, based on the genome form present in infectious
virions, are RNA viruses. Retroviral RNA is reverse transcribed upon
infection of a new cell (i.e., as an early event of the cycle), whereas in
hepadnaviruses, reverse transcription occurs late in the originally
infected cell. In addition, integration of proviral DNA into the host
chromosome is an obligatory step in retroviral but not hepadnaviral
replication. To account for these fundamental differences, hepadna-
viruses, together with a few plant viruses that use a similar strategy
such as cauliflower mosaic virus, have been termed pararetroviruses.

DUCK HEPATITIS B VIRUS 7



Foamy viruses may form an evolutionary link between the two groups
since their virions probably contain mostly DNA, as in hepadna-
viruses, but replication requires integration (Linial, 1999).

A schematic comparison of the DHBV virion and the DHBV genome
with that of HBV is shown in Fig. 1; with small modifications, all avian
hepadnaviruses are similar to DHBV, and all mammalian hepadna-
viruses are similar to HBV. All hepadnavirions possess an outer enve-
lope, that is, a host-derived lipid bilayer into which the large (L)
proteins and a small (S) surface protein are embedded; the mammalian
viruses have an additional middle (M) surface protein (Section IV.C).
The envelope encloses the icosahedral nucleocapsid formed by the
capsid, or core, protein. The viral genome is a partially duplex and
circular (but not covalently closed) DNA (relaxed circular, or RC DNA)
of about 3.0 kb (avian) or 3.2 kb (mammalian HBVs) in length. The
(�)-strand DNA is at full length, and its 50-terminal nucleotide is
covalently linked to the terminal protein (TP) domain of the reverse
transcriptase, called the P protein; the (þ)-strand is incomplete to
various extents. A typical feature of all hepadnavirus genomes is their
compact organization. All nucleotides (nt) have coding capacity in one
open reading frames (ORFs); many nt have this capacity in two ORFs.
In addition, all regulatory elements such as promoters and enhancers,
as well as various other cis-elements, overlap with coding information.

The three major ORFs, C, P, and S, encode the core protein, the P
protein, and the small surface protein (S). C and S are preceded by the
preC and preS (preS1 and preS2 in orthohepadnaviruses) regions that
give rise to N-terminally extended proteins. The precore protein is a
secreted nonassembling core protein variant that, after N- and C-
terminal processing, is found in serum as HBeAg (or DHBeAg in
DHBV). Its function might be to modulate the immune response to
the core protein, but this is poorly understood (Section IV.A.3). Simi-
larly, cotranslation of the preS region with S yields the L protein
(which in HBV is the product of the complete preS1/preS2/S ORF;
preS2/S gives the M protein). Three major internal promoters drive
transcription of the C, S, and preS/S mRNAs, which all end after a
common polyadenylation signal; the C and, in mammalian hepadna-
viruses, the S transcripts have staggered 50-ends bracketing the up-
stream preC and preS2 ATGs. The C mRNA encompasses the entire
genome plus a terminal redundancy. The P protein is also translated
from this transcript which, in addition, is packaged into nucleocapsids
for reverse transcription; the transcript is therefore also termed RNA
pregenome, or pregenomic RNA (pgRNA). One major difference be-
tween the avian and mammalian viruses is the presence, in the latter,
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FIG 1. Comparison between DHBV and HBV. (A) Virion structure. The surface pro-
teins (L and S in avihepadnaviruses; L, M, and S in orthohepadnaviruses) are embedded
into the lipid envelope that enwraps the nucleocapsid formed by the core protein. Virions
contain the cellular heat-shock protein Hsc70 and, possibly, other cellular factors. The
genome inside the capsid is shown in its DNA form with one complete strand, with the
covalently linked TP domain of P protein, and the incomplete second strand. (B) Genome
organization. The different circles represent, from the periphery to the center, (i) the
various transcripts with the arroweads indicating start sites; (ii) the partially double-
stranded DNA genome with the circles numbered 1 and 2 representing the direct repeat
(DR) and Enh as the enhancer elements; and (iii) the open reading frames C, P, S, and X.
The " and D" denote the RNA stem-loops that act as encapsidation signals and replica-
tion origins for reverse transcription. The D" II is a second RNA element essential for
encapsidation in avihepadnaviruses that has no known counterpart in the mammalian
viruses. The SD and SA are the major splice donor and acceptor sites in DHBV. (See Color
Insert.)
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of an additional open reading frame called X. This frame encodes a
regulatory protein whose exact function is still incompletely under-
stood although a stimulatory effect on HBV replication has recently
been reconstituted in transfected hepatoma cell lines (Bouchard et al.,
2001). Stimulation correlates with the ability of HBx to release Ca2þ

from internal stores, which then leads to activation of kinases
(Bouchard et al., 2001; Nassal, 2002) that possibly target the capsid
protein (Section IV.A). Avian hepadnaviruses apparently lack an X
ORF although a ‘‘hidden’’ X-like ORF in DHBV has recently been
shown to be present and expressed in cultured cells (Chang et al.,
2001). It is unclear, however, from what RNA the X-like product would
be translated, and recent in vivo experiments in ducks did not provide
evidence for a functional importance of the gene product in DHBV
infection (Meier et al., 2003). A second obvious difference is the size
of the core protein, which consists of only about 180 amino acids (aa)
in the mammalian hepadnaviruses but about 260 aa in the avian
hepadnaviruses (Section IV.A).

A simplified view of the hepadnaviral infectious cycle is shown in
Fig. 2. The individual steps are briefly outlined in the figure legend.
Only those steps whose understanding has been greatly enhanced by
using the DHBV system and those that are addressed in the following
sections are listed. Enveloped virions bind, via exposed preS domains,
to specific receptor(s) on the hepatocyte surface and are internalized
(Section V.A.3). The nucleocapsid is released into the cytoplasm and
transported to the nucleus by way of nuclear localization signals
(NLSs) in the core protein (Section IV.A.1). The intact nucleocapsid
can apparently traverse the nuclear pore whose functional diameter,
with about 39 nm, appears to be significantly larger (Pante and Kann,
2002) than previously estimated (Dworetzky et al., 1988). The disas-
sembly of the capsid shell and release of the genomic RC DNA into the
nucleoplasm are not well understood but, eventually, the RC DNA is
converted into episomal cccDNA, which then acts as a transcriptional
template for cellular RNA polymerase II. Nuclear export of the ortho-
hepadnaviral transcripts is mediated by a posttranscriptional regu-
latory element (PRE) (Zang and Yen, 1999) whose counterpart, if any,
in avihepadnaviruses has not been defined; notably, a major spliced
transcript is produced from the pgRNA of avihepadnaviruses but not
orthohepadnaviruses (Obert et al., 1996).

Once in the cytoplasm, all viral RNAs are translated. The pgRNA
packaging relies on a specific chaperone-mediated interaction between
the P protein and an RNA stem-loop structure on the pgRNA called ",
which also acts as replication origin for RT (Section IV.B.2.1). The
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complex of the P protein with pgRNA is then believed to act as a
nucleation center for nucleocapsid assembly although the mechanism
is poorly understood. The P protein binds predominantly but not ex-
clusively to the pgRNA from which it has been translated, that is in cis

(Bartenschlager et al., 1990); however, there is also some evidence for a
cis-preferential recruitment of the core protein, at least under certain

FIG 2. Simplified scheme of the hepadnaviral infectious cycle. Infectious enveloped
virions containing the partially double-stranded circular DNA genome with the covalent-
ly linked P protein bind to cell surface receptor(s) (1), are internalized, and released the
nucleocapsid into the cytoplasm (2). The nucleocapsid transports the genome to the
nucleus (3) where it is converted into cccDNA (4). Transcription (5) yields subgenomic
RNAs (sgRNAs) and pregenomic RNA (pgRNA) that are exported (6) and translated in
the cytoplasm (7); sgRNAs give rise to the surface proteins L and S and, for orthohepad-
naviruses only, the M and X proteins. The pgRNA is a bicistronic mRNA for core and P
proteins. P protein binds to the " RNA stem-loop, mediating pgRNA encapsidation (8).
The precore precursor of HBeAg originates from a 50-terminally extended pgRNA species
(not shown) that is not encapsidated. Reverse transcription inside the immature RNA
nucleocapsid leads to the mature DNA-containing nucleocapsid (9), which is either
redirected to the nucleus for cccDNA amplification (3) or is exported via interaction with
the surface proteins at the endoplasmic reticulum (ER) or a post-ER compartment (10).
Some hepatoma cell lines support virion formation upon transfection or transduction of
cloned hepadnaviral genomes but, with one recent exception (Gripon et al., 2002), cannot
be infected. (See Color Insert.)
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conditions (von Weizsäcker et al., 2002). Whether initiation of reverse
transcription precedes assembly of the capsid shell is not finally set-
tled; however, the bulk of DNA synthesis occurs inside the specialized
environment of the assembled nucleocapsid (Section IV.B.2.b). DNA
synthesis seems to induce structural changes in the nucleocapsid
(a ‘‘maturation signal’’), enabling it to leave the cell via interaction
with the preS domains of the L protein at the ER or a later pre-Golgi
compartment. Notably, this requires preS to be on the opposite side of
the membrane than is required for interaction with cellular receptors
(Section IV.C.2.). Alternatively, the progeny nucleocapsids may be re-
directed to the nucleus, giving rise to some 10 to 100 copies of cccDNA
(Tuttleman et al., 1986a). For DHBV, there is strong evidence that
secretion versus nuclear transport is regulated by the availability of
the L protein (Summers et al., 1990).

IV. DHBV PROTEINS AND THEIR BASIC FUNCTIONS IN REPLICATION AND

MORPHOGENESIS

All hepadnaviruses produce three types of particles (reviewed
in Nassal, 1996): complete enveloped virions (diameter about 42 nm);
nucleocapsids which, in vivo, are found only intracellularly (core par-
ticles; diameter about 30 to 34 nm in cryo-electron micrographs
but only about 27 nm upon negative staining); and empty envelopes
(S particles, or subviral particles, SVPs) that are secreted in vast ex-
cess over virions. Orthohepadnaviruses produce two morphologically
distinct forms: 22-nm diameter (negative staining) spheres and fila-
ments with the same diameter but variable lengths. Avihepadnaviral
S particles are pleiomorphic but, in general, are less distinct from
complete virions.

A. The Core Protein

1. Functions of the Core Protein

All hepadnaviruses encode only a single core protein (Section IV.A.3
covers the secretory, nonassembling HBeAg). Its most obvious function
is to form the viral nucleocapsid which, as with all viruses, serves as a
protective container for the genome. The assembly capability resides in
the larger N-terminal domain, and nucleic acid binding is provided by
a C-terminal Arg-rich region. This two-domain structure is conserved
between mammalian and avian hepadnavirus core proteins, but their
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primary sequences differ substantially. The DHBV core protein con-
sists of 262 aa, and its HBV counterpart has only 183 aa (185 aa in
some subtypes); a comparison between parts of the two sequences is
shown in Fig. 3. It should be noted that the similarity in the N-
terminal part is rather low and that different algorithms yield differ-
ent alignments; a BLASTP search of the SwissProt database using
only the first 145 aa of the DHBV core protein (or DHBc) as a query
does not detect the HBV core protein (or HBc). Apart from the basic C-
terminal domain there is, however, one region of rather high similari-
ty; it starts around aa 144 of DHBc (corresponding to aa 98 of HBc) and
extends through what in the known HBc structure (Section IV.A.2) is
the last central and the C-terminal helix as well as through a bent Pro-
rich region involved in contacts between dimers (i.e., the multimeriza-
tion sites required for assembly). Why the avian viruses with their
even smaller genomes have a much larger core protein is enigmatic;
evidently, the smaller mammalian virus protein is fully functional. The
basic C terminus plays an important role in both proteins, not only in
pgRNA packaging but also in facilitating reverse transcription.

A further core protein function is the transport of the genome to the
nucleus where the RC DNA is converted into cccDNA. For the human
virus, this is likely to occur by an importin �/�-dependent pro-
cess mediated by one or more NLSs in the Arg-rich C-terminal region
(Kann et al., 1999). Intact capsids seem to traverse the nuclear pore
into the nuclear basket; the pore itself is substantially larger
than previously assumed (Pante and Kann, 2002). Under various cir-
cumstances, mammalian core protein and sometimes core particles
have been found in the nucleoplasm, but their physiologic relevance
is yet not clear. Nonassembled subunits are possibly imported and,
after reaching a critical concentration, spontaneusly assemble inside
the nucleus. For the DHBV core protein, by contrast, no intranuclear
accumulation has been reported. However, the basic motif PRRRRK
(aa 214–218) is not only predicted but, using fusions of C-terminal
DHBc segments with GFP, was also experimentally shown to act as
an NLS (Mabit et al., 2001); how exposure of this NLS is achieved
on intact nucleocapsids is not clear. The simultaneous presence of a
nuclear export signal (NES)-like activity might explain why there is
no bulk accumulation of nucleocapsids in the nucleoplasm. Small
amounts of nuclear core protein, however, have been detected
(Summers, unpublished data, Mabit et al., 2003) in distinct subnuclear
bodies early in infection, a fraction of which colocalized with pgRNA;
this raises the possibility that the core protein might somehow be
involved in the synthesis and/or maturation of the RNA. Indeed, the
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FIG 3. DHBc versus HBc. (A) The core proteins of DHBVand HBV. The proteins differ
substantially in length (262 aa versus 183 aa) and sequence. The two regions with
significant homology are shown in detail (| and +, identical and similar amino acids
respectively). In the upper sequence, the homologous region is highlighted by shading.
The lower alignment shows the C-terminal Arg-rich domains. NLS refers to the nuclear
localization signal in DHBc; the encircled P indicates major phosphorylation sites. (B)
The region that corresponds to the C-terminal end of the assembly domain (see also Fig.
4). This region’s structure is shown in HBc and comprises about half of the penultimate
helix plus the C-terminal helix as well as Pro-rich turn mediating interdimer contacts in
the capsid. The positions of the HBc amino acids are indicated, and the corresponding
DHBc amino acids are given in parentheses. The basic C-terminal domain (dotted line),
whose structure is not known, is drawn pointing toward the capsid interior.
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IFN-� resistance of a capsid protein deficient-mutant DHBV suggested
that the core protein has a role in the establishment of viral transcript
pools (Schultz et al., 1999).

A hallmark of many functions involving viral capsid proteins is that
they must be reversible to allow completion of the infectious cycle.
Capsids must assemble and disintegrate; genomic nucleic acids must
be bound and released; and nuclear import of the genome, if required
for replication, must be followed by export to allow for release of
progeny viruses. Apart from localization to different cellular compart-
ments, two potential levels of regulation are the quaternary structure
(assembled versus nonassembled) and chemical modification; obvious-
ly, each of them can influence the other. This discussion’s understand-
ing of these processes is limited for both mammalian and avian
hepadnaviruses; however, phosphorylation seems to be an important
regulatory mechanism. The major phosphorylation sites in DHBc and
HBc are located in the Arg-rich C terminus; they involve Ser- and Thr-
residues that are in a basic local environment and are followed by a
Pro-residue (HBc: S155, S162, S170; DHBc: T139, S245, S257, S259)
(Fig. 3). These motifs conform to consensus sites for different protein
kinases, and various kinases including PKC (Kann et al., 1993) and,
recently, Ser-Arg-rich protein kinases (SRPK1 and 2) have been pro-
posed to be responsible for HBc phosphorylation (Daub et al., 2002);
SRPK1 can also phosphorylate DHBc in vitro (Vogel and Nassal, un-
published data). In addition, a cdc2-kinase phosphorylation site may
be present at Thr174 within the region that is most highly conserved
between avi- and orthohepadnaviral core proteins (Barrasa et al.,
2001). Mutations supposed to affect phosphorylation can indeed pro-
foundly influence particle assembly and function; however, direct
structural consequences by the altered amino acid side chains are
difficult to exclude. Intracellular DHBc is more highly phosphorylated
than DHBc isolated from secreted virions (Mabit and Schaller, 2000;
Pugh et al., 1989), suggesting that phosphorylation and dephosphory-
lation are important during nucleocapsid assembly and maturation.
For HBc, there is evidence that phosphorylation precedes, and is
important for, pgRNA encapsidation (Gazina et al., 2000), but for
DHBc, the situation is less clear. Individual or combined, substitution
of the four major phosphorylation sites by either Ala or Asp (supposed
to mimic unphosphorylated and phosphorylated Ser and Thr, respec-
tively) had no major effect on pgRNA encapsidation (Yu and Summers,
1994). The most prominent phenotype was an apparent defect of
the S245A mutant in genome maturation. According to a recent re-
analysis, however, the mutation may instead selectively decrease the

DUCK HEPATITIS B VIRUS 15



stability of nucleocapsids containing mature, complete RC DNA. Un-
expectedly, introducing the likewise uncharged Asn instead of Ala led
to stable capsids and enveloped virions, which were, however, nonin-
fectious. This suggests that phosphorylation of Ser245 is not essential
during RNA packaging and reverse transcription but that it may play
a role after infection of a new cell, such as in destabilizing the capsid
for genome uncoating (Köck et al., 2003). At present, a coherent inter-
pretation of these mutational data is difficult: it is not clear how well
the substitutions mimic phosphorylated and nonphosphorylated serine
or threonine because the structural details of charge distribution and
hydrogen bonding patterns are not identical, the authentic phosphor-
ylation reactions may proceed sequentially, and RNA/DNA binding
as well as the overlapping NLS function of the Arg-rich region are
certainly all influenced by the mutations.

Mutational analyses of the envelope proteins strongly suggest that
nucleocapsid envelopment is due to specific interactions between the
core particle and cytoplasmically exposed preS domains of the L pro-
tein (Section IV.C.3) (Bruss and Vieluf, 1995; Summers et al., 1991). In
an extensive mutational screen of the HBV core protein, most muta-
tions affecting envelopment mapped to the canyons surrounding
the tips of the capsid rather than the tip structures themselves (Ponsel
and Bruss, 2003). Unfortunately, no similar high-resolution structural
data are yet available for DHBc. However, also in the absence of the
L protein, a fraction of DHBV nucleocapsids become membrane asso-
ciated, and such capsids resemble those present in virions in that
they are hypophosphorylated and contain mainly mature DNA gen-
omes (Mabit and Schaller, 2000). This suggests that phosphorylation/
dephosphorylation accompanies genome maturation, either as a cause,
or as a consequence, and that these events could profoundly affect the
capsid structure.

2. Capsid Structure and Assembly

Recombinantly expressed HBV core protein spontaneously assem-
bles into capsid-like particles (CLPs). The isolated assembly domain
(aa 1–149), lacking the Arg-rich C terminus, is particularly well ex-
pressed in bacteria (Birnbaum and Nassal, 1990). By cryo-electron
microscopy and image processing (Baker et al., 1999), electron density
maps of such CLPs were determined at about 7.5 Å resolution. Inte-
gration of these and numerous biochemical data (reviewed in Nassal,
1996, 2000) allowed, for the first time ever, to directly predict the
three-dimensional (3-D) fold of a protein from electron microscopy, as
shown in Fig. 4 (Böttcher et al., 1997; Conway et al., 1997), and this
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structural model was fully confirmed by X-ray crystallography (Wynne
et al., 1999). The capsid itself has icosahedral symmetry. There are two
classes of capsids: a minor one consisting of 180 core protein subunits
(triangulation number T ¼ 3) and a major one consisting of 240 sub-
units (T ¼ 4), which is probably the biologically relevant structure
(Kenney et al., 1995). Definitely solving this issue will require high-
resolution analyses of authentic, genome-containing nucleocapsids.
A characteristic feature, predicted by biochemical data (Nassal et al.,
1992; Zhou and Standring, 1992), is that two monomeric subunits form
a very stable, symmetrical dimer; the overall dimer shape resembles
the letter T, turned upside down, in which the dimer interface forms

FIG 4. Structure of HBV and DHBV capsids. (Top left) The HBV core protein fold in
one subunit. The shaded part corresponds to that shown in Fig. 3. (Top right) Interac-
tions between the central two helices, two subunits that form a stable, four-helix-bundle
dimer resembling an upside-down letter T. (Bottom left and right) The 3-D reconstruc-
tions, derived by cryo-electron microscopy of recombinant HBc and DHBc particles
(Böttcher and Nassal, unpublished data). These images reveal a similar overall architec-
ture but a much more elaborate structure in the DHBc spikes, indicating the presence of
six helices per spike rather than the four in HBc.
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the central stem, and each subunit contributes one half of the crossbar
(Fig. 4). The crossbars, corresponding to the C-terminal part of the
assembly domain’s primary sequence, contain the interaction sites
between individual dimers and are thus responsible for capsid assem-
bly; the stems protrude from the capsid surface as prominent spikes
that are readily visible by conventional negative staining electron
microscopy.

Much fewer data are currently available for the DHBV core protein.
One reason is that most investigators concentrated on the medically
important human virus and, indeed, a new class of drugs targeting the
capsid has very recently been described (Deres et al., 2003). Another
reason is that recombinant expression of DHBc was much less effi-
cient. Transfection studies revealed that particles from a variant
truncated after aa 226 were devoid of DNA (Schlicht et al., 1989), while
deleting fewer amino acids from the C terminus gradually affected (þ)-
strand DNA synthesis and RC DNA formation (Yu and Summers,
1991); alternatively, the lack of detectable RC DNA in variants lacking
16 or more amino acids might be explained by the selective destabili-
zation of capsids containing full-length RC DNA (Köck et al., 2003).
Variants lacking just the last 12 aa appeared normal in RC DNA
formation but were noninfectious (Schlicht et al., 1989). Another study
showed, by negative staining, that a recombinant derivative truncated
at aa 229 still formed particles (Yang et al., 1994). Earlier cryo-electron
microscopy revealed that recombinant DHBV and HBV capsids have a
similar architecture but that the spikes are much larger, consistent
with the larger size of the DHBV core protein (Kenney et al., 1995).
Using a newly established and highly efficient bacterial expression
system for DHBc, researchers are currently readdressing some of its
fundamental biochemical properties. Various C-terminal deletions
showed that the first 195 aa are still competent for particle formation;
this corroborates the alignment shown in Fig. 3, according to which
DHBc V195 is homologous to V149 in HBc. Different from HBc, such
truncated DHBc molecules form increasingly polymorphic particles
that are not suited for high-resolution structural studies. New data
indicate that the region between aa 100 and 125 can be replaced by
small foreign peptides sequences without abolishing particle forma-
tion. This segment is therefore probably part of the exposed surface
spikes. Preliminary intermediate resolution 3-D reconstructions of
DHBV capsids (Fig. 4) derived from the full-length protein strongly
suggest that the protein forms similar T-shaped dimers as the human
virus protein and that the interdimer contacts also rely on extensions
protruding in opposite directions from the dimers; in addition, the

18 URSULA SCHULTZ ET AL.



spikes appear to be formed by six rather than four helices (Böttcher
and Nassal, unpublished data). The extra helices might be contributed
by central regions, but the primary sequences of HBc and DHBc are
too divergent for meaningful inferences, except that the high homology
region following aa 145 (see Fig. 3) can be modeled into a similar struc-
ture as the corresponding sequence following aa 98 in HBc; this sug-
gests that, in this region, DHBc has a similar structure and uses
similar contacts for multimerization. An alternative, and intriguing,
possibility is that the extra density at the spikes is caused by the
C-terminal basic regions protruding out from the particles (see
subsequent paragraphs). Additional data, however, such as structural
analysis of internal deletion and insertion variants, are needed to
directly trace the peptide chain.

As emphasized before, the nucleocapsid is not a static structure but
rather a dynamic assembly that undergoes regulated structural tran-
sitions. Generation of progeny virions requires formation of stable
nucleocapsids in the producer cell, whereas infection of a new cell
requires disassembly, or at least opening, of this stable structure to
allow release of the viral genome. In hepadnaviruses, yet another
dimension is added by the fact that reverse transcription of the pgRNA
takes place almost entirely inside the capsid. Hence, there are RNA-
containing as well as DNA-containing nucleocapsids at various stages
of maturation. At present, it is unclear, even with the high-resolution
HBV capsid structures at hand, to which of those various forms of
natural nucleocapsids they correspond. Given the experimental limita-
tions with HBV, DHBV should offer a chance to obtain sufficient
quantities of nucleocapsids halted at various maturation stages for
high-resolution electron microscopy studies. There is little doubt, how-
ever, that the biochemical properties and, consequently, the structures
of the nucleocapsid are indeed altered upon reverse transcription of
the pgRNA. As was noted early on, enveloped virions contain almost
exclusively mature RC DNA (Summers and Mason, 1982), suggesting
that only nucleocapsids containing a replication-competent genome
and a functional P protein gain the ability to be enveloped and be
secreted; conceivably, formation of double-stranded DNA (dsDNA) in-
side the capsid lumen transmits a ‘‘maturation signal’’ (i.e., a structur-
al change) to the capsid surface. Evidence supporting this model has
been obtained for both HBVand DHBV (Gerelsaikhan et al., 1996; Wei
et al., 1996); a possible experimental restriction is the release, by an
unknown mechanism, of nonenveloped nucleocapsids from transfected
cells that can obscure the analysis of the genome form present
in secreted virions. However, it appears that even these released
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nucleocapsids contain mainly mature RC DNA (Mabit and Schaller,
2000), and the selective envelopment of mature dsDNA-containing
nucleocapsids has been corroborated after thorough separation of en-
veloped from nonenveloped DHBV particles (Perlman and Hu, 2003).
Because phosphorylation patterns also change with maturation, and
because the mapped phosphorylation sites reside in the Arg-rich
C terminus (which, according to the EM data, is mostly if not entirely
located inside the capsid lumen), it is tempting to speculate that the
maturation signal consists of a rearrangement that leads to the expo-
sure of this region on the capsid surface; such a mechanism could also
make the NLSs accessible to the nuclear transport machinery. As of
yet, however, there is no direct evidence to support this mechanism,
and, as for phosphorylation per se, it is not clear how many of the 240
core protein subunits would have to undergo this switch to change the
overall properties of the nucleocapsid.

3. DHBeAg

Translation of the joint preC/C ORF yields the precore protein, an
N-terminally extended form of the core protein that, through the
signal peptide function of the preC encoded amino acid, is directed
into the cell’s secretory pathway. During this passage, the HBV precore
protein is processed such that the first 19 of the 29 additional
N-terminal amino acids and the entire Arg-rich region are removed;
the final product found in the serum of infected individuals is known as
HBeAg. Likewise, all avihepadnaviruses contain an in-frame preC
region that for DHBV comprises 43 aa, including four cysteines as in
the mammalian viruses. In HBV, the one Cysresidue remaining in
mature HBeAg (at position �7 relative to the start of the core protein)
is essential for the distinct structure and antigenicity of HBeAg: it
forms an intramolecular disulfide bond with Cys61, which in HBcAg
is located in the capsid spike, and an intermolecular disulfide bond to
Cys61 in the second dimer subunit can form. Hence, the precore-
specific intramolecular disulfide bond massively influences the pro-
tein’s structure (Nassal and Rieger, 1993). The only cysteine in
DHBcAg (position 153) clearly corresponds to Cys107 in HBcAg (see
Fig. 3) and is highly unlikely to be available for disulfide bonding with
any of the DHBV preC-encoded cysteines (Schlicht, 1991). Hence, the
structural basis for DHBeAg as a distinct antigen from DHBcAg is
unknown and so are the exact processing sites of the precore protein.
The function of both the mammalian and the avian HBeAg and/or their
precore precursors is still obscure; precore-deficient HBVs have fre-
quently been found in patients (Carman et al., 1989; Thomas, 1995).

20 URSULA SCHULTZ ET AL.



Taking advantage of the DHBV system, Summers et al., have begun
to address this question by infecting ducks with mixtures of wild-type
and precore-deficient DHBV variants (Zhang and Summers, 1999).
Their data suggest that DHBeAg, and by inference HBeAg, may pro-
vide a selective advantage during some stages or conditions of infection
but not others. DHBV provides a unique opportunity to follow up these
promising results by quantitative analyses that are not possible with
the human virus.

B. The Reverse Transcriptase (P Protein)

1. Structure of the P Protein

All hepadnaviral P proteins share a common principal structure
(Fig. 5). With about 90 kDa, these proteins are substantially lar-
ger than retroviral RTs, mainly due to the presence of the additional
N-terminal TP domain and a spacer region that connects TP to the
polymerase and RNaseH domains typical of all RTs (Xiong and
Eickbush, 1990). Although the P protein sequences are quite divergent
even in these common domains, they contain several short signature
boxes (Eickbush, 1994; Sousa, 1996) that occur in the corresponding
domains of other polymerases. A recent molecular modeling study of
the polymerase domain of the HBV P protein, using HIV pol as a
template, predicts a high structural similarity to the corresponding
domain of HIV-1 RT (Das et al., 2001). Mutational studies on the box C
motif containing the sequence Tyr-Met-Asp-Asp (YMDD) confirmed
the importance of the two Asp residues (Chang et al., 1990; Radziwill
et al., 1990), which in other RTs coordinate, together with a third acidic
residue in box A, two essential metal ions (Steitz, 1999). The participa-
tion of box C residues in active site formation is further underlined by
the natural occurrence of mutations during chemotherapy of chronic
hepatitis B in humans with nucleoside analogues (Mutimer, 2001).
These studies have been extended to phenylalanine 451 (F451) of
the DHBV P protein because, based on alignments, this aromatic
residue in the A-box could be equivalent to Y115 in the HIV-1 and
F155 in the MoMLV RT; which are important parts of the dNTP
binding pockets. Replacement of F451 by amino acids with smaller
side chains, in particular Ala and Gly, enabled the protein to use
rNTPs instead of dNTPs to initiate reverse transcription in vitro (see
subsequent paragraphs). Hence, F451 is important for dNTP versus
rNTP discrimination, indicating a similar architecture of the active
site and the dNTP binding pocket in hepadnaviral and retroviral
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reverse transcriptases. Further molecular modeling studies, including
data already generated for the RNase domain (Chen et al., 1994),
may soon reveal a more detailed picture of the structure of P protein
However, the unique features of hepadnaviral replication including
the priming role of TP, the template specificity for ", and the strict
dependence on cellular factors will not yield to this approach
but rather require experiments directly addressing the underlying
interactions.

FIG 5. Structure and activation of DHBV reverse transcriptase. (A) Domain organiza-
tion. The unique terminal protein (TP) at the N terminus is connected through a
dispensable spacer to the reverse transcriptase (RT) and RNaseH (RH) domains found
in all reverse transcriptases (B) Chaperone-mediated activation of DHBV P protein. The
scheme is derived from a recently developed in vitro reconstitution system (Beck and
Nassal, 2003). The P protein is in a closed conformation unable to bind " RNA unless
assisted by Hsc70 and Hsp40; in intact cells, additional factors might contribute to P
activation. The weak initial interaction of Hsc70–ATP with P is stabilized through
Hsp40, which stimulates the Hsc70 ATPase activity to form an activated P* complexed
with probably two molecules of Hsc70–ADP. In the absence of D", an equilibrium concen-
tration of P* is formed due to continuous decay and reformation; in its presence, a more
stable P*-D" complex is formed. Through induced-fit structural alterations in the RNA
and the protein, the complex becomes competent for initiating DNA synthesis of a short,
D"-templated DNA primer whose 50-end is covalently linked to a Tyr-residue in the TP
domain. Whether the chaperones are still bound at this stage is not known. The DNA
oligonucleotide is subsequently translocated to a direct repeat element close to the 30-end
of pgRNA to prime synthesis of a complete first-strand DNA molecule (not shown). (See
Color Insert.)
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2. Enzymatic Activities of the P Protein

a. Replication Initiation Many retroviral reverse transcriptases,
even if recombinantly expressed in bacteria, can use any given RNA
template when provided with a suitable primer and dNTPs (as
is evident from their application to cDNA synthesis). For years, he-
padnaviral P protein activity could be studied only by transfection, and
most attempts to produce a recombinant P protein in a simple heterol-
ogous system, such as Escherichia coli had failed. A major advance
was the demonstration, by Seeger and colleagues, that DHBV P pro-
tein (in vitro-translated in rabbit reticulocyte lysate (RL) and therefore
under cell-free conditions) was able to perform the authentic template-
specific initiation reaction (Wang and Seeger, 1992). The P mRNA used
for in vitro translation contained, at its 30-end, a copy of the RNA
encapsidation signal (", or D" for DHBV). This RNA stem-loop struc-
ture, present twice on the terminally redundant pgRNA, had been
recognized as an essential cis-element for specific pgRNA packaging
into nucleocapsids, mediated by P protein binding. Further experi-
ments in the RL system soon suggested that the P–D" interaction is
also indispensable for initiation of DNA synthesis. This was confirmed
genetically for both DHBV (Pollack and Ganem, 1994; Wang and
Seeger, 1993) and HBV (Nassal and Rieger, 1996) although, in trans-
fected cells and in the context of a complete virus genome, only the
50-proximal " copy is active (Rieger and Nassal, 1996). Hence, " also
acts as replication origin for first-strand DNA synthesis. A further
useful feature of the RL system is that D" provided as a separate,
small RNA also fulfills this function.

Therefore, it became possible to investigate the influence of muta-
tions in DHBV P protein (i.e., by using correspondingly altered in vitro

transcripts as mRNAs) as well as in D" RNA on the initiation reaction.
Because of a limited size of about 60 nt, even completely synthetic D"

RNA variants could now be studied. Using chimeric RNA–DNA mole-
cules, for instance, it was shown that five ribonucleotides in the D"

bulge region are necessary and sufficient to make a suitable template
for the P protein; all other positions can also be occupied by deoxyr-
ibonucleotides (Schaaf et al., 1999). Obviously, there are no restrictions
concerning the exact composition of the bases and the sugar moieties
that can be used for such studies. Once the secondary structures
of wild-type D" (wtD") and various mutants had been established
(Beck et al., 1997), structural features could be correlated with the
ability of a given RNA to bind to P protein and its suitability as a
template for initiation of DNA synthesis (Beck and Nassal, 1997).
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These two properties are not entirely equivalent: P protein binding is
necessary but not sufficient for initiation. P binding usually requires
that an RNA can adopt a wt-like secondary structure containing a few
specific bases at defined positions; mutations causing formation of a
stable non-wt-like structure prevent binding. Surprisingly, at first
sight, some RNA mutants meeting the first criterion and binding to
P failed to act as replication origin; another mutant bound despite a
clearly different structure and supported DNA initation just as did the
wtRNA. This apparent paradox was explained by the finding that
P protein binding is accompanied by a major structural change in the
D" RNA, in particular a loss of base pairing in the upper stem (Beck
and Nassal, 1998). The mutant RNA that was inactive as a template
could not undergo this structural alteration, whereas the mutant with
a free-state structure different from wt adopted a wt-like structure
when complexed with the P protein. This strongly suggests that the
structural rearrangement is functionally important to properly juxta-
pose the priming Tyr-residue in the TP domain and the polymerase
active site on the template region within D". This induced-fit mecha-
nism also appears to affect the protein’s structure because free
P protein and P protein with bound D" RNA differ in their susceptibil-
ity toward proteases (Tavis et al., 1998). A thorough mechanistic un-
derstanding will, however, eventually require direct 3-D structural
data.

This goal, until recently, seemed to be far out of reach, not only because
of the difficulties in generating appreciable amounts of full-length
recombinant P protein but also because the replication-competent
P complexes generated in RL contained additional, functionally essen-
tial cellular components. RL contains abundant amounts of chaper-
ones, many of which were originally identified as heat shock proteins
(Hsps) because their expression is strongly induced by increased tem-
perature or other stress conditions; however, most Hsps are also highly
expressed under normal conditions because of their essential role in
general protein folding (reviewed in Hartl and Hayer-Hartl, 2002). The
most basic are Hsp70 (or Hsc70 when referring to the constitutively
expressed form) and Hsp40; their bacterial homologues are DnaK and
DnaJ. It is estimated that about 20% of all newly synthesized proteins
in the eukaryotic cytosol are folded by the Hsp70/Hsp40 system.
Another abundant eukaryotic chaperone is Hsp90. Besides Hsp90’s
general role in buffering the phenotypic consequences of mutations
(Queitsch et al., 2002), it is mostly recognized for its more specialized
function in activating many key regulator proteins, such as nuclear
hormone receptors and protein kinases. The best studied examples are
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the steroid hormone receptors (Pratt and Toft, 2003). Upon binding of
their cognate hormones, these receptors translocate into the nucleus to
function as transcriptional transactivators. Free receptors are unable
to bind hormone, probably because the hydrophobic steroid binding
pocket is inaccessible. Opening of this pocket is only achieved when the
receptors are complexed with Hsp90 and additional cofactors. Early
immunoprecipitation studies suggested that, through sequential inter-
actions with Hsp70, Hsp40, and the Hsp-organizing protein Hop, ma-
ture hormone binding competent complexes are assembled that
contain Hsp90, a small acidic protein called p23, and a tetratricopep-
tide repeat (TPR) containing immunophilin such as cyclophilin 40
(protein kinase complexes appear to contain, instead, p50 whose yeast
homologue is known as CDC37). Similar complexes were then recon-
stituted from the isolated receptors, stripped of their associated fac-
tors, by incubation in RL. Finally, hormone binding activity was
reconstituted entirely from purified components. According to the cur-
rent model, Hsp70 and Hsp90 are absolutely essential, while Hsp40,
Hop, and p23 are not essential but increase the rate, or extent, of
receptor complex formation.

Several lines of evidence suggested that the DHBV P protein is
activated for D" binding in an analogous manner. Depletion of RL from
Hsp70 or Hsp90 by antibodies, or addition of geldanamycin, an antibi-
otic that inhibits the interaction of Hsp90 with p23, strongly reduced P
protein activity (Hu and Seeger, 1996); p23 could be detected in DHBV
nucleocapsids and, as inferred from its frequent association with
Hsp90, it was proposed that the entire P protein chaperone complex
is encapsidated (Hu et al., 1997). A potential difficulty with these
experiments is the tiny amount of P protein obtainable by in vitro

translation and the very high abundance plus pleiotropic activity of
most of the chaperones, both in intact cells and in RL. This warranted
new efforts toward recombinant expression of P protein. Truncated
versions of P protein fused to GST could indeed be generated in E. coli,
though with limited yield (Hu and Anselmo, 2000); in a different
approach, the TP and the reverse transcriptase/RNase H (RT/RH)
domains of P protein were genetically separated and expressed as
individual polypeptides (Beck and Nassal, 2001). Both preparations
could be reconstituted into initiation-competent complexes in RL that
retained the dependence on the authentic D" template. Hu et al. (2002)
reported the successful in vitro reconstitution of the GST fusion pro-
teins with purified chaperones; reconstitution required Hsp70, Hsp40,
Hsp90, and Hop; p23 accelerated activation but was not essential. This
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is essentially the same set of factors that is also required for steroid
hormone receptor activation.

In the meantime, improved bacterial expression constructs have
been generated that allow for the efficient generation of soluble
DHBV P protein derivatives in much larger quantities. An important
feature is the fusion to a solubility-enhancing protein domain such
as the bacterial NusA, or GrpE protein. Both fusion proteins could
be reconstituted into priming-active complexes with purified chaper-
ones; unexpectedly, however, Hsc70 and Hsp40 plus ATP were not
only necessary but sufficient for activation (Beck and Nassal, 2003).
Trivial explanations for this apparent contradiction, such as contami-
nation with Hsp90, could be excluded; by improving the reaction
conditions, the initially modest activation levels could be greatly
increased such that they even exceeded those obtainable in RL. Kinetic
analyses suggest that two molecules of Hsc70, mediated by stimula-
tion of their ATPase activity by Hsp40, interact with P protein and
generate a metastable activated state P* that is able to bind D"

RNA. In the absence of D", P* decays with a half-life of several minutes
while, in its presence, DNA synthesis-competent complexes accumu-
late with a constant rate over several hours (see Fig. 5B). The mecha-
nism underlying P* formation remains to be established. One option
is that the C-terminal RNase H domain occludes the D" RNA binding
site, which must reside between the TP and RT domains to allow
simultaneous access to the template region of the priming Tyr-residue
in TP and the polymerase active site in RT; Hsc70 may prevent this
occlusion by altering the relative juxtapositions of the individual
domains. Whether Hsc70 remains bound to the P protein during
D" RNA binding and/or the subsequent initiation of DNA synthesis
is not clear. However, such questions should now be experimentally
addressable. With some optimism, the relatively simple composi-
tion of this two-chaperone reconstitution system may even provide a
starting point for structural analyses of the hepadnaviral initiation
complex.

These data indicate that, in contrast to steroid hormone receptors,
there is no fundamental requirement for Hsp90 in in vitro P protein
activation. Nonetheless, additional factors, including but not restricted
to Hsp90, could be involved in more complex environments such
as RL and particularly in intact cells. A growing number of factors
modulating the chaperone activity of Hsc70 are known, such as Bag,
Hip, and CHIP. The basic Hsc70 cochaperone Hsp40 comes, itself, in
different forms. In addition, the Hsc70 interaction domain of Hsp40,
called J-domain after the prototypic prokaryoticHsp40DnaJ, is present
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in a large family of otherwise diverse proteins (Kelley, 1998). Several of
them can recruit Hsc70 to specific targets; an example is hTid-1, a
J-domain protein recently found associated with the HTLV-1 Tax pro-
tein (Cheng et al., 2001) and the herpes simplex virus origin binding
protein UL9 (Eom and Lehman, 2002). It would therefore not be too
surprising if, in vivo, a specialized J-domain protein rather than nor-
mal Hsp40 were involved in P protein activation. Notably, apart from
the chaperone dependence of telomerase (Forsythe et al., 2001), Hsp40
has very recently also been implicated in Brome mosaic virus replica-
tion (Tomita et al., 2003). Eventually, chaperone dependence may turn
out be an important aspect of viral replication in general.

As noted earlier, the HBV P protein as well as the DHBV protein
can be in vitro translated, but the HBV P protein does not show
any activity. The reasons are obscure. One speculation is that the
rabbit chaperones in RL are not compatible with the human virus
protein; this inactivity should now be addressable using the simple
two-chaperone reconstitution system that would also allow the use
of combinations of Hsc70 with different Hsp40s and possibly other
J-domain proteins.

b. Genome Maturation While hepadnaviral replication initiation
has now become amenable to biochemical studies, this has not yet
been achieved for the subsequent steps of genome maturation because
the various template switches proceed properly only within the
specialized environment of the nucleocapsid. Core protein in vitro

translated in RL can assemble into capsids; however, there is no
clear evidence that, in the presence of cotranslated P protein and an
"-containing RNA, replication-competent nucleocapsids are formed;
this may relate to the absence of the cap and polyA structures on the
commonly used RNAs, but other explanations may be invoked as well.
At any rate, analyses of genome maturation are currently restricted to
genetic methods. Most of the new findings discussed next relate to the
nucleic acid templates rather than P protein. In brief, the steps are as
follows:

1. The short DNA oligonucleotide primer copied from " and cova-
lently attached to the TP domain of the P protein is translocated
to a 30-proximal direct repeat (DR1*) element (first template
switch); sequence complementarity is important but, because of
the short length of the "-derived primer, cannot solely be respon-
sible for the specificity of this template switch (Loeb et al., 1996;
Nassal and Rieger, 1996). Next, the DNA primer is extended all
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the way to the 50-end of the pgRNA template, yielding a complete
(�)-DNA strand with a short terminal redundancy.

2. Concomitantly with (�)-DNA synthesis, the RNA template is
degraded by the RNase H activity of P protein, except for a
50-terminal oligonucleotide whose 30-end consists of the 50-copy
of DR1.

3. For relaxed circular DNA formation, the RNA oligonucleotide is
transferred to the third copy of the direct repeat, DR2, located
shortly upstream of DR1*, where it serves as a conventional
primer for (þ)-strand DNA synthesis (second template switch),
which then proceeds to the 50-end of the (�)-DNA, generating a
short terminal redundancy.

4. In a final template switch, the 50-end of the (�)-DNA template
is exchanged for the identical sequence at the 30-end, such
that now the (þ)-strand can further be elongated, yielding the
relaxed circular genome. Transfer of the RNA oligonucleotide
to DR2 is usually less than complete, and a fraction of (þ)-
strand DNAs are extended from the primer still bound to its
original 50-proximal position; this reaction, called in situ priming,
gives rise to a linear double-stranded form of the genome;
in DHBV, this side reaction is suppressed by a small hairpin
that favors transfer of the RNA primer to DR2 (Habig and Loeb,
2002).

Again, sequence complementarity is essential for the specifity of
these template switches, but it cannot explain how the proper copy of
each of the repeat elements is selected during each step. The simulta-
neous requirement for the P protein at the 50-proximal " element and
at the 30-proximal DR1 prompted the early speculation of the pgRNA
possibly adopting a circular structure (Nassal et al., 1990); it is now
well established that protein factors binding to an mRNA’s 50-cap and
its 30-poly(A) tail bring about such a circular structure, and evidence
for a role of the cap in pgRNA encapsidation has been obtained (Jeong
et al., 2000). Similarly, proper juxtaposition of the critical elements on
the (�)-DNA might explain the specificity of the template switches
during (þ)-strand DNA synthesis. Though attractive, this model
also appeared difficult to prove experimentally. However, in a series
of elegant genetic experiments, again using DHBV as a model, strong
evidence has been provided that long-range base-pairing interactions
between regions far apart in primary sequence are main contributors
to the specificity of the template switches. The Loeb laboratory first
showed that not only the directly involved donor and acceptor sites,
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i.e., DR1 and DR2 and the short terminal redundancies are important
for RNA primer translocation and circularization but so are previ-
ously unrecognized cis-elements called 3E, M, and 5E close to the
two ends and in the center of the (�)-DNA (Havert et al., 2002).
The same group also succeeded in directly demonstrating that base-
pairing between these elements is critical for their functions, likely
because it brings the actual donor and acceptor sites into close prox-
imity (Liu et al., 2003; this reference also contains an illustrative
scheme of the complex events during DNA synthesis). How the core
protein and possibly other factors inside the nucleocapsid affect the
dynamics of these rearrangements remains an intriguing mystery to
be solved.

The importance of long-range nucleic acid interactions probably
extends beyond reverse transcription. DHBV pgRNA contains splice
sites, and a fraction of it is indeed spliced (Obert et al., 1996); however,
for core and P protein translation as well as for DHBV pgRNA’s func-
tion as pregenome, the unspliced pgRNA is required. Because for
intron-containing mRNAs splicing is the default pathway, the exis-
tence of a mechanism that suppresses pgRNA splicing is implied.
Recently, strong evidence has been provided that this mechanism is
based on splice site occlusion by base pairing with a remote part of the
pgRNA (Loeb et al., 2002).

A related aspect where DHBV appears to employ a more compli-
cated mechanism than the mammalian hepadnaviruses is pgRNA
encapsidation. The HBV " RNA stem-loop is sufficient to mediate
encapsidation of a foreign RNA; in DHBV, an additional RNA element,
called region II is required and is more than 1 kb downstream of
D" (Calvert and Summers, 1994). In a recent quantitative study, region
II was further narrowed down and shown to be as essential for
encapsidation as the traditional D" signal; basically, the same
holds for HHBV (Ostrow and Loeb, 2002). This might suggest that
an interaction between D" and region II is required for efficient
encapsidation.

C. Envelope Proteins

1. Primary Structures and Functions of the Envelope Proteins

The DHBV envelope proteins, encoded by a single ORF divided into
the preS and the S domains (Fig. 6), are translated from two mRNAs
(2.35 and 2.13 kb) acting as templates for the 36-kDa L protein and the
major 17-kDa S protein (Büscher et al., 1985). Both proteins (Fig. 6)
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share an identical carboxy-terminal region of 167 aa, representing the
S protein, with an additional 161 N-terminal aa forming the preS
region (Pugh et al., 1987). The preS region contains four potential in-
frame start codons at nucleotides 801, 825, 882, and 957 (Mandart
et al., 1984). The full-length L protein is initiated from the AUG at
position 801, yielding a protein with an N-terminal consensus se-
quence for myristylation (Persing et al., 1987) and with an expected
molecular weight of 35.7 kDa. The N-terminal myristoylation signal
(Met-Gly) is conserved in the L protein of all the hepadnaviruses. The
S protein, P17, is synthesised from the AUG at 1284 (Marion et al.,
1983). Western blots of liver or sera show two dominant L protein
bands with sizes reported between 35 to 37 kDa (Fernholz et al.,
1993; Macrae et al., 1991; Pugh et al., 1987; Schlicht et al., 1987). The
slower migration of one of these two species is due to phosphorylation
at serine 118 in preS (Grgacic and Anderson, 1994; Grgacic et al., 1998;
Rothmann et al., 1998). The phosphorylated and nonphosphorylated
forms of L are designated P35 and P36, respectively. A minor form of L,
occasionally detected at approximately 37 kDa, may result from phos-
phorylation at additional Ser and Thr sites in preS. The other major L
species consistently found in the liver is a protein of 28 kDa, shown to
be a proteolytic product of the L protein rather than a product of
internal initiation analogous to the middle (M) protein of mammalian
hepadnaviruses (Fernholz et al., 1993). Whether the other minor pro-
tein species occasionally detected to occur at 33 and 30 kDa (Fernholz
et al., 1993; Grgacic and Anderson, 1994) originate from translation

FIG 6. The major DHBV envelope proteins. (Left) The Western blot shows the major
species of envelope proteins from DHBV subviral particles, with a (Right) schematic
representation of their preS and S domain structures. The transmembrane domains
are shown as numbered boxes, and the amino acid numbers indicate the sizes of preS,
preS/S, and S. The Western blot was probed with a rabbit antiserum to the loop region
between TM1 and TM2 in the S domain.
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initiation at the other in-frame AUGs at 825, 882, and 957 is not clear.
However, the sequential introduction of stop codons between succes-
sive AUGs in the preS/S ORF results in the synthesis of L polypeptides
from the next available downstream start codon and at much higher
levels than seen in the wild-type (Summers et al., 1991).

A third envelope protein species (St), derived from the S protein, has
been identified in serum particles and in endoplasmic reticulum (ER)
fractions of infected primary hepatocyte cultures and transfected cells.
This approximately 8-kDa species is a C-terminally truncated form of
S and is a significant constituent of particles, existing in an approxi-
mate molar ratio of St:L:S of 1:4:8 (Grgacic, unpublished data). Wheth-
er St is generated by protease cleavage in the ER or perhaps through
some translational defect remains unclear.

Unlike the HBV surface proteins, which exist in two forms, glycosy-
lated and unglycosylated, the envelope proteins of DHBV are not
glycosylated (Pugh et al., 1987) although consensus glycosylation sites
are present. This may be due to spatial constraints of the glycosylation
site (being located two amino acids from the C terminus of TM2) or the
normal proficiency of S folding. The partial S glycosylation resulting
from point mutations in an important upstream structural region
would suggest that glycosylation can occur but only in response to
changes in S folding (Grgacic, 2002).

The hepatitis B surface proteins are multispanning transmembrane
proteins, synthesized on the rough ER. The S and consequently the
L proteins have three hydrophobic regions that are predicted to form
�-helices. The location of the first two �-helices and the predicted
�-turns are well conserved in all hepadnavirus surface sequences.
The C-terminal region is more divergent, with incomplete alignment
with the mammalian sequence (Stirk et al., 1992). Thus, the predicted
third �-helix of DHBV is in alignment with the fourth helix of the
mammalian sequence. The topology of this C-terminal region has
not been determined experimentally, but because of its hydrophobic
nature, it may traverse the ER more than once.

The first and second hydrophobic regions of S are inserted into the
ER cotranslationally and are able to cause translocation of N-terminal
and C-terminal sequences respectively (Eble et al., 1986, 1987, 1990).
These two hydrophobic signal sequences, referred to as transmem-
brane regions 1 and 2 (TM1 and TM2), are not cleaved by a signal
peptidase once translocated into the ER lumen. TM2, which serves as a
signal sequence for translocation of the C-terminal region of the poly-
protein into the ER lumen, also has a translocation stop signal between
residues 80 and 99, which anchors the protein in the lipid bilayer. The
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lengthy hydrophilic loop region between TM1 and TM2 has been
shown to traverse the ER bilayer twice, thus forming a re-entrant loop
region with the apex of this loop ultimately exposed to the mature
particle’s surface (Section IV.C.3) (Grgacic et al., 2000).

The S protein is the major structural component of the particle: it
determines envelope curvature and drives the budding and secretion
of viral and subviral particles. While the roles of the various minor
L species have not been determined, the L protein has crucial functions
in assembly and entry that are based on the multiple membrane
topologies it adopts.

2. Unusual Multiple Transmembrane Topologies of the L Protein

Until the seminal studies of Ostapchuk et al., and Bruss et al., in
1994 demonstrating that the entire preS domain of HBV L was initi-
ally located at the cytoplasmic side of the ER membrane, it was as-
sumed that preS was translocated cotranslationally to the lumen of the
ER for ultimate exposure to the particle surface. This new model of L
protein topology (Fig. 7) brought about a fundamental change in the
understanding of hepadnaviral assembly. In a process unique to the
hepadnaviruses, the L protein is post-translationally translocated dur-
ing morphogenesis and this is regulated, by an unknown mechanism,
to 50% of L chains to achieve both the external receptor binding
function and the internal capsid interaction function (Bruss and
Thomssen, 1994; Bruss and Vieluf, 1995; Bruss et al., 1994; Ostapchuk
et al., 1994) (Fig. 7). This mixed functional topology of L was later
confirmed for DHBV (Guo and Pugh, 1997a; Swameye and Schaller,
1997) with the further insight that in addition to preS, TM1 was
also post-translationally inserted into the ER (Swameye and Schaller,
1997).

FIG 7. Dual topology of the L protein. (Left) The internal topology, present immediate-
ly after synthesis, is characterized by preS (heavy black line) and TM1 being cytosolically
disposed. (Right) In the external topology, adopted post-translationally in about half the
L molecules, the preS domain is translocated to the ER lumen and TM1, and the adjacent
cysteine-containing loop is inserted in the ER membrane.
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How such a dramatic topological shift, fundamental for production of
infectious virions, is achieved is currently under investigation and
surprisingly appears to differ between themammalian and avian virus-
es. For DHBV, L translocation depends on the presence of the S protein
(Grgacic et al., 2000). In contrast, post-translational translocation of
HBVLappears to be driven by the signal anchor (TM2) sequence via the
host cell translocation machinery, independent of the S protein
(Lambert and Prange, 2001). The role of DHBVS in translocation seems
to be linked to particle assembly with L, since amino acid substitutions
of two conserved charged residues in TM1 of S (K24 and E27) to Ala
abrogate both particle assembly and L translocation (Grgacic et al.,
2000). Whether translocation occurs through assembly of envelope
structures such as a hydrophilic translocation channel, as previously
proposed (Stirk et al., 1992), or through a chaperone-like role of S is
unknown. What is intriguing is that DHBV and HBV have adopted
different mechanisms of translocation, and this may be related to dif-
fering envelope protein folding pathways, as demonstrated by the in-
ability of avi- and orthohepadnavirus virus envelope proteins to form
pseudotypes between the two groups (Gerhardt and Bruss, 1995).

The envelope of DHBV contains a third topological form, intermedi-
ate to the internal/external L topologies (Guo and Pugh, 1997b) (Fig. 8).
This latter form was identified, through analysis of protease digestion
patterns, in exported subviral particles. It is assumed that this inter-
mediate topology is in fact an intermediate of the post-translational
translocation process and therefore exists as a topological form in the
ER prior to particle formation. Circumstantial evidence supports this
contention: (i) on exported particles, the phosphorylated site (S118) on
phospho-L is not accessible to phosphatase digestion in the absence of
detergent disruption despite its location between the receptor binding
domain (aa 30–115) (Urban et al., 1998) and an accessible V8 protease
site at E139; (ii) the presence of the phosphorylated form of L in the
50% of L chains that are protected (i.e., translocated from protease
attack in protease protection assays) suggests that the intermediate
topology is formed in the ER.

3. Structure and Assembly of Subviral Particles and Virions

DHBV has a spherical structure with a uniform diameter of approxi-
mately 40 nm, similar to the 42 nm HBV Dane particle. The double-
shelled structure seen by negative staining electron microscopy is
formed by the inner core of 27 nm, which is covered by the envelope or
surface proteins and a small amount of cellularmembrane lipid. DHBV-
infected ducks also produce large quantities of empty, subviral particles
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(SVPs) of a pleomorphic but roughly spherical appearance with varying
diameters (35–60 nm) (Mason et al., 1980; McCaul et al., 1985).

Unlike HBV where the sperical SVPs contain almost exclusively S
protein, those of DHBVare composed of all the envelope proteins found
in complete virions, including the mixed topologies of L; thus, they are
a ready source of particles for assembly studies and examination of
envelope topologies, which are pertinent to the infection process
(Section IV.C.4).

The assembly of hepadnaviruses is little understood, but what
is known is that mature virions are formed by the interaction of

FIG 8. Model of the DHBV envelope. A cross-section view of the proposed envelope
organization of S, L, and St proteins is shown. The predicted transmembrane domains
(1–3) are indicated by the cylindrical segments, with the bulk being contributed by the S
protein. The three topological forms of L are shown: (1) internal with TM1 and preS
inside the particle, (2) intermediate with the TM1 and preS traversing the envelope/lipid
shell, and (3) external with preS exposed to the particle surface. From Chojnacki, 2003.
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preformed cytoplasmic core particles with the preassembled surface
proteins on the ER membrane. Following interaction with the appro-
priate proportions of surface proteins, the nucleocapsids bud into the
lumen of the ER along with a 1000-fold excess of SVPs, and assembly is
completed in an intermediate, pre-Golgi compartment (reviewed in
Nassal, 1996). A unique feature of the hepadnaviruses in their status
as enveloped viruses is that little or no cellular membrane proteins are
present and the structural organization of the lipid bilayer may not be
maintained in the mature particle (Gavilanes et al., 1982; Satoh et al.,
2000), suggesting that the translocation, assembly along the ER mem-
brane, and budding of the particle involves a more compact interaction
between the envelope proteins. Increasingly, transmembrane domains
are being identified as important structural elements in membrane
protein assembly, and for many enveloped viruses, budding is depen-
dent on the formation of an envelope lattice through lateral interac-
tions of these domains (Garoff et al., 1998). Studies on the HBV S
protein have shown that TM1, while not essential for membrane inser-
tion, plays a role in particle assembly (Bruss and Ganem, 1991; Prange
et al., 1992). Similarly, in DHBV, this TM domain was shown to be
important for particle assembly with two charged residues, K24 and
E27, identified as essential determinants for L translocation and par-
ticle assembly (Grgacic, 2002). It is not clear, however, if these residues
are engaged in dimer formation through specific ionic interactions or
contribute to assembly indirectly.

Assembly of the HBVenvelope involves the accumulation of S mono-
mers along the ER, where initial contacts may involve such lateral
transmembrane interactions before they bud into the lumen and are
stabilized by disulfide bonds into dimers, eventually forming higher
order oligomers. Whereas the HBV S domain contains additional cyste-
ine residues, with those in the second hydrophilic, surface-exposed loop
involved in mixed dimer formation between L, S, and M (Wunderlich
and Bruss, 1996), the DHBV envelope proteins only contain the three
cysteines in the first hydrophilic loop that are strictly conserved in
all hepadnaviruses. These cysteines have been shown to be essential
for secretion of HBV subviral particles (Mangold and Streeck, 1993);
however, they do not form intermolecular disulfide bonds upon secre-
tion from the cell. For DHBV, the nature of the interactions involved in
envelope assembly is still not defined; without any structural knowl-
edge, a model of the particle based on envelope topologies, the ratio of
the three major envelope proteins, and the known domains or deter-
minants essential for assembly can only be assumed (Fig. 8).
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4. Diverse Functional Roles of the L Protein

The L protein displays a more complex functional role than expected
of a viral structural protein, and this is partly achieved by its mixed
topology. The orientation of viral envelope proteins spanning the ER
membrane is mirrored in the mature particle, so those domains located
in the ER lumen are found on the ectodomain of the particle, and
cytosolic domains remain internally disposed. Thus, the translocated
form of L makes preS sequences available on the external surface of
the mature virion for receptor binding (Klingmüller and Schaller,
1993; Le Seyec et al., 1999), while maintenance of an internal preS
domain enables the L protein to take on the suggested role of a matrix
protein for interaction with the nucleocapsid (Bruss and Thomssen,
1994). Specific regions in preS and beyond (aa 117–137 and aa
157–167) are required for capsid envelopment (Lenhoff and Summers,
1994b) although other regions of the S domain of L, which are exposed
to the cytosol, may also be involved. A defined region of preS (aa
30–115) acts as the minimum receptor-binding domain, binding to
carboxypeptidase D (CPD; formerly known as gp180) with high affinity
for attachment and internalization of the virus particle into the en-
dosomal compartment (Breiner et al., 1998; Köck et al., 1996; Urban
et al., 1998, 2000). Factors that enable endosomal escape or fusion with
the endosome membrane have not been defined although L chains that
are in the intermediate topology and form a highly folded, spring-
loaded structure, are strong candidates for a role in this process.
Traversing the membrane six times, this metastable structure is able
to undergo a major conformational change analogous to fusion activa-
tion. The conformational change induced experimentally in SVPs by
low pH increases particle hydrophobicity and facilitates binding to
synthetic and cell membranes through exposure of the previously
hidden hydrophobic TM1 domain (Grgacic et al., 2000). The latter in
part encompasses the candidate fusion peptide, and peptides from this
region of both HBV and DHBV display membrane destabilizing and
fusogenic activity (Rodriguez-Crespo et al., 1999, 2000).

The L protein also has a key regulatory role in replication through
control of the pool size of cccDNA, as shown by comprehensive muta-
tional analyses (Lenhoff and Summers, 1994a; Summers et al., 1991).
Most mutations in the preS region that interfered with nucleocapsid
envelopment led to increased cccDNA levels (e.g., from the normal 20
copies to up to 600 copies per cell when the entire preS region was
deleted), suggesting that sequestration by the L protein of core parti-
cles into the envelopment pathway competes with nuclear transport of
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the nucleocapsid, thus stabilizing the number of cccDNA molecules.
A few mutants, however, with deletions or substitutions of amino acid
in the N-terminal part of the preS region were still competent for core
particle envelopment and secretion, some even at accelerated rates
compared to the wild-type, yet they produced abnormally high levels
of cccDNA. This implies the existence of additional mechanisms
controlling cccDNA levels that are not yet understood. In later studies,
it was shown that a single amino acid substitution in the L protein
(G133E) resulted in an infectious virus that elevated cccDNA levels,
enhanced replication, and had cytopathic effects in hepatocytes and in
the liver of ducklings (Lenhoff et al., 1999). It is likely that the higher-
than-normal replication contributes to the cytopathic effects, but the
exact mechanism is unknown.

Other regulatory effects of L, which are not well characterized,
relate to its phosphorylation and ability to act as a transactivator
through ERK-type MAP kinase activation (Rothmann et al., 1998).
Although these studies showed that preS is phosphorylated in re-
sponse to ER stress, indicating some host cell-virus cross talk, no
essential role of L phosphorylation in virus replication was identified.
However, ducklings infected with a mutant virus mimicking a consti-
tutively phosphorylated L, through amino acid substitution with Asp,
exhibited a pathogenic phenotype, which included weight loss and
hepatic infiltration (Lin et al., unpublished data; Rothmann et al.,
1998). Although cccDNA levels were not examined in these birds, these
various studies point to the importance of a functional L protein in
maintaining a nonpathogenic, persistent infection.

V. EXPERIMENTAL DHBV INFECTION

A. In Vitro Infection of Primary Duck Hepatocytes

The in vitro experimental infection of primary duck hepatocytes
(Tuttleman et al., 1986b) provided, for the first time, a manageable
system for the study of the hepadnaviral infectious cycle. The system
has been instrumental in the description of all the key steps of replica-
tion and has enabled the identification and characterization of the
attachment receptor for virion internalization. This being said, it is
not a system without limitations and inefficiencies. These largely stem
from two factors: (i) the nonhomogeneous nature of primary cell cul-
tures and (ii) the kinetics of experimental infection that are slow,
asynchronous, and only partially productive. However, compared with
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in vitro infection of primary human hepatocytes with HBV where less
than 1% of cells become infected, in vitro infection of duck hepatocytes
is at the least 20 times more successful and eventually results in
multiple rounds of infection due to the greater longevity and better
condition of cultured duck hepatocytes (Kürschner and Schaller,
unpublished data).

1. Culture Conditions for Primary Duck Hepatocytes

The limited efficiency of in vitro infection is in stark contrast to the
exceedingly efficient in vivo infection of neonatal ducklings where
infection is rapid and most cells of the liver become infected within a
short time. Clearly, the loss of liver architecture, specific cell–cell
interactions, and the extracellular matrix reduce efficiency of in vitro

infection. Coculture with epithelial cells and supplementation of the
media with hormones, such as insulin and corticosteroids, have been
variously adopted from studies in mammalian systems (Glebe et al.,
2001; Maher, 1988) and shown to promote survival and hepatocyte cell
function (Fourel et al., 1989). One agent that has been universally
applied to the culture of duck hepatocytes is dimethyl sulphoxide
(DMSO). At concentrations of between 1.5 to 2%, it maximizes the life
span of primary hepatocytes, maintaining their differentiated state
and the period of time they are susceptible to infection (Galle et al.,
1989; Pugh and Summers, 1989). The maintenance of susceptibility
allows spread of progeny virus through multiple rounds of infection
such that over a period of 2 weeks, most cells will eventually become
infected.

Another important factor is the omission of fetal bovine serum from
the culture medium, the presence of which causes hepatocytes to
rapidly lose susceptibility to infection (Pugh and Summers, 1989;
Tuttleman et al., 1986b). It is assumed the loss of susceptibility is
due to a general down modulation of cell surface receptors because in
the presence of a serum supplement, the virus is unable to bind the
hepatocyte surface (Pugh et al., 1995).

2. Kinetics of Infection

Unlike HBV SVPs, those of DHBV mimic the virion in envelope
protein composition and, when in vast excess of virions, are a con-
founding factor in the analysis of the kinetics of infection. In contrast
to the competitive effect of SVPs when present in large excess, it has
been observed that under conditions of very low MOI (MOI 0.01),
which more closely resembles a natural infection, SVPs actually
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enhance the outcome of infection (Bruns et al., 1998). This effect is very
much dependent on the ratio of virions to SVPs and appears to be
mediated by the preS domain of L through cell-signaling events be-
cause specific preS sequences are essential, and enhancement can
occur when SVPs are added up to 72 hr postinfection.

In studies simulating one-step growth kinetics, Qiao et al. (1999)
used a virion-enriched inoculum through removal of up to 94% of SVPs
for simultaneously adsorption to PDHs at 4 �C. After removal of a
residual cell-bound virus by pH 2.2 treatment, it was determined that
internalization and transport to the nuclear membrane required a
period of approximately 4 hr. The subsequent step of uncoating/trans-
fer to the nucleus, as measured by the appearance of the cccDNA,
required 48 hr. It should be noted, however, that this study included
5% fetal bovine serum during plating and subsequently excluded
DMSO from the culture medium, both factors which affect the suscep-
tibility to infection (Section V.A.1.). In contrast, using a sensitive PCR
assay selective for the detection of cccDNA derived from input viral
DNA and not through replication, Köck and colleagues showed that
transfer into the nucleus required only 20 hr (Köck and Schlicht, 1993;
Köck et al., 1996).

In the light of what is understood now of carboxypeptidase D (CPD),
the receptor involved in entry and the in vitro culture conditions, there
is a need for a renewed analysis of the kinetics of binding and uptake of
virus. A survey of the literature and anecdotal information suggests
that this process is very inefficient, often with more than half of the
input virus not leading to productive infection. What is the fate then of
these virions that do not result in productive infection? Binding to the
cell surface per se is no indication of prospective internalization, and
this may be due to the numerous (> 105) binding sites, nonspecific for
infection, on hepatocytes (Klingmüller and Schaller, 1993), which per-
haps contribute to the inability to achieve saturation of virus binding
even with very high viral titres (Pugh et al., 1995). Moreover, inocula
removed after 24 hr can be used to further infect PDH cultures with
only a two fold loss in infectivity, suggesting that nonspecific binding
may also be slow (Kürschner and Schaller, unpublished data).

Many factors may contribute to the relative inefficiency of in vitro

infection, including the presence of liver sinusoidal endothelial cells
(LSEC) in hepatocyte cultures, which can take up DHBV particles
via CPD attachment. Under these in vitro conditions, the normal liver
architecture is abrogated, and particles may become trapped in
LSECs from further cell-to-cell transport (Breiner et al., 2001) (Section
V.1.3). Because CPD is a Golgi-resident protein with little cell surface
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exposure, virion entry may also be limited by receptor cycling and its
asynchronous exposure on hepatocytes.

Clearly, the in vitro culture system is able to mimic some but not all
the conditions conducive to efficient in vivo infection. Further studies,
particularly of viral attachment and entry, may identify mechanisms
that could be modulated to further enhance in vitro infection efficiency.

3. Early Steps of Infection

The participation of the preS domain of the large envelope protein
in virus uptake has been clearly established, initially with studies
showing that antibodies to the preS domain block binding and infec-
tion of hepatocytes (Cheung et al., 1989, 1990; Neurath et al., 1986) to
the recent identification of CPD as the attachment receptor (Eng et al.,
1998; Tong et al., 1995; Urban et al., 1998). The entry of DHBV into the
hepatocyte occurs via attachment of a defined sequence of preS (aa
30–115) to CPD (Urban et al., 1998). That monoclonal antibodies to the
S domain are also able to block infectivity (Pugh et al., 1995) may occur
through steric hindrance (there are proportionally more S domain sites
than preS) and not through binding to a membrane attachment site
per se. Therefore, it is not clear whether multivalent binding of DHBV
via an additional and perhaps sequential membrane interaction occurs
with S and/or the S domain of L.

CPD is a Golgi-resident protein that cycles to and from the plasma
membrane via endosomes. DHBV SVPs are similarly endocytosed fol-
lowing attachment to CPD (Breiner and Schaller, 2000; Breiner et al.,
1998; Köck et al., 1996). However, CPD does not confer host specificity
because this protein is not restricted to DHBV-susceptible cell types. It
rather appears to be involved in virus entry in conjunction with un-
identified host factors. Increasingly, those engaged in the study of viral
receptor binding have acknowledged the role of accessory factors (co-
receptors and proteases) in viral entry. For viruses that infect via the
bloodstream, an initial docking to a primary ligand may allow a
subsequent stronger attachment to a secondary, less abundant high-
affinity receptor, such as CPD. The enzymatic function of CPD, which
entails removal of C-terminal basic residues, is not required for DHBV
binding, entry, or infection (Breiner and Schaller, 2000; Eng et al.,
1998; Urban, unpublished data).

For hepatotropic viruses, entry to the liver via the bloodstream may
initially be directed to the endothelium, which physically separates the
blood from the underlying hepatocytes. Studies by Breiner et al. (2001)
have shown that although nonpermissive for DHBV replication, liver
sinusoidal endothelial cells preferentially take up DHBV SVPs in vitro
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and in vivo, colocalizing with CPD in the vesicular compartment.
Breiner et al. (2001) suggest that the virus is then further transported
to the opposing plasma membrane and adjacent hepatocytes. Trans-
port via a cell intermediary is not unprecedented and is a mechanism
by which viruses, such as HIV-1, are able to traverse the mucosal
epithelium (Bomsel, 1997; Kage et al., 1998). Moreover, data (Lozach
et al., 2003; Pohlmann et al., 2003) indicate that the envelope glyco-
protein E2 of hepatitis C virus binds DC-SIGNR, a lectin present on the
surface of LSEC, suggesting the possibility that HCV may also use
LSEC to target the liver. Given that the structural arrangement
of LSECs and hepatocytes is largely lost in vitro, this may be one
explanation for the contrasting efficiency of in vivo infection.

Following internalization, DHBV is transported to the late endo-
some because Bafilomycin A1, an inhibitor of vacuolar proton ATPases
that blocks traffic from early to late endosomes, also blocks DHBV
infection (Grgacic, unpublished data). Although Bafilomycin A1 also
raises endosomal pH, it has been demonstrated (using other agents
that raise endosomal pH) that low pH is not a requirement for success-
ful DHBV infection (Köck et al., 1996; Rigg and Schaller, 1992). More-
over, the binding of preS to CPD is a high-affinity binding interaction
(Urban et al., 2000), which usually indicates entry via fusion at the
plasma membrane. While these results have previously presented a
dichotomy, it is becoming apparent that certain viruses can enter cells
via endocytosis without a strict low pH requirement (Sieczkarski and
Whittaker, 2002).

The location of the virus particle in the endosome exposes the viral
envelope to proteases and low pH in a reducing environment, factors
that have the potential to affect changes to the envelope for the fusion
process. Studies on DHBV SVPs under conditions of low pH and/or
reduction have indeed shown that drastic conformational changes
occur in the L protein with no observable changes in the S protein.
Increases in surface hydrophobicity and membrane binding are a pre-
lude to viral fusion. In line with this phenomenon, the conformational
change induced by low pH increased particle hydrophobicity, facilitat-
ing binding to membranes through exposure of a previously hidden
hydrophobic domain encompassing the candidate fusion peptide
(Grgacic et al., 2000).

The candidate fusion peptide is a stretch of hydrophobic amino acids
at the N terminus of TM1 (i.e., in S) identified through the similarity of
the consensus sequence for fusion peptides with the HBV sequence
(FLGPLLV) (Lu et al., 1996) and the ability of synthetic peptides of
this region from all the hepadnaviruses to induce membrane fusion
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(Rodriguez-Crespo et al., 1999, 2000). The fusion peptide could poten-
tially act through either the L or the S protein. In either case, the
fusion peptide would be an internal segment and therefore may (or
may not) require prior protease cleavage for triggering insertion and
fusion with the endosomal membrane.

Although raising the endosomal pH of the cell with lysosomotropic
agents, such as NH4Cl, does not inhibit DHBV infection (Köck et al.,
1996; Rigg and Schaller, 1992), this treatment is unlikely to raise the
pH of the late endosome to neutrality (Yoshimori et al., 1991). Together
with a reducing environment, a pH of 6.5 can still affect a conforma-
tional change of the envelope because particles briefly treated this way
also expose TM1 but are unable to bind membranes, because and
virions remain infectious (Grgacic et al., 2000). It is not clear whether
such an intermediate conformational change in L is relevant to the
fusion process, but given that a conformational change occurs even
under these moderate pH-reducing conditions, it is possible that fusion
could be fully triggered in the presence of a suitable protease. The
observation that protease-pretreatment might enhance the ability of
HBV to infect nonpermissive HepG2 cells by incubation at pH 5.5 for
12 hr (Lu et al., 1996) adds some weight to this assumption; given the
sequence homology of this region of the S domain, a similar fusion
mechanism can be envisioned for all the hepadnaviruses.

4. Host-Range Studies

All hepadnaviruses exhibit a narrow host range, replicating almost
exclusively in the liver of only related species. In vivo, DHBV infects
only ducks of the Anas genus and some domestic geese (Marion, 1988).
The preS domain is essential for infectivity, but its binding to the CPD
attachment receptor for internalization cannot solely be responsible
for the host range restriction: CPD is found on many other nonpermis-
sive cell types, and recombinant CPD could not confer infectibility to
cell lines capable of undergoing postentry replication steps (Breiner
et al., 1998). Moreover, the divergent HHBV preS binds to duck CPD
with similar efficiency as DHBV preS (Breiner et al., 1998; Urban et al.,
1998). This suggests the existence of a(n) additional receptor(s) or
coreceptor(s) mediating host specificity, as was anticipated from the
studies of Pugh et al. (1995) that showed reduced binding of DHBV to
the weakly permissive Muscovy duck hepatocytes and no binding to
nonpermissive chicken hepatocytes. Given the preS domain is the most
variable region of the envelope sequence, preS was examined for such a
determinant using HHBV, which infects primary duck hepatocytes
with very low efficiency (Ishikawa and Ganem, 1995). Infectivity was
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greatly enhanced by pseudotyping an env-minus HHBV genome with
HHBV S and chimeric L proteins containing a DHBV preS region.
Infectious virions were also obtained when only the preS aa 1–90 or
22–108, but not 43–161, were derived from DHBV, suggesting the
sequence 22–90 contained an important host–range determinant. This
determinant was further narrowed down to a minimal domain of 16
amino acids (aa 22–37) (Ishikawa, personal communication); at a simi-
lar N-proximal preS position, a host-range determinant has also been
identified in HBV (Chouteau et al., 2001). This region overlaps the
stabilizing region of the CPD attachment receptor-binding domain by
only seven amino acids, indicating that it could target an additional
receptor, possibly as part of a receptor complex. Recent data, however,
shed some doubt on such a simplified view: peptides consisting of preS
aa 1–41 from both DHBV and HHBV inhibit DHBV infection of prima-
ry duck hepatocytes with similar efficiency (Urban and Gripon, 2002);
crane HBV whose preS sequence in this part is more closely related to
that of HHBV, including the presence of a 3-aa insertion absent from
DHBV, is infectious for primary duck hepatocytes (Prassolov et al.,
2003) as is a chimeric DHBV carrying the supposed host-range deter-
minant at aa 22–37 from HHBV (Dallmeier and Nassal, unpublished
data). Hence, the question regarding the molecular determinants of
the hepadnaviral host range is certainly not yet finally settled.

B. Experimental In Vivo Infection

The natural route of DHBV infection in the duck is from the dam to
the egg via the bloodstream. The liver of such congenitally infected
ducks remains persistently infected, with most hepatocytes showing
evidence of DHBV replication. In contrast, experimental in vivo infec-
tion can result in three possible outcomes depending on the conditions
of inoculation: persistent infection, transient infection, or no infection.
The ability to control these different outcomes experimentally and the
relative ease and efficiency of in vivo infection have provided a useful
animal model to study both acute and chronic infection. Importantly,
the pattern of acute and chronic infection in the duck model appears to
mirror that of HBV infection.

1. Age- and Dose-Dependence of Infection Outcome

The development of persistent or transient infection is determined
by the age posthatch at which a duck is experimentally infected. The
infection of neonates, after inoculation with 108 to 109 genome equiva-
lents, is rapid and efficient with the number of DHBV-positive cells
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rising exponentially from 8 to 12% on day 3 to 100% on day 4 and
resulting in persistent infection (Jilbert et al., 1988). By 2 weeks of age,
the chances of persistent infection have diminished, and by 4 weeks, a
transient infection is typical (Fukuda et al., 1987; Jilbert et al., 1988,
1996; Vickery and Cossart, 1996). The two possible reasons that are
believed to dictate these outcomes are (i) host-cell maturation and its
capacity to support replication and (ii) the maturity of the host’s im-
mune system. The difference between a neonate liver and that of an
adult bird is that as the duckling grows, hepatocytes rapidly divide,
while the hepatocytes of the adult bird are largely quiescent. Partial
hepatectomy of 50% or more of the liver of adult carrier ducks causes
an average sixfold increase in viremia within 96 hr of surgery (Qiao
et al., 1992). Although this study showed that the dividing liver
exported more virus, suggestive of an increase in viral replication
and correlating with the kinetics of infection of congenitally or neona-
tally infected birds, it did not examine the permissiveness of DHBV-
negative adult ducks to infection following partial hepatectomy. The
latter experiment may explain to what degree the adult immune sys-
tem controls the outcome of DHBV infection or whether an interplay of
both immune and hepatocyte maturation occurs.

The ability to mount an immune response and clear infection is
related to the age at the time of inoculation: the switch from persistent
to transient infection appears to coincide with a loss in viremia and
development of antibodies to viral S and core protein (Jilbert et al.,
1992, 1998). That anti-DHBs antibodies, generated during transient
infection of adult ducks, are responsible for viral clearance was clearly
demonstrated by the neutralization of infection in neonatal ducklings
with serum from these adults ducks (Vickery et al., 1989).

The outcome of DHBV infection is also affected by the dose of virus
inoculated, with a higher dose generally increasing the age at which
persistent infection ensues. For instance, with a low dose, persistence
only occurs in 7-day-old or younger ducks, but with a higher dose,
persistent infection can be achieved with 21-day-old ducks (Jilbert
et al., 1998). In this study, only adult ducks receiving the highest
dose of 2 � 1011 DHBV genomes exhibited transient viremia and
extensive signs of DHBV replication in the liver, while ducks receiving
doses of between 103 and 109 genomes had no detectable viremia or
replication after monitoring of liver biopsies for DHBV DNA or
DHBsAg. Increases in the dose from lowest to highest shortened
the time of appearance and levels of detectable antibodies. The study
suggests that low doses induced a protective immune response, where-
as high doses resulted in a nonprotective immune response and

44 URSULA SCHULTZ ET AL.



moderately severe hepatitis, as evidenced by extensive mononuclear
cell infiltration.

In contrast, as little as one viral particle is sufficient to infect neona-
tal ducklings such that virus spread is rapid, with infection remai-
ning persistent (Jilbert et al., 1996). This remarkable efficiency of
in vivo experimental infection is in stark contrast to in vitro infection
of hepatocyte cultures, adding support to the model for LSEC involve-
ment in in vivo infection. Since particles have been shown to be pref-
erentially taken up by these cells, it is unlikely that the virus is trapped
and degraded here, but the virus is rather efficiently transported to the
hepatocyte from this intermediary (Breiner et al., 2001).

2. Fitness of DHBV Mutants

In chronically HBV-infected individuals, the presence of variants in
addition to the wild-type virus is a common phenomenon (Pumpens
et al., 2002). Variants frequently encountered are those with a stop
codon in the precore region, resulting in loss of HBeAg production,
and/or mutations affecting HBsAg (termed vaccine escape mutants) or
the polymerase gene as well as the overlapping S gene following
lamivudine therapy. Some HBV variants have been associated with a
more severe liver disease, but it is unclear whether the pathogenesis is
directly due to the variant or whether the variant flourishes as a
consequence of the selective pressure present in a particular host
individual. Although a limited understanding can be gained of the
replication of HBV variants in transfected cells, the answer to this
question cannot be directly addressed with HBV. The duck, in contrast,
is an ideal model in which to study the selection of such virus mutants
in chronic infection: it provides an infection system where the input of
viral variants can be controlled and in which chronic infection can
develop under conditions of immune modulation. Despite the lack
of liver disease as such in normal DHBV infection, the pathology
of variants can be assessed, as in the case of certain cytopathic enve-
lope mutants described by Lenhoff and colleagues (Lenhoff and
Summers, 1994a; Lenhoff et al., 1999). Regulation of cccDNA levels
by the L protein is essential for the maintenance of a chronic infection.
However, the cytopathic envelope mutant (G133E) caused increased
replication and was unable to control cccDNA levels, resulting in
direct hepatocyte cytotoxicity both in vivo and in vitro (Lenhoff and
Summers, 1994a; Lenhoff et al., 1999). Surprisingly, despite 100% of
hepatocytes being infected in immature ducklings, this mutant proved
not to be lethal, resulting in only a transient and mild hepatitis and
reversion to a noncytopathic strain. These results would suggest that
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the outcome of infection was largely determined by the growth of the
variant: its rapid replication affected the number of spontaneous mu-
tations, allowing reversion to noncytopathic strains, coupled with the
death of cells infected with the G133E mutant. Thus, the rapid self-
limiting growth of this variant was the only (major) determinant in the
development of a noncytopathic, persistent infection outcome.

In contrast, studies using mixed infections of engineered precore
stop mutants and wild-type DHBV (Zhang and Summers, 1999) re-
vealed that the wild-type virus became predominant in some animals,
whereas the precore-deficient virus, despite a generally lower replica-
tion competence, became predominant in other animals; interestingly,
the latter birds had higher anticore antibody titers, compatible with an
immune selection of the precore-deficient variant.

In a further assessment of viral competition in chronic DHBV infec-
tion using wild-type virus and a mutant with a partial replication
defect (lowered cccDNA levels), it was observed that during the acute
phase of infection (with a growing liver and ongoing cell division), the
selection of the mutant versus the wild-type virus was determined by
their relative growth rate; during the chronic phase of infection (when
most cells are already infected and when the liver stops growing in the
adult duck), the enrichment of the mutant versus wild-type virus
was dependent on hepatocyte turnover or loss of cccDNA (Zhang and
Summers, 2000).

In other words, hepatocyte injury, correlating with immune selec-
tion, in this case by increased anti-core antibody, resulted in the gener-
ation of new hepatocytes susceptible to infection but under conditions
when any replication rate advantage of the wild-type virus over the
mutant is no longer significant. These studies in ducks provide evi-
dence that replication fitness is not the only parameter determining
variant selection, and they show the value of this model for analyzing
the phenotypes of HBV variants, including during antiviral therapy.

VI. DHBV AS A MODEL TO STUDY HOST RESPONSES TO AND CONTROL OF

HBV INFECTION

A. Cytokines and Their Role in Controlling Hepadnaviral Infection

During infection with hepatitis B or C viruses, cytotoxic T lympho-
cytes (CTL) are thought to contribute to both liver cell injury and virus
clearance (reviewed in Bertoletti and Maini, 2000; Rehermann, 2000).
It is generally accepted that clearance of intracellular pathogens
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requires the destruction of infected cells by major histocompatibility
complex (MHC) class I-restricted CD8þ CTLs that kill their target cells
via Perforin- or Fas-dependent mechanisms (Chisari and Ferrari,
1995). It has also been demonstrated that viral hepatitis in the course
of an HBV infection relies on the production of proinflammatory cyto-
kines such as IFN-� by HBV-specific Tcells in the liver (Bertoletti et al.,
1997; Ferrari et al., 1987a,b). That these cytokines can potentially cure
viral infections without killing the infected cell has only been appre-
ciated in the last few years. Experimental approaches to study the
influence of cytokines on HBV pathogenesis and clearance of the infec-
tion have been hampered because the host range of HBV is restricted
to man and chimpanzees. In the latter animal model, it has been
shown that viral replication is almost completely abolished in the liver
of acutely infected chimpanzees largely before the onset of liver dis-
ease, concomitant with the intrahepatic appearance of IFN-� (Guidotti
et al., 1999). Seminal studies with HBV transgenic mice that contain
the entire viral genome and replicate the virus have shown that sti-
muli inducing the production IFN-� and tumor necrosis factor alpha
(TNF-�) in the liver are able to abolish virus replication and gene
expression noncytopathically (Guidotti et al., 1996b). Local induction
of these cytokines can be triggered by adoptively transferred HBV-
specific cytotoxic T lymphocytes (reviewed in Guidotti and Chisari,
1999). In the same animal model, similar IFN-�-dependent antiviral
mechanisms are observed following administration of IL-12, IL-18,
�-galactosylceramide (specific activator of NKT cells), or anti-CD40
(an agonistic antibody activating antigen-presenting cells) (Cavanaugh
et al., 1997; Kakimi et al., 2001; Kimura et al., 2002a,b). Interference
with HBV replication has also been observed following infection of
HBV-transgenic mice with adenovirus, murine cytomegalovirus, and
lymphocytic choriomeningitis virus (Cavanaugh et al., 1998; Guidotti
et al., 1996a). At least for LCMV, it has been shown that IFN-�/� has a
major contribution to this process since the effect was completely
abrogated by antibodies against IFN-�/�. Furthermore, this effect
was not detecable in mice genetically deficient for the type I IFN
receptor (McClary et al., 2000).

The relative sensitivity of viruses to cytokine-mediated purging
might not only depend on the virus but also on the capability of the
infected cell to react on the cytokines with the production of appropri-
ate antiviral factors. Despite this enormous progress, the transgenic
mouse model has its limits: (i) viral clearance cannot be studied be-
cause no cccDNA, the natural intracellular replication intermediate, is
formed; (ii) early effects of cytokines cannot be studied because viral
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gene expression is driven by the integrated transgene and, moreover,
the animals are immunologically tolerant towards HBV. DHBV may
therefore become important as a model, allowing one to define the
dependence of the natural infection outcome on virus dose, inoculation
route, and age of infection as well as the antiviral effects of various
therapeutic and vaccination regimens. Studies of the immune response
to DHBV infection, have been severely curbed by the poor knowledge
on the cellular immune system of ducks however, and the lack of
appropriate reagents. Recent advances in the characterization of sev-
eral important cytokines and duck-specific cell surface markers will
help overcome these limitations within the near future.

1. Characterization of Duck Cytokines

Until recently, only very few avian cytokines had been characterized,
whereas a growing number of these molecules were already identified
and functionally characterized in mammals. Classical appoaches to
identify cytokine genes in birds turned out to be difficult due to the
lack of sequence conservation.

In ducks, an IFN-like activity was first demonstrated in superna-
tants of reovirus serotype 3-stimulated duck embryo fibroblasts. Par-
tially purified duck IFN (DuIFN) was acid-stable and exhibited an
antiviral activity against vesicular stomatitis virus and avian sarcoma
virus in duck embryo fibroblasts (Ziegler and Joklik, 1981).

a. IFN-� It was only after the first chicken IFN had been cloned
(Sick et al., 1996) that cDNAs of type I IFNs from other birds were
identified using homology screening approaches. This approach al-
lowed the identification of a genomic duck DNA fragment that con-
tained an intron-less gene for duck IFN (DuIFN). The fragment
contained an ORF that coded for 191 aa, including a 30-residue signal
peptide (Schultz et al., 1995). As the precise relationship of this mole-
cule to the various mammalian type I IFNs was not immediately clear
and its sequence identity to ChIFN-� and ChIFN-� was virtually the
same (50% and 53%), the precise classification of the DuIFN was not
obvious. However, like ChIFN-� and mammalian IFN-�, DuIFN is
strongly expressed in response to viral infection of embryo fibroblasts
and in response to oral treatment of ducks with the imidazoquinoline
S-28463 (Schultz et al., 1995, 1999). Subsequent work revealed that
DuIFN is a family member of approximately 10 closely related genes
that form a cluster at the distal end of the long arm of the Z chromo-
some (Schultz, unpublished observations; Nanda et al., 1998). These
results led to the conclusion that DuIFN represents the functional
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homologue of mammalian IFN-� (Lowenthal et al., 2001) and thus
belongs to the same subtype of IFNs that has been shown to be effec-
tive in the control of HBV replication in patients with chronic hepati-
tis. Recombinant DuIFN-� produced in either mammalian cells or in
E. coli induces IFN-regulated genes and protects cells from destruction
by cytolytic RNA viruses (Schultz et al., 1995). In addition, DuIFN-�
inhibits the replication of DHBV in vitro and in vivo (Heuss et al., 1998;
Schultz et al., 1999).

b. IFN-� When a ChIFN-� cDNA (Weining et al., 1996) was used as
probe to screen a cDNA library generated from mRNA of phytohemag-
glutinin (PHA)-stimulated duck spleen cells, a DuIFN-� cDNA clone
was identified that coded for a polypeptide of 164 aa with a predicted
signal peptide of 19 aa (Schultz and Chisari, 1999). This clone has a
calculated molecular mass of 16.6 kDa and features three potential
N-linked glycosylation sites. DuIFN-� is 67% identical to ChIFN-� and
21 to 34% identical to mammalian IFN-�. Recombinant DuIFN-� pro-
duced either in eukaryotic cells or in E. coli is biologically active
(Schultz, unpublished observations; Schultz and Chisari, 1999). It
potently induces the expression of genes known to be inducible by
IFN-� in mammals and chickens including IRF-1 and GBP (Jungwirth
et al., 1995; Schwemmle et al., 1996), indicating that most components
of the IFN system are well conserved among avian and mammalian
species. In addition, DuIFN-� exhibited an antiviral activity on chick-
en fibroblasts, albeit 16-fold less than on homologous cells (Schultz and
Chisari, 1999), and it induced nitrite secretion in a chicken macro-
phage cell line (HD11) (Huang et al., 2001). Despite these functional
cross-reactivities, monoclonal antibodies raised against ChIFN-� were
not able to neutralize DuIFN-� (Huang et al., 2001).

c. IL-2 Very little is known about the biological activities of other
duck cytokines. Nonetheless, recent database entries provide sequence
information on IL-2 of ducks. IL-2 is known to play an important role in
the differentiation and proliferation of NK, T, and B cells of mammals
and chicken (Waldmann et al., 1998). The four deposited sequences are
from two different duck genus species Anas platyrhynchos forma do-

mestica (Schmohl and Schultz, unpublished data; GenBank acc. no.
AF294323, AF294322, and AY173028) and Cairina moschata (Gen-
Bank acc no. AY193713). IL-2 from the latter species shows 96%
sequence identity to the three IL-2 sequences from A. platyrhynchos

that are identical. The cDNAs have been cloned independently by
several research groups from mitogen-stimulated duck spleen cells.
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Recombinant duck IL-2 might prove to be an appropriate growth factor
to maintain duck T cell cultures and will allow the generation of
antigen-specific T cell clones in the future.

d. IL-16 IL-16, originally described as lymphocyte attractant fac-
tor, is an immunomodulatory cytokine mainly secreted by activated
T cells (Cruikshank et al., 1998). The cDNAs for duck IL-16 have been
identified in a cDNA library generated from mRNA of PHA-stimulated
duck spleen cells (Schmohl and Schultz, unpublished data; GenBank
acc. no. AF294320 and AF294321). IL-16 shows 90% amino acid
sequence identity to chicken IL-16 and 67% identity to human IL-16.

e. IL-18 IL-18 was identified originally as IFN-�-inducing factor
and is produced during the acute immune response by macrophages
and immature dendritic cells but can also be expressed in nonimmune
cells (e.g., hepatocytes). An important function of IL-18 is the regula-
tion of functionally distinct subsets of T-helper cells required for cell-
mediated immune responses (Dinarello, 1999; Nakanishi et al., 2001).
In addition, IL-18 exerts antiviral properties against certain viruses. It
protects mice challenged with encephalomyocarditis and vaccinia vi-
ruses, it improves survival rates of mice infected with herpes simplex
virus, and it inhibits HBV replication in the livers of transgenic mice
(Kimura et al., 2002b; Pirhonen, 2001). A cDNA for duck IL-18 has
been cloned from duck thymus mRNA that codes for a protein of 200 aa
residues (Mannes and Schultz, unpublished data). The sequence
shows 98% identity to the duck IL-18 sequence deposited in GenBank
accession number AF336122 and 83% identity to the recently cloned
chicken IL-18 (Schneider et al., 2000). Because cytokine cDNAs have
been deposited in the database only recently, recombinant duck cyto-
kines are only beginning to be produced in laboratories (as of the
publication date of this volume), but more information on their
biological activity is expected to become available soon.

2. Effect of Duck Cytokines on DHBV Infection

Many cytokines are known to play pivotal roles in the control of viral
infections. The induction of type I IFN (IFN-�/�) seems to be the most
immediate and important direct antiviral host response. In addition,
cytokines can contribute to the antiviral host response indirectly by
modulating various aspects of the immune response. IFN-�/� inhibits
the replication of many viruses in vitro and in vivo, including influen-
zaviruses, retroviruses, picornaviruses, vesicular stomatitis virus
(VSV), vaccinia virus, adenovirus, LCMV, HBV, and others (reviewed
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in Vilcek and Sen, 1996). Therefore, IFN-� have been used for the
treatment of a number of chronic virus infections in humans, including
HBV and HCV (Hoofnagle, 1998). Since IFN treatment is effective in
selected patients only, a systematic analysis of factors that might
influence the clinical outcome of the IFN treatment is required. The
mechanisms by which IFN-� inhibits virus replication has been the
focus of many studies, but the transfection models did not allow the
evaluation of the effect of IFN on early steps in infection or on virus
spread (Davis and Jansen, 1994; Korba, 1996; Romero and Lavine,
1996; Tur-Kaspa et al., 1990). The availability of recombinant DuIFN
and the duck model of HBV offered the unique opportunity to identify
all steps in the viral replication cycle that are sensitive to IFN. IFN-�-
mediated inhibition of DHBV replication was observed to occur at two
steps (see Fig. 9). The earliest effect of IFN was manifested as a
decrease in total viral transcript levels produced early during infection
when IFN was added before infection. This reduction was not due to a
block in virus entry since initial cccDNA levels were not decreased
compared to untreated DHBV-infected hepatocytes (Schultz et al.,
1999). Surprisingly, this effect was not detected in cells infected with
a DHBV mutant virus defective in the synthesis of core protein, which

FIG 9. Steps of hepadnavirus replication potentially inhibited by IFN-�. The infection
cycle shows conversion of the relaxed circular DNA (rcDNA) from the initially infecting
virus into nuclear cccDNA, followed by transcription and packaging of pregenomic RNA
(pgRNA) into capsids. Reverse transcription leads to single-strand DNA (ssDNA)- and
rcDNA-containing nucleocapsids that either are secreted as virions or, intracellularly,
amplify the cccDNA pool. While in different virus systems, IFN-� has been shown to
interfere with various replication steps; the major effects observed on hepadnaviral
replication are a reduced RNA accumulation and a selective inhibition of the synthesis
and/or destabilization of immature pgRNA-containing nucleocapsids. DNA-containing
nucleocapsids are not affected. In the absence of a core protein, RNA levels are lower
a priori but are not further decreased by IFN-�; hence, core protein enhances RNA
accumulation, and this stimulating effect is counteracted by IFN-�.
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suggested for the first time that a core protein might have an enhanc-
ing effect on viral transcript accumulation and that this novel function
is the target of IFN-�. In addition, in IFN-�-treated hepatocytes, prege-
nomic RNA-containing capsids had vanishedwithin 3 days, resulting in
the successive depletion of replicative viral DNA intermediates from
the infected hepatocyte (Schultz et al., 1999). These results suggested
that pregenome-containing capsids are depleted from IFN-treated cells
by a novel mechanism that relies on the inhibition of formation and/or
destabilization of immature DHBV capsids. Subsequently, it has been
shown that a similar mechanism accounts for the inhibition of HBV
replication by IFN-�/� in the liver of transgenic mice (Wieland et al.,
2000). Using a chicken hepatoma cell line that supports the replication
of DHBV in an inducible and synchronized fashion, Seeger and collea-
gues could show that the half-life of RNA-containing capsids was re-
duced from 24 to 15 hr upon IFN treatment. In addition, they observed
that IFN-� interfered with the accumulation of complete minus-
strand DNA-containing capsids although there was no evidence
that IFN-� affected DNA synthesis in vitro, suggesting that this effect
might depend on cellular factors specific for this cell line (Guo et al.,
2003).

Previous studies in HBV-transgenic mice have shown that IFN-� is
able to suppress virus replication and gene expression. In primary
duck hepatocytes, it has been observed that recombinant DulFN-�
inhibits DHBV replication in a dose-dependent manner. Like IFN-�,
IFN-� does not inhibit initial cccDDNA conversion from the relaxed
circular viral DNA genome but rather abolishes the synthesis of prog-
eny cccDNA by intracellular amplification. Accumulation of ssDNA
and rcDNA was virtually abolished in IFN-� treated cells, indicating
that IFN-� inhibits an early step in the viral replication cycle (Schultz
and Chisari, 1999).

B. Chemotherapy and Vaccination

In contrast to all other mammalian hepadnaviruses, DHBV and its
host offer the opportunity to study the effect of drugs biochemically in
well-established in vitro systems as well as in primary hepatocyte
cultures. Therefore, the DHBV system has been used by several in-
vestigators to study the mechanism by which certain drugs, in partic-
ular nucleoside analogues, interfere with the function of the reverse
transcriptase (Seigneres et al., 2002; Zoulim et al., 2002). Several of
these drugs have been previously shown to inhibit DHBVreplication in
primary hepatocyte cultures and in vivo (Hafkemeyer et al., 1996;
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Offensperger et al., 1996). In addition, the induction of protective
immune responses in ducks has been the focus of several studies,
and some reports have demonstrated that DNA-based vaccines are of
protective and therapeutic effectiveness (Rollier et al., 1999, 2000a,b);
apparently, some animals even cleared nuclear cccDNA (Thermet et al.,
2003). When persistently DHBV infected ducks were treated with the
nucleoside analogue adefovir and, in addition, were immunized with a
plasmid expressing the DHBV L protein, they showed lower viremia
than ducks from control groups, a stronger decrease in viral DNA in the
liver, and a more sustained response (Le Guerhier et al., 2003). These
results obtained with DHBV suggest that a combination of antivi-
ral drugs with immunotherapeutic approaches may be a promising
approach for the treatment of chronic HBV.

VII. DHBV AND THE DEVELOPMENT OF HEPADNAVIRAL

TRANSDUCTION VECTORS

It has been previously reported that hepatitis B virus (HBV) replica-
tion and gene expression are inhibited by the hepatic induction of
certain proinflammatory cytokines (reviewed in Guidotti and Chisari,
1999). This implied that expression of cytokines in the liver of chroni-
cally HBV-infected patients might be of therapeutic value. The appli-
cation of gene therapy, however, requires an appropriate gene-delivery
system that allows for selectively targeting the liver and efficiently
infecting quiescent hepatocytes. It has been shown that hepadna-
viruses themselves can be converted into gene transfer vectors. Using
DHBV as transfer-vector duck IFN-� could be transduced to primary
hepatocytes and efficiently suppress the production of progeny virus
(Protzer et al., 1999). These results suggested that hepadnaviral vec-
tors might be suitable to achieve a local expression of those cytokines
that are relevant for the abolishment of hepadnavirus replication but
would most likely have severe side effects when applied systemically
(e.g., IFN-� and TNF-�). To produce replication-deficient recombinant
hepadnavirus, at least two plasmid constructs are required that allow
the generation of wild-type virus to occur due to homologous recombi-
nation of the redundant sequences in the constructs. Because wild-
type contamination could be disastrous for a viral vector to be used for
therapeutic approaches, efforts have been made to eliminate the risk of
wild-type virus being produced by using a construct devoid of redun-
dant sequences and a packaging cell line (Klöcker et al., 2003; Schultz
and Nassal, unpublished data). Nonetheless, recombinant DHBV
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might turn out to be a very valuable tool to evaluate the involvement of
the recently cloned duck cytokines on the outcome of a hepadnavirus
infection in the duck model system. Indeed, it could be shown that
recombinant DHBV transducing IFN-� leads to clearly detectable in-
hibition of wild-type DHBV (wtDHBV) replication and transcription,
comparable to that observed with an IFN-� transducing recombi-
nant virus. The antiviral effect of IFNs coincides with the induction
of IFN-regulated genes. Recombinant DHBV transducing IL-2 has no
effect on viral replication in hepatocyte cultures, as expected, since IL-
2 responsive cells are most likely missing in hepatocyte cell cultures.
In contrast, in vivo coinfection of ducklings with wtDHBV and either
rDIFN-�, rDIFN-�, or rDIL-2 inhibits the productive infection of the
liver of these animals with wtDHBV (Schultz and Nassal, unpublished
data).

VIII. CONCLUSIONS AND PERSPECTIVES

Despite substantial progress in the development of surrogate in-
fection systems for HBV and a few other orthohepdnaviruses, none
comes anywhere close to the experimental opportunities offered by
DHBV. As outlined in this chapter, the unique potential of the DHBV
system has, in the past, allowed the prototypical derivation of many
mechanistic principles underlying hepadnaviral infection on the ge-
netic level. At present, the DHBV system remains the only system
allowing for a true biochemical analysis of key steps of viral replica-
tion. Even if human hepatocytes are available, they are extremely
poorly infectable by HBV. This also holds true for the recently de-
scribed HepaRG hepatoma cell line where infection of a small percent-
age of the cells requires an MOI of 200 and the additional presence of
PEG, which may promote unorthodox viral entry with no evidence for
viral spread. Compared to these systems, DHBV in vitro infection,
though clearly inferior to in vivo infection, is rather efficient. More-
over, it remains the only system in which evolution of a hepadnavirus
can be followed over more than one generation in a single culture, an
important feature for studying antiviral resistance. Hence, DHBV will
continue to be a most valuable model system and the first base for the
study of therapeutic strategies. The apparent clearance of cccDNA in
at least some chronically infected ducks following therapeutic DNA
vaccination is a case in point.
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Hepatitis C virus (HCV) is a small enveloped RNAvirus that belongs
to the family Flaviviridae. A hallmark of HCV is its high propensity to
establish a persistent infection that in many cases leads to chronic
liver disease. Molecular studies of the virus became possible with the
first successful cloning of its genome in 1989. Since then, the genomic
organization has been delineated, and viral proteins have been studied
in some detail. In 1999, an efficient cell culture system became avail-
able that recapitulates the intracellular part of the HCV life cycle,
thereby allowing detailed molecular studies of various aspects of viral
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RNA replication and persistence. This chapter attempts to summarize
the current state of knowledge in these most actively worked on fields
of HCV research.

I. INTRODUCTION

About 15 years ago, the genome of the Hepatitis C virus (HCV) was
molecularly cloned from the serum of an experimentally infected chim-
panzee (Pan troglodytes) by a blind immunoscreening approach (Choo
et al., 1989). Soon thereafter, diagnostic tests based on the use of
recombinant antigens generated from this genome were implemented
(Alter et al., 1989; Kuo et al., 1989). These tests demonstrated a clear
association between antibodies against HCV antigens and a liver dis-
ease that was originally designated non-A, non-B hepatitis but that is
now called hepatitis C. HCV is primarily transmitted by blood and
blood products. This route of transmission, however, has virtually been
eliminated by rigorous screening tests based on the detection of either
HCV-specific antibodies by enzyme-linked immunosorbent assay
(ELISA) or the viral genome by reverse transcriptase polymerase
chain reaction (RT-PCR). An immunological test for the detection of
the HCV nucleocapsid protein (core antigen) in patient serum has also
been developed but so far is not used as routine application in diagnos-
tic laboratories (Bouvier-Alias et al., 2002; Laperche et al., 2003).
Because of these stringent control measures, new HCV infections are
mostly restricted to transfusions of untested samples and to parenteral
risk factors, most notably ‘‘needle sharing’’ among users of intrave-
nous drugs (Yen et al., 2003). In contrast, sexual transmission and
intrauterine infections are rare.

Acute HCV infections are frequently asymptomatic or associated
with rather mild symptoms. This property often disguises the medical
problem that arises from the high propensity of HCV to establish a
persistent infection in its host (Seeff, 2002). It has been estimated that
about 80% of infected individuals are unable to eliminate the virus.
These patients are at high risk for developing chronic liver disease. In
about 10 to 20% of persistently infected individuals, the disease pro-
gresses to liver cirrhosis within 20 years after infection and eventually
leads to hepatocellular carcinoma.

Although the liver is the primary organ for HCV replication and
disease manifestation, persistent infections are often associated with
extrahepatic symptoms, most notably lymphoproliferative disorders
affecting B cells. For instance, 80% of patients with type II and
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type III cryoglobulinemia are infected by HCV (Mayo, 2003). Moreover,
about 40% of patients with HCV infection manifest symptoms of at
least one extrahepatic disease, most often renal complications, neurop-
athy, lymphoma, Sjogren syndrome with or without cryoglobulinemia,
porphyria cutanea, and diabetes. Development of these diseases ap-
pears to require a persistent HCV infection although manifestations
most likely occur due to a compromised immune system. Thus, persis-
tent HCV infection causes a multifaceted disease that involves the
liver and nonhepatic organs.

For an infected individual, the overall rate of HCV replication is
rather low, making a direct demonstration of viral proteins and RNA
in infected tissues very difficult (Blight et al., 1994; Chang et al., 2003).
Therefore, and because of technical problems encountered when work-
ing with liver biopsies, it is not yet clear which cells are infected in vivo.
Apart from hepatocytes, the main target cells for HCV, infection of bile
duct epithelial cells or sinusoidal endothelial cells has been proposed,
but this observation is discussed controversially. Equally uncertain is
the percentage of infected liver cells. Evidence suggests that about 5 to
10% of hepatocytes in infected tissue are HCV-positive although there
appear to be significant interpatient differences (Wölk et al., 2000). It
was calculated that, on the average, the number of RNA molecules per
productively infected hepatocyte ranges between 10 to 60 molecules
(Chang et al., 2003). A gradient distribution of genomes was found
around virus-producing cells, suggesting an infection of neighboring
hepatocytes as a mechanism of the virus spreading in the liver. Based
on kinetic studies and mathematical modeling, it has been calculated
that about 1012 virus particles are produced per day (Neumann et al.,
1998; Ramratnam et al., 1999). Assuming that about 10% of all hepa-
tocytes are infected and that the liver of an adult contains about 2 �

1011 hepatocytes, the virion production rate would be approximately 50
particles per cell a day on the average.

HCV has been classified as a member of the genus Hepacivirus that
together with the genera Pestivirus and Flavivirus and the as of yet
unassigned species GB virus A (GBV-A), GB virus B (GBV-B), and GB

virus C (GBV-C) belongs to the family Flaviviridae (van Regenmortel
et al., 2000). Based on sequence analyses, HCV genomes can be
grouped into at least six genotypes (also called clades) that differ in
their nucleotide sequence by 31 to 34% (Pawlotsky, 2003; Robertson
et al., 1998; Simmonds et al., 1993). Furthermore, within an HCV
genotype, several subtypes can be defined that differ in their nucleo-
tide sequence by 20 to 23%. In Western Europe and the United States,
infections caused by genotype 1a [the American prototype that was
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first cloned in 1989 (Choo et al., 1989)] and genotype 1b [the Japanese
prototype that was first described in 1990 (Kato et al., 1990)] are the
most frequent ones, followed by infections with the genotypes 2 and 3.
The other genotypes are very rare in these countries and can only be
found in distinct geographical regions like Egypt (genotype 4), South
Africa (genotype 5), and Southeast Asia (genotype 6). The genomic
variability of HCV is due to the high error rate of the viral RNA-
dependent RNA polymerase (RdRp), which has been calculated to be
in the range of about 10�4 (Lohmann et al., 2000). Moreover, based on a
comparative sequence analysis of HCV genomes isolated from patients
or experimentally inoculated chimpanzees over intervals of 8 or 13
years, a mutation rate of 1.44 � 10�3 or 1.92 � 10�3 base substitutions
per site per year was found (Ogata et al., 1991; Okamoto et al., 1992a).

The assumption that distinct HCV genotypes and subtypes are as-
sociated with a more severe course of disease is discussed controver-
sially (Gervais et al., 2001; Mondelli and Silini, 1999; Yamada et al.,
1994a). Several reports indicate an association between genotype 1b
infections and the severity of liver disease (Nousbaum et al., 1995;
Silini et al., 1995). The observation that this association is due to
differences in age of patients and virus load rather than genotype,
however, cannot be excluded because genotype 1b infections are more
frequent among older patients and correlate with a higher virus titer
in the serum. The distinction between different genotypes is, never-
theless, of importance for predicting the outcome of antiviral therapy
in those infected with chronic hepatitis C. In the absence of selective
antiviral drugs, patients are currently treated with a combination of
polyethylene glycol (PEG)-conjugated interferon-alpha (IFN-�) and
ribavirin (McHutchison and Fried, 2003). Whereas 80 to 90% of pa-
tients persistently infected with genotype 2 or genotype 3 viruses
mount a sustained response and are able to eliminate the virus, only
50% of patients persistently infected with genotype 1 viruses can do so.
Consequently, the determination of the infecting genotype has an
important positive predictive value for the success of therapy.

II. GENOMIC ORGANIZATION

HCV possesses an RNA genome of positive polarity that is approxi-
mately 9.6 kb in length (Fig. 1). The genome encodes a large polypro-
tein of roughly 3000 amino acids that is flanked at the N and C termini
by highly structured nontranslated regions (NTRs). An internal ribo-
some entry site (IRES) that is located in the 50-NTR mediates the
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expression of the polyprotein (Tsukiyama-Kohara et al., 1992; Wang
et al., 1993a). In addition, most of the 50-NTR as well as the 30–NTR are
required for RNA replication (Friebe et al., 2001; Kim et al., 2002b;
Kolykhalov et al., 1996; Tanaka et al., 1995, 1996; Yamada et al., 1996;
Yi and Lemon, 2003a,b).

Besides the polyprotein, which is cotranslationally and posttransla-
tionally processed by cellular and viral proteinases into at least ten
different polypeptides, the expression of a novel HCV protein has been
reported (Boulant et al., 2003; Walewski et al., 2001; Xu et al., 2001).
Translation of this additional viral gene product also initiates at the
core gene AUG start codon, but ribosomes shift into an alternative
reading frame in the vicinity of the eleventh codon. The resulting
17-kDa protein is therefore called the frameshift (F) or alternative

FIG 1. Genomic organization of HCV and processing pathways of the polyprotein. A
schematic representation of the HCV genome with the 50- and 30-NTRs is shown in the
top, the translation products are given below. Proteinases involved in processing of the
polyprotein are indicated by arrows that are specified at the bottom of the figure. The
major cleavage pathways leading to distinct processing intermediates, most notably E2-
p7-NS2 and NS4B-5A, are indicated. The hyperphosphorylation of NS5A probably occurs
after full proteolytic cleavage. The F protein generated by ribosomal frameshifting is
depicted above the polyprotein. For further details, see Section II.
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reading frame (ARF) protein (Varaklioti et al., 2002; Xu et al., 2001). It
is important to note that patient sera were shown to react with this
newly discovered protein, indicating its expression in natural infec-
tions (Walewski et al., 2001; Xu et al., 2001). Moreover, the F protein
coding sequence is well conserved among different genotypes, suggest-
ing that it plays a role in the HCV life cycle. The expression of recom-
binant, immunotagged versions of the F protein in cultured cells reveal
that it is short-lived and ER-associated (Roussel et al., 2003; Xu et al.,
2003). Because the F protein partly colocalizes with core and NS5A
proteins in cotransfection experiments, it has been speculated that the
F protein is part of the replication complex. HCV replicons, however,
multiply in the absence of the F protein (Lohmann et al., 1999a),
demonstrating that its expression is not required for virus replication
(Section IV,B). Thus, the role of the F protein remains to be defined.

As previously mentioned, the main translation product of the viral
genome is a large polyprotein that contains the structural proteins
in the N-terminal region and the nonstructural proteins in the
C-terminal portion. The individual functional products are liberated
by various cleavage events. The core to NS2 region is processed by the
cellular enzymes signal peptidase and signal peptide peptidase (Fig. 1),
the C terminus of NS2 is released from NS3 by the NS2-3 proteinase,
and all other cleavages are mediated by the main viral proteinase
complex composed of NS3 and NS4A.

For most viral proteins, defined functions have been ascribed. The
core, E1, and E2 proteins are believed to be major constituents of the
virus particle required for genome packaging (core), attachment of
the virus to its target cell (E2), and the ensuing fusion process that
delivers the genome into the cytoplasm (presumably E1). The hydro-
phobic p7 protein adopts a double membrane-spanning topology and
has been proposed to be amember of a small protein family of viroporins
(Carrere-Kremer et al., 2002). These proteins are known to enhance
membrane permeability and are believed to be required for late steps in
virus assembly. Two groups independently showed that p7 forms an ion
channel in artificial lipid bilayer systems, suggesting that it indeedmay
function as a viroporin (Griffin et al., 2003; Pavlovic et al., 2003). The
NS3 protein is the key viral proteinase that, in conjunction with NS2, is
required for cleavage at the NS2/3 site and, after association of the
cofactor NS4A, performs the processing events at all downstream cleav-
age sites (Bartenschlager, 1999). In addition to its proteinase function,
NS3 acts as an RNA helicase unwinding secondary structures, presum-
ably during RNA replication. The replication process itself takes place
at a specialized membrane compartment, the so-called membranous
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web, which is primarily induced by the NS4B protein (Egger et al.,
2002; Gosert et al., 2003) (Section V,F). The NS5A protein is a highly
phosphorylated polypeptide that has been implicated in the resistance
of HCV to IFNs (Enomoto et al., 1995, 1996a; Gale et al., 1997, 1998).
Besides this observation, it is interesting to note that a large number
of cell culture-adaptive mutations localize to the NS5A protein, sug-
gesting that it may play a role in RNA replication (Section V,F).
Finally, the NS5B protein, the most C-terminal cleavage product of
the polyprotein, is the viral RNA-dependent RNA polymerase. This

TABLE I
HCV PROTEINS AND THEIR PRESUMED FUNCTIONS IN THE VIRAL LIFE CYCLE

HCV protein Function
Apparent MW

[kDa]
Posttranslational

modification

F/ARF-protein ? 17 ?

Core RNA binding;
nucleocapsid

23 (precursor),
21 (mature)

Proteolytic
processing at
C terminus by
SPP

E1 Envelope protein;
fusion domain?

31–35 Glycosylation

E2 Envelope protein;
receptor binding

70 Glycosylation

p7 Viroporin (ion channel?) 7 ?

NS2 Component of NS2-3
proteinase

21 ?

NS3 Component of NS2-3
and NS3/4A proteinase
(N-terminal domain);
NTPase/helicase
(C-terminal domain);
interference with
IRF-3

69 Methylation

NS4A NS3/4A proteinase
cofactor

6 –

NS4B Induction of
membranous
vesicles

27 ?

NS5A IFN-� resistance?;
RNA replication?

56 and 58 (basal
and hyperphos-
phorylated form,
respectively)

Phosphorylation

NS5B RdRp 68 Phosphorylation?
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enzyme most likely forms the catalytic center of a highly ordered
replication complex composed of viral and cellular factors that interact
on a membranous scaffold to multiply the HCV genome. The field’s
current understanding of the components and the configuration of
this complex are described in greater detail in the following section.
A brief summary of the individual protein products and their post-
translational modifications and respective main function(s) is given in
Table I.

III. VIRUS STRUCTURE

A. Structural Proteins

By definition, the structural proteins of a virus are polypeptides that
are the main constituents of the virus particle. These proteins are
required to carry the viral genome from one host cell to another.
Besides the structural proteins, accessory viral and cellular proteins
can also be packaged. In the case of HCV, little is known about the
precise composition of the virus particle. Based on analogy to closely
related flaviviruses, however, it can be assumed that the core protein
and the glycoproteins E1 and E2 are the main structural components.
It is unknown whether p7 is also a constituent of the virus particle. It
is interesting to note, however, that for the closely related pestivirus
Bovine viral diarrhea virus (BVDV), p7 does not seem to be a major
component of the virus particle (Elbers et al., 1996). Therefore, the
discussion in this chapter focuses only on the core, E1, and E2 HCV
proteins.

The core protein resides at the very N terminus of the polyprotein
and is released from the precursor by cleavage at residue 191 that is
mediated by the cellular signal peptidase (Hijikata et al., 1991). This
cleavage event liberates the N-terminal end of E1, whereas the core
protein remains associated with the endoplasmic reticulum (ER) via
the C-terminal E1 signal peptide. Data from several laboratories indi-
cate that maturation of core requires a further cleavage performed by
an ER-resident enzyme (Hussy et al., 1996; Liu et al., 1997; Moradpour
et al., 1996a; Santolini et al., 1994). Evidence has been presented
showing that further cleavage is most likely performed by signal
peptide peptidase, resulting in a mature core protein of approximately
179 amino acids (McLauchlan et al., 2002; Okamoto et al., 2004). The
apparent molecular weights of the individual forms of core on
polyacrylamide gels are described as 23 and 21 kDa (Hope and
McLauchlan, 2000; Moradpour et al., 1996a; Yasui et al., 1998) or 19
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and 17 kDa (Hussy et al., 1996; Lo et al., 1994, 1995), respectively,
which has led to some confusion regarding the nomenclature of the
respective protein products. In one report, core protein from infected
patients was shown to have a molecular weight of 21 kDa, suggesting
that this is the mature form of core that makes up the viral capsid
(Yasui et al., 1998). Moreover, the p21 form is the predominant species
found in several tissue culture expression systems including Huh-7
cells that contain autonomously replicating full-length HCV RNAs
(Pietschmann et al., 2002).

Various groups have described a complex intracellular localization
of the core protein. It predominantly resides in the cytoplasm either
in association with the ER or on the surface of lipid droplets (Barba
et al., 1997; Hope and McLauchlan 2000; Moradpour et al., 1996a;
Pietschmann et al., 2002; Yasui et al., 1998). Moreover, nuclear locali-
zation has been described (Liu et al., 1997; Yasui et al., 1998). Based on
amino acid content and hydrophobicity profile, three different domains
within the core protein can be distinguished (McLauchlan, 2000).
These correspond to a hydrophilic domain with a high proportion of
basic residues (23.4%) that is located at the N terminus of the protein
(residues 1 to 122); a central, more hydrophobic region (residues 123
to 174) with reduced content of basic amino acids (5.8%); and a
C-terminal domain with a yet higher hydrophobicity that serves as a
signal sequence for E1 (residues 175 to 191) (McLauchlan, 2000).
Several functions related to its role as a structural component of the
virus particle have been described and were attributed to various
regions of the polypeptide. For instance, the protein is known to bind
nucleic acids (Fan et al., 1999; Santolini et al., 1994; Shimoike et al.,
1999), and the ability to do so has been localized to amino acids 1 to 75
(Santolini et al., 1994). The protein has nucleic acid chaperone activity
and facilitates the annealing of complementary DNA and RNA se-
quences, resulting in the formation of stable duplexes by a strand-
exchange reaction (Cristofari et al., 2004). Homo-oligomerization of
the protein has been reported and appears to mainly involve sections
of core contained in domain I, including residues 36 to 91 (Matsumoto
et al., 1996) and 82 to 102 (Nolandt et al., 1997), although the central
domain II may be involved as well (Yan et al., 1998a). However, in vitro

assembly studies with recombinant HCV core proteins demonstrated
that the amino-terminal 124 residues of the protein are sufficient to
direct the assembly of nucleocapsid-like structures, implying that this
fragment contains all information essential for this process (Kunkel
et al., 2001). Interestingly, in this system, assembly requires the
presence of structured RNA but not necessarily sequences derived
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from the HCV genome (Kunkel et al., 2001). This observation implies
that the interaction of core with RNA is rather promiscuous, at least
in vitro, suggesting that high (local) concentrations of the HCV genome
are required to ensure its specific packaging. To date, not much is
known about the interaction of the core protein with other viral pro-
teins. Based on its presumed role in virus assembly, the core is as-
sumed to contact the viral glycoproteins in the course of assembly. In
line with this hypothesis, immunoprecipitation experiments revealed
an association of core and E1 (Lo et al., 1996). Interactions with other
viral proteins have not been reported.

One intriguing peculiarity of the core protein is its interaction with
lipid droplets that represent cellular storage compartments needed for
membrane formation and used as energy source (Murphy and Vance,
1999). Because this association has been detected using varying ex-
pression systems employing different cell lines and also by using
specimens obtained from infected chimpanzees (Barba et al., 1997),
the core protein most likely also interacts with lipid droplets in in-
fected hepatocytes of patients with hepatitis C. It has been shown that
the central domain of the core mediates this association (Hope and
McLauchlan, 2000). Sequence comparisons have indicated that this
region is also present in the putative core protein of GBV-B, the closest
relative of HCV, but is missing in the homologous proteins of other
flaviviruses (Hope et al., 2002). It has also been speculated that the
attachment of the core protein with lipid droplets may result in
changes in lipid metabolism, which in turn may contribute to the
development of steatosis frequently observed in HCV-infected livers
(Barba et al., 1997; McLauchlan, 2000). The observation that trans-
genic mice expressing HCV core develop steatosis and hepatocellular
carcinoma has lent further support to this hypothesis (Lerat et al.,
2002; Moriya et al., 1998). Besides the potential involvement of HCV
core in lipid metabolism, the protein has been implicated in modulat-
ing a number of cellular processes, including apoptosis, transforma-
tion, and host-cell gene expression to name but a few. An adequate
discussion of these diverse effects is beyond the scope of this chapter,
and the interested reader is referred to a comprehensive review by
McLauchlan (2000).

The E1 and E2 proteins are heavily glycosylated type I transmem-
brane proteins with an N-terminal ectodomain and a C-terminal
hydrophobic membrane anchor (Dubuisson, 2000). As previously men-
tioned, proteolytic cleavages performed by the cellular signal peptidase
produce the mature proteins. These extend from amino acid 192 to 383
(E1) and from residue 384 to 746 (E2) of the polyprotein, and they
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exhibit an apparent molecular weight of approximately 30 to 35 kDa
and 70 to 72 kDa, respectively (Grakoui et al., 1993c; Ralston et al.,
1993). In the absence of efficient virus replication in cell culture,
researchers have resorted to heterologous viral and nonviral expres-
sion systems to study the folding of these proteins. In the course of
these analyses, a large body of data has been accumulated regarding
the interaction and complex formation between E1 and E2 and the
intracellular localization of these polypeptides. The biogenesis of E1
and E2 (reviewed in Op de Beeck et al., 2001) is an intricate process
involving various ER-resident chaperones, including calnexin, calreti-
culin, and BiP (Choukhi et al., 1998; Dubuisson and Rice, 1996; Merola
et al., 2001). Although E2 protein folding is independent from other
viral proteins, maturation of E1 is known to require coexpression of E2
(Michalak et al., 1997). Merola et al. (2001) have demonstrated that the
core protein also assists in the folding process of E1, emphasizing the
importance of neighboring viral proteins in this process. It has been
demonstrated that E1 and E2 are capable of forming noncovalently
linked heterodimers (Deleersnyder et al., 1997; Dubuisson et al., 1994;
Ralston et al., 1993). These slowly maturing proteinase-resistant com-
plexes, which are no longer associated with the ER chaperone calnex-
in, are selectively recognized by a conformation-dependent antibody
and believed to represent the native prebudding form of the viral
glycoproteins (Deleersnyder et al., 1997). In addition, a nonproductive
folding pathway exists, leading to the production of disulfide-linked
glycoprotein aggregates (Dubuisson et al., 1994; Grakoui et al., 1993c).
The propensity to form aggregates may represent an intrinsic property
of the HCV glycoproteins (Op de Beeck et al., 2001) and reflects their
inefficient folding. Such aggregates, however, were not observed in cell
lines persistently replicating selectable full-length HCV Con1 genomes
(Pietschmann et al., 2002). This implies that the tendency to aggregate
may vary between different HCV isolates. Alternatively, the absence of
aggregates in replicon cells may be related to a lower level of viral
protein expression. Although comparative studies analyzing complex
formation with different glycoprotein isolates and expression systems
may resolve this issue, the biologic relevance of both glycoprotein
complexes in the context of the viral life cycle awaits the development
of an efficient cell culture system for HCV particle formation.

Several groups have attempted to map the sites of interaction be-
tween the two HCV glycoproteins. Initial data suggested that the
ectodomains of both polypeptides carry the critical determinants re-
quired for association because E1 and E2 complexes were secreted
upon coexpression of truncated forms of both proteins (Matsuura
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et al., 1994). Moreover, Takikawa et al. (2000) reported cell surface-
expressed oligomers of E1 and E2 upon coexpression of chimeric HCV
E1 and E2 comprising the transmembrane (TM) domain of the vesicu-
lar stomatitis virus (VSV) G protein, again indicating that the ectodo-
mains are sufficient for oligomerization. On the other hand, several
groups observed that deletion of the TM domain of E2 or its replace-
ment by a heterologous membrane anchor sequence abrogates hetero-
dimerization (Cocquerel et al., 1998; Michalak et al., 1997; Patel et al.,
2001; Selby et al., 1994), which clearly implies that this portion of the
protein is essential for complex formation. In another study, an alanine
scanning insertion mutagenesis performed on the TM domains of E1
and E2 defined distinct sections in these regions essential for hetero-
dimerization, emphasizing the important role of the TM domains for
glycoprotein assembly (Op de Beeck et al., 2001). Taken together,
interactions between the viral glycoproteins are likely to involve vari-
ous regions of the proteins with interfaces located in both ectodomains
and TM domains.

In the last few years, much attention has been devoted to the study
of the TM regions of E1 and E2 and has led to the identification of the
multifunctional nature of these protein domains. The regions are re-
quired for membrane anchorage and protein interactions, they harbor
signal sequences essential for the insertion of the C-terminal polypep-
tide into the ER membrane, and they contain ER-retention signals
responsible for their subcellular localization (Cocquerel et al., 1998,
1999, 2000; Duvet et al., 1998; Flint and McKeating, 1999). Highly
conserved charged residues located in the middle of both TM domains
were shown to play a major role in the observed retention (Cocquerel
et al., 2000). Interestingly, mutations affecting these residues did not
only influence subcellular localization but also altered processing and
disrupted heterodimerization (Cocquerel et al., 2000). In two publica-
tions by Charloteaux et al. (2002) and Cocquerel et al. (2002), the exact
topology of the TM regions has been investigated, and models have
been proposed describing the regions’ intramembrane architecture
(Section V,G). From these studies, it became apparent that the TM
domains exhibit a complex folding pattern, which is likely to be dyna-
mic,allowing sufficient flexibility of the proteins to perform their dif-
ferent functions during the viral life cycle. Direct studies addressing
these functions have been limited by the absence of a fully permissive
cell culture system for HCV. Nevertheless, indirect evidence obtained
from neutralization studies suggests that E2 is responsible for attach-
ment to a receptor on host cells (Rosa et al., 1996). Moreover, based on
computational and sequence analyses, it was proposed that the E1
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glycoprotein may function as fusion protein (Flint et al., 1999b; Garry
and Dash, 2003). The knowledge about the involvement of the HCV
glycoproteins in virus attachment and entry is discussed in greater
detail in the following section.

B. Structure of Virus Particles

Even though more than a decade has passed since the first HCV
genome was cloned in 1989, not much knowledge has been acquired
concerning the structure and composition of the virus particle. Prog-
ress in this area has been hampered mainly by two impediments. First,
in patients with hepatitis C, various serum components associate
intensively with virus particles, complicating their purification and
obstructing direct morphological studies. Second, currently available
cell culture systems do not allow sufficient production of virus parti-
cles. Consequently, models described thus far are based primarily on
indirect measurements, analogies to closely related viruses, and
structure predictions.

The basic biophysical properties of the HCV particle emerged from
experiments on chimpanzees. Virus infectivity was destroyed by treat-
ment with lipid solvents, which indicates that the particle contains an
envelope (Feinstone et al., 1983) (Fig. 2). A rough estimate of particle
size was obtained by filtration studies. The experiments demonstrate
that HCV is able to pass through filters with 50-nm pores (He et al.,
1987). Subsequent electron microscopy analyses established that HCV
is a spherical enveloped particle with a size of approximately 40 to
70 nm in diameter (Kaito et al., 1994; Li et al., 1995; Shimizu et al.,
1996). By analogy to closely related flaviviruses, for which the structure
of the virus particle is known [Dengue virus andTick-borne encephalitis

virus (TBEV)] (Ferlenghi et al., 2001; Kuhn et al., 2002), it can be
assumed that the HCV envelope contains the viral glycoproteins E1
and E2. The envelope encloses a spherical nucleocapsid formed by
multiple copies of the core protein, which in turn is associated with a
single copy of the viral genome (Penin, 2003).

A structural model of the HCV glycoprotein E2 as deduced essential-
ly from the X-ray crystal structure of the TBEV E protein has also been
proposed (Yagnik et al., 2000) (Fig. 2). According to this model, the E2
protein forms a head-to-tail homodimer that has an elongated, flat
structure. The E1 protein may be located at each ‘‘end’’ of the E2
dimerization domain, resulting in a homodimeric pair of heterodimers
(Fig. 2). Regions in E2 involved in CD81 binding (Section V,A) as
well as the location of hypervariable region 1 and binding sites for
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FIG 2. Hypothetical HCV replication cycle. HCV particles bind to the host cell via a
specific interaction between the HCVenvelope glycoproteins and a yet unknown cellular
receptor. Bound particles are probably internalized by receptor-mediated endocytosis.
After the viral genome is liberated from the nucleocapsid (uncoating) and translated at
the rough ER, NS4B (perhaps in conjunction with other viral or cellular factors) induces
the formation of membranous vesicles (referred to as the membranous web; electron
micrograph in the lower right). These membranes are supposed to serve as scaffolds for
the viral replication complex. After genome amplification and HCV protein expression,
progeny virions are assembled. The site of virus particle formation has not yet been
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neutralizing monoclonal antibodies were predicted in this structure.
Although much of this model is speculative, it will provide a useful
framework for future molecular studies of structure and function of
HCV envelope glycoproteins.

As suggested in the latter paragraphs, HCV has the propensity to
bind to different serum constituents, and, consequently, virus prepara-
tions are very heterogeneous. HCV RNA-containing particles asso-
ciated with beta lipoproteins and with a very low buoyant density
(�1.08 g/ml) have been observed (Andre et al., 2002; Miyamoto et al.,
1992; Prince et al., 1996; Thomssen et al., 1992). Moreover, an associa-
tion with immunoglobulins has been reported, and these complexes
exhibit an intermediate density of approximately 1.17 to 1.21 g/ml
(Choo et al., 1995; Hijikata et al., 1993c; Thomssen et al., 1993). In
addition, patient plasma has been shown to contain nonenveloped
nucleocapsids harboring HCV RNA and exhibiting yet higher density
in the range of 1.32 to 1.34 g/ml (Maillard et al., 2001). The infectious
form of the HCV particle, however, appears to have a low density. This
view is supported by two findings. First, following density gradient
centrifugation, Bradley et al. (1991) recovered most of the infectivity of
a chronic-phase chimpanzee plasma sample in a pool of gradient
fractions encompassing buoyant densities between 1.09 to 1.11 g/ml.
Second, in agreement with this finding, HCV RNA derived from a
highly infectious plasma of a patient with HCV was exclusively found
in fractions of very low density (�1.09 g/ml), while RNA structures
derived from a plasma sample with a lower infectivity were also found
in fractions with higher density associated with antibodies (Hijikata
et al., 1993c). Because these data suggest that infectious virus particles
may be associated with lipoproteins, it is tempting to speculate that

identified. It may take place at intracellular membranes derived from the ER or the Golgi
compartment. Newly produced virus particles may leave the host cell by the constitutive
secretory pathway. The upper right panel of the figure shows a schematic representation
of an HCV particle. Note that the envelope proteins E1 and E2 are drawn according to
the proposed structure and orientation of the TBEV envelope proteins M and E, respec-
tively (Yagnik et al., 2000). The middle panel shows a model for the synthesis of negative-
stranded (�) and positive-stranded (þ) progeny RNA via a double-stranded replicative
form (RF) and a replicative intermediate (RI). The bottom panel shows an electron
micrograph of a membranous web (arrow heads) in a Huh-7 cell containing subgenomic
HCV replicons. The web is composed of small vesicles embedded in a membrane
matrix. Note the close association of the membranous web with the rough ER. Bar:
500 nm; N: nucleus; ER: endoplasmic reticulum; M: mitochondria. The electron micro-
graph is adapted fromGosert et al. (2003), with permission from the American Society for
Microbiology.
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such an interaction is critical for infectivity. Accordingly, among
other molecules, the low-density lipoprotein receptor (LDLr) has been
postulated to mediate virus entry.

IV. EXPERIMENTAL SYSTEMS

A major hurdle in studying HCV replication has been, and still is,
the lack of efficient and simple virus cultivation systems. Numerous
attempts have been made to propagate HCV in small animals or cell
culture. Until recently, these efforts have either failed or replication
levels have been too low to allow reproducible studies (reviewed in
Grakoui et al., 2001; Pietschmann and Bartenschlager, 2003). There-
fore, HCV-related viruses and surrogate systems have been used to
study various aspects of the HCV life cycle. Most closely related are the
BVDV and GBV-B viruses. The latter is a hepatotropic virus of un-
known origin that has a genomic organization almost superimposable
to the one of HCV (Beames et al., 2000, 2001; Meyers and Thiel, 1996;
Muerhoff et al., 1995; Ohba et al., 1996). Although GBV-B propagation
in cell culture is rather inefficient (Xiang et al., 2000), this virus is still
a useful model because it readily infects tamarins (Saguinus sp.).
Infected animals develop an acute, self-limiting hepatitis that resolves
within 12 to 14 weeks (Beames et al., 2000). Persistent infections have
also been reported either in immunosuppressed animals or in animals
who have been inoculated with an infectious molecular clone (Lanford
and Bigger, 2002). Successful infections of owl monkeys (Aotus trivir-

gatus) and marmosets (Callithrix jacchus) have also been described
(Bright et al., 2004; Bukh et al., 2001; Lanford et al., 2003b). Marmo-
sets are an especially attractive alternative because they are rather
easy to breed in captivity and are frequently used for pharmacokinetic
and toxicology studies. Moreover, treatment of GBV-B-infected ani-
mals with a drug that was originally developed for inhibition of the
HCV NS3 proteinase resulted in a three-log drop in viral RNA serum
levels within 4 days (Bright et al., 2004). These results underscore the
close relationship between HCV and GBV-B and suggest that GBV-B
might be an interesting and valuable model system to gain information
about HCV replication in vivo. In spite of the more distant relationship
to HCV, BVDV has the advantage over GBV-B to replicate to high
titers in many cell lines of bovine and even human origin. Infectious
molecular clones are available, making this virus even more attractive
for studying certain aspects of RNA replication in vitro that so far
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cannot be addressed for HCV, such as virus assembly and release of
infectious progeny (Agapov et al., 2004).

Apart from the use of HCV-related viruses, several surrogate systems
have been developed primarily for drug development and screening
purposes (reviewed in Rosenberg, 2001). One example is a Poliovirus

that expresses its polyprotein under control of the HCV IRES (Zhao
et al., 1999). Another example is a chimeric Sindbis virus (SinV) in
which the HCV NS3/4A proteinase is fused to the N terminus of the
SinV capsid protein (Filocamo et al., 1997). Only after NS3/4A has
accomplished its removal from the capsid protein, maturation of the
SinV structural proteins occurs, making replication of this chimeric
virus dependent on the activity of the HCV proteinase. Similarly, a
chimeric BVDV carrying an engineered HCV NS3/4A proteinase has
been constructed, and this virus only replicates after proteolytic remov-
al of the HCV enzyme (Lai et al., 2000). Although very useful for the
development of NS3/4A-specific antiviral drugs, these systems do not
allow detailed studies of HCV replication.

A. In Vivo Models for HCV Infection and Replication

Thus far, the only animal that can be infected reliably with HCV is
the chimpanzee (P. troglodytes). In spite of ethical concerns and high
costs, chimpanzee experiments have provided invaluable information.
For instance, the first successful transmission of the non-A, non-B
hepatitis agent from human serum to chimpanzees demonstrated the
transmissible nature of this disease (Alter et al., 1978; Hollinger et al.,
1978; Tabor et al., 1978). Subsequently, chimpanzees were used to
generate high-titered serum pools from which the first HCV genome
was cloned (Choo et al., 1989). In addition, the experimental inocula-
tion of chimpanzees with an RNA version of a cloned consensus HCV
genome not only demonstrated the functionality of this genome in vivo

but also showed that HCV infection is sufficient to cause liver disease
(Kolykhalov et al., 1997; Yanagi et al., 1997). Because the clinical
course of disease in chimpanzees and humans is similar, studies of
experimentally infected animals have shed light onto the role of the
immune response in controlling virus infection (reviewed in Lanford
and Bigger, 2002). Infected animals became viremic within a few days
with peak titers in the range of 105 to 107 genome equivalents per
milliliter. This initial viremia is seldom accompanied by elevated serum
concentrations of liver enzymes, indicating that HCV replication does
not cause liver cell damage per se. The animals mount a detectable
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immune response that is characterized by seroconversion and the
appearance of T cell immune reactivity. Comparable to the human
situation, a significant proportion of infected animals is unable to clear
the virus and contracts a persistent infection with fluctuating virus
titers and eventual sporadic occurrence of liver inflammation. Al-
though it is not yet clear how the virus escapes the immune response,
an increasing body of evidence shows that a vigorous immune reaction
correlates positively with virus elimination as well as liver cell dam-
age. The latter observation is in keeping with the notion that HCV is
not lytic per se.

Because of the inherent problems caused by working with chimpan-
zees, other primate species have also been inoculated with HCV. These
experiments, however, have not been successful because the animals
were either not susceptible to the infection or virus replication was
too low to allow detailed analyses (reviewed in Grakoui et al., 2001).
Because of the possibility of successfully infecting tupaias (Tupaia
belangeri chinensis) with the Hepatitis B virus (HBV), animals of
this species were also inoculated with sera from patients with hepati-
tis C (Xie et al., 1998). Infection, however, appears to be possible in
only a small proportion of animals, that developed only transient or
intermittent viremia with low titers.

The most convenient animal model in virus research is the laborato-
ry mouse (Mus musculus domesticus). First, it is a well-established
model that is extensively used throughout the world and is one for
which numerous tools exist; second, the animals have a high reproduc-
tion rate and a rapid breeding cycle; third, mice are genetically and
immunologically well characterized; and, fourth, transgenic animals
provide a means to investigate the role of host-cell genes in disease
development and virus replication. Unfortunately, owing to the narrow
host range of HCV, the infection of mice is not possible. To overcome
this block, xenotransplantation systems have been developed. In one
setting, beige/nude/X-linked immunodeficient so-called Trimera mice
(Ilan et al., 2002) were totally body irradiated. After this hemoablation,
the mice were rescued by transplantation of bone marrow cells derived
from severe combined immunodeficient (SCID) mice, and human liver
fragments infected ex vivo with HCV were transplanted under the
kidney capsule of these animals. By using RT-PCR, it was shown that
HCV RNAwas present up to 50 days post-transplantation in up to 50%
of animals that received HCV-infected human liver cells.

Although the results described in the latter paragraph are promising,
the system is limited by the short half-life of the xenotransplant and the
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low HCV RNA titers. A more efficient system has been described by
Mercer et al. (2001). This model uses an immunocompromised mouse
strain that carries a tandem array of four murine urokinase-type
plasminogen activator (uPA) genes under control of the liver-specific
albumin promoter. Postnatal expression of this transgene leads to over-
production of urokinase in the liver and results in the rapid death of
hepatocytes. Survival of the mice is often due to deletions of the trans-
gene in a few cells conferring a selective growth advantage and en-
abling these cells to repopulate the liver (Sandgren et al., 1991). The
survival rate can be enhanced by transplantation of primary hepato-
cytes early after birth. After xenotransplantation (e.g., of primary hu-
man hepatocytes), transferred cells migrate into the mouse liver,
repopulate the organ, and form liver nodules that can build up to 50%
of the total liver cell mass. The success of repopulation as determined by
the size of the liver graft and its duration very much depends on
homozygosity of the mouse strain for the uPA transgene, which is
associated with high lethality. When mice with a chimeric liver that
contains mouse and human hepatocytes were infected with HCV, how-
ever, persistent viremia was detected. About 75% of the inoculated
animals developed virus titers in the range of 104 to more than 106

per milliter, which is similar to what is observed in an infected patient
(Mercer et al., 2001). Immunohistochemistry confirmed that HCV rep-
lication was confined to human hepatocytes, corroborating that HCV
does not infect mouse cells. Although these mice represent by far the
most efficient small animal system for the propagation of HCV, some
major drawbacks exist. Most serious is the high lethality of the uPA

transgene in homozygousmice (greater than 30%). Furthermore, trans-
plantation has to be performed within the first 5 to 14 days after
birth, making the transplantation technically challenging. Finally,
the quality of transplanted primary human cells is very crucial as
is the constant support of these cells that so far cannot be cryopre-
served without loosing repopulation efficiency and susceptibility to
HCV infection.

B. Cell Culture Systems

The efficient propagation of HCV in cell culture is a notoriously diffi-
cult task. Here, the discussion focuses on the development of the HCV
replicon system. The reader who is interested in a broad overview of
HCV cell culture systems is referred to publications by Bartenschlager
and Lohmann (2001) as well as Kato and Shimotohno (2000).
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Replication of HCV in infected cell lines of hepatic and nonhepatic
origin as well as primary hepatocytes of humans and chimpanzees has
been described by several groups. Moreover, the in vitro cultivation of
primary cells isolated from tissues of persistently infected patients has
been reported. The level of HCVreplication, however, is rather low and,
therefore, the detection of viral RNA by Northern blot or nuclease
protection assays and the demonstration of HCV proteins by Western
blot or immunofluorescence assays most often have not been possible.
Instead, replication was determined by the qualitative detection of
negative-stranded RNA by RT-PCR that, for technical reasons, is diffi-
cult to control (Gunji et al., 1994; Lanford et al., 1994; Takyar et al.,
2000). Additional criteria were the prolonged detection of positive-
stranded RNA (up to 2 years), the existence of a genetic drift of HCV
sequences during continued passage of infected cells, the transmission
of HCV generated in these cell cultures to naive cells, and the inhibit-
ion of HCV replication by IFN-� or antisense oligonucleotides. Overall,
these criteria document HCV replication in these systems, but the low
efficiency prevents their use for detailed studies of virus replication.

Recently, a novel B cell line (designated SB) was established from
spleen cells of an HCV-infected patient with type II-mixed cryoglobuli-
nemia (Sung et al., 2003). These cells continuously support replication
of an HCV genome that belongs to the genotype 2b. Nuclease-resistant
HCV RNA with a buoyant density of 1.13 to 1.15 g/ml was detected in
the supernatant of these cells. Upon inoculation of primary human
hepatocytes, or peripheral blood mononuclear cells (PBMCs) or the
B cell line Raji with filtered supernatant from SB cells, HCV RNA
was detected in inoculated cells, which indicates a productive infec-
tion. Based on nuclease protection assays, about 1 ng of HCV positive-
stranded RNAwas detected in 100 �g of total cellular RNA, suggesting
an average copy number of 10 molecules per cell, which is much higher
compared to the infection systems described thus far for which copy
numbers in the range of 0.01 to 0.1 copies per cell have been calculated.
On the other hand, within a 96-h-incubation period, about 3 � 104

RNA copies were secreted into the supernatant of about 107 SB cells,
indicating that only one RNA molecule is released from about 1,000
cells during the observation period. In spite of this limitation, the cell
line might be useful to study certain aspects of the HCV life cycle, most
notably the induction of apoptosis that was observed in a high percent-
age of HCV-infected SB cells (Sung et al., 2003). Moreover, this study
clearly shows that HCV can infect and productively replicate in B cells.
However, whether B cells represent a potential reservoir for HCV
in vivo remains to be seen.
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Apart from the classical approach of infecting cell lines with well-
defined HCV-containing patient samples, several investigators have
tried to establish cell culture systems that are based on the transfec-
tion of cell lines or primary cell cultures with cloned full-length
HCV genomes (reviewed in Bartenschlager and Lohmann, 2001). This
approach has been successfully used for a number of other positive-
stranded RNA viruses, but initial attempts with HCV was not suc-
cessful. It was thought that this failure might be due to undesired
mutations that were introduced during PCR-based amplification
and cloning procedures, for instance. With the availability of cloned
infectious HCV genomes (Kolykhalov et al., 1997; Yanagi et al., 1997,
1998), this hurdle appeared to be overcome, but even when using such
genomes with proven functionality, researchers could not establish cell
lines that support efficient HCV replication and particle production
(Aizaki et al., 2003). It has also been described that HCV replicates in
CV-1 and HepG2 cells after transfection of a plasmid that carries a full-
length genotype 1a genome. Transcription of the HCV sequence was
under control of the bacteriophage T7 promoter, and T7 RNA polymer-
ase was expressed in transfected cells after infection with a recombi-
nant T7-pol vaccinia virus (Chung et al., 2001). Replication of HCV was
examined by a nuclease protection assay specific for negative-stranded
RNA, resistance of HCVRNA replication against actinomycin D, gener-
ation of HCV quasi–species, and the inhibition of HCV RNA production
by IFN-�. Moreover, an increase of mutations that clustered to certain
regions of the HCV genome was observed when cells were treated with
ribavirin, a drug that is supposed to act as an RNA virus mutagen
(Contreras et al., 2002) (Section VII). Although these results suggest
that it is possible to establish a DNA-launched HCVreplication system,
the approach bears some technical limitations. For instance, it is diffi-
cult to differentiate between mutations that were introduced by T7
RNA polymerase and those generated by the HCV replicase. Most
notably, vaccinia virus replication is cytopathic and, therefore, may
cause pleiotropic effects both on the host cell metabolism and HCV
replication. These effects may be avoided by using alternative T7
RNA polymerase delivery systems, which might also circumvent the
problem that vaccinia virus replication is affected by IFN-� and ribavi-
rin as well. Further studies are required to more rigorously test
the applicability of this system for HCV replication in cell culture and
to see whether the complete HCV life cycle can be studied with this
approach.

Themost efficient and robust cell culturemodel forHCVthus far is the
replicon system. This system was initially based on the self-replication
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of selectable subgenomic HCV RNAs in the human hepatoma cell line
Huh-7 (Lohmann et al., 1999a). These RNAs were derived from a
cloned consensus genome of genotype 1b in which the coding sequence
of the structural proteins or the coding sequence of the structural
proteins plus the NS2 sequence was replaced by the selectable marker
neo. A heterologous IRES element derived from the Encephalomyocar-

ditis virus (EMCV) was inserted upstream of the NS2 or the NS3
coding region (Fig. 3). This insertion resulted in bicistronic constructs
with the first cistron (neo) and the second cistron (the HCV replication
factors NS3 to NS5B) being translated under control of the HCV
and the EMCV IRES, respectively. Upon transfection of Huh-7 cells
and subsequent selection with G418, a low number of cell clones was
obtained that carried high amounts of HCV RNA (Fig. 3). Based
on quantification by Northern blots, it has been calculated that about
108 HCV RNA copies per microgram of total RNA were detected,
which corresponds to an average copy number of 1000 to 5000

FIG 3. Structure of HCV replicons and demonstration of replicon RNA and viral
proteins in Huh-7 cells. (A) Schematic representation of subgenomic and genomic HCV
replicons. These RNAs are composed of the HCV 50-NTR, the neo gene encoding the
neomycin phosphotransferase that confers G418 resistance, the EMCV IRES, the HCV
coding sequence from NS3 to NS5B or core to NS5B, and the HCV 30-NTR. (B) Huh-7
cells transfected with replicon RNAs (depicted in panel A) and subsequently subjected to
G418 selection. Single-cell clones were isolated, and total RNA was prepared and ana-
lyzed by HCV-specific Northern blot. RNA from two cell clones carrying a genomic
replicon (lanes 2 and 3) and one cell clone carrying a subgenomic replicon (lane 4) are
shown. Corresponding in vitro-transcribed HCV RNAs were used as size markers and for
the estimation of replicon RNA copy numbers (lanes 5 to 10). Total RNA from naive
Huh-7 cells served as negative control (lane 1). (C) Demonstration of NS5A expression in
a cell clone carrying a selectable genomic HCV replicon by indirect immunofluorescence.
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positive-stranded viral RNA molecules per cell. Most importantly, viral
RNAs could be metabolically radiolabeled with [3H] uridine in the
presence of actinomycin D, demonstrating unequivocally the autono-
mous replication of these RNAs (Lohmann et al., 1999a). When
cells are passaged under continuous G418 selection, these RNAs can
be kept under conditions promoting stable replication for many years
(Pietschmann et al., 2001). Furthermore, under appropriate condi-
tions, the replicons can be detected in Huh-7 cells passaged in the
absence of selective pressure, even after about 1 year, although
there is a significant decline in the RNA copy number over time
(Pietschmann et al., 2001). With the identification of cell culture-
adaptive mutations that tremendously enhance HCV RNA replication
in Huh-7 cells (Section VI,A), it was possible to develop transient
replication assays that no longer depend on cumbersome and time-
consuming selection of cells and that permit rapid analyses of mutants
(Blight et al., 2000; Guo et al., 2001; Krieger et al., 2001; Lohmann
et al., 2001). Moreover, selectable cell culture-adapted full-length HCV
genomes were constructed that stably or transiently replicate in Huh-7
cells to high levels (Blight et al., 2002, 2003; Ikeda et al., 2002; Pietsch-
mann et al., 2002) (Fig. 3). In spite of efficient RNA amplification and
expression of all viral proteins, no clear evidence for the production of
virus particles has been obtained in these systems.

V. REPLICATION CYCLE

The field’s current understanding of HCV replication is largely
hypothetical, but some details begin to emerge due to the availabi-
lity of efficient in vitro systems. Of most importance are replicons that
recapitulate the intracellular steps of RNA replication and HCV
pseudo-particles that are instrumental for analyzing early events in
the infectious process. The overall outline of the HCV replication cycle
is depicted in Fig. 2, and the individual steps are discussed in detail in
the following sections.

A. Receptor Candidates and Mechanism of Cell Entry

In general, virus entry into target cells is a complex multistep
process involving diverse interactions between viral and cellular com-
ponents that allow attachment of the virus particle and delivery of the
viral genome into the host cell. To this end, viruses have evolved
strategies to usurp normal cellular processes like endocytosis, mem-
brane fusion, or nuclear transport for their own purposes. In the case of
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enveloped viruses, subsequent to attachment, the internal structures
of the particle are released into the target cell by means of an intricate
fusion process between viral and cellular membranes. This fusion
event is mediated by specialized viral proteins and takes place either
directly at the plasma membrane or following internalization of the
particle into endosomes. Theoretically, in the most simplistic model,
interactions between a single viral envelope protein and a single cellu-
lar component present on the surface of the target cell may suffice to
accomplish all entry processes. The situation, however, is often more
complex because in many cases, viral attachment and fusion proteins
are separate polypeptides that act coordinately and in a regulated
manner to ensure proper timing in the initiation of membrane fusion.
The Human immunodeficiency virus (HIV), for instance, requires two
receptors, namely CD4 as primary receptor and members of the che-
mokine receptor family as coreceptors to enter its host cell (Clapham
and McKnight, 2002). In addition, a high-affinity attachment receptor
for HIV has been described (Geijtenbeek et al., 2000). Although not
essential for infection, this molecule increases the efficiency of infec-
tion of receptor-positive cells presumably by trapping virus particles
on the plasma membrane (Lee et al., 2001).

Owing to technical limitations, progress in understanding the early
steps of the HCV life cycle has been rather slow. Therefore, much effort
has been invested to develop appropriate surrogate systems that allow
the search for candidate receptors and the analysis of HCV binding
and entry into target cells. Besides HCV-containing plasma samples,
virus-like particles produced by expression of HCV structural proteins
in insect cells (Baumert et al., 1998), liposomes containing E1/E2
heterodimers (Lambot et al., 2002), and pseudo-types based on VSV
or retroviruses have been developed (reviewed in Flint et al., 2001). A
major hurdle has been the propensity of the E proteins to aggregate
and to be retained within the ER. Therefore, either truncated E1 and
E2 proteins that lack the TM domain or chimeric molecules containing
heterologous membrane anchors that allow a more efficient cell-
surface expression were employed. For instance, Rosa et al. (1996)
demonstrated high affinity binding of truncated E2 protein to human
cells. Moreover, this binding could be neutralized by preincubation of
E2 with sera obtained from chimpanzees that had been immunized
with recombinant HCV glycoproteins. Interestingly, the titer of neu-
tralization of these sera correlated with the protection of the respective
chimpanzee in challenge experiments (Rosa et al., 1996). This correla-
tion supports the relevance of the in vitro binding assay used and
suggests that the truncated E2 protein used in this study adopts a
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conformation similar to the one of E2 naturally present on HCV par-
ticles. This is a critical prerequisite for studies aimed at dissecting
virus receptor interactions.

By screening of a human cDNA expression library with a recombi-
nant truncated E2-protein, CD81 was identified as a potential receptor
candidate for HCV (Pileri et al., 1998). CD81 belongs to the tetraspanin
superfamily, is expressed in many tissues, and exhibits an apparent
molecular weight of 25 kDa (Levy et al., 1998). The protein contains
four TM domains and two extracellular loops. The larger of these loops
is sufficient for E2 binding that has been demonstrated to be species-
specific since the homologous mouse protein does not bind to HCV E2
(Pileri et al., 1998). Important to note is that soluble fusion proteins of
the large extracellular loop (LEL) of CD81 were shown to bind HCV
contained in infectious plasma (Pileri et al., 1998). Binding could be
blocked not only by soluble human LEL but also by antisera from
successfully immunized chimpanzees vaccinated with E1 and E2. On
the other hand, antisera from animals that were not protected from
the challenge did not block the CD81/E2 binding, suggesting that
neutralizing antibodies were responsible for the inhibition (Pileri
et al., 1998). These observations have been confirmed and extended
by several other groups (Drummer et al., 2002; Flint et al., 1999a.
1999b, 2000; Higginbottom et al., 2000; Meola et al., 2000; Patel et al.,
2000; Petracca et al., 2000). Among other findings, these studies
identified the key residues involved in the interaction and demon-
strated a requirement for the native conformation of E2 as judged by
the reactivity with a panel of conformation-dependent antibodies
(Flint et al., 2000). Moreover, it was noted that the binding of E2 to
CD81 does not explain the species restriction of HCV because CD81
derived from tamarins was shown to bind E2 with higher affinity than
the human homologue even though these animals are not clearly
susceptible to HCV infection (Meola et al., 2000). Although it cannot
be excluded that HCV replication is blocked at a step subsequent to
virus entry, the almost ubiquitous expression of CD81 in human tis-
sues contrasts the rather restricted tropism of the virus in vivo. This
discrepancy suggests that additional coreceptor(s) may be required for
productive infection.

Further receptor candidates have been identified. Scarselli et al.

(2002) observed that HepG2 cells were able to efficiently bind a recom-
binant E2 protein in the absence of CD81. The cellular molecule re-
sponsible for E2 binding was identified as the human scavenger
receptor class B type I (SR-BI). Interestingly, this protein is highly
expressed in hepatocytes, which may account for the liver tropism of
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HCV. Two groups independently reported that HCV E2 also binds to
DC-SIGN and L-SIGN (Gardner et al., 2003; Pohlmann et al., 2003).
DC-SIGN is a calcium-dependent lectin expressed as a homotetrameric
type II membrane protein on some dendritic cell subsets and tissue
macrophages (Soilleux et al., 2002). This lectin is known to function as
an attachment receptor for HIV and increases the efficiency of infec-
tion by trapping the virus on the cell surface for subsequent interac-
tion with the receptor either on the same receptor cell or an adjacent
receptor positive cell (Curtis et al., 1992; Geijtenbeek et al., 2000; Lee
et al., 2001). L-SIGN is a closely related lectin that is expressed on liver
sinusoidal endothelial cells and that can also function as an HIV
attachment receptor (Bashirova et al., 2001; Pohlmann et al., 2001).
Accordingly, it was postulated that an interaction of HCV with these
lectins may facilitate the infection process in a similar fashion.

As already mentioned, diverse assay systems have been employed to
analyze virus receptor interactions. Based on the knowledge that
serum-derived virus particles associate with lipoproteins (Prince
et al., 1996; Thomssen et al., 1992, 1993), it has been postulated that
HCV may enter target cells via the LDLr (Agnello et al., 1999; Mon-
azahian et al., 1999; Wunschmann et al., 2000). Using sera from in-
fected individuals, Agnello et al. (1999) reported that endocytosis of
HCV (quantified by in situ hybridization) correlated with LDLr activi-
ty on target cells (Agnello et al., 1999). Moreover, internalization could
be inhibited with antibodies directed against apolipoprotein A and E.
Other groups obtained similar results by employing serum-derived
virus particles for studies on virus entry. For instance, sucrose
gradient-purified low and intermediate density particles (1.03 to
1.07 g/ml or 1.12 to 1.18 g/ml, respectively) bind to cells in an LDLr-
dependent manner (Wunschmann et al., 2000). Binding correlated
with the extent of LDLr expression and was inhibited by LDL but
not by soluble human CD81. On the other hand, binding of recombi-
nant, truncated E2 was independent of LDLr expression and inhibited
by human CD81 but not murine CD81 or LDL. Finally, the addition of
low-density HCV particles to cells led to coentry of an indicator mole-
cule, providing indirect evidence for virus entry (Wunschmann et al.,
2000). In summary, HCV particles associated with lipoproteins appear
to enter cells via LDLr, but it is unclear whether this mode of entry
leads to a productive infection.

Virus-like particles (VLPs) produced in heterologous expression sys-
tems have also been used to study the early steps of HCV infection.
Upon baculovirus-directed expression of the HCV structural proteins
in insect cells, Baumert et al. (1998) were the first to demonstrate
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HCV-like enveloped particles. These VLPs had a diameter of approxi-
mately 40 to 60 nm and accumulated in large intracellular cisternae
from which they were isolated and purified. They carry the E2 protein
on their surface and exhibit biophysical properties comparable to
virions isolated from HCV-infected humans (Baumert et al., 1998).
Insect-cell derived VLPs were evaluated as potential HCV vaccines
(Lechmann et al., 2001; Murata et al., 2003) and used for cell binding
studies (Wellnitz et al., 2002). Dose-dependent and saturable binding
to various human, but not mouse, cell lines could be demonstrated, and
this interaction was blocked by several monoclonal antibodies directed
against E2. Binding, however, appeared to be CD81-independent and
did not correlate with LDLr expression on target cells (Wellnitz et al.,
2002). It is unknown whether the putative receptors already described
play a role or whether alternative cellular molecule(s) mediate the
specific interaction between human cells and VLPs. A different glyco-
sylation pattern due to the VLP production in insect cells may account
for the observed differences in binding requirements. Furthermore, it
is not clear how faithfully these recombinant molecules mimic the
authentic conformation of glycoproteins present on the natural HCV
virion. Finally, without the opportunity to assess replication, it is
difficult to determine whether the binding observed with VLPs is the
one that leads to productive uptake and infection.

It is well known that certain viruses, in particular members of the
families Retroviridae [e.g., HIV or Murine leukemia virus (MLV)]
and Rhabdoviridae (e.g., VSV), can incorporate foreign viral glycopro-
teins into their lipid envelope during assembly (Briggs et al., 2003).
The resulting chimeric virus particles, the so-called pseudo-types
or pseudo-particles, display foreign viral glycoproteins on their surface
that mediate entry into new target cells. In the case of HCV, initially
VSV-derived pseudo-types have been generated (Buonocore et al.,
2002; Lagging et al., 1998; Matsuura et al., 2001). To overcome the
intracellular retention of HCV E1 and E2 and to support pseudo-
typing of VSV, which buds at the plasma membrane, chimeric HCV
proteins have been generated containing the E protein ectodomains
fused to the TM and cytoplasmic domain of the VSV-G protein. Al-
though this modification resulted in surface expression and incorpora-
tion of the chimeric proteins into VSV-based pseudo-types, conflicting
data regarding their infectivity were obtained (Buonocore et al., 2002;
Lagging et al., 1998; Matsuura et al., 2001).

In addition, pseudo-types based on retroviral particles (MLVor HIV)
that carry unmodified HCV E1 and E2 proteins have been generated
(Bartosch et al., 2003a; Hsu et al., 2003). After transient transfection of
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293T cells, both E1 and E2 were expressed to high levels in the cyto-
plasm. Surprisingly, a certain fraction was incorporated into the plas-
ma membrane, suggesting that the generally observed ER retention of
HCV glycoproteins can at least, to some extent, be overcome in this
system. By using this approach, infectious E1- and E2-bearing HCV
pseudo-types (HCVpp) could be generated that were able to infect
various hepatoma cell lines as well as primary hepatocytes. Infection
was determined by measuring the amount of a marker protein (e.g.,
green fluorescent protein) that was encoded in the retroviral vector
(Bartosch et al., 2003a). Titers of about 105 transducing units per
milliliter were measured when using Huh-7 as target cells, indicating
a high permissiveness of this particular cell line and highlighting the
efficiency of pseudo-type formation in 293T cells. Important to note is
that the infectivity of HCVpp required both E1 and E2 and could be
neutralized by different monoclonal antibodies as well as sera from
HCV-infected patients (Bartosch et al., 2003a; Hsu et al., 2003). Bio-
chemical analyses revealed the presence of noncovalently associated
E1–E2 hetero-oligomers with complex- or hybrid-type glycans on the
surface of HCVpp (Op de Beeck et al., 2004). In addition to the detec-
tion of native complexes, some viral glycoprotein aggregates were
detected so that a potential role of these structures for the infectivity
of HCVpp cannot be excluded. Although a preference for liver cell lines
was found, HCVpp also infected other human and even animal cell
lines, albeit with much lower efficiency. Pseudo-type entry was shown
to occur in a pH-dependent fashion, and none of the currently proposed
virus receptors alone, or in combination, was sufficient to confer per-
missiveness (Bartosch et al., 2003a; Hsu et al., 2003). The ability of
anti-CD81 antibodies and soluble forms of human CD81 to specifically
block HCVpp infection of target cells, however, suggests that CD81 is a
component of the HCV receptor complex (Bartosch et al., 2003a;
Cormier et al., 2004; Hsu et al., 2003; Zhang et al., 2004). Likewise,
antibodies against SR-B1 prevented pseudo-type infectivity (Bartosch
et al., 2003b). With regard to the involvement of LDLr for HCVpp
entry, Bartosch et al. (2003a) noted a weak neutralization activity of
antiapolipoprotein E antibodies, but they did not note significant
neutralization by LDL, VLDL, and antiapolipoprotein B antibodies.
Whereas these data do not rule out an involvement of LDLr for the
entry of lipoprotein-associated HCV particles, they indicate that LDLr
is not a major receptor for HCVpp. In conclusion, these data suggest
that CD81 and SR-B1 are involved in the infection process, but addi-
tional, hepatocyte-specific cofactors seem to be necessary for the
infection of liver cells.
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B. RNA Translation

Once HCV has entered the cell, which may occur by receptor-
mediated endocytosis as depicted in Fig. 2 (Hsu et al., 2003), the viral
RNA is liberated into the cytoplasm and serves as an mRNA for
synthesis of the viral proteins. As alluded to in the previous section,
the HCV polyprotein is expressed under control of the IRES located in
the 50-NTR and mediating cap-independent RNA translation. Since
HCV does not encode a methyl transferase and replicates in the cyto-
plasm where this enzyme is missing, the use of an IRES ensures
translation of the noncapped viral RNA. Based on phylogenetic ana-
lyses and chemical and enzymatic probing, a structural model of the
HCV IRES has been established (Fig. 4A) (Honda et al., 1999; Wang
et al., 1994, 1995). The key element of the IRES is domain III that
permits the direct binding of the 40S ribosomal subunit in the absence
of additional translation factors in a way that the initiator AUG start
codon is placed in the P-site of the ribosome (Pestova et al., 1998). This
property, which largely resembles a factor-independent, prokaryotic
binding mode of mRNAs, is mainly achieved by the basal part of
domain III, comprising subdomains IIIa, IIIc, IIId, and IIIe (Fig. 4A).
Subdomain IIIb is required for binding of the translation initiation
factor eIF-3 (Kieft et al., 2001), which is essential for the association
of the 60S subunit (Pestova et al., 1998). The role of domain II has been
established by cryo-electron microscopy studies and nuclear magnetic
resonance (NMR) spectroscopy (Kim et al., 2002a; Lukavsky et al.,
2003; Spahn et al., 2001). Even though an IRES with or without
domain II binds the 40S subunit with comparable efficiency (Otto
et al., 2002), structural changes in the 40S subunit have been ob-
served only in the presence of domain II. By forming intensive inter-
actions with the 40S subunit, domain II appears to induce or stabilize
drastic conformational changes within the ribosomal subunit
(Spahn et al., 2001). Moreover, it was found that domain II forms an
independent structure in the absence of the IRES context and folds in a
way that markedly resembles the 40S subunit-bound form (Lukavsky
et al., 2003; Spahn et al., 2001). These results suggest that domain II
is not involved in long-range RNA:RNA interactions (Kim et al.,
2002a).

RNA mapping studies have defined the 50-end of the HCV IRES
between nucleotides 38 and 46 (Honda et al., 1996b; Rijnbrand et al.,
1995; Yoo et al., 1992). Therefore, domain I that can form a G:C-rich
stem-loop (Fig. 4A) is not required for IRES function. When tested in
the context of heterologous reporter constructs, deletion of this domain
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stimulated translation (Yoo et al., 1992), whereas its removal from a
HCV replicon reduced protein expression by about threefold to fivefold
and completely blocked RNA replication (Friebe et al., 2001; Luo et al.,
2003). Thus, domain I is required for RNA replication and involved in
translation (Friebe et al., 2001; Kim et al., 2002b; Luo et al., 2003),
suggesting that in a more authentic context, this domain plays
an important role in regulating both processes. Domain IV consists of
a small stem-loop containing the AUG initiator codon and forms a
pseudo-knot via base pairing with a loop in domain IIIf (Fig. 4A). It
was found that mutagenesis or insertions of AUG codons in domain IV

FIG 4. Structures of 50- and 30-NTRs. (A) Schematic presentation of the HCV 50-NTR
with domains I to IV (Honda et al., 1999). The minimal regions required for RNA
replication and IRES activity are indicated by a gray rectangle and a dashed line,
respectively. The pseudo-knot structure that is generated by base pairing between the
loop region of domain IIIf and the intervening sequence connecting domains IIIf and IV is
highlighted with horizontal lines. Regions involved in a long-range RNA:RNA interac-
tion are indicated with striped lines and a double-headed arrow. (B) Structure of the
tripartite 30-NTR composed of the variable region with stem-loops VSL1 and VSL2, the
poly(U/UC)-tract, and the highly conserved X-tail sequence. Stem-loop structures are
given according to the model of Blight and Rice (1997). Note that the stop codon of the
polyprotein coding region resides in the loop of VSL1. The minimum region required for
RNA replication in vivo and in cell culture is indicated by a gray rectangle.
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upstream of the start codon of the open reading frame (ORF) have little
or no effect on RNA translation, which suggests that the ribosome
binds in close proximity of the initiator AUG with little or no scanning
(Reynolds et al., 1996; Rijnbrand et al., 1996). Most studies indicate
that sequences located immediately downstream of the start codon are
required for RNA translation (Honda et al., 1996a, 1996b; Lu and
Wimmer, 1996; Reynolds et al., 1995). Contradictory reports, however,
exist concerning the role of the core coding sequence for HCV IRES
activity. Although most evidence suggests that sequences of the core
coding region and not the core protein itself are required for efficient
RNA translation, it is unclear whether core sequences directly contrib-
ute to IRES function. Alternatively, they may be required to prevent
unfavorable base pairings of the IRES with downstream sequences
that would disturb the RNA structure or block binding sites for protein
factors. In agreement with the latter assumption, it was found that
expression of the reporter gene secretory alkaline phosphatase but not
that of chloramphenicol acetyltransferase depends on downstream
core coding sequences (Rijnbrand et al., 2001). A mutational analysis
of the core sequence demonstrated no requirement for a particular
nucleotide or amino acid sequence. These results clearly favor the idea
that IRES activity does not depend on core coding sequences but rather
on the absence of stable stem-loop structures in the vicinity of the
initiator AUG (Rijnbrand et al., 2001). This hypothesis does not ex-
clude the idea that the core protein may have a regulatory role in virus
replication, such as modulating the switch from RNA translation
to replication and/or packaging. In fact, Zhang et al. (2002) found that
core protein causes an inhibition of translation from the HCV IRES,
arguing for a regulatory function of this protein. Furthermore, con-
vincing evidence has also been presented that sequences between
nucleotides 24 to 38 in the IRES and 428 to 442 in the core coding
sequence mediate a long-range RNA:RNA interaction that significant-
ly suppresses translation efficiency (Kim et al., 2003) (Fig. 4A). Muta-
tional ablation of complementarity between these two sequences
enhances RNA translation, which is repressed again by compensatory
mutations that restore complementarity. This observation argues for a
direct base pairing between these two sequences that may regulate
RNA translation.

A number of proteins binding to the HCV IRES have been reported.
Apart from multiple ribosomal proteins (Otto et al., 2002), several
noncanonical translation factors have been identified. These include
the polypyrimidine tract binding protein (PTB) (Ali and Siddiqui,
1995), the La autoantigen (Ali and Siddiqui, 1997), the heterogeneous
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nuclear ribonucleoprotein L (Hahm et al., 1998), the poly(rC)-binding
protein (PCBP-2) (Fukushi et al., 2001), and several other proteins
that so far have not yet been characterized (Yen et al., 1995). The role
these proteins may play in RNA translation has not been firmly estab-
lished. For instance, Kaminski et al. (1995) found no effect on RNA
translation in cell lysates after immunodepletion of PTB, suggesting
that no amount or only very low amounts of PTB are required for
translation. In case of the La protein, a stimulation of translation
was observed when the purified protein was added to rabbit reticulo-
cyte lysates (Ali and Siddiqui, 1997), and sequestration of La inhibited
translation both in vitro and in cell culture (Ali et al., 2000). Interest-
ingly, La binds to the 50-NTR in the context of the initiator AUG codon.
Since the La protein has helicase activity, one of its function might be
the melting of the stem structure of domain IV. In fact, it has been
shown that mutational destabilization of this stem-loop structure in-
creases translation efficiency (Honda et al., 1996a). Another protein,
PCBP-2 was shown to bind to a region that spans domains I and II of
the 50-NTR (Fukushi et al., 2001). By comparing the translation effi-
ciency of HCV RNAs carrying the complete 50-NTR in rabbit reticulo-
cyte lysates in the presence or absence of PCBP-2, it was found that
this protein does not affect translation efficiency. It was therefore
speculated that PCBP-2 might be required for the formation of a
replication–initiation complex analogous to what has been described
for the multiplication of polioviruses (Andino et al., 1993; Parsley et al.,
1997).

Apart from canonical and noncanonical translation factors of the
host cell HCV RNA sequences outside of the 50-NTR may contribute
to IRES activity, but this issue is controversially discussed. While Ito
et al. (1998) reported a stimulation of RNA translation by sequences at
the 30-end of the HCV genome, others observed down-regulation (Mur-
akami et al., 2001) or no effect at all (Friebe and Bartenschlager, 2002;
Imbert et al., 2003). The reason for these discrepancies is not clear, but
these may be due to differences in experimental systems. Further
studies performed in a more natural context, such as using full-length
HCV genomes, may help to clarify this issue.

In addition to directing translation of the polyprotein, the 50-NTR
also mediates expression of the F protein via a novel mode of ribosomal
frameshifting (Boulant et al., 2003; Choi et al., 2003; Varaklioti et al.,
2002; Walewski et al., 2001; Xu et al., 2001). The ORF of the F protein
resides in the �2/þ1 reading frame relative to the ORF of the poly-
protein and is generated probably by two consecutive �1 frameshifts.
In agreement with this model, a 1.5-kDa protein has been identified
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that is generated by translation of the �1 ORF and that might
represent the product that arises from a single �1 frameshift (Choi
et al., 2003). Production of the F protein requires both an A-rich
‘‘slippery sequence’’ around nucleotide 380 and a putative double
stem-loop structure immediately downstream of the frameshift se-
quence. Based on experiments with reporter gene constructs, the
frameshift efficiency is in the range of 1 to 2%, a value similar to what
has been described for ribosomal frameshifting with retroviruses. As
alluded to in the previous paragraphs, however, the F protein appar-
ently is not required for HCV RNA replication, at least not in cell
culture, and it remains to be determined whether it plays a role in vivo.

C. Proteolytic Processing of Structural Proteins

During or after production of the HCV polyprotein, a series of pro-
teolytic cleavage events take place that result in the formation of 10
different cleavage products and some distinct processing intermedi-
ates (Fig. 1). Several lines of evidence demonstrate that cleavage of the
region spanning the N terminus of the core protein up to the N termi-
nus of NS2 is mediated primarily by host-cell signal peptidase cleaving
in the lumen of the ER after stretches of hydrophobic amino acids.
First, cleavage at the core/E1, E1/E2, E2/p7, and p7/NS2 sites is mem-
brane dependent (Hijikata et al., 1991; Hussy et al., 1996; Lin et al.,
1994a; Mizushima et al., 1994a,b; Santolini et al., 1994, 1995); second,
the signal recognition particle is required for generation of the N
terminus of core, E1, E2, NS2, and probably also p7 (Santolini et al.,
1994, 1995); third, hydrophobic signal peptides precede the N termini
of these cleavage products (Hijikata et al., 1991; Lin et al., 1994a;
Mizushima et al., 1994a,b; Selby et al., 1994); and fourth, arginine
substitutions for alanine residues at the P1 positions of the E2/p7
and p7/NS2 junctions abolish cleavage at these sites (Mizushima
et al., 1994a,b). Several groups have observed a second cleavage at
the C terminus of the core protein within the E1 signal sequence, but
the exact position has not yet been defined (Hussy et al., 1996; Liu
et al., 1997; Moradpour et al., 1996b; Santolini et al., 1994; Yasui et al.,
1998). Based on the apparent molecular weight of this 19-kDa product,
however, the cleavage site most likely resides around residue 179
(Santolini et al., 1994). The enzyme responsible for this cleavage
has been identified as the host-cell signal peptide peptidase (SPP)
(McLauchlan et al., 2002). SPP is a presenillin-type aspartic proteinase
that resides in the ER membrane. After cleavage in the intramem-
brane compartment, processed signal peptides are released into the
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cytosol where they can promote post-targeting functions (Lemberg
et al., 2001). Interestingly, mutational inactivation of the E1 signal
peptide in the C terminus of the core protein affected its intracellular
distribution (McLauchlan et al., 2002). Althoughwild-type core protein
localized after cleavage to the surface of lipid droplets, this was no
longer the case with the mutants. A model has been proposed according
to which core protein is targeted to lipid droplets via an internal hydro-
phobic sequence designated domain 2 (Section V,G) that is thought to
integrate into the cytosolic leaflet of the ERmembrane. Intramembrane
cleavage of the E1 signal sequence would mobilize the core protein and
allow its transport to regions of the ER where triglycerides accumulate
and pinch off as lipid droplets. In contrast, inhibition of the signal
sequence cleavage would immobilize the core protein within the ER
membrane and thereby prevent its transport to the sites of lipid droplet
formation (McLauchlan et al., 2002).

D. Proteolytic Processing of Nonstructural Proteins

Cleavage of the NS2 to NS5B region is achieved by two different
viral enzymes: the NS2-3 proteinase that catalyzes cleavage between
NS2 and NS3 and the NS3/4A proteinase complex that is responsible
for processing of the remainder (Fig. 1).

1. The NS2-3 Proteinase

NS2 is liberated from NS3 by a rapid intramolecular cleavage for
which the 117 C-terminal amino acids of NS2 and the first 180 residues
of NS3 are required (Grakoui et al., 1993a; Hijikata et al., 1993a; Lin
et al., 1994b; Reed et al., 1995; Santolini et al., 1995; Tanji et al., 1994a;
Wilkinson, 1997). Alanine substitutions of His-952 and Cys-993
completely block processing between NS2 and NS3, suggesting that
these residues are crucial for enzymatic activity. However, these muta-
tions do not affect cleavage at NS3-dependent sites, demonstrating
that in spite of a structural overlap of the NS2-3 and the NS3/4A
proteinase, their activities are independent from each other (Grakoui
et al., 1993a; Hijikata et al., 1993a). Based on the observations that
zinc ions stimulated cleavage at this site by about threefold when
using in vitro translation reactions and that the chelating agent EDTA
exerted an inhibitory effect, it was postulated that NS2-3 might be a
zinc-dependent metalloproteinase. As described in detail in the fol-
lowing paragraphs, zinc is a component of the NS3 proteinase
domain (Fig. 5C), raising the question whether the observed stimula-
tion by zinc ions is due to activation of the NS2-3 proteinase or to

104 RALF BARTENSCHLAGER ET AL.



105



structural integrity of the NS3 domain for which zinc is required. In
agreement with the latter assumption, the active centers of metallo-
proteinases contain either a HEXXH or a HXXEH motif (where X is
variable), which is not found in the NS2-3 proteinase (Jiang and Bond,
1992). Therefore, it has been proposed that this enzyme is a cysteine
proteinase with His-952 and Cys-993 forming a catalytic dyad or,
together with Glu-972, a catalytic triad (Gorbalenya and Snijder,
1998). Alternatively, the NS2-3 proteinase might be a metalloprotei-
nase with zinc playing an essential role in catalysis (Ryan et al., 1998;
Wu et al., 1998).

FIG 5. Location of cell culture-adaptive mutations in the HCV coding regions of
subgenomic replicons and the positions of these mutations in the 3-D structures of
NS5B RdRp, the full-length NS3, and the NS3 helicase. (A) Schematic presentation
of the NS3 to NS5B coding region that is sufficient for autonomous replication of
subgenomic replicons. Mutations that were conserved in a total of 26 independent
replicon cell clones are given above (Lohmann et al., 2003). Numbers in parenthesis
indicate the frequency with which a given mutation was found in independent cell clones.
The underlining is used to highlight those mutations that were found as single mutations
in replicons, whereas all the other mutations were only found in certain combinations.
(B) Location of adaptive mutations within the NS5B RdRp ectodomain. Ribbon diagram
showing the front view of the NS5B 3-D structure. Fingers, thumb, and palm subdo-
mains are colored in blue, green, and red, respectively. The other structural elements are
colored as follows: cyan, two loops interconnecting the finger and thumb subdomains;
gray, two antiparallel �-helices connecting the palm and finger subdomains; orange, the
�-hairpin element; white, the C-terminal segment of the NS5B ectodomain. The catalytic
site (GDD) motif is shown as a yellow ball and stick model. The putative RNA-binding
groove is indicated. Cell culture-adaptive mutations depicted in panel A are highlighted
as a space-filling model in different colors. Both residues are located at the surface of the
thumb subdomain. Note that the protein used for crystallization lacks the C-terminal TM
domain, and, therefore, I3004 is not present in this structure. The coordinates of this
structure were retrieved from the PDB protein database under accession number 1C2P
(Lesburg et al., 1999). (C) Space-filling model of the 3-D structure of full-length NS3
complexed with an NS4A peptide showing the proteinase domain in cyan, the helicase
domain in white, and NS4A in yellow. The locations of the zinc ion binding site (green),
the active site of the proteinase (purple), and the location of cell culture-adaptive muta-
tions are highlighted in different colors. Note that some of these mutations are buried in
the molecule and, therefore, are not visible in the space-filling model (e.g., V1133I).
(D) Ribbon diagram of the NS3 helicase showing the front view corresponding to a 90

�

clockwise rotation of the structure shown in panel B. The three different subdomains
(NTP binding, RNA binding, and C-terminal subdomains) are labeled. Note that most
mutations cluster in the NTP binding subdomain. Poly(U) complexed with this structure
is shown as a green ribbon. The coordinates of these structures were retrieved from the
PDB protein database under accession numbers 1CUI (Yao et al., 1999) and 1A1V (Kim
et al., 1998) for the models shown in B and C, respectively. (See Color Insert.)
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A clarification of this issue has been difficult because no robust trans-
cleavage assay has been available. This is first due toNS2 being ahighly
hydrophobic protein that is very difficult to work with and, second, due
to the autocatalytic nature of the cleavage reaction that occurs intramo-
lecularly and very fast. To overcome these problems, in vitro translation
reactions with NS2-encoding RNAs were performed in the absence of
microsomal membranes. Under these conditions, no cleavage at the
NS2/3 junction was observed, but the cleavage could be restored upon
addition of detergent micelles mimicking membrane-mediated protein-
ase activation (Pieroni et al., 1997). By using this system, it was found
that cadmium could functionally substitute for zinc, suggesting that
zinc plays a structural rather than a functional role for catalysis.

In two very elegant studies, minimal NS2-3 domains were expressed
in Escherichia coli and purified from inclusion bodies to homogeneity
(Pallaoro et al., 2001; Thibeault et al., 2001). After refolding and
enzyme activation, the majority of NS2-3 underwent self-cleavage.
This reaction occurred intramolecularly and appeared to require mul-
timerization of the uncleaved protein. The fact that processing was
independent from the nature of the added metal ion (zinc or cadmium)
suggests that NS2-3 most likely is a cysteine proteinase with a catalyt-
ic dyad that requires zinc as a structural component (Pallaoro et al.,
2001). Although NS4A sequences inhibit self-cleavage of the NS2-3
enzyme (Darke et al., 1999), the same sequences activate the protein-
ase activity of the NS3/4A complex (see the following chapter for more
details). Moreover, inhibition was seen with peptides containing the
NS2-3 cleavage site or an N-terminal peptidic cleavage product, indi-
cating end-product inhibition of the proteinase (Thibeault et al., 2001).
Although under these experimental conditions, the enzyme can cleave
in the absence of additional factors, this might not necessarily be the
case in an infected cell. In fact, Waxman et al. (2001) presented evi-
dence that the host-cell chaperone Hsp90 is required to activate the
NS2-3 proteinase. This conclusion is based on the inhibition of cleav-
age in vitro and in cell culture by geldanamycin, herbimycin, and
radicicol, three compounds that specifically block Hsp90 by binding
to its ATP-binding site. Moreover, a physical interaction between the
proteinase and the chaperone was found by coimmunoprecipitation.
Based on these results, it can be speculated that unguided folding of
NS2-3 is unfavorable for mediating cleavage, and proper folding de-
pends on the assistance of Hsp90. It is interesting to note that in case
of the closely related pestivirus BVDV, cleavage between NS2 and NS3
requires the interactionwithahost-cell chaperone calledJiv, suggesting
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that the interaction of distinct Flavivirus proteinases with cellular
chaperones is an evolutionarily conserved trait (Rinck et al., 2001).

2. The NS3/4A Proteinase Complex

Cleavage of the polyprotein by the NS3/4A proteinase complex has
been studied in great detail and the three-dimensional (3-D) X-ray
crystal structure as well as the NMR structure of this proteinase
complex have been solved (Fig. 5C). It is beyond the scope of this
review to describe all the details that have been published in this field
and summarized in comprehensive reviews by Bartenschlager (1999)
and de Francesco et al. (1998). This section therefore focuses only on
the principal aspects.

NS3 is a chymotrypsin-like proteinase that requires the NS4A pro-
tein as a cofactor for full enzymatic activity. Sequence comparisons and
mutation analyses demonstrated that His-1083, Asp-1107, and Ser-
1165 in the N-terminal NS3 domain make up the catalytic triad of this
serine proteinase (Bazan and Fletterick, 1989, 1990; Gorbalenya et al.,
1989a; Miller and Purcell, 1990). The enzyme is required for proces-
sing at the NS3/4A, NS4A/4B, NS4B/5A, and NS5A/5B junctions
(Bartenschlager et al., 1993; Eckart et al., 1993; Grakoui et al.,
1993b; Hijikata et al., 1993a; Manabe et al., 1994; Tomei et al., 1993)
(Fig. 1). In addition, four further cleavages mediated by this proteinase
have been identified with two being mapped in the NS3 helicase
domain (Yang et al., 2000), one close to the N terminus of NS4B
(Kolykhalov et al., 1994) and one in the middle of NS5A (Markland
et al., 1997). Thus far, their importance for RNA replication has not
been studied, but it is interesting to mention that a similar cleavage in
the NS3 helicase domain has been described for other flaviviruses
like the Yellow fever virus (Arias et al., 1993). Mutational inactivation
of this cleavage site, however, did not affect replication and virus
production, indicating that this processing event is dispensable for a
productive Flavivirus replication cycle in cell culture.

As indicated in Fig. 1, the HCV polyprotein is cleaved in a preferen-
tial order (Bartenschlager et al., 1994; Lin et al., 1994b; Tanji et al.,
1994a). The first cleavage occurs cotranslationally and liberates NS3
from the remainder of the polyprotein (Bartenschlager et al., 1994;
Lin et al., 1994b; Tanji et al., 1994a; Tomei et al., 1993). Subsequent
cleavages can be mediated in trans with rapid processing at the NS5A/
B junction, resulting in an NS4A-5A precursor that is cleaved with
different kinetics (Bartenschlager et al., 1994; Failla et al., 1994; Lin
et al., 1994b; Tanji et al., 1994a,b; Tomei et al., 1993) The only protein
for which a precursor:product relation could be established was a
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rather stable NS4B-5A intermediate (Bartenschlager et al., 1994;
Failla et al., 1994; Lin et al., 1994b). This cleavage order was first
observed in various heterologous expression systems but has been
shown to occur in the same way in cells carrying stably replicating
HCV replicons (Pietschmann et al., 2001).

Although the enzymatic activity resides in the NS3 domain, hetero-
dimerization with the NS4A cofactor is absolutely required for efficient
polyprotein processing (Bartenschlager et al., 1994, 1995b; Failla et al.,
1994; Lin et al., 1994b; Steinkühler et al., 1996a,b; Tanji et al., 1995a)
(Fig. 5C). Complex formation occurs via a tight interaction of the 22 N-
terminal residues of NS3 with a 12-residue sequence in the center of
NS4A (Bartenschlager et al., 1995b; Failla et al., 1995; Lin et al., 1995;
Satoh et al., 1995; Tanji et al., 1995a) that can be either coexpressed in
a transfected cell or supplied as a synthetic peptide (Butkiewicz et al.,
1996; Steinkühler et al., 1996a; Tomei et al., 1996). The two proteins
form a 1:1 complex that can cleave a minimal substrate with a length
of 10 amino acid residues that correspond to a P6-P40 decamer peptide
(Steinkühler et al., 1996b,c). Interestingly, when using such peptide
substrates, the order of cleavage efficiency at the trans-sites mirrored
the one that was observed with the authentic polyprotein, which
shows that the primary sequence around the scissile bond determines
processing efficiency.

The mechanism by which NS4A activates the NS3 proteinase do-
main has for a long time been an enigma. It was assumed that NS4A
induces conformational changes required for full proteolytic activity
and, to a lesser extent, increases binding affinity to the substrate. This
suggestion was partly supported by the determination of the X-ray
crystal structure of the NS3 domain alone and the NS3/4A proteinase
complex (Kim et al., 1996; Love et al., 1996; Yan et al., 1998b). In the
absence of NS4A, the 28 N-terminal residues of NS3 are flexible and
extend away from the protein, whereas in the complex, they are folded
into a �-strand and an �-helix. An additional �-strand is formed by
NS4A that tightly intercalates into the N terminus of NS3 and forms
an integral component of the enzyme (Love et al., 1996; Yan et al.,
1998b). Another conformational change that is induced by NS4A leads
to a repositioning of the catalytic triad that, after NS4A binding,
closely resembles the one found with other serine-type proteinases,
which explains the observed increase in catalytic efficiency. It was also
found that in addition to NS4A, the substrate itself plays an important
role for enzyme activation by stabilizing the correct geometry of the
catalytic triad (Barbato et al., 1999). This property is unique among
chymotrypsin-like proteinases.
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By using homology modeling studies, a zinc binding site in the NS3
domain was predicted (de Francesco et al., 1996). In fact, the X-ray
crystal structure revealed a tetrahedrally coordinated zinc ion that is
complexed with three cysteine residues and, via a water molecule, with
a histidine residue (Fig. 5C). The long distance between the zinc ion
and the catalytic serine residue, the kind of coordination, and the
possibility to replace zinc by cadmium or cobalt without loosing activity
strongly suggest that the zinc ion is not involved in catalysis but rather
plays a structural role (de Francesco et al., 1996; Stempniak et al.,
1997). In agreement with this assumption, mutations that affect the
coordinating cysteine or histidine residues render the protein insolu-
ble, and expression of wild-type NS3 in E. coli cultured in the presence
of zinc markedly increases the amount of soluble protein.

Determination of the N termini of the cleavage products and se-
quence comparisons between a large number of HCV isolates revealed
the substrate specificity of the NS3/4A proteinase complex (Grakoui
et al., 1993c; Leinbach et al., 1994; Pizzi et al., 1994). Crucial determi-
nants are an acidic amino acid residue at the P6 position, a P1-cysteine
at the trans-cleavage sites, a P1-threonine at the NS3/4A cis-cleavage
site, and an amino acid with a small side-chain at the P10-position
(Grakoui et al., 1993b). Because at least decameric peptides are re-
quired for efficient cleavage in various in vitro assays, a consensus
cleavage sequence would read D/E-X-X-X-X-C/T#S/A-X-X-X. Studies of
altered protein and peptide substrates revealed that the P1-cysteine
residue is the most important determinant for efficient trans-cleavage
(Bartenschlager et al., 1995a; Kolykhalov et al., 1994; Komoda et al.,
1994; Leinbach et al., 1994; Tanji et al., 1994a). In contrast, processing
between NS3 and NS4A is governed primarily by polyprotein folding
that stabilizes the enzyme:substrate complex sufficiently to accommo-
date even unfavorable P1 amino acid residues.

For many positive-stranded RNA viruses, including all flaviviruses,
proteinase activity and helicase activity reside in the same polypeptide
(Fig. 5), indicating that a coupling of these two activities has an
advantage for virus replication. In an attempt to identify potential
mutual interactions, several groups studied the biochemical properties
of full-length NS3 in respect to its proteinase and helicase activity. In
part, conflicting results have been obtained (Gallinari et al., 1998;
Kanai et al., 1995; Morgenstern et al., 1997), but in most studies, an
enhancement of the helicase activity was found in the bifunctional NS3
molecule. Moreover, direct binding of single-stranded RNA not only to
the helicase but also to the proteinase domain was described and
shown to result in an inhibition of the proteolytic activity (Gallinari
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et al., 1998; Yao et al., 1999). Finally, the X-ray crystal structure of the
full-length NS3 molecule revealed that after cleavage, the C terminus
of the helicase remains in the proteinase active site, leading to an
autoinhibition that is released upon substrate binding (Yao et al.,
1999). This study also demonstrated that already within the uncleaved
polyprotein, the individual proteins can fold substantially, including
the N terminus of NS4A that forms the membrane spanning �-helix,
which targets NS3 to intracellular membranes. In this case, the pro-
teinase domain would, after cleavage at the NS3/4A site and
subsequent membrane association, serve as a ‘‘spacer’’ that properly
positions the helicase within the membrane-bound replication complex
(Yao et al., 1999).

E. Cis-Acting RNA Sequences Required for Replication

By analogy to other positive-stranded RNA viruses, it has been
assumed that the 50- and 30-NTRs play major roles for RNA replication,
Furthermore, as already indicated, the 50-NTR harbors an IRES ele-
ment, and, therefore, this region was studied most intensively, leading
to the structure model shown in Fig. 4A. The role of 50-terminal se-
quences in RNA replication have been studied in the replicon system.
A series of replicons were generated in which various regions of the
HCV 50 NTR were fused to the IRES sequence of Poliovirus or that of
the Classical swine fever virus. By using these replicons, researchers
were able to uncouple HCV replication and translation. This approach
allowed the identification of the minimal RNA region required for
replication, which was mapped to approximately the first 125 nucleo-
tides of the HCV genome corresponding to stem-loops I and II (Friebe
et al., 2001; Kim et al., 2002b; Reusken et al., 2003) (Fig. 4A). Moreover,
it was shown that the structure and not the primary sequence of stem-
loop I plays an important role for RNA replication (Luo et al., 2003).
Since stem-loop II is also required for IRES activity, this result demon-
strates a functional overlap of signals involved in RNA translation and
replication. Based on this observation, it is tempting to speculate that
domain II might be involved in regulating a switch from RNA transla-
tion to replication. For instance, it has been shown that poliovirus
RNA replication is inhibited while translation is in progress
(Gamarnik and Andino, 1998). This switch might be controlled by
PCBP, a cellular protein involved in controlling the translation of
numerous cellular and viral RNAs. Because translating ribosomes
moving along the viral RNA into the 50- to 30-direction directly inter-
fere with the replicase that copies the RNA in the 30- to 50-direction, a
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mechanism may exist that down-regulates translation to allow RNA
synthesis. It has been proposed that PCBP binding to the 50-terminal
cloverleaf structure of the poliovirus RNA enhances translation, while
binding of the viral polymerase precursor 3CD to the cloverleaf re-
presses translation and promotes the synthesis of negative-stranded
RNA (Gamarnik and Andino, 1998). Interestingly, PCBP-2 was shown
to interact with the HCV 50-NTR, in particular stem-loop I, suggesting
that this protein might also be involved in regulating a switch from
translation to replication (Fukushi et al., 2001; Spangberg and
Schwarz, 1999). Moreover, removal of stem-loop I in HCV replicons
leads to a reduction of viral RNA translation in cell culture, suggesting
that either this RNA element per se or protein(s) binding to it regulate
translation (Friebe et al., 2001; Luo et al., 2003). Although stem-loops I
and II are sufficient to promote HCV RNA amplification, replication
levels of replicons carrying only these elements at the 50-end are rather
low. This defect can be compensated when stem-loop III and the pseu-
do-knot structure are added to this minimal promoter element (Friebe
et al., 2001; Kim et al., 2002b). Thus, the complete 50-NTR of HCV is
required for efficient RNA replication. So far, it is not clear whether the
sequences needed in addition to the minimal promoter are required for
the formation of its correct structure or directly participate in RNA
replication (e.g. as binding sites for viral or cellular factors). Moreover,
it is conceivable that the 30-end of negative-stranded RNA serves as a
recognition site for the viral replication machinery to initiate synthesis
of positive-stranded RNA. Consequently, structures other than the
ones that are formed by the 50-NTR of positive-stranded RNA may be
required. The analysis of this possibility requires adequate secondary
structure models that were described in 2002 studies (Kashiwagi et al.,
2002; Schuster et al., 2002; Smith et al., 2002). It was shown that the
30-end of negative-stranded RNA is not simply a mirror image of the 50-
NTR of the positive strand. Stem-loops I and IV as well as parts of
stem-loop III (IIIa and IIIb) appear to be conserved in both orienta-
tions, whereas stem-loop II and the surrounding interdomain regions
are reorganized into two large stem-loops. These models will guide
future studies to dissect the roles these structures may play for the
synthesis of positive- and negative-stranded RNA.

Initially, it was thought that the HCV genome would terminate with
a poly(A) or poly(U) sequence (Han et al., 1991; Hayashi et al., 1993;
Kato et al., 1990; Okamoto et al., 1991, 1992b, 1994; Takamizawa et al.,
1991; Taneka et al., 1992; Wang et al., 1993b; Yamada et al., 1994b).
Studies have showed, however, that other flaviviruses, like certain
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strains of TBEV, carry downstream of a homoadenosine tract an ap-
proximately 350-nucleotide-long highly conserved RNA sequence at
the very 30-end of the genome that is essential for replication (Mandl
et al., 1991; Wallner et al., 1995). This observation and the fact that
HCV could not be propagated in cell culture after transfection of cloned
full-length genomes terminating with poly(A) or poly(U) led to the
assumption that the 30-end of the originally cloned HCV genomes
may lack some sequences that could not be cloned with conventional
techniques. Therefore, alternative strategies were used to identify
novel 30-terminal sequences. One approach was based on primer ex-
tension by using a primer that hybridized to the 50-end of the negative-
stranded RNA. This cDNA was subjected to a 30-tailing reaction with
the newly created tail being used as a binding site for a primer that,
together with the cDNA primer, allowed the amplification by PCR
(Tanaka et al., 1995). In another approach, an oligonucleotide was
ligated to the 30-end of the HCV positive-stranded genome by using a
T4 RNA ligase, which allowed subsequent amplification by PCR
(Kolykhalov et al., 1996; Tanaka et al., 1996; Yamada et al., 1996).
These attempts led to the identification of a novel 98-nucleotide-long
sequence that is almost invariant between all HCV genomes known
thus far (Fig. 4B). This sequence, designated the X-tail, has the poten-
tial to form a very long and stable 30-terminal stem-loop structure that
terminates with a G:U base pairing (Blight and Rice, 1997). Two
additional stem-loops located upstream have also been predicted, but
the structures of these are much less clear. A poly(U/UC) tract with an
average length of 80 nucleotides separates the X-tail from the variable
region residing downstream of the stop codon of the polyprotein ORF.

The importance of the 30-NTR for RNA replication and infectivity
in vivo was first tested by experimental inoculation of chimpanzees
with cloned HCV genomes that carried various mutations. It was
found that removal of a portion of the variable region did not impair
infectivity, whereas deletion of the poly(U/UC) tract, the complete
X-tail, or parts of it destroyed infectivity (Kolykhalov et al., 2000; Yanagi
et al., 1999). These observations were confirmed and extended by
analogous studies in the replicon system (Friebe and Bartenschlager,
2002; Yi and Lemon, 2003a,b). For instance, various deletions or nu-
cleotide substitutions within the X-tail sequence severely reduced or
completely blocked RNA replication. In contrast, a complete deletion
of the variable region was viable but reduced the number of G418-
resistant colonies about 100-fold when analyzed in the context of a
subgenomic, selectable HCV replicon. Finally, small deletions in the
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poly(U/UC) region were also tolerated, but a minimal length of 26
uridine residues was found to be indispensable for efficient RNA repli-
cation (Friebe and Bartenschlager, 2002). An HCV replicon carrying
only six uridine residues gave rise to just a few G418-resistant colo-
nies. Sequence analysis of HCV RNAs amplified from these cells re-
vealed that these replicons corresponded to pseudo-revertants that
had regained poly(U/UC) tracts with an average length of 45 to 50
nucleotides (Friebe and Bartenschlager, 2002). Taken together, these
studies convincingly show that a minimal poly(U/UC) tract and the
complete X-tail are essential for HCV replication. Furthermore, these
results suggest that original data describing the replication of HCV
genomes that lack these sequences should be taken with caution (Dash
et al., 1997; Yoo et al., 1995).

Apart from sequences located in the 50- and 30-NTRs, RNA structures
residing within the coding region may contribute to RNA replication.
In the case of Poliovirus, a short RNA sequence that forms a stem-loop
structure was found to be essential for RNA replication. This element,
designated the cis-acting RNA element (CRE), serves as the priming
site where the viral polymerase adds two uridine residues to the
protein primer Vpg in a template-dependent manner (Paul et al.,
2000; Rieder et al., 2000). Analogous RNA elements were identified
in other picornaviruses, including Foot-and-mouth disease virus and
Human rhinovirus 14 (Mason et al., 2002; McKnight and Lemon,
1998). Likewise, RNA elements residing in the coding sequence of
HCV may contribute to replication. Several groups predicted a number
of highly conserved RNA secondary structures within the HCV coding
sequence that may serve such purposes (Friebe et al., 2004; Hofacker
et al., 1998; Rijnbrand et al., 2001; Smith and Simmonds, 1997; Tuplin
et al., 2002; You et al., 2004). Among these RNA elements, one particu-
lar stem-loop structure that resides in the 30-terminal coding region of
NS5B was found to be indispensable for replication (Friebe et al., 2004;
You et al., 2004). This element was designated as 5BSL3.2 and consists
of an 8-bp lower and a 6-bp upper stem, an 8-nucleotide-long bulge,
and a 12-nucleotide-long upper loop. Mutational disruption of the stem
structure as well as multiple and even single nucleotide substitutions
in the bulge or upper loop severely reduced or completely blocked RNA
replication. Interestingly, in one study, replication of these mutants
could be rescued when an intact copy of 5BSL3.2 was inserted into the
variable region of the 30-NTR, arguing that this RNA signal can act at
least to some extent in a position-independent manner (Friebe et al.,
2004). Most important was the observation that the upper loop of
5BSL3.2 is engaged in a kissing-loop interaction with SL2 of the X-tail
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sequence close to the 30-end of the genome (Friebe et al., 2004). The
introduction of mismatches into the complementary sequences blocked
replication that was rescued when full base pairing was restored, even
though the primary sequences of the kissing loops had been largely
randomized. These results clearly show that a long-range RNA:RNA
interaction takes place at the 30-end of the HCV genome and that
formation of this pseudo-knot structure is essential for replication.
The fact that this phenomenon was not observed in several previous
biochemical assays using in vitro transcripts or synthetic RNA frag-
ments indicates that viral and/or host-cell proteins are crucially
involved in this RNA:RNA interaction.

It is interesting to note that in the upper loop of 5BSL3.2, a CACAGC
sequence motif is found that is virtually invariant among HCV geno-
types and that is also found in cis-acting RNA sequences of distantly
related flaviviruses like Kunjin virus, West Nile virus, or Dengue virus

(reviewed in Markoff, 2003). The 30-terminal of about 100 nucleotides
of these viruses forms a conserved RNA structure that carries in the
upper loop the highly conserved pentanucleotide motif CACAG. This
motif was shown to be crucial for RNA replication in the Kunjin virus

(Khromykh et al., 2003). Given the high genetic conservation in this
particular region of the genome, one might speculate that ubiquitously
expressed and evolutionary conserved host-cell proteins are involved
in the formation of a replication complex that interacts with the 30-end
of the flavivirus genome.

F. Mechanism of RNA Replication

Detailed information about the mode of RNA replication is not
available for HCV, but by analogy to other flaviviruses (Westaway
et al., 2002), a model as depicted in Fig. 2 can be proposed: Incoming
positive-stranded RNA serves as a template for the synthesis of a
single, negative-stranded RNAmolecule that remains base paired with
its template. The resulting double-stranded RNA, the so-called repli-
cative form (RF), is then copied multiple times semiconservatively
and asymmetrically into a single positive-stranded RNA via this repli-
cative intermediate (RI). In this way, a positive-stranded RNA progeny
is transcribed in fivefold to tenfold molar excess over negative-
stranded RNA and may be used for translation, synthesis of new RF,
or packaging into new virus particles.

As deduced from a mutation study with full-length genomes in vivo,
four viral enzymes are required for replication and infectivity
(Kolykhalov et al., 2000). These are the NS2-3 and the NS3/4A

HEPATITIS C VIRUS 115



proteinases, the NS3 helicase, and the NS5B RdRp. Since subgenomic
replicons expressing only NS3 to 5B are capable of RNA replication
(Lohmann et al., 1999a), the NS2-3 proteinase is not directly required
for this process. The same might be true for the NS3/4A proteinase, a
protein complex that cleaves other viral proteins but is probably not
directly involved in RNA amplification. Thus, the main players of the
membrane-associated replication complex most likely are the NS3
helicase and the NS5B RdRp.

1. The NS3 Helicase

Helicases catalyze the unwinding of duplex RNA or DNA molecules
into single-stranded nucleic acids. This reaction requires energy that
is generated by hydrolysis of nucleoside triphosphates (NTPs), which
explains why all helicases identified thus far possess NTPase activity
(reviewed in Kadare and Haenni, 1997; Lohman and Bjornson, 1996).
Based on the existence of conserved amino acid sequence motifs, heli-
cases have been classified into three different superfamilies. The HCV
enzyme belongs to the superfamily 2 (Gorbalenya et al., 1989b) that is
characterized by the presence of seven conserved amino acid sequence
motifs (Kadare and Haenni, 1997; Lohman and Bjornson, 1996). Motif I
(also called Walker motif A) consists of a stretch of hydrophobic resi-
dues followed by the conserved sequence GXXXXGKS/T and is directly
involved in binding of the �- and �-phosphates of NTPs. Motif II
(Walker motif B) is characterized by several hydrophobic residues
followed by the signature sequence DEXH. This site chelates the
Mg2þ ion of the Mg–NTP complex. Similar sequence motifs have been
found in the C-terminal two-thirds of NS3, and it has been suggested
that this region harbors helicase activity (Miller and Purcell, 1990).
These predictions have been experimentally confirmed in several stud-
ies by demonstrating NTPase activity (Gallinari et al., 1998; Gwack
et al., 1995; Preugschat et al., 1996; Suzich et al., 1993), duplex un-
winding (Gallinari et al., 1998; Gwack et al., 1996; Jin and Peterson,
1995; Kanai et al., 1995; Kim et al., 1995; Preugschat et al., 1996; Tai
et al., 1996), single-stranded polynucleotide binding (Gallinari et al.,
1998; Gwack et al., 1996; Kanai et al., 1995; Tai et al., 1996), and the
importance of the conserved amino acid motifs in NS3 for helicase
activity (Chang et al., 2000; Heilek and Peterson, 1997; Kim et al.,
1997; Preugschat et al., 2000; Utama et al., 2000; Wardell et al., 1999).
It was shown that the minimal functional domain required for both
enzymatic activities is about 400 amino acids in length and maps
between residues 1209 and 1608 of the HCV polyprotein. The protein
binds to homopolymeric RNAs with the following order of affinity:
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poly(U) >> poly(A) > poly(C) ¼ poly(G) (Kanai et al., 1995). Since the
30-NTR of the positive-stranded RNA also contains a poly(U/UC) se-
quence (Fig. 4B), the in vitro data may indicate a preferential binding
of NS3 to this region of the HCV genome. Moreover, some specificity of
helicase binding to stem-loop I in the 30-NTR (Fig. 4B) was observed
(Paolini et al., 2000a). This may explain why deletion of the X-tail also
reduces RNA binding, suggesting that the poly(U/UC) tract is insuffi-
cient to confer binding specificity (Banerjee and Dasgupta, 2001). An
even more stringent requirement for binding has been observed for the
30-NTR of negative-stranded RNA (Banerjee and Dasgupta, 2001).
Most important was the presence of a terminal stem-loop that corre-
sponds to stem-loop I of the positive-stranded 50-NTR (Fig. 4A). These
results suggest that the NS3 helicase specifically binds to the putative
HCV promoters for initiation of positive- and negative-stranded RNA
synthesis.

Although ATP is the preferred nucleotide for the NTPase activity
of NS3, the enzyme is rather nonselective and can hydrolyze all
ribonucleotides and deoxyribonucleotides (Jin and Peterson, 1995;
Morgenstern et al., 1997; Preugschat et al., 1996; Suzich et al., 1993;
Wardell et al., 1999). NTPase activity is stimulated up to 25-fold by
poly(U) or poly(dU), whereas the stimulation by poly(A) or poly(G)
is much lower (Morgenstern et al., 1997; Preugschat et al., 1996;
Suzich et al., 1993). Stimulation very much depends on the length of
the nucleic acid and appears to induce a conformational change in the
NS3 helicase (Preugschat et al., 1996). Whereas polynucleotides
stimulate NTPase activity, they inhibit the helicase activity, suggest-
ing that polynucleotides compete with overlapping binding sites
(Morgenstern et al., 1997; Preugschat et al., 1996; Tai et al., 1996).
The helicase has been shown to bind to substrates that contain 30- or
50-single-stranded regions but not to blunt-ended RNAs. Neverthe-
less, the enzyme unwinds only substrates with 30-overhangs (Gwack
et al., 1996). Similar to the helicases of other positive-stranded RNA
viruses, the HCVenzyme is able to unwind RNA:RNA, RNA:DNA, and
DNA:DNA duplexes in the 30- to 50-direction with respect to the tem-
plate strand (Gwack et al., 1996; Hong et al., 1996; Tai et al., 1996).
This unwinding has an absolute requirement for a divalent metal ion
that can be Mg2þ or Mn2þ and an NTP, preferably ATP, suggesting that
helicase and NTPase activities are closely coupled (Preugschat et al.,
1996). Although the kinetic parameters of the isolated NS3 helicase
domain are very similar to those of full-length NS3, some differences in
biochemical properties of these two proteins exist. For instance, the pH
optima of ATPase and RNA unwinding activities differ between an
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NS3/4A protein complex and an isolated NS3 helicase domain (Gwack
et al., 1996; Hong et al., 1996; Jin and Peterson, 1995; Kanai et al.,
1995; Morgenstern et al., 1997; Preugschat et al., 1996; Tai et al.,
1996). In addition, the ATPase activities of both proteins differ in their
sensitivity toward polynucleotide-mediated stimulation, with a full-
length NS3 having a lower apparent dissociation constant for poly(U)
than the isolated helicase domain (Kanai et al., 1995; Morgenstern
et al., 1997; Preugschat et al., 1996; Suzich et al., 1993).

A very surprising observation was made when NS3 helicase activity
was studied under single-cycle conditions in which rebinding of the
enzyme to the substrate was quenched by the addition of excess
amounts of competing oligonucleotides (Pang et al., 2002). It was found
that full-length NS3 had a potent DNA but a very poor RNA helicase
activity, which was primarily due to a weak binding of RNA duplex
substrates. Upon the addition of the NS4A proteinase cofactor, howev-
er, RNA helicase activity was enhanced tremendously. This increase
was achieved by enhancing RNA binding in a way that leads to more
efficient unwinding. Thus, NS4A acts as an RNA loading factor and
greatly enhances productive RNA binding (Pang et al., 2002). These
data may also explain why it is important for HCV (and perhaps for
other positive-stranded RNA viruses) that proteinase and helicase
reside on the same molecule.

Many of these observations have been corroborated and extended by
the resolution of the X-ray crystal structure of the NS3 helicase either
alone or complexed with a deoxyuridine octamer (Cho et al., 1998; Kim
et al., 1998; Yao et al., 1997) (Fig. 5D). According to these data, the
helicase is a Y-shaped molecule that consists of three nearly equally
sized domains. Domain 1 (the NTP binding subdomain) has a fold
similar to that found in several other ATP transphosphorylases (Kim
et al., 1998). This domain contains the Walker motifs A and B that are
both oriented toward the cleft between domains 1 and 2. At the bottom
of the interdomain cleft resides a histidine residue that is essential for
coupling the ATPase activity to polynucleotide binding. Mutations
affecting this histidine residue abolish helicase activity without affect-
ing ATPase activity (Heilek and Peterson, 1997). The interface be-
tween domains 1 and 2 is formed primarily by residues from the
seven helicase motifs. Although the basic residues of motif VI were
thought to be involved in substrate RNA binding, they rather appear to
be required for ATP binding (Kim et al., 1998). In the structure pro-
posed by Kim et al. (1998), the bound single-stranded DNA oligonucle-
otide lies in a channel that separates domain 3 from domains 1 and 2
(Fig. 5D). Consistent with a rather nonspecific binding, the interactions
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between the single-stranded DNA and the NS3 helicase are mostly
confined to the DNA backbone. The side chains of two hydrophobic
amino acids, tyrosine and valine, form a central binding cavity in the
NS3 molecule. These residues were proposed to act as a pair of ‘‘book-
ends’’ that limit the central cavity that can accomodate five nucleotides
(Kim et al., 1998). Based on these observations, a model was proposed
according to which NS3 does not actively unwind the double-stranded
substrate but rather functions by capturing the single-stranded regions
that form due to ‘‘breathing’’ (spontaneous melting and hybridizing at
the end of the double strand) (Kim et al., 1998). The active processwould
therefore not be the unwinding itself but instead the translocation of the
helicase along the single-stranded template. This process is mediated
by ATP binding and hydrolysis that leads to a closing and opening of a
large cleft between domains 2 and 1, respectively. This very attractive
model, which has been supported by mutation studies (Lin and Kim,
1999; Paolini et al., 2000b; Preugschat et al., 2000; Rho et al., 2001; Tai
et al., 2001; Wardell et al., 1999), implies that NS3 can unwind double-
stranded substrates as a monomer although an oligomeric state re-
quired for enzymatic activity has been suggested by other groups (Cho
et al., 1998; Khu et al., 2001; Levin and Patel, 1999). Further studies are
required to fully understand the helicase activity of NS3.

It is not known how the NS3 helicase contributes to virus replica-
tion. Therefore, attempts to assign a definite function of this enzyme to
the viral life cycle are purely speculative. Nevertheless, this discussion
will mention at least three possibilities. First, NS3 might be required
for initiation of RNA translation, analogous to cellular elongation
factor eIF-4A. This possibility, however, is not very likely because
translation of HCV RNA occurs efficiently in the absence of viral
proteins, and there is no evidence, apart from some controversial
reports for the core protein (see previous paragraphs) that viral pro-
teins affect RNA translation. Second, NS3 might be required for initi-
ation of RNA replication by unwinding highly structured regions at
the site where RNA synthesis is initiated (e.g. at the very stable stem-
loop I at the 30-end of the positive-stranded RNA) (Fig. 4B). Third,
the helicase may participate in the elongation reaction and thereby
increase the processing of the replication complex.

2. The NS5B RdRp

Although the role of the NS3 helicase in RNA replication is
unclear, it is obvious that the NS5B RdRp forms the catalytic center
of the HCV replication machinery. In vitro, the enzyme prefers a
primer-dependent initiation of RNA synthesis that is achieved either
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by elongation of primers hybridized to a template RNA strand or by
self-priming due to intramolecular base pairing in which 30-terminal
sequences of the template are involved (Behrens et al., 1996; Lohmann
et al., 1997; Yamashita et al., 1998; Yuan et al., 1997). The latter
reaction results in the formation of approximately dimer-sized pro-
ducts (Behrens et al., 1996; Lohmann et al., 1997). In addition, NS5B
can also initiate RNA synthesis de novo, and it is likely that this
mechanism also operates in vivo (Luo et al., 2000; Oh et al., 1999;
Zhong et al., 2000). Interestingly, under conditions of high concentra-
tions of GTP and ATP, the enzyme can synthesize RNA in a primer-
independent manner from homopolymeric poly(C) or poly(U)
templates, whereas RNA synthesis from poly(A) or poly(I) templates
remains primer dependent irrespective of the NTP concentration (Luo
et al., 2000; Bartenschlager, R. and Lohmann, V., unpublished results)
These results imply that NS5B can use only purine nucleotides for
de novo initiation, with GTP being much more efficient than ATP,
at least in vitro (Luo et al., 2000; Zhong et al., 2000). Interestingly,
positive- and negative-stranded HCV genomes start with a guanosine
and an adenine, respectively. The fact that positive-stranded RNA
is synthesized in fivefold to tenfold excess over negative-stranded
RNA (Lohmann et al., 1999a) may be the consequence of more efficient
de novo priming of positive-stranded RNA. A more favorable structure
of the 30-terminal region of the negative-stranded RNA may also
contribute to this asymmetric replication (Reigadas et al., 2001).

Linear sequence alignments between HCV NS5B and other viral
and cellular polymerases have led to the identification of highly con-
served amino acid sequence motifs crucial for enzymatic activity (Poch
et al., 1989). Initially, four such motifs have been identified in NS5B:
motif A (DXXXXD) that is probably involved in NTP binding and
catalysis, motif B (GXXXTXXXN) that has an invariant glycine
involved in template and/or primer positioning, motif C (GDD) that
represents the hallmark signature of most polymerases and is involved
in NTP binding and catalysis, and motif D (AMTRY) that is probably
also involved in NTP binding and catalysis. The importance of these
sequence motifs was confirmed by intensive mutation studies. Most
substitutions that affected highly conserved residues were deleterious
with the notable exception of the arginine residue in motif D (Cheney
et al., 2002; Ishii et al., 1999; Lohmann et al., 1997; Qin et al., 2001).
Interestingly, all reverse transcriptases and nearly all viral RdRps
carry a lysine residue at this position, whereas an invariant arginine
is found with all HCV isolates. A very surprising observation was
therefore that a lysine substitution for this arginine increased both
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the RdRp activity of the purified protein in vitro and the RNA replica-
tion of a subgenomic HCV replicon into which this mutation was
introduced (Cheney et al., 2002; Lohmann et al., 1997). This result
indicates that some down-modulation of NS5B RdRp activity by this
mutation in motif D is required for HCV replication.

For several viral replicases, copurification of host-encoded terminal
nucleotidyl transferases (TNTases) or detection of a replicase inherent
TNTase activity have been described (Andrews and Baltimore, 1986;
Dasgupta 1983). In the case of HCV, a TNTase activity that added a
single nucleotide to the 30-end of the input RNA has initially been
described (Behrens et al., 1996). Because all mutations that blocked
RdRp activity had no effect on this TNTase, it was concluded that the
latter might be a cellular contaminant that was copurified in minute
amounts with NS5B (Lohmann et al., 1997). Several other groups
supported this conclusion because they were unable to detect a
TNTase in their NS5B preparations produced in different systems al-
though the TNTase assays used were not sensitive (Oh et al., 1999;
Yamashita et al., 1998). This result and the observation that NS5B
can initiate RNA synthesis de novo argue against a role for a TNTase
in HCV replication.

In most studies, NS5B was found to bind to and use virtually every
RNA and even DNA templates, albeit with different efficiencies
(Behrens et al., 1996; Lohmann et al., 1997; Yamashita et al., 1998).
Thus, it remains to be determined how template specificity is achieved.
In one study, however, a preferential binding of NS5B to a sequence in
the 30-coding sequence of NS5B itself was found by means of electro-
phoretic mobility shift assays and competition experiments (Cheng
et al., 1999). Furthermore, two RNA binding domains in NS5B were
mapped, one in the N-terminal region and one in the middle of the
protein overlapping with motifs A and B (Cheng et al., 1999). Although
a specific binding of NS5B to a particular region in the 30-region of the
viral genome readily explains template specificity, the sequestration of
the replication machinery into a rather compact membrane-associated
replication complex may be sufficient to allow specific binding to
and replication of the viral genome. In agreement with this assump-
tion, crude replication complexes (CRCs) isolated from cell lines that
carry an HCV replicon are unable to accept template RNAs added to
the reaction (Ali et al., 2002; Hardy et al., 2003; Lai et al., 2003). The
only template used by these complexes is the endogenous replicon RNA
that cofractionates with the CRCs. However, since these complexes
preferentially or exclusively support elongation of primed RNA
substrates but not, or to a much lesser extent, de novo synthesis, the
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ability of the replication complex to accept exogenous template RNAs
so far could not be rigorously be tested.

Several groups determined the X-ray crystal structure of NS5B
proteins lacking the hydrophobic C-terminal TM domain (Ago et al.,
1999; Bressanelli et al., 1999, 2002; Lesburg et al., 1999) (Section V,G
and Fig. 5B). NS5B has a globular shape and, like other nucleic acid
synthesizing enzymes, is composed of three subdomains designated as
palm, finger, and thumb because of the similarity between the protein
structure and the shape of a right hand. A peculiarity of the HCV
enzyme is the tight interaction between the thumb and the finger
subdomains, which results in a rather closed conformation with an
encircled active site cavity (Fig. 5B). Given the extent of these inter-
subdomain interactions, it is assumed that the global NS5B structure
is rather inflexible and does not undergo the large-scale conformation-
al changes observed with other polymerases (Jager et al., 1994; Li et al.,
1998). In agreement with that assumption, NS5B is able to bind
nucleotides at the active site in the absence of an RNA template,
suggesting that the enzyme has a preformed active site (Bressanelli
et al., 2002). Interestingly, three distinct nucleotide binding sites
have been found in the catalytic center of the enzyme that super-
impose remarkably well to the ones described for the RNA polymerase
of the bacteriophage phi6 (Butcher et al., 2001) (see following
paragraphs).

Another peculiarity of NS5B is the presence of a highly flexible
�-hairpin loop in the thumb subdomain (Fig. 5B). This �-hairpin pro-
trudes toward the active site that resides at the base of the palm
subdomain and imposes a steric hindrance for the binding of double-
stranded RNA substrates (Zhong et al., 2000). This assumption is
based on the observation that NS5B proteins that do not contain the
�-loop are more active in vitro, are able to use double-stranded RNA
substrates, and no longer initiate RNA synthesis at the very 30-end of
the template but rather internally (Cheney et al., 2002; Hong et al.,
2001). Thus, the �-hairpin may generate a narrow ‘‘gate’’ that prevents
the 30-terminus of the template RNA from slipping through the active
site, thereby ensuring the initiation of RNA synthesis from the 30-end
of the template strand. This is important for virus replication because
only then is genetic information at the very termini preserved. Conse-
quently, when a mutant lacking the �-hairpin was tested in the repli-
con system, replication was not detectable (Cheney et al., 2002). Thus,
although the �-loop is dispensable for in vitro RdRp activity, it is
essential for RNA replication in cells. Interestingly, the poliovirus
RdRp does not have such a �-loop, which may explain why this enzyme
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is able to use double-stranded RNA substrates and has a different
mode of initiating RNA synthesis (protein-dependent priming). In
any case, once initiation has been accomplished, this �-hairpin proba-
bly moves away from the active site cavity, which can be achieved by
minor structural changes (Lesburg et al., 1999). It remains to be
determined, however, whether the �-loop is the only determinant that
helps to initiate RNA synthesis at the very 30-end of the template.

An additional feature of HCV NS5B is the presence of a low-affinity
GTP-specific binding site between the thumb and finger subdomains
(Bressanelli et al., 2002). This binding site is located about 30 Å away
from the catalytic site and resides on the surface of the molecule. GTP
binding to this site may therefore not directly contribute to catalysis
but rather act as an allosteric regulator by which the interaction
between the finger and the palm subdomains might be controlled.
Alternatively, this binding site may be involved in NS5B oligomeriza-
tion. It has been suggested that such an oligomerization may induce
the correct conformation required to initiate RNA replication (Qin
et al., 2002; Wang et al., 2002). In both cases, structural changes
induced by GTP binding to the surface site would lead to a more
efficient initiation of RNA synthesis. Indeed, in the presence of high
GTP concentrations, NS5B RdRp was found to be much more active
in vitro (Lohmann et al., 1999b; Luo et al., 2000).

A remarkable and unexpected similarity of the structural and
biochemical properties of HCV NS5B and the RdRp of the double-
stranded RNA bacteriophage phi6 was revealed by the determination
of the X-ray crystal structure of the latter (Butcher et al., 2001; Laurila
et al., 2002). In spite of the lack of sequence homology, the structures of
both enzymes share considerable similarities and are almost superim-
posable. Both proteins have a rather closed conformation that arises
due to intensive interactions between the finger and thumb subdo-
mains, both initiate RNA synthesis de novo, and both are activated
by high concentrations of GTP (Lohmann et al., 1999b; Luo et al.,
2000). The X-ray cocrystal structure of phi6 RdRp with oligonu-
cleotides and NTPs might therefore be useful to gain insight into
the mechanism of HCV RNA replication. Based on these data, only
single-stranded RNA templates fit into the template tunnel that is too
narrow to accomodate double-stranded RNAs. A model has been pro-
posed that in principle may also be valid for HCV. It is thought that a
single-stranded RNA template binds to the template tunnel in a way
that the template ‘‘overshoots’’ and locks into a specificity pocket that
closes the template tunnel on the opposite side (Butcher et al., 2000,
2001). Upon binding of NTPs that enter the active site via another

HEPATITIS C VIRUS 123



positively charged tunnel, the first nucleotide can form hydrogen
bonds with the penultimate nucleotide. This would lead to a reposi-
tioning of the template and the release of the terminal base from the
specificity pocket. In this way, the ultimate nucleotide becomes avail-
able for hydrogen bonding with a second nucleotide. The resulting
initiation complex then allows formation of the first phosphodiester
bond between the two complexed NTPs, which results in a displace-
ment of the template tunnel lock. The next NTP then enters the active
site and elongation proceeds. Most important for this de novo initiation
is the C-terminal domain that has been referred to as the initia-
tion platform (Butcher et al., 2001). It serves two functions: first, it
locks the template channel, thereby preventing binding of double-
stranded RNA templates to the active site; second, it enables formation
of stacking interactions with the initiation nucleotides, which facili-
tates the assembly of a functional initiation complex. In agreement
with this assumption, it was shown that phi6 RdRp mutants that carry
substitutions in the initiation platform prefer primer-dependent RNA
synthesis over de novo initiation (Laurila et al., 2002).

At least three lines of evidence suggest that similar mechanisms are
operating with HCV RNA synthesis. First, shortening the �-hairpin in
NS5B leads to enzymes that initiate from an internally annealed
primer as compared to the unaltered enzyme that can only use short
primers that are complementary to the 30-end of the template (Hong
et al., 2001). Second, the �-hairpin contains a highly conserved tyro-
sine residue that may also form stacking interactions with initiating
nucleotides. Third, HCV NS5B and the RdRp of phi6 share a high
degree of structural homology.

3. Roles of NS4B, NS5A, and Host-Cell Factors for HCV RNA

Replication

Apart from the NS3/4A complex and the NS5B RdRp, NS4B and
NS5A are also required for RNA replication because, first, a high
number of cell culture-adaptive mutations reside in these proteins
(Blight et al., 2000; Lohmann et al., 2003) and, second, certain sub-
stitutions and deletions in these genes can reduce or block RNA repli-
cation (Krieger, N., and Bartenschlager, R. unpublished observations).
How NS4B and NS5A contribute to RNA replication is not known. The
transmembranous structure of NS4B (Fig. 6) and the absence of enzy-
matic activities suggest that this protein might play a noncatalytic
role. Presumably, its main function is the induction of membranous
vesicles or membrane invaginations that may serve as scaffolds for the
assembly of the HCV replication complex (Egger et al., 2002).
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The contribution of NS5A to RNA replication is also poorly under-
stood. By using a yeast two-hybrid screening, Tu et al. (1999) observed
an interaction of NS5A and NS5B with the host-cell protein human
vesicle-associated membrane protein-associated protein A (hVAP-A).
This protein belongs to the class of target N-ethylmaleimide-
sensitive factor attachment protein receptors (tSNARES that are
involved in intracellular vesicle transport. The hVAP-A/NS5A and
hVAP-A/NS5B interactions have been demonstrated both in vitro and
in transfected cells. Moreover, expression of dominant-negative mu-
tants of hVAP-A and RNAi-mediated knockdown of hVAP-A expression
reduces the association of NS5B with detergent-resistant membranes
(rafts) and leads to a reduction of HCV RNA replication, which argues
that this cellular protein plays an important role in the formation of a
functional replication complex (Gao et al., 2004; Zhang et al., 2004).

An additional study has described the interaction of NS5A with
amphiphysin II, another membrane-associated protein implicated in
SNARE-mediated vesicle traffic between the ER and Golgi compart-
ment (Weir et al., 2001; Zech et al., 2003). Interestingly, this interac-
tion was demonstrated both in vitro and with NS5A isolated from the
replication complex in cells that carry subgenomic HCV replicons. The
interaction sites were tentatively mapped to a proline-rich region in
the C-terminal part of NS5A and the Src homology 3 domain of am-
phiphysin II. Mutations that reduced this interaction, however, did not
affect replication of HCV replicons, indicating that formation of a
amphiphysin II:NS5A complex is not important for HCV RNA replica-
tion in cell culture but might be of importance for other steps in the
HCV life cycle (Zech et al., 2003).

4. The HCV Replication Complex

In all cases studied thus far, the infection of a cell with a positive-
stranded RNA virus leads to a rearrangement of intracellular mem-
brane structures, a prerequisite for the formation of viral replication
complexes. Morphologically, these membrane alterations often appear
as an aggregation of vesicles derived from the ER (Poliovirus), Golgi
(Mouse hepatitis virus), or lysomomal/endosomal compartments
(Semliki forest virus) In the case of HCV, it was shown that NS4B is
sufficient to induce membranous alterations that morphologically re-
semble the membranous web that was found in replicon cells and that
represents the viral replication complex (Egger et al., 2002; El-Hage
et al., 2003; Gosert et al., 2003; Shi et al., 2003). The mechanism
underlying vesicle formation is not known, but at least two possibili-
ties can be envisaged. First, NS4B recruits cellular proteins that are
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involved in vesicle formation, or, second, NS4B is able to induce vesic-
ulation on its own. The fact that NS4B has the ability to oligomerize
favors the latter possibility (Dimitrova et al., 2003). Membrane curva-
ture may be induced via lateral interactions between NS4B molecules,
a hypothesis that is in line with the formation of a membranous web
in cells that inducibly express of NS4B and cells that contain HCV
replicons (Egger et al., 2002; Gosert et al., 2003).

Three lines of evidence suggest that the membranous web in HCV-
infected cells is derived from ER membranes. First, HCV RNA trans-
lation takes place at the rough ER; second, all nonstructural proteins
are associated with ER membranes in cells carrying subgenomic re-
plicons (Mottola et al., 2002); third, the membranous web is often
found in close proximity to ER membranes. It has been suggested that
the membranes at which RNA replication occurs are lipid rafts re-
cruited from intracellular sites (Gao et al., 2004; Shi et al., 2003).
This conclusion is based on the resistance of these membranes to a
treatment with 1% NP40 and their cofractionation with caveolin-2.

Crude replication complexes have been prepared from lysates of
cells carrying HCV replicons. These complexes retain enzymatic activ-
ity by synthesizing viral RNA from the endogenous template for which
both the NS3 helicase and the NS5B RdRp are required (Ali et al.,
2002; Hardy et al., 2003; Lai et al., 2003). Several findings suggest that
the enzymatically active complex has a rather closed conformation.
First of all, the replication complex is unable to use exogenously added
RNA templates (Lai et al., 2003). Furthermore, most of the viral RNA
is nuclease resistant (Miyanari et al., 2003) and with the exception of
NS5A, trans-complementation of HCV proteins is not possible
(Appel, N. and Bartenschlager, R., In Press). Interestingly, when
these complexes are treated with proteinase K, more than 90% of the
viral proteins are degraded without an effect on RNA synthesis
activity (Miyanari et al., 2003; Quinkert, D., Bartenschlager, R., and
Lohmann, V., unpublished results). This result suggests that at a
given time, only a minor fraction of HCV proteins is engaged in RNA
synthesis, and this fraction is protected in the replication complex.

Once vesicles of the membranous web are formed, they may be
transported to distinct cytoplasmic sites in a microtubule-dependent
manner. This would explain the observation that drugs affecting the
cytoskeleton (vinblastine, colchicine, or nocodazole) or the actin in-
hibitor cytochalasin D reduce replication of HCV replicons (Bost et al.,
2003). In this study, however, only replicon RNA levels were measured.
Thus, it remains an open question whether these drugs indeed affect
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the formation/architecture of the membranous web or some other
replication step(s).

G. Membrane Topologies of Viral Proteins

As suggested in the previous sections, almost all HCV proteins are
membrane associated, suggesting that their interactions with mem-
branes are an important prerequisite for the formation of a functional
replication complex. Several studies have addressed the membrane
topologies of individual viral proteins. The main results described in
these reports are presented in the following list. A schematic drawing
of a model that summarizes these data is presented in Fig. 6.

1. The core protein carries two hydrophobic domains that interact
with intracellular membranes: the transmembranous, C-terminal E1
signal sequence and domain 2 that appears to intercalate into the
cytoplasmic leaflet of the ER membrane. The latter interaction is
important for the association of core with lipid droplets, which depends
on intramembrane cleavage of the C-terminal signal sequence by
host-cell peptidase SPP (McLauchlan et al., 2002).

2. E1 and E2 are both type I TM proteins that in the mature form
span the lipid bilayer once. They form heterodimeric complexes via
interactions between their TM domains. The majority of each protein
resides on the luminal side of the ER (i.e., outside of the virus particle).
The topologies adopted by the TM domains of E1 and E2 are unclear.
However, the presence of a hydrophobic stretch of amino acid residues
within the N terminus of both TM domains, followed by charged
residues and the signal sequence of the downstream protein (E2 or
p7), suggests two membrane-spanning segments with a charged resi-
due facing the cytosol (Charloteaux et al., 2002; Cocquerel et al., 2000).
On the other hand, it has been shown that after E1/E2 heterodimer-
ization, the TM domains most likely exhibit a single membrane-
spanning topology (Op de Beeck et al., 2001). A model has been pro-
posed in which prior to signalase cleavage, the TM domains form a
transient hairpin structure in the translocon with both N termini and
C termini oriented toward the ER lumen. After cleavage, a reorienta-
tion of the C-terminal hydrophobic stretch would occur, resulting in
the formation of a single membrane-spanning TM domain that en-
gages in heterodimerization (Fig. 6). According to an alternative mod-
el, the C-terminal domains of both glycoproteins should each form an
amphipathic �-helix followed by two interacting transmembrane
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�-strands (Charloteaux et al., 2002). These �-strands would anchor the
glycoproteins in the ER membrane, at least transiently, with anchor-
ing being stabilized by the nearby amphipathic �-helix.

3. The small hydrophobic peptide p7 is an integral membrane pro-
tein carrying two TM domains that are interconnected by a short loop
located on the cytoplasmic side of the membrane (Carrere-Kremer
et al., 2002). The signal sequence for p7 resides in the C terminus of
E2, whereas the C-terminal TM domain of p7 functions as a signal
sequence for NS2 (Lin et al., 1994a; Mizushima et al., 1994a). P7 can
form hexameric complexes that may function as an ion channel (Griffin
et al., 2003; Pavlovic et al., 2003). An in vivo study demonstrated that
a functional p7 protein is critical for infectivity and revealed that
the N- and/or C-terminal segment of p7 represent sequences with
genotype-specific functions (Sakai et al., 2003).

4. The topology of NS2 has also been studied. The C terminus or,
perhaps in a fraction of the molecules, the N terminus resides on the
luminal side of the ER (Santolini et al., 1995; Yamaga and Ou, 2002)
(Fig. 6). Membrane association of NS2 occurs cotranslationally and
does not require p7 (Yamaga and Ou, 2002). By using deletion mapping
and glycosylation site tagging, a tentative membrane topology model
was proposed according to which NS2 has two internal signal se-
quences and four putative membrane spanning domains. The fact that
an engineered glycosylation site in the N terminus of NS2 was used

FIG 6. Membrane topology of HCV structural (red) and nonstructural proteins
(orange) after polyprotein cleavage. The location of the N terminus and C terminus of
the proteins relative to the ER lumen is given. The site of core protein cleavage by signal
peptide peptidase (SPP) is indicated by the yellow arrow. The glycosylation sites in the
envelope glycoproteins and the predicted reorientation of their TM domains after proteo-
lytic cleavage are marked. The phosphorylation of NS5A and the amphipathic helix are
indicated.Note that in the case ofNS2, somemoleculesmay also carry theirN terminus on
the cytosolic side. Further note that the N-terminal TM domain of NS4Bmay have a dual
topology (Lundin et al., 2003). (See Color Insert.)
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independently of p7 suggests that the p7 signal sequence might be
needed only for cleavage at the N terminus of NS2 but not for its
membrane insertion.

5. NS3 expressed on its own localizes to the cytoplasm, in agreement
with the absence of knownmembrane anchoring sequences (Wölk et al.,
2000). However, upon coexpression with NS4A, both proteins form a
tight complex in which the NS3 molecule is targeted to intracellular
membranes via a hydrophobic TM helix located in the 20 N-terminal
residues of NS4A (Hijikata et al., 1993b; Tanji et al., 1995a; Wölk et al.,
2000; Yao et al., 1999).

6. NS4B is a highly hydrophobic integral membrane protein with an
apparent molecular weight of about 27 kDa (Hijikata et al., 1993b;
Hugle et al., 2001). It is part of a multiprotein replication complex
and induces the formation of intracellular membranous vesicles that
partly colocalize with ER markers like calnexin and that contain de-
tergent-resistant membranes (Egger et al., 2002; Kim et al., 1999b;
Konan et al., 2003; Mottola et al., 2002; Shi et al., 2003). Based on
computer-aided topology modeling and glycosylation tagging, five pu-
tative TM domains were predicted with the C terminus of NS4B
residing in the cytoplasm and the N terminus in the ER lumen (Lundin
et al., 2003). The latter observation is difficult to envisage because
cleavage by the NS3/4A proteinase complex takes place on the cyto-
plasmic site. It has, therefore, been hypothesized that the N-terminal
domain of NS4B is translocated posttranslationally across the mem-
brane (Lundin et al., 2003), reminiscent of the dual topology of the
HBV large surface protein (Bruss et al., 1994; Lambert and Prange,
2001). It is interesting to note that NS4B proteins of other flaviviruses
are also membrane-associated with the N terminus located in the ER
lumen (Cahour et al., 1992; Lin et al., 1993). In contrast to HCV,
however, translocation in these cases is mediated by an N-terminal
signal sequence that is not present in HCV NS4B.

7. Membrane association of NS5A is achieved by an amphipathic N-
terminal �-helix that inserts parallel to the lipid bilayer into the
cytoplasmic leaflet of the membrane, resulting in a monotopic orienta-
tion (Brass et al., 2002; Penin et al., 2004). The hydrophobic side of the
helix is buried into the membrane, whereas the highly hydrophilic side
of the helix is oriented toward the cytosol and could therefore serve as
a potential binding site for viral and/or cellular proteins. The helix
extends from amino acid residue 5 to 25. This sequence is sufficient to
insert NS5A into the ER membrane in the absence of other HCV
proteins and to target heterologous fusion proteins to the ER mem-
brane (Brass et al., 2002; Elazar et al., 2003; Penin et al., 2004).
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Conversely, NS5A lacking this N-terminal region is transported to the
nucleus because of the loss of membrane association and the activation
of a cryptic nuclear localization signal (Ide et al., 1996; Song et al.,
2000). Membrane association of NS5A via its N-terminal domain is
essential for RNA replication because mutational ablation of mem-
brane association blocks replication of HCV replicons in cell culture
(Elazar et al., 2003; Krieger, N., and Bartenschlager, R., unpublished
observation). Interaction with the membrane occurs by a posttransla-
tional mechanism with NS5A having the properties of an integral
membrane protein (Brass et al., 2002).

8. The NS5B RdRp carries a hydrophobic C-terminal sequence of 21
amino acids that anchors the protein into the ER membrane by a
posttranslational mechanism (Ivashkina et al., 2002; Schmidt-Mende
et al., 2001). This property and the location of the TM domain in the
protein led to the conclusion that NS5B belongs to the group of tail-
anchored proteins. NS5B is thus an integral membrane protein with a
large ectodomain carrying the catalytic RdRp activity that resides on
the cytoplasmic side. Interestingly, a replicon containing an artificial
glycosylation site in the C terminus of NS5B was functional although
the protein was glycosylated (Ivashkina et al., 2002). This finding
demonstrates that the C terminus ofNS5B is indeed a single transmem-
brane-spanning region that tolerates certain insertions. Within the TM
domain of NS5B, an invariant GVG-motif was identified. Although this
motif was nonessential for membrane insertion, it may play a role in
protein:protein interactions. In fact, glycine residues in �-helical TM
domains create ‘‘holes’’ that might be filled in by bulky side chains of
hydrophobic amino acid residues creating stable interactionswithin the
membrane-spanning region of TM proteins (Ivashkina et al., 2002;
MacKenzie et al., 1997). In agreement with such a model, amino acid
substitutions affecting this motif completely abolish RNA replication
(Moradpour et al., 2004). Moreover, incubation of replicon cells with a
membrane-permeable peptide that corresponds to the C-terminalmem-
brane anchor reduced RNA replication about twofold (Lee et al., 2004).
Finally, coexpression of the C-terminal NS5B domain with a subge-
nomic replicon in a transient assay almost completely blocked RNA
replication (Pietschmann, T., and Bartenschlager, R., unpublished
results) . These results underscore that the C-terminal NS5B domain
in addition to membrane anchoring play some other role for RNA
replication.

The model depicted in Fig. 6 does not take into account interactions
between individual nonstructural proteins nor does it consider the
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incorporation of host-cell proteins into the replication complex. In
addition, viral RNA that must interact at least transiently with the
NS3 helicase and the NS5B RdRp may also contribute to the structure
of the replication complex. Numerous studies that deal with potential
interactions between viral and cellular proteins have been described in
the literature. Most of them have been summarized in a review by
Tellinghuisen and Rice (2002); therefore, this section will discuss only
those interactions that might be involved in RNA replication and virus
particle production. The interaction of the core protein with lipid
membranes as well as the E1/E2 heterodimerization have already been
described in detail in the previous paragraphs. What has not yet been
mentioned is the interaction of HCV core with tissue transglutami-
nase. It has been reported that the formation of core protein homo-
dimers is enhanced in transfected cells under conditions that stimulate
tissue transglutaminase activity (Lu et al., 2001). Therefore, it has
been suggested that core interaction with tissue transglutaminase
plays an important role in virus assembly, but this hypothesis awaits
experimental proof.

The best-studied interaction between two HCV proteins is the one
between NS3 and NS4A that was described in detail in Section V,D. In
addition, coimmunoprecipitation studies indicated interactions be-
tween NS4A and an NS4B/5A polyprotein substrate. This interaction
probably plays a role in proteolytic processing (Lin et al., 1997). Acti-
vation of the NS2-3 proteinase presumably via direct interaction with
the Hsp90 chaperone has already been mentioned. An interaction
between NS5A and NS5B has also been reported. It was shown that
purified NS5A added to an in vitro RdRp reaction with a C-terminally
truncated NS5B could modulate polymerase activity (Shirota et al.,
2002). As deduced from an extensive mutagenesis study performed on
interaction sites in the context of the replicon system, the NS5A/5B
interaction appears to be crucial for replication (Shimakami et al.,
2004). Both proteins were also shown to interact with the cellular
SNARE-like protein hVAPA; it was postulated that via this interaction,
the HCV proteins might be targeted to vesicle membranes and/or
contribute to membrane rearrangements although the latter process
can be mediated by NS4B alone (Egger et al., 2002; Tu et al., 1999). The
interaction of NS5Awith one or several host-cell kinases has been well
established (Kim et al., 1999a; Reed et al., 1997; Tanji et al., 1995b) and
shown to be required for NS5A phosphorylation. It is not known which
cellular kinase(s) is responsible for the phosphorylation of NS5A. By
using a yeast two-hybrid screening process with a collection of 119
GST-tagged yeast kinases, in vitro kinase assays, and phosphopeptide
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mapping studies, however, Coito et al. (2004) obtained evidence that
p70S6 or kinases with similar specificity phosphorylate NS5A in mam-
malian cells. It will be interesting to see whether the expression of
dominant-negative kinase mutants or RNAi-mediated knockdown of
the kinase expression interferes with HCV RNA replication.

Another interaction that has been studied in some detail is the one
between NS5A and PKR. This interaction is assumed to play an im-
portant role in counteracting the antiviral effects of IFN-� and it will
therefore be discussed in detail in Section VI,C.

H. Virus Assembly and Release

As described in Section IV, efficient production of authentic HCV
particles has not been achieved in cultured cells. Therefore, virus as-
sembly could not be studied in detail. Although homotypic interaction of
the core protein has been observed and interaction domains have been
mapped by using various biochemical assays, assembly of particulate
structures has not been possible for a long time (Matsumoto et al., 1996;
Nolandt et al., 1997). Kunkel et al. (2001), however, have been able to
develop a system that allows the formation of nucleocapsids in vitro. By
using purified HCV core proteins, the group found that nucleocapsid-
likeparticles (Nclps) formwhenstructuredRNAsareadded toan invitro

assembly reaction. Nclp formation was observed with a C-terminally
truncated core protein (residues 1 to 124) and structured RNAs with a
length between 75 to 350 nucleotides. Particles obtained under these
conditions were rather homogenous and spherical with an average
diameter of about 60 nm. When a core protein was used that contains
the C terminus up to residue 174, more heterogenous and irregularly
shaped particles were found, suggesting that the C terminus affects the
self-assembly properties of HCV core (Kunkel et al., 2001). Moreover, a
stabilizing effect of this protein region was found because core 1 to 124
was readily degraded by proteinases in vitro,whereas core 1 to 174 was
rather stable (Kunkel andWatowich, 2002). When structured RNAwas
added to the shorter core fragment, however, the protein became resis-
tant to proteinase digestion, which suggests that core proteins undergo
substantial conformational changes upon binding to nucleic acids or
assembly into Nclps. In summary, these data demonstrate that the core
protein is able to self-assemble in the presence of structured RNA.

Formation of virus-like particles in mammalian cells has been
achieved by using a chimeric semliki forest virus replicon that allows
high-level expression of the HCV structural proteins in BHK-21 cells
(Blanchard et al., 2002). This cell line, however, contains a large
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amount of intracisternal R-type particles that may complicate the un-
ambiguous detection of HCV VLPs (Blanchard et al., 2003a). Neverthe-
less, Blanchard et al. (2002) observed budding of VLPs with an average
diameter of 50 nm toward the lumen of a dilated ER upon expression of
HCV core, E1, and E2. Moreover, expression of full-length core protein
(amino acid 1 to 191), but not that of a C-terminally truncated core
protein lacking the E1 signal sequence (amino acid 174 to 191) or a core
protein with an alanine substitution for the aspartic acid residue at
position 111, resulted in the formation of VLPs (Blanchard et al.,
2003b). These results suggest that HCV budding is initiated by the core
protein itself, arguing that the core constitutes the budding apparatus.

The way packaging specificity is achieved in HCV particle formation
has not yet been elucidated. Although core proteins bind to RNA
in vitro without specificity, a preferential binding of core to the 50-half
of the HCV genome and in particular to the 50-NTR has been described
in transfected cells (Shimoike et al., 1999; Zhang et al., 2002). Such a
binding might reduce translation and regulate a switch from transla-
tion to packaging (Shimoike et al., 1999). Envelopment of HCV nucleo-
capsids may be achieved by interaction between core protein and E1
(Lo et al., 1996). The first hydrophobic domain of E1 has been impli-
cated in such an interaction that is thought to occur at intracellular
membranes via the C-terminal hydrophobic domain of core (Ma et al.,
2002). On the one hand, the envelope glycoproteins are retained in the
ER, suggesting that virus assembly occurs at this site. On the other
hand, all nonstructural proteins reside in the membranous web where
RNA replication proceeds (Gosert et al., 2003). This observation raises
the question whether newly produced positive-stranded RNAs are
transported to the ER or perhaps transported to a particular assembly
compartment or whether the structural proteins are transported to or
expressed in the membranous web. Wherever HCV nucleocapsid for-
mation and envelopment occur, it is assumed that virus particles are
released from the cell via the constitutive secretory pathway. In fact,
structural proteins were detected in both the ER and cis Golgi com-
partment of infected cells, but the low efficiency of this system did not
allow detailed studies (Serafino et al., 2003). Moreover, complex N-
linked glycans, indicative for Golgi transit, were found on the surface
of virus particles partially purified from patient sera, but it is not clear
whether these glycans are part of the viral envelope proteins or if
they belong to cellular proteins that are tightly associated with the
virus envelope (Sato et al., 1993). Unfortunately, a clarification of these
important questions is not possible with currently available cell
culture systems for HCV.
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VI. VIRUS–HOST INTERACTION

A. Cell Culture Adaptation and Host-Cell Permissiveness

Probably one of the most fascinating interplays between HCV RNA
replication and the host cell relates to cell culture adaptation. As
observed for many other viruses, especially those with a high mutation
rate, passages in cell culture for prolonged times give rise to mutations
that often improve virus replication in vitro but that frequently lead to
an attenuation in vivo. Similarly, high-level HCV replication in Huh-7
cells is primarily due to cell culture-adaptive mutations that emerge in
selectable replicons when cells are passaged under continuous selec-
tive pressure. When analyzing the nucleotide sequence of multiple
replicons that were isolated from a given cell clone, at least one muta-
tion was found that is conserved between all replicons in this cell
clone, and this conserved mutation enhanced RNA replication (Blight
et al., 2000, 2003; Grobler et al., 2003; Guo et al., 2001; Kato et al.,
2003; Lohmann et al., 2001). Cell culture-adaptive mutations were not
observed in the 50- and 30-NTRs but were found in most nonstructural
proteins with a clustering in certain regions (Blight et al., 2000; Guo
et al., 2001; Ikeda et al., 2002; Lohmann et al., 2001, 2003) (Fig. 5A).
Most mutations map to the center of NS5A and often affect serine
residues required for hyperphosphorylation (Asabe et al., 1997; Blight
et al., 2000; Kaneko et al., 1994; Lohmann et al., 2003; Tanji et al.,
1995b). A second cluster of adaptive mutations was found at a single
position close to the carboxy terminus of the NS3 serine proteinase
domain and at the N-terminal helicase domain (Blight et al., 2003;
Lohmann et al., 2003). Interestingly, most of these mutations reside at
one particular site of the solvent-accessible surface of helicase domain
1 (Blight et al., 2003; Krieger et al., 2001) (Fig. 5). The third cluster of
adaptive mutations maps to two very distinct positions in NS4B (ami-
no acids 1846 and 1897 of the HCV Con-1 polyprotein (Guo et al., 2001;
Kishine et al., 2002; Lohmann et al., 2003). According to the topology
model of NS4B (Fig. 6), these two positions reside on the cytoplasmic
loop connecting TM domains 2 and 3 and at the cytoplasmic C termi-
nus of TM domain 4. The latter mutation at position 1897 has been
found in replicons derived from two different HCV isolates of genotype
1b (Kishine et al., 2002; Lohmann et al., 2003). Moreover, introduction
of the single adaptive mutation S2204I in NS5A that was identified
with a genotype 1b replicon Con-1, into a genotype 1a replicon, was a
crucial prerequisite for replication of this RNA, which indicates that at
least some of the cell culture-adaptive mutations are operating with
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different HCV isolates (Blight et al., 2003; Windisch, M. P., Lohmann,
V., and Bartenschlager, R., unpublished observations).

The demonstration of a replication enhancement exerted by such
mutations was initially made by inserting them individually into the
parental replicon construct and determining the number of G418-
resistant cell colonies per microgram of transfected RNA. Later on,
transient replication assays were developed that avoided the cumber-
some and time-consuming selection of G418-resistant cell clones by a
rapid and more direct analysis. In one version of this assay, a reporter
gene or a transactivator was inserted instead of the selectable marker.
With the introduction of a cell culture-adaptive mutation into the HCV
coding region and transfection of Huh-7 cells, RNA replication was
monitored by determining reporter gene activity or the level of trans-
activation (Krieger et al., 2001; Yi et al., 2002). Alternatively, self-
amplification of adapted replicons was determined by quantitative
RT-PCR (Blight et al., 2000). By using these methods, the K1846T
substitution in NS4B and the S2204I or S2204R substitutions in
NS5Awere found to enhance RNA replication most efficiently (at least
in replicons derived from the HCV Con-1 isolate), whereas the weakest
effect, if any, was achieved with mutations in NS3. However, when cell
culture-adaptive mutations in NS3 were combined with those in NS4B,
NS5A, or NS5B, RNA replication was increased cooperatively both in
genotype 1b- and 1a-derived replicons (Blight et al., 2003; Krieger
et al., 2001; Lohmann et al., 2003; Yi et al., 2002). In contrast, the
combination of highly adaptive mutations in NS4B, NS5A, or NS5B
with each other led to a decrease or even a complete block of replication
(Lohmann et al., 2003). These observations explain why the adaptive
mutations in the NS4B to NS5B coding sequence were not found in
combination with each other in a given HCV replicon (Fig. 5A). In
contrast, mutations in NS3 were always found in association with
one of the substitutions in the NS4B to NS5B region, indicating that
the increase of RNA replication exerted by the NS3 mutations was not
sufficient to establish persistent replication. Taken together, these
results suggest that the mechanism of cell culture adaptation achieved
by mutations in NS3 is different from the one exerted by substitutions
in the NS4B to NS5B region.

It is not known how these mutations increase RNA replication in cell
culture. It should be noted that these substitutions have not been
found in vivo and almost invariably affect highly conserved amino acid
residues. The only exception is the E1202G substitution that is present
in about 5% of the HCV genomes reported in the DNA database
(Lohmann et al., 2003). Based on the X-ray crystal structure of NS5B
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and full-length NS3 complexed with NS4A, the positions of several
adaptive mutations were found to reside on the surface of the mole-
cules and far away from the active sites of the enzymes (Fig. 5). It is,
therefore, assumed that these mutations affect potential interaction
sites between HCV proteins and cellular proteins. Alternatively, cell
culture-adaptive mutations may influence the interaction between
viral proteins or between viral proteins and RNA. In this case, adapta-
tion should in principle be independent from a given cell line. One may
therefore wonder why such mutations have not been observed in vivo

because their emergence should increase RNA replication and lead to a
selective growth advantage of the mutant. Several mechanisms, how-
ever, may operate that counterselect for high replicating mutants
in vivo. First, high replication might stimulate a strong immune re-
sponse, leading to the rapid elimination of these mutants; second,
high-level HCV RNA replication may induce a selective stress re-
sponse in the cell that leads to a down-regulation of HCV production
or that can even induce apoptosis of the infected cell (Section VI,B);
third, high-level RNA replication may interfere with virus particle
formation. Translation, replication, and packaging are presumably
tightly coupled reactions, requiring a mechanism that balances each
of these steps. An ‘‘over-replication’’ might interfere with the encapsi-
dation of positive-stranded RNA (e.g., by trapping viral RNA in repli-
cation complexes at the membranous web). If this assumption is true,
one might expect that a wild-type HCV genome that does not contain
adaptive mutations should allow particle production, which has not
been observed with HCV genomes that carry adaptive mutations. In
agreement with this assumption, the authors of this discussion found
that adaptive mutations indeed prevent the release of HCV core pro-
tein into the culture supernatant of cells transfected with HCV gen-
omes (Pietschmann, T., and Bartenschlager, R., unpublished results).
Future experiments will determine whether these core-containing
structures represent true infectious virus particles.

To determine whether cell culture-adaptive mutations affect infec-
tivity in vivo, three such mutations (E1202G and T1280I in NS3 as
well as S2197P in NS5A) were introduced into the infectious HCV Con-
1 genome, and the RNA was inoculated intrahepatically into the liver
of a chimpanzee. In several independent attempts, this genome failed
to establish a productive infection (Bukh et al., 2002). When genomes
containing only the NS5A mutation were tested, the inoculated animal
became viremic but only after a delay of about 1 week. Of note, all virus
genomes recovered from the circulation corresponded to revertants.
Thus, cell culture-adaptive mutations lead to an attenuation in vivo,
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which might be the consequence of an inhibition of particle assembly,
as has already been discussed. Although no intensive studies have
been performed, an inverse correlation between the degree of cell
culture adaptation and attenuation in vivo seems to exist. For in-
stance, the HCV-N isolate has a very low infectivity in vivo (Beard
et al., 1999) but replicates efficiently in Huh-7 cells even in the absence
of cell culture-adaptive mutations (Guo et al., 2001; Ikeda et al., 2002).
A peculiarity of this genome is a four-amino-acid insertion in the
center of NS5A that promotes replication in cell culture but is still
tolerated sufficiently in vivo. In contrast, the H77 genotype 1a isolate
that has a very high infectivity in vivo (Kolykhalov et al., 1997)
can only replicate in cell culture with the introduction of adaptive
mutations (Blight et al., 2003; Windisch, M. P., Lohmann, V., and
Bartenschlager, R., unpublished results). The view of an apparent
inverse correlation between RNA replication in vivo and in vitro,
however, has been challenged. By using the HCV consensus genome
of FH-1 that was derived from a patient with fulminant hepatitis, Kato
et al. (2001) were able to establish a genotype 2a replicon that repli-
cated with high efficiency in Huh-7 cells without cell culture-adaptive
mutations (Kato et al., 2003). In fact, the G418 transduction efficiency
of selectable replicons derived from this isolate is about 50-fold higher
compared to adapted replicons derived from the original HCV Con-1
isolate. Although this 2a genome has not been tested for its infectivity
in vivo, this finding suggests that adaptive mutations may not always
be necessary for replication in cell culture. A requirement for such
mutations rather depends on the individual HCV isolate that is used
for the construction of replicons.

Since 1999, cells of the human hepatoma cell line Huh-7 are fre-
quently used as hosts for HCV replicons. Attempts to propagate HCV
RNAs in other cell lines were not successful until Zhu et al. (2003a)
first described the replication of subgenomic HCV RNAs in HeLa cells
and the murine hepatoma cell line Hepa 1–6. Based an the assumption
that replication in non-Huh-7 cells will require cell type-specific adap-
tive mutations, these authors used the total RNA of Huh-7 cells that
stably replicated selectable HCV replicons. Owing to the high error
rate of the NS5B RdRp, replicon RNAs in these cell clones have a much
larger genetic heterogeneity compared to HCV RNAs synthesized by
in vitro transcription of cloned DNA templates. In fact, a low number of
G418-resistant colonies was obtained with HeLa and Hepa 1–6 cells
but not with several other cell lines. Interestingly, in all cases, the
major adaptive mutation in NS5A (S2204I) was preserved, but addi-
tional mutations were identified that were not present in the original
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replicon used for transfection. Moreover, when total RNA of replicon-
containing HeLa and Hepa 1–6 clones were passaged into naive
cells, the number of G418-resistant colonies was consistently higher
in comparison to in vitro transcripts carrying the same major adaptive
mutations. This observation suggests that the additional mutations
contribute to HCV RNA replication in these cell lines.

Ali et al. (2004) used a similar approach and established a human
embryonic kidney 293 cell line containing HCV replicons. Initially, the
group used coculturing of Huh-7 replicon cells with 293 cells. A low
number of hybrids was obtained, one of which closely resembled naive
293 cells. Total RNA isolated from this cell clone was then transfected
into naive 293 cells, giving rise to a number of stable replicon cell
clones. Sequence analysis identified a large number of mutations that
may confer adaptation specifically to 293 cells (Ali et al., 2004).

Although the establishment of non-Huh-7 replicon cells has thus
far not been possible with in vitro transcripts derived from geno-
type 1b replicons, the establishment of cells has been achieved with
replicons derived from the genotype 2a replicon of FH-1 (Date et al.,
2004). Presumably owing to its exceptionally high replication capa-
city, transfection of two human liver cell lines (HepG2 and IMY-9)
yielded viable replicon cell clones although efficiency of colony forma-
tion was reduced 100-fold to 1000-fold compared to Huh-7 cells. A cell
culture-adaptive mutation in NS5B that was originally discovered in
Huh-7 replicon cells increased the number of colonies with HepG2 and
IMY-9 cells moderately. Several cell clones, however, contained repli-
cons without mutations in the HCV coding region, demonstrating that
this particular genotype 2a isolate can replicate in various cell lines in
the absence of adaptive mutations. In summary, these results show
that HCV replication does not depend on hepatocyte or primate-
specific factors. The possibility to adapt HCV replicons to a murine cell
line (Hepa 1–6) may open new avenues to develop a small animal
model.

Since those observations, studies have demonstrated that in addi-
tion to cell culture-adaptive mutations, the host cell environment
substantially affects the efficiency of HCV RNA replication (Blight
et al., 2002; Lohmann et al., 2003; Murray et al., 2003). Two indepen-
dent lines of evidence support this conclusion. The first one stems from
the observation that efficient HCV RNA replication can only be ob-
served in a subpopulation of Huh-7 cells (Blight et al., 2002; Murray
et al., 2003). This finding implies that at a given time, only a subset of
cells is permissive and supports replication. Consequently, after trans-
fection of selectable HCV replicons and subsequent selection, these
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cells should be enriched, and removal of the replicon, in turn, should
lead to a highly permissive cell population. This assumption has been
confirmed. Cells that carry a stably replicating replicon were treated
with IFN-� or a selective inhibitor (Blight et al., 2002; Murray et al.,
2003). Both compounds led to an efficient block in HCVreplication, and
replicons were virtually eliminated after several weeks of treatment.
Upon retransfection of these ‘‘cured’’ cells with selectable HCV repli-
cons and selection, the number of cell clones was about fivefold higher
compared to the number that was obtained with naive control cells.
This result demonstrates that ‘‘cured’’ cells provide a more favorable
environment for HCV RNA replication (Blight et al., 2002; Murray
et al., 2003). The second line of evidence is based on the observation
that different passages of Huh-7 cells may differ in their permissive-
ness by up to 100-fold in transient replication assays (Lohmann et al.,
2003). This difference was independent from the kind of adaptive
mutation introduced into the replicon and also observed with nona-
dapted RNAs. The level of permissiveness, however, was difficult to
control and subject to variations that could not be predicted. In a
search for the underlying mechanism, variations in IRES-dependent
HCV RNA translation and differences in RNA stability could be ex-
cluded (Lohmann et al., 2003). Thus, one explanation is that the level
of permissiveness is determined by host-cell factors required for RNA
replication. In line with this assumption, it was found that replication
efficiency decreased with increasing amounts of replicon RNA trans-
fected into Huh-7 cells, which suggests that host-cell factors limit RNA
amplification (Lohmann et al., 2003).

B. Cytopathic Effects Exerted by HCV

The induction of membrane rearrangements and the synthesis of
membrane-associated HCV proteins may have several consequences
for the cell. One consequence involves interference with secretion as
well as expression of cell surface proteins (Konan et al., 2003; Tardiff
et al., 2003). Such effects were observed in cells that express an un-
cleaved NS4A-B protein as well as in Huh-7 cells that carry an HCV
full-length genome, resulting in a reduced surface expression of sever-
al proteins, including MHC-I (Konan et al., 2003). Morphologically, in
NS4A-B expressing cells, two distinct membrane alterations were ob-
served and designated as ‘‘swollen, partially vesiculated membranes’’
and ‘‘clustered aggregated membranes’’ with NS4A-B localizing only to
the latter. These data suggest that HCV infection probably has a
profound effect on host-cell homeostasis.
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A second consequence involves membrane alterations induced by
HCV proteins that may provoke an ER stress response. Usually, ER
stress is induced by the loss of ER calcium homeostasis or the ac-
cumulation of misfolded, aggregated proteins (reviewed in Ma and
Hendershot, 2001). ER stress induces an adaptive cellular response
that leads, among other results, to the proteolytic cleavage and
subsequent activation of the latent transcription factor ATF6. Another
consequence is the activation of PKR-like ER kinase (PERK) that, via
phosphorylation of the translation initiation factor eIF-2� reduces
RNA translation. Prolonged, high-level ER stress can even induce
apoptosis by the activation of the ER-associated caspase 12. In fact,
evidence suggests that in cells carrying HCV replicons, ATF6 is
cleaved and transported to the nucleus (Tardif et al., 2002). Although
only one cell clone was analyzed in this study, it suggests that HCV
replication and protein expression induce ER stress. Moreover, an
inhibition of PERK by E2 was described (Pavio et al., 2003). By using
in vitro pull-down assays and transient transfection studies, an inter-
action between PERK and E2 was found. Protein synthesis was en-
hanced by E2, and E2 conferred a resistance toward ER stress
inducers. These studies, however, were performed only with E2 ex-
pressed on its own, whereas in vivo, this protein is expressed in a
heterodimeric complex with E1. Thus, the contribution of E2 to PERK
inhibition in an infected cell remains to be determined.

C. HCVand the Host’s Innate Immune Response

Boosting the innate immune system with recombinant IFN-� has
likely saved the lives of many patients with hepatitis C and is still a
key part of all approved therapies currently in use to treat these
patients. Given the importance of IFN-� as a therapeutic agent, it is
surprising how little is known about the complex interplay between
HCVand the innate immune system. IFNs are a rather diverse class of
cytokines with the ability to trigger the immune response (reviewed
in Goodbourn et al., 2000; Samuel, 2001). Two types of IFNs can be
distinguished that have partially overlapping biologic functions. Type I
IFNs comprise 13 closely related IFN-� subtypes and IFN-� as well as
the more distantly related IFN-�, IFN-!, and IFN-". Furthermore, a
novel cytokine family has been discovered that shares some sequence
similarities with type I IFNs and the IL-10 family. Accordingly, the
members of this family have been named IL-29, IL-28A, and IL-28B
(Sheppard et al., 2003) or IFN-�1, IFN-�2, and IFN-�3, respectively
(Kotenko et al., 2003). The only type II IFN gene is IFN-� for which
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neither sequence nor structural similarities with type I IFNs have
been found. Both types of IFNs exert their functions by binding to
specific cell surface receptor complexes, which leads to phosphoryla-
tion, dimerization, and nuclear import of latent transcription factors
known as signal transducers and activators of transcription (STATs).
Type I IFNs induce the formation of the IFN-stimulated gene factor-3
(ISGF-3), a heterotrimer consisting of STAT1, STAT2, and the IFN-
response factor-9 (IRF-9/p48). ISGF-3 binds to and activates genes
containing a promoter with at least one IFN-stimulated response ele-
ment (ISRE). In contrast, IFN-� induces the formation of the gamma
activation factor (GAF), a STAT1 homodimer that enhances gene ex-
pression by binding to the gamma activation site (GAS). Although both
types of IFNs induce the expression of a partially overlapping set of
proteins, experiments with genetically targeted mice in which either
the type I or the type II IFN receptor function has been destroyed
demonstrate that type I IFNs mediate most of the early immune
response against virus infections (Müller et al., 1994). In contrast,
the contribution of IFN-� is believed to be rather systemic, such as
by enhancing the expression of proteins involved in antigen processing
and presentation, including proteasome subunits and MHC molecules.
In addition, IFN-� induces chemokines that enhance and direct the
adaptive immunity. Data, however, are accumulating that in certain
virus infections, such as hepatitis B, IFN-� efficiently inhibits viral
replication by inducing effector proteins with antiviral activities.

Another difference between the two types of IFNs is their origin.
Type I IFNs are released by almost all virus-infected cells, but, de-
pending on the circumstances, amounts may vary dramatically.
For example, it has been observed that hepatocytes are rather poor
producers (Keskinen et al., 1999), whereas certain blood leukocytes,
termed natural IFN-producing cells (IPCs) produce large amounts of
type I IFNs during virus infections (Cella et al., 1999). In contrast
to type I IFNs, the expression of IFN-� is restricted to immune cells,
such as activated T lymphocytes and natural killer (NK) cells.

With the development of HCV replicons, it became possible to ana-
lyze the role of individual cytokines in the innate immune response
against HCV. Because most patients with HCV respond at least initi-
ally to a treatment with IFN-�, it was not unexpected to find that type I
IFNs also blocks HCV RNA replication in cell Huh-7 cells (Blight et al.,
2000; Frese et al., 2001; Guo et al., 2001; Kato et al., 2003), HuH6 cells
(Windisch, M. P., and Bartenschlager, R., unpublished results), and
cells of nonhepatic origin, such as HeLa cells (Guo et al., 2003) and 293
cells (Ali et al., 2004). Furthermore, it has been demonstrated that
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IFN-� is as potent as IFN-� in inhibiting HCV replicons (Frese et al.,
2002; Kato et al., 2003; Lanford et al., 2003a). These findings suggest
that cytotoxic T cells and NK cells contribute to HCV clearance not
only by killing cells but also by producing IFN-�, thereby stimulating
infected hepatocytes to inhibit viral replication. Liu et al. (2003) have
substantiated this hypothesis by co-culturing activated, HCV-
specificCD8þTcells togetherwithHuh-7 cells containingHCVreplicons.
Under these conditions, the group observed that T cells execute most of
their antiviral activities in an IFN-�-dependent, noncytolytic manner
(Liu et al., 2003). In vivo, IFN-� might have an even greater importance
for HCV clearance than type I IFNs. According to Thimme et al. (2002),
HCVreplication rapidly induces but is not controlled by the intrahepatic
expression of type I IFN-regulated effector proteins in experimentally
infected chimpanzees. Viral clearance rather follows the entry and accu-
mulation of HCV-specific T cells in the liver and is accompanied by the
production of IFN-�, a process that is not necessarily accompanied by
the destruction of infected cells (Thimme et al., 2002).

A hallmark of all IFNs is their ability to enhance the expression of
numerous genes, but only a few of them are known to encode effector
proteins with antiviral activities (Samuel, 2001). Among these IFNs is
the human MxA protein, a cytoplasmic GTPase that efficiently inhibits
the replication of a broad variety of RNA viruses such as orthomyx-
oviruses, bunyaviruses, rhabdoviruses, and togaviruses (reviewed in
Haller and Kochs, 2002). In healthy individuals, MxA expression is
below the detection limit but increases dramatically during many viral
infections and as a consequence of IFN-� treatment. Elevated MxA
expression levels have also been found in the liver of patients with
HCV, indicating an ongoing struggle between the innate immune sys-
tem and HCV (MacQuillan et al., 2002, 2003; Patzwahl et al., 2001). It
is unlikely, however, that the MxA protein is involved because consti-
tutive expression of MxA does not inhibit subgenomic HCV replicons,
and expression of dominant-negative mutants of MxA does not restore
HCV replication during IFN-� treatment (Frese et al., 2001).

Another IFN-induced effector protein that has been suspected to
interfere with HCV replication is PKR, a constitutively expressed
serine/threonine kinase with multiple functions in the control of
host-cell transcription and translation (reviewed in Clemens and Elia,
1997). It has been noted that the binding of PKR to double-stranded
RNAs generated during virus replication leads to the activation of the
enzyme and the subsequent inhibition of protein translation. HCV
researchers became interested in PKR because two viral proteins have
been described to interact with this kinase, thereby enabling HCV to
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escape the innate immune response. Based on the analysis of HCV
sequences from hepatitis C patients treated with IFN-�, mutations
within a discrete region of NS5A, the so-called IFN-sensitivity deter-
mining region (ISDR), were proposed to confer resistance to IFN-�
(Enomoto et al., 1995, 1996b). Although numerous subsequent studies
were conducted to determine the predictive value of NS5A sequences
in the outcome of IFN-� therapy, the existence of an ISDR is still
controversially discussed (reviewed in Tan and Katze, 2001). Never-
theless, the description of the ISDR put NS5A in the focus of research.
The finding that mutations in the ISDR affect the ability of NS5A to
bind to and inhibit PKR (Gale et al., 1998) led to the hypothesis that
PKR blocks HCV replication, and NS5A is able to counteract antiviral
activity of PKR. Experiments with HCV replicons, however, provided
no further evidence for an involvement of NS5A in IFN resistance. On
the contrary, point mutations in the ISDR or a deletion of 47 amino
acids encompassing the entire ISDR enhanced viral replication with-
out affecting IFN sensitivity of HCV replicons (Blight et al., 2000; Guo
et al., 2001). These findings were extended in our (the authors of this
chapter) laboratory by using two subgenomic genotype 1b replicons
that differ only in their NS5A sequence. In one replicon, the ISDR was
identical to that of IFN-susceptible strains, whereas the ISDR se-
quence of the other replicon contained mutations that have been sus-
pected to confer IFN resistance and PKR binding (Gale et al., 1998).
Nevertheless, both replicons were equally sensitive to IFN-� (Kaul, A.,
and Bartenschlager, R., unpublished results). These results argue
against a role of NS5A in directly blocking PKR. Alternatively, NS5A
may counteract the IFN-�-induced antiviral state in a way that cannot
be determined in the replicon system.

Of note, a second HCV protein has been reported to interact with
PKR. It was found that E2 binds to PKR through its PKR-eIF-2�
homology domain (PePHD) (Pavio et al., 2002; Taylor et al., 1999). The
significance of this observation has been challenged because an increas-
ing number of clinical studies demonstrate that the PePHD is a highly
conserved region with no conspicuous mutations accumulating during
IFN-� therapy (reviewed in Tan and Katze, 2001). Furthermore, E2
expression does not seem to increase the resistance of HCV genotype 1b
replicons toward IFNs. A genomic replicon that encodes an E2 protein
with the PePHD sequence of a resistant HCV isolate had a similar
degree of susceptibility as a subgenomic replicon lacking E2 (Frese
et al., 2002; Kaul, A., and Bartenschlager, R., unpublished results).
The question whether PKR interferes with HCV RNA replication/
translation was addressed in our laboratory by using small interfering
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RNAs that target PKR mRNAs for degradation. We observed that
a down-regulation of PKR expression levels did not restore HCV repli-
cation in the presence of IFN-� (Kaul, A., and Bartenschlager, R.
unpublished results). Taken together, these data suggest that PKR is
not the (major) effector protein involved in the IFN-induced inhibition
of HCV.

Similar to PKR, 20-50oligoadenylate synthetases (OAS) are IFN-
induced effector proteins that can trigger a general protein shut-off
in virus-infected cells (reviewed in Samuel, 2001). The binding of OAS
to dsRNA triggers its enzymatic activity and leads to the production of
small oligoadenylates. These oligonucleotides bind to and activate the
latent ribonuclease RNase L, which results in the degradation of both
viral and cellular RNAs. In this context, it is interesting to note that an
HCV protein has been implicated in the inhibition of OAS pathway.
Taguchi et al. (2004) reported that the N-terminal portion of NS5A
(amino acid 1 to 148) that lacks the ISDR and PKR-binding domain
binds to OAS and is able to counteract the antiviral activity of IFN-�.
It is, however, not yet known whether the OAS pathway indeed con-
tributes to the IFN-induced inhibition of HCV replication. Only a few
other IFN-induced effector proteins (e.g., the inducible nitric oxide
synthetase and the indoleamine 2,3-dioxygenase) have been analyzed
for their potential to inhibit HCV replicons, but none of them were
found to interfere with HCV RNA replication (Frese et al., 2002; Zhu
et al., 2003b). Thus, it is not known by which mechanism(s) IFNs
inhibit HCV replication.

Several attempts have been made to systematically analyze the IFN-
induced changes in the gene expression of HCV host cells. In two
approaches, chimpanzees were experimentally infected with HCV, liv-
er biopsy samples were taken, and the gene expression profile was
monitored by using cDNA microarrays. The results revealed that the
infection of the liver rapidly induces the up-regulation of numerous
genes, including those encoding well-known IFN-induced effector pro-
teins, such as the chimpanzee homologue of MxA (Bigger et al., 2001;
Su et al., 2002). In both studies, the expression of MxA and that of
other IFN-�-induced genes correlated well with the magnitude and
duration of the infection, but transient and sustained viral clearance
were rather associated with the induction of IFN-� and the ex-
pression of IFN-�-induced genes, suggesting a biphasic course of the
innate immune response and a crucial role for IFN-� in virus clear-
ance. In another approach, cDNA microarrays were used to analyze
IFN-�-induced changes in the gene expression profile of Huh-7 cells
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containing HCV replicons (Zhu et al., 2003b). Even if these studies did
not directly lead to the identification of proteins inhibiting HCV repli-
cation, they will guide future investigations by providing lists of
potential candidate genes.

Many, if not all, viruses have evolved mechanisms to counteract the
innate immune response of their hosts. Viruses have been reported to
prevent the induction of IFNs, intercept already secreted IFN mole-
cules by soluble decoy receptors, block intracellular signaling path-
ways, down-regulate the expression of IFN-induced effector proteins,
or inhibit IFN activities (reviewed in Basler and Garcia-Sastre, 2002;
Goodbourn et al., 2000). HCV has also been reported to interfere with
several aspects of the innate immune response. As outlined and dis-
cussed earlier in this section, the binding of NS5A and/or E2 to PKR
and OAS has been proposed to hinder the host cell from reducing viral
protein translation. Furthermore, it has been demonstrated that the
constitutive expression of NS5A enhances the expression of IL-8, there-
by triggering signaling pathways that partly antagonize the effect of
IFN-� (Girard et al., 2002; Polyak et al., 2001a,b). Such a mechanism
might explain why the expression of the entire HCV polyprotein in
osteosarcoma cells and in transgenic mice leads to an impaired
Jak-STAT signaling and an increased susceptibility to virus infections
(Blindenbacher et al., 2003; Heim et al., 1999). A microarray-based
analysis of IFN-induced changes in the gene expression profile of
Huh-7 cells with or without a subgenomic HCV replicon, however,
revealed no further evidence that HCV nonstructural proteins such as
NS5A generally affect the responsiveness to IFN-� (Geiss et al., 2003).

An alternative way how HCV might escape the innate immune
response has been reported by Foy et al. (2003), who demonstrated
that the NS3/4A proteinase blocks the phosphorylation of the IFN
regulatory factor-3, a transcription factor required for the activation
of type I IFN genes. Furthermore, it has been noted by Keskinen et al.
(1999) that hepatocytes are generally rather poor producers of type
I IFNs. Taken together, these findings suggest that HCV-infected he-
patocytes are not able to produce enough IFNs to trigger a strong
intrahepatic innate immune response. This hypothesis is in line with
findings made by Mihm et al. (2004) who did not detect increased levels
of type I IFN mRNAs in most liver biopsy samples of chronic hepatitis
C patients. The same specimens, however, often contained high num-
bers of IFN-induced mRNAs (e.g., MxA mRNAs). The finding that
matching blood contained elevated mRNA levels of several type I IFNs
(Mihm et al., 2004) might explain the intrahepatic expression of type I

HEPATITIS C VIRUS 145



IFN-regulated genes in the absence of a detectable amount of intrahe-
patic type I IFN mRNAs.

The fact that most HCV-infected individuals do not spontaneously
clear the virus but do so after a treatment with IFN-� suggests that
the ability of HCV to control the innate immune system is an impor-
tant prerequisite for a persistent infection. Thus, a better understand-
ing of the underlying molecular mechanism by which the innate
immune system inhibits HCV replication will certainly help develop
new strategies to fight chronic hepatitis C.

VII. ANTIVIRAL THERAPIES

A. Interferons and Ribavirin

All therapies currently in use to treat patients with HCV rely on the
antiviral activity of IFN-� that is given either alone or in combination
with D-ribavirin. Due to space limitations, this section does not engage
in the description of therapy regimens, side effects, and success rates
but rather refers to other reviews that cover these issues (Alberti et al.,
2002; Jonas, 2002; McHutchison and Fried, 2003; Sulkowski and
Thomas, 2003). In the following, the discussion will focus on observa-
tions that shed light onto a novel mechanism by which ribavirin may
exert its antiviral effect (Crotty et al., 2000, 2002). By using Poliovirus

as a model system, it was shown that at high concentrations, ribavirin
is accepted by the RdRp as a substrate and incorporated into newly
synthesized RNAs. Because ribavirin can form base pairings both with
cytidine and with uridine, incorporation of this drug leads to an in-
crease of G-to-A and C-to-U transition mutations. Although the Kd of
the polioviral RdRp for ribavirin is rather high, its incorporation may
be enhanced by the inhibition of inosine monophosphate dehydroge-
nase that is caused by ribavirin as well and that leads to a depletion of
intracellular GTP pools. These mechanisms increase the mutation rate
to a level in which the majority of newly produced virus genomes carry
lethal mutations (Crotty et al., 2002).

It has been shown that ribavirin also increases the error rate of HCV
NS5B RdRp. Treatment of cells with ribavirin leads to a reduction of
infectivity of progeny virus that is released from infected primary
hepatocytes and leads to an increase of the mutation rate of HCV
replicons when high concentrations of this drug were used (Contreras
et al., 2002; Lanford et al., 2003a). Although this mode of action
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explains a block of productive virus replication, it is still unclear why
ribavirin primarily reduces the number of relapse patients (i.e.
patients treated with IFN-� monotherapy in which HCV rebounds
after cessation of therapy), whereas in ribavirin monotherapy, virus
titers are not reduced. It has been proposed that the antiviral effect of
ribavirin cannot be measured by the determination of HCV RNA levels
because ribavirin does not affect the overall RNA production but rath-
er the infectivity of progeny HCV, which so far can also not be
measured (Crotty et al., 2002). In the long run, however, a reduction
of infectious virus production should lead to a reduction in viremia that
so far has not been observed in patients treated with ribavirin mono-
therapy. Moreover, if ribavirin is accepted as a substrate by RdRp,
resistance mutations should emerge that have not yet been observed.
Further studies will therefore be required to clarify this issue.

B. Small Interfering RNAs

In principle, every step in a viral life cycle represents a target for
antiviral intervention. For reasons of selectivity, viral enzymes that
are only expressed in infected cells provide the best targets for anti-
viral drugs. A summary of all recent developments in this area is
provided in two reviews by de Francesco and Rice (2003) and Tan
et al. (2002). This section, therefore, only describes a novel, yet more
theoretical approach that is based on RNA interference (RNAi).

RNAi is a conserved cellular response to double-stranded RNA, in
which small RNA duplexes, so-called small interfering RNAs (siRNAs),
target homologous sequences for degradation (reviewed in Hannon,
2002). In plants, RNAi is an important antiviral defense mechanism
(Waterhouse et al., 2001) Whether mammalian viruses encounter
RNAi-based defense mechanisms is not clear. Although mammalian
cells express Dicer homologues, they normally do not produce siRNAs
from exogenous double-stranded RNAs (reviewed in Caplen et al.,
2003). Nevertheless, RNAi can be used to inhibit virus replication
in mammalian cells. It has been demonstrated that the transfection
of chemically synthesized siRNAs efficiently inhibits the multiplica-
tion of HIV-1 (Jacque et al., 2002) and that of several other viruses
(reviewed in Caplen et al., 2003). It has also been shown that
HCV RNA replication is also sensitive to RNAi (Kapadia et al., 2003;
Krönke et al., 2004; Randall et al., 2003; Yokota et al., 2003). The high
degree of sequence diversity between different HCV genotypes and
the rapid evolution of new quasi-species, however, is a problem for
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the development of siRNA-based gene therapies because the antiviral
activity of siRNAs depends very much on their complementary to the
target sequence. Thus, alternative strategies have been developed to
overcome these obstacles. In one approach, HCV-specific siRNAs were
prepared by digestion of in vitro-transcribed, double-stranded RNAs
with RNase III from E. coli. These so-called esiRNAs simultaneously
target multiple sites of the viral genome for degradation, a strategy
that should prevent the evolution of escape mutants (Krönke et al.,
2004). In an alternative approach, siRNAs were designed to target
highly conserved sequence motifs in the viral genome. The 50-NTR or
the early core coding region of the HCV genome has been mapped for
sites that are both highly conserved between different HCV genotypes
and sensitive for siRNAs (Krönke et al., 2004; Yokota et al., 2003).
Interestingly, two sites were identified that can be used to target
all known genotypes by universal siRNAs (Krönke et al., 2004).
Furthermore, a new method for the induction of RNAi has been ex-
plored. Brummelkamp et al. (2002) demonstrated that the constitutive
expression of short hairpin RNAs (shRNAs) results in a persistent
silencing of host gene expression and inspired virologists to construct
plasmids and pseudo-typed retroviruses encoding HCV-specific
shRNAs. Experiments with HCV replicons demonstrate that shRNAs
can indeed be used to block HCV RNA replication in cultured cells
(Krönke et al., 2004; Yokota et al., 2003). Moreover, transduced
cells that stably express HCV-specific shRNAs were found to be largely
resistant to a subsequent challenge with HCV replicons (Krönke et al.,
2004). These data suggest that a therapeutic induction of RNAi by
shRNAs might be used in the future as an alternative approach to
treat hepatitis C.

VIII. CONCLUDING REMARKS

The discovery of HCVabout 15 years ago triggered worldwide efforts
to analyze and devise methods to combat this pathogen. Important
progress has been made in several areas, and the field’s arsenal of
experimental tools has grown considerably. Cell culture systems are
now available that recapitulate most of the intracellular part of the
HCV life cycle. These systems will undoubtedly help us to study vari-
ous facets of HCV RNA replication and persistence in molecular
details. More open than answered questions exist, but rapid progress
can be expected in the next few years.
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IX. NOTE

Recent experiments performed in the laboratory of Dr. Takaji
Wakita (Department of Microbiology, Tokyo Metropolitan Institute
for Neuroscience, Tokyo, Japan) and in our laboratory revealed that
transfection of cultured cells with the JFH-1 genotype 2a consensus
genome (Kato et al., 2001) yields virus particles that are infectious
in cell culture (Wakita et al., 2004; Pietschmann et al., 2004)
These findings demonstrate that it is now possible to study the full
multiplication cycle of HCV in cell culture.
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In this chapter, we review how the immune response to viral infec-
tion is regulated, and how the effector arms of the response mature
over the course of infection and beyond. The complexity of the anti-
viral immune response is great, and requires that we be selective in
the topics that we discuss. Consequently, we focus almost entirely on
the adaptive (antigen-specific) immune response, and refer only briefly
to innate immunity; our discussion of adaptive immunity, although
covering both antibodies and T cells, favors T cells. Our overall intent
is to describe the adaptive immune response, focusing on both quanti-
tative and qualitative changes that occur over the course of a viral
infection.
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I. OVERVIEW OF THE IMMUNE RESPONSE TO VIRAL INFECTION

Over the past several thousand years, the urbanization of human
society has permitted viral infections to wreak havoc on human health.
Led by smallpox, viruses have killed or incapacitated hundreds of
millions of people throughout past centuries, but the advent of wide-
spread antiviral vaccination has had dramatic effects: not only has it
permitted the eradication of the smallpox virus, and the approaching
extirpation of poliovirus, but it also has come close to consigning dis-
eases such measles, mumps, and rubella to the pages of history. De-
spite this progress, viruses continue to exact a heavy toll in human
suffering. Human immunodeficiency virus (HIV) is thought to infect
almost one in four Africans (Gregson et al., 2002); previously unidenti-
fied viruses have emerged to cause substantial harm—most recently
exemplified by the novel coronavirus that causes severe acute respira-
tory syndrome (SARS) (Fouchier et al., 2003; Kuiken et al., 2003); and
old adversaries, such as influenza virus, give sporadic reminders of the
threats that they pose (Shortridge et al., 1998).

The main bulwark protecting the population from microbial on-
slaught is the immune system. The efficacy of the antiviral immune
response is well established: (i) the majority of infections, even by
viruses considered highly pathogenic, are resolved by an immunocom-
petent host; (ii) this requires an intact immune system, because even
normally innocuous virus infections can be fatal in immunosuppressed
individuals; and (iii) the enormous benefits of antiviral vaccination
rely on the adaptive immune response. The importance of vaccination
is well demonstrated by the current reemergence of measles as an
important human pathogen. Irrational parental fears of measles vac-
cine side effects have led to reduced vaccine uptake in some countries,
with potentially catastrophic consequences. There have been sporadic
outbreaks of measles in areas of the United States with low vaccine
uptake (Robbins, 1993), and in the United Kingdom, parental accep-
tance of the MMR vaccine has dropped to a level that may eventually
permit the measles virus to become endemic once again (Jansen et al.,
2003). Perhaps most striking is that low vaccine coverage has resulted
in an explosion of measles in Japan—an estimated 30,000 to 200,000
cases annually (Nakayama et al., 2003)—and deaths have numbered
in the hundreds. Thus, to address current and future viral challenges,
and to further improve the safety and efficacy of available antiviral
vaccines, it is imperative that the immune responses to viral infection
be fully understood.

182 J. LINDSAY WHITTON ET AL.



The immune response can be classified in several ways, but we con-
sider classification most logical by antigen specificity. Thus, immune
responses may be termed nonantigen-specific or antigen-specific. As the
name indicates, nonantigen-specific responses do not rely on recogni-
tion of specific antigenic motifs; these responses are broad-based and
include phagocytes, natural killer cells, type I interferons, and ‘‘barrier’’
defenses, such as skin, lysozyme, and gastric acid. Their actions are
exerted very early in the course of combating an infection, and they do
not require any form of antigenic ‘‘instruction’’; consequently, they are
termed innate immune responses. In contrast, the antigen-specific im-
mune system can learn from experience and thus is termed adaptive

immunity Upon first encounter with any given antigen, the antigen-
specific responses will be somewhat slow to develop, usually becoming
detectable only after the innate responses have approached their peak;
however—and in contrast to the innate responses—upon second expo-
sure to the same agent, the antigen-specific responses are greatly im-
proved, both in quantity and quality. These enhanced antigen-specific
secondary immune responses—termed anamnestic (from the Greek
word for recall)—originate from memory cells that are specific for
the antigens previously encountered and that are the cornerstone
of all antiviral vaccines. Both the innate and adaptive immune re-
sponses play key roles in controlling a viral infection, and it is becom-
ing increasingly clear that these responses are not, as previously
supposed, separate and are instead inextricably linked; however,
our goal in this chapter is to cover the adaptive response, and we
shall provide no further description of the innate immune system
herein.

Adaptive immunity relies on lymphocytes, of which there are
two classes: T-lymphocytes (derived from the thymus) and B lympho-
cytes (named for the avian organ, the bursa of Fabricius). B lym-
phocytes give rise to antibody-producing plasma cells. Antibodies
act mainly to diminish the infectivity of free virus, whereas T cells
recognize (and often kill) infected cells. Thus, antibodies and T lym-
phocytes act in a complementary manner. Antibodies neutralize virus-
es in the fluid phase (e.g., blood, lymph, interstitial spaces), thereby
reducing the number of infected cells and easing the T lymphocytes’
workload. T lymphocytes kill infected cells before virus maturation
has occurred, minimizing the release of an infectious virus and thus
easing the load on antibodies. In the following pages, we shall review
the biology of B and T lymphocyte responses to virus infection and
vaccination.
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II. B LYMPHOCYTES AND THEIR ROLE IN ANTIVIRAL IMMUNE RESPONSES

Preexisting antibody provides the first line of defense against infec-
tion. The potential of serum transfer in the prevention and treatment
of infectious disease was first appreciated more than 100 years ago,
and serum- or plasma-derived antibody preparations were the only
therapeutic resources available prior to the advent of antibiotics or
antiviral drugs, and the development of pathogen-specific vaccines.
Although highly effective vaccines now play the predominant role in
protection against many viral and bacterial pathogens, in recent years
the development of safer ‘‘humanized’’ monoclonal antibodies, together
with a better understanding of the antimicrobial roles of humoral
immunity, have led to a resurgence in the study of antibody-mediated
protection against disease. Herein, we describe the antiviral functions
of antibody molecules and the role of humoral immunity in a variety of
acute and chronic viral infections.

B lymphocytes recognize microbial antigens via the B cell receptor
[BcR, more commonly termed immunoglobulin (Ig) or antibody (Ab)], a
cell-surface molecule which, as the B cell matures into a plasma cell, is
synthesized in secretable form. There are several different classes
(isotypes) of Ig (see following paragraphs), and we shall use the most
abundant class, IgG, as the basis for our description of structure of
antibodies and of the genes that encode them. An IgG molecule com-
prises four chains, two ‘‘heavy’’ (H) and two ‘‘light’’ (L). The H chain is
composed of an N-terminal variable region, followed by three constant
domains that are almost identical within any one antibody class (e.g.,
IgG or IgM) and that define the effector functions of that antibody
class. The L chain contains one variable and one constant region. Each
L chain is noncovalently paired with one H chain, and the contiguous
H and L variable regions together form one antigen recognition site,
thereby defining the antigen specificity of the antibody. Two identical
H/L chain pairs are themselves noncovalently linked to form the ca-
nonical Y-shaped IgG molecule, which has two antigen recognition
sites. This Y-shaped structure is common to all antibody classes
(Section, II.A.1). The DNA sequences encoding the constant and vari-
able regions are physically separate in the germ line, but undergo
rearrangement to form the gene that encodes an H or L chain. Fur-
thermore, the variable regions themselves are generated by the rear-
rangement of small genetic segments: the variable region of a heavy
chain results from the rearrangement of three segments, termed VH,
DH, and JH, and the variable region of an L chain is formed by the
fusion of a VL segment and a JL segment. A variety of V, D, and
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J segments are present in the genome, and this combinatorial aspect of
antibody gene formation allows a relatively small number of V, D, and
J segments to generate a large number of different variable regions,
estimated (in humans) at around 300 for L chains and 11,000 for heavy
H chains. If H and L chains associate randomly, this provides �3.3 �

106 possible combinations (and, thus, antigen specificities) of H/L
pairs. In addition, during the process of V–(D)–J rearrangement, small
numbers of nucleotides can be added or lost, and this ‘‘junctional
diversity’’ increases the number of different H/L specificities to around
1011. Antibody diversity can be further increased by the process of
somatic hypermutation, described later.

A. How Antibodies Combat Viral Infections

Antibodies can exert their antimicrobial effects by a variety of dif-
ferent mechanisms (Burton, 2002). For instance, a virus can be ‘‘neu-
tralized’’ prior to infection of its target cell. This can occur by the
antibody’s binding to the surface of the virus and, by steric hindrance,
blocking its ability to bind to its target. Alternatively, some antibodies
can be directly virucidal, or they may activate the complement cascade
(reviewed in Spear et al., 2001), leading to disruption of the viral
membrane. In addition to these mechanisms of direct antibody-
mediated killing of the invading pathogen, many types of phagocytic
cell express antibody Fc-receptors; antibodies can bind to these recep-
tors, coating the phagocyte and allowing it to recognize, engulf, and
destroy microbial pathogens. Although most antibody functions are
exerted on free virus particles, in some cases a virus remains vulnera-
ble to antibody-mediated destruction even after it has entered a host
cell; if virus proteins are presented on the cell surface and are recog-
nized by the ensuing antiviral antibody response, then destruction of
the infected target cell may occur by means of complement-dependent
cytotoxicity or by destruction by antibody-dependent cell-cytotoxicity
mediated by NK cells or other cell types expressing the appropriate
Fc-receptors. For example, when researchers examined the direct
ex vivo cytolytic response of volunteers immunized with vaccinia, they
could not detect a direct ex vivo T-cell-mediated lytic response but
instead found that direct ex vivo lytic activity required NK cells and
vaccinia-specific antibodies (Perrin et al., 1977). Interestingly, antibo-
dies do not necessarily need to destroy the infected cell to stop or slow
the spread of infection. Some antibodies have been shown to block
virus release from infected cells (Gerhard, 2001; Vanderplasschen
et al., 1997), interrupt cell-to-cell spread (Burioni et al., 1994; Pantaleo
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et al., 1995; Vanderplasschen et al., 1997) or, in the case of some
neurotropic viruses such as measles (Fujinami and Oldstone, 1979)
or Sindbis virus (Levine et al., 1991), antiviral antibodies may block
viral replication without directly resulting in destruction of the in-
fected cell. Together, these studies demonstrate that humoral immuni-
ty can result from a multitude of independent and interrelated
mechanisms of antiviral activity.

1. Different Antibody Classes and Their Attributes

Antibody is produced in five different classes: IgG, IgM, IgA, IgD,
and IgE. These antibody molecules differ in their molecular composi-
tion as well as in their biologic functions (Padlan, 1994).

. IgG is the most abundant class of immunoglobulin in the serum
(mean adult serum level is �12 mg/mL) and, in humans, can be or-
ganized into four subclasses, IgG1, IgG2, IgG3, and IgG4, which respec-
tively constitute approximately 70%, 15%, 10%, and 5% of total serum
IgG. The main effector function shared by all four IgG subclasses is
neutralization, although human IgG3 also very effectively activates the
complement system. IgG1 is especially effective in opsonization, a pro-
cess in which the pathogen becomes coated with antibody and the
multiple exposed IgG constant domains facilitate internalization by
phagocytes expressing Fc receptors. Opsonization is generally more
important in countering bacterial, rather than viral, infection.

. IgM is structurally similar to an IgG molecule, but its H chains
carry a fourth constant region. It is the first immunoglobulin expressed
at the surface of a developing B cell, and as the cell matures, the
antibody is secreted into the plasma in the form of a star-shaped
multimeric array of five antibodies; plasma IgM molecules there-
fore contain 10 antigen recognition sites. The multiplicity of antigen-
binding sites would seem to make IgM well-suited for neutralization
and it is, perhaps, surprising that its main biological role appears to be
complement activation.

. IgA is similar in appearance to IgG, but forms a dimer that has the
capacity to be actively transferred across epithelial surfaces, allowing
its entry into luminal spaces; as a result, dimeric IgA is a key factor in
providing barrier mucosal immunity.

. IgE structure is similar to that of a single IgM molecule (with four
constant regions in the H chain), but it does not form multimers. Its
serum level is orders of magnitude lower than that of other classes,
and it is instead found on the surface of mast cells, where it plays a role
in allergies (and, perhaps, in immunity to parasites).
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. IgD is superficially similar to IgG, but its function remains un-
known (although it can substitute for IgM, if genetic defects pre-
vent the synthesis of that antibody class; Lutz et al., 1998). The
biological features of the three classes most important for controlling
virus infection—IgM, IgG, and IgA—are summarized in Table I.

2. The Efficacy of Antibodies in Controlling a Variety of

Human Viral Diseases

There are several possible outcomes of virus infection: some virus
families cause acute (i.e., short-lived) infections, whereas others can
persist in the host for months or years. It is, therefore, important to
understand the role played by antibodies in preventing infection, or
disease progression, under these widely disparate circumstances. One
school of thought is that antibodies play a key role in controlling acute
infections, but not persistent infections (Kagi and Hengartner, 1996).
The authors noted that during acute infections, infected cells are
rapidly destroyed by the virus, and therefore cellular immunity (which
exerts its effect by acting on infected cells) may be of minimal impor-
tance; under these circumstances, the host must rely on antiviral
antibodies. In contrast, cellular immunity may be more important
than antibodies during persistent infection, when the host’s goal is to
eradicate virus that is ‘‘hiding’’ inside cells. Does this proposal fit the
data? The prophylactic and therapeutic efficacy of antibodies against a
number of human viruses is summarized in Table II. In support of the
hypothesis, there are many instances of lytic viral infections (most
notably poxviruses and flaviviruses) that are highly susceptible to
antibody-dependent immunity However, there are several exceptions,

TABLE I
SUMMARY OF THE BIOLOGIC FEATURES OF THE THREE IG CLASSES THAT COMBAT VIRUS INFECTIONS

IgM IgG IgA

Appearance time Early Later Later

Location of abundance Serum Serum and interstitial
spaces

Serum and mucosal
secretions

Placenta crossing No Yes No

Antigen recognition
sites

10 2 4

Neutralization þ þþ þþ

Complement activation þþþ þþ þ
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TABLE II
SUMMARY OF ANTIBODY EFFICACY IN THE PREVENTION AND TREATMENT OF A

VARIETY OF HUMAN VIRAL DISEASES

Antibody-mediated protection?

Virus family Pathogen Prevention Treatment

Arenaviridae Junin virus — Yes17

Lassa fever virus — Yes18

Possible19

No20

Filoviridae Ebola virus Yes1 Yes21

Flaviviridae Yellow fever virus Yes2 No22

West Nile virus Yes3 Yes23

Tick-borne
encephalitis virus

Yes4 Possible24

Hepadnaviridae Hepatitis B virus Yes5 No25

Herpesviridae Cytomegalovirus Yes6 Possible26

Varicella-zoster virus Yes7 Yes27

Paramyxoviridae Measles virus Yes8 Yes28

Respiratory
syncytial virus

Yes9 —

Picornaviridae Polio virus Yes10 —

Hepatitis A virus Yes11 —

Poxviridae Vaccinia virus Yes12 Yes29

Smallpox virus Yes13 Possible30

Retroviridae Simian human
immunodeficiency
virus

Yes14 —

Rhabdoviridae Rabies virus Yes15 —

Togaviridae Chikingunya virus Yes16 No31

1 Gupta et al., 2001; Parren et al., 2002: 2 Monath and Cetron, 2002; Sawyer, 1931:
3 Ben-Nathan et al., 2003: 4 Kreil and Eibl, 1997: 5 Anonymous, 2003: 6 Wittes et al.,
1996: 7 Balfour, Jr. et al., 1977; Fisher and Edwards, 1998: 8 Stiehm, 1979: 9 Romero,
2003: 10 Hammon et al., 1953: 11 Ward and Krugman, 1962: 12 Kempe, 1960: 13 Kempe
et al., 1961: 14 Nishimura et al., 2002; Parren et al., 2001: 15 Prosniak et al., 2003:
16 Igarashi et al., 1971: 17 Enria and Barrera Oro, 2002: 18 Frame, 1989: 19 McCormick,
1986: 20 White, 1972: 21 Mupapa et al., 1999: 22 Monath, 2003: 23 Ben-Nathan et al.,
2003: 24 Kreil and Eibl, 1997: 25 Keller and Stiehm, 2000: 26 Keller and Stiehm, 2000:
27 Ogilvie, 1998: 28 Stiehm, 1979: 29 Kempe, 1960: 30 Peirce et al., 1958: 31 Igarashi
et al., 1971.
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in which a preexisting antibody response to a typically nonlytic (per-
sistent) virus appears to afford partial and, in some cases, complete
protection against infection. For example, some arenaviruses can per-
sist for the lifetime of the host, but it is well established that adminis-
tration of convalescent serum or plasma results in a significant level of
protection against lethal Junin virus infection (Enria and Barrera
Oro, 2002), although the results for protection against Lassa fever
virus, another member of the Arenavirus family, have been mixed
(Clayton, 1977; McCormick, 1986). The prototypic arenavirus, LCMV,
can establish lifelong persistence in mice, and immunity against this
agent is mediated largely by CD8þ T cells, consistent with the hypoth-
esis. Monoclonal LCMV-specific antibodies, however, can ameliorate
disease (Wright and Buchmeier, 1991), and a vaccine that appeared to
induce antibodies in the absence of protective levels of CD8þ T cells
also could confer protection (Di Simone and Buchmeier, 1995), again
indicating that the hypothesis may be an oversimplification.

The results outlined in Table II illustrate an important point; anti-
bodies are generally more effective prophylactically than therapeuti-
cally. Preexisting antibody (from acquired immunity or by passive
transfer) often can prevent, or at least ameliorate, disease caused by
a subsequent virus infection, but the same antibody is less effective
when administered after severe, disease symptoms have appeared.
This may be due to overwhelming levels of virus that cannot be ade-
quately controlled by a finite amount of transferred antibody. Con-
versely, there may be very little virus remaining at a time when
symptoms are most severe, because many symptoms of viral diseases
reflect the immunopathology that occurs during virus clearance (Slifka
andWhitton, 2000b) (see Section VI). Nevertheless, antibody-mediated
therapies are beginning to gain wider acceptance, especially now that
humanized monoclonal antibodies are more easily obtained and can be
used in place of convalescent sera. For example, Palivizumab is the
first humanized monoclonal antibody licensed for the prevention of
respiratory syncytial virus (RSV) infections and, since its introduction
in 1998, it has had a significant impact on the number and duration
of RSV-associated hospitalizations in susceptible infant populations
(Romero, 2003). Other monoclonal antibody formulations are also
showing promise; in animal models, a combination of monoclonal anti-
bodies has been shown to be effective in postexposure prophylaxis
against rabies virus (Prosniak et al., 2003), and a vaginally applied
monoclonal antibody directed against the HIV-1 gp120 molecule pro-
tects against mucosal virus transmission (Veazey et al., 2003). Mono-
clonal antibody therapy has at least two major advantages over
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convalescent serum, including (i) low lot-to-lot variation in neutraliz-
ing titer, giving a guaranteed standard of therapeutic efficacy and (ii) a
significantly decreased risk of contamination with human viruses or
other clinically relevant pathogens, a common risk factor encountered
when administering convalescent serum or plasma.

B. Memory B Cells Acting as Antigen-Presenting Cells

In addition to producing antibodies to directly combat microbial
infections, some B cells—most prominently memory B cells—also help
to regulate the immune response by acting as antigen-presenting cells.
Memory B cells are detectable in lymphoid organs and the bloodstream
within 1 to 2 weeks after acute viral infection, and are maintained at
steady-state levels thereafter. These cells do not secrete antibody, and
instead maintain cell-surface expression of their immunoglobulin re-
ceptors so that they can recognize their specific antigen. Once bound,
the antigen is internalized and processed, and the viral epitopes are
presented at the cell surface by major histocompatibility complex
(MHC) class II molecules; these complexes on the surface of memory
B cells are extremely effective triggers of antigen-specific CD4þ

T cells responses (Lanzavecchia, 1985), the importance of which is
described below. Highly activated memory B cells can also proliferate
and differentiate into antibody-secreting plasma cells, the main cell
type involved with maintaining antibody levels after vaccination or
infection. There appears to be a clear division of labor between these
related cell types, in that memory B cells are mainly involved with
antigen processing, presentation, and mounting anamnestic immune
responses, whereas plasma cells are unlikely to be involved with
antigen uptake or presentation, because they are largely deficient in
surface immunoglobulin and show little or no MHC class II expression
(Abney et al., 1978; Halper et al., 1978; Slifka et al., 1998). Plasma cells
instead devote most of their energy to the production and secretion
of antibody.

C. The Cells That Serve as the Source of

Long-Term Antibody Production

Many viruses, and many vaccines (both live and inert), induce anti-
body responses that remain detectable for years after antigen exposure
and, since the half-life of an antibody molecule is measured in weeks,
the longevity of the response must be explained by ongoing antibody
synthesis. There is general agreement that long-term antibody levels
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are maintained by the combined efforts of two largely distinct cell
types, memory B cells and plasma cells, but there is substantial con-
troversy regarding the role(s) played by each. Plasma cells secrete up
to 10,000 molecules of antibody per second (Helmreich et al., 2003; Hibi
and Dosch, 1986), and typically are measured by the ELISPOT tech-
nique, which detects spontaneous antibody production by individual
cells. Plasma cells accumulate in the spleen or in draining lymph nodes
during the early stages of an acute viral infection, but then as the
infection is resolved and the local immune response subsides, the
majority of virus-specific plasma cells are typically found in the bone
marrow compartment (Bachmann et al., 1994; Hyland et al., 1994;
Slifka et al., 1995; Youngman et al., 2002). For many years, it was
believed that plasma cells were very short-lived (a half-life of less than
3 days), thus requiring continuous replenishment by proliferating
memory B cells if long-lived antibody responses were to be maintained
(Slifka and Ahmed, 1996). As noted above, memory B cells undoubted-
ly can differentiate into plasma cells, and it was thought that they
must do so at a very high frequency to replace the short-lived plasma
cells. However, this notion has recently been challenged by studies
demonstrating that individual plasma cells can survive for months to
years in the absence of proliferation (Manz et al., 1997), and without
their being reconstituted by resident memory B cells (Slifka et al.,
1998). In mice, virus-specific plasma cells could be observed more than
500 days after memory B cell depletion, indicating that at least a
subpopulation of plasma cells could survive for the life of this host.
The life span of plasma cells in humans in currently unknown, and it
will be interesting to learn whether plasma cells in larger, more long-
lived mammals have a maximal life span of only 1 to 2 years (as found
in mice) or whether the life span is extended commensurate with host
longevity.

D. How B Cell (Antibody) Functions

Mature Over the Course of Infection

B cell responses mature in at least three ways over the course of a
viral infection.

. First, B cells produce secreted Ig molecules (antibodies). Naive B
cells express IgM, restricted to their cell surfaces. Following an appro-
priate encounter with cognate antigen, the cells are activated, begin
to divide, and produce the secreted, multimeric, form of IgM, which
facilitates activation of the complement cascade.
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. Second, B cells undergo class switching, alluded to previously. In
this process, the variable regions (and, hence, the antigen specificity)
of the antibody remain unchanged, but the H chain constant domains
are rearranged. For example, the IgM constant domains may be re-
placed with IgG constant domains. The IgM-secreting B cell will now
instead secrete IgG, with identical antigen specificity but with differ-
ent structure (divalent instead of decavalent) and new effector func-
tions (e.g., enters interstitial spaces, better neutralizing activity) (see
Table I).

. Third, during the process of expansion that results from antigen
contact, multiple mutations are introduced into the variable regions
of the antigen-specific B cells in a process termed somatic hyper-

mutation. Somatic hypermutation has (at least) two consequences.
One consequence is that many of the changes may reduce or abolish
recognition of the triggering antigen, but the resulting B cells and
antibodies may now recognize a different antigenic moiety; thus, the
process further increases the diversity of the antibody response (to
as high as 1014–1016 specificities). Another consequence is that
some of the mutations will increase the antibody’s affinity for
the original antigen, and those B cells that express the improved Ig
molecules are preferentially expanded by continued antigen contact.
As a result, as long as antigen is present to drive the response, the
overall affinity of the antigen-specific antibody population will in-
crease and antibodies can reach extremely high affinities (the range
of Kd for antibodies begins at about 10�7 M and extends as high as
about 10�12 M). High-affinity antibodies are more specific for their
cognate antigen (diminishing the risk of side effects), and the stronger
binding enhances their effector functions (e.g., neutralization, comple-
ment fixation, etc.). The strong binding between an individual anti-
body and its antigen may be effectively irreversible; therefore,
antibodies should be considered disposable effector molecules. As will
be described next, these features distinguish the maturation of anti-
body responses from the changes in T cell responses that take place
during infection.

III. ANTIVIRAL T CELLS: A PRIMER

In contrast to antibodies, which generally recognize antigenic moi-
eties on intact molecules, most T lymphocytes recognize short (9–24
amino acid) fragments (epitopes) of foreign proteins that are presented
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on the cell surface by host glycoproteins encoded in the MHC. Antigen
recognition by a T cell relies on the T cell receptor (TcR), a cell surface
molecule present in multiple identical copies, each of which is struc-
turally reminiscent of one arm of the Y in an antibody molecule. The
TcR is a heterodimer, with each chain comprising one constant region
(common to all T cells) and one variable region (which varies among
different T cells). There are two categories of TcR: ��, and ��. The
function of cells bearing the �� heterodimer remains largely unknown,
and will not be discussed in this review. The great majority of CD8þ

T cells responding to viral infection express �� TcR heterodimers, and
it is this population that has been intensively studied over the past
decade. The paired variable regions in an �� TcR determine its antigen
specificity and, therefore, the specificity of the T cell itself. �� T cells
are subdivided into two major classes distinguished by their expres-
sion of cell surface proteins termed CD8 and CD4. There are two major
types of MHC molecule: class I and class II. In general, CD8þ T cells
recognize peptide epitopes presented at the cell surface by MHC class
I, and CD4þ T cells recognize peptides presented by MHC class II.
During the recognition process, broadly speaking, the TcR recognizes
the specific combination of peptide epitope and MHC molecule, thus
conferring antigen specificity upon the cell; and the CD4 or CD8 mole-
cules interact directly with conserved areas of their respective MHC
molecules (Konig et al., 1992; Salter et al., 1990), increasing the avidity
of the interaction and helping to assemble the signal transduction
apparatus.

There are (at least) two key differences between the MHC class I and
class II molecules, and these define the biologic roles of CD4þ and
CD8þ T cells. They are summarized in Table III. First, the molecules
differ in their distribution: class I molecules are almost ubiquitous,
whereas class II molecules are expressed by a relatively limited num-
ber of cells, most of which are specialized antigen presenting cells
(APCs) important in the induction of an immune response. Second,
the molecules differ in the source of viral peptides that they present.
MHC class I molecules present epitopes from proteins made within the
cell, thus ensuring that, in general, CD8þ T cells will recognize only
cells actively infected with a virus. In contrast, MHC class II molecules
present peptides that come from proteins taken up from the extracel-
lular milieu; thus, specialized APCs can be recognized by CD4þ T cells
even if they are not actively infected. These differences in MHC distri-
bution and function have profound implications for the biological ac-
tivities of T lymphocytes. CD8þ T cells can, in principle, recognize (and
exert their effects on) almost any somatic cell that is unfortunate
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enough to become infected; thus, CD8þ Tcells can be effective front line
combatants against virus infection. In contrast, CD4þTcells are unable
to recognize the majority of infected cells, and therefore are less plausi-
ble candidates for the direct control of infection (although they may
have some direct effects) (Section V.C.3); however, their interactions
with specialized APCs ensure that CD4þ Tcells play important roles in
marshalling the immune response. As might be expected from their
different roles in countering virus infection, the two T cell types differ
somewhat in the ways in which they respond to infection. Therefore, we
shall consider them separately, beginning with the better-understood
CD8þTcell responses; and in both cases, we shall consider how, over the
course of infection, the T cells vary in quantity and in quality.

IV. CD8þ T LYMPHOCYTES AND THEIR ROLE IN

ANTIVIRAL IMMUNE RESPONSES

Virus-specific CD8þ T cells develop when naive cells carrying an
appropriate TcR encounter a specialized APC that is presenting
the appropriate peptide via its MHC class I molecules. Elegant work

TABLE III
MHC DISTRIBUTION AND FUNCTION DEFINE THE BIOLOGIC ROLES OF

THE TWO TYPES OF T LYMPHOCYTE

CD8þ T cells CD4þ T cells

Recognize epitopes
presented by:

MHC class I MHC class II

Source of antigen presented
by MHC and recognized
by T cell usually as an:

Endogenous antigen,
so CD8þ T cells
recognize infected
cells

Exogenous antigen,
so cells recognized
by CD4þ T cells need
not be infected

Distribution of MHC class
I/II expression allows
the related T cells to
recognize:

Almost all nucleated
cells, with the
possible exception
of neurons

Specialized
antigen-presenting
cells (class II negative
somatic cells invisible to
CD4þ T cells)

T cell functions can: Usually can kill
infected cells and
release cytokine,
also an important
function

Provide ‘‘help’’ to B cells
(thereby aiding antibody
production) help maintain
CD8þ T cell memory, and
directly inhibit virus
production
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has shown that, in many cases, the APC itself must first be activated
through the CD40/CD40L pathway to provide appropriate stimulation
to the naive CD8þ T cells (Bennett et al., 1998; Ridge et al., 1998;
Schoenberger et al., 1998).

A. The Kinetics of the Antiviral CD8þ T Cell Response

The kinetics of antiviral CD8þ T cell responses have been extensive-
ly studied in a number of animal model systems and, more recently, in
humans. Careful quantitation has provided a relatively detailed pic-
ture of the numbers of virus-specific (and/or epitope-specific) CD8þ

T cells present at all phases of infection. Lymphocytic choriomeningitis
virus (LCMV) infection of mice has been widely used in studying many
aspects of antiviral immunity, and a quantitative overview of the
LCMV-specific CD8þ T cell response is presented in Fig. 1. The re-
sponse is traditionally considered as having three phases: expansion,
contraction, and memory. Although shown in the figure as entirely
separate, there is some temporal overlap between the phases.

1. CD8þ T Cells: The Expansion Phase

The expansion phase begins when a naive antigen-specific CD8þ

T cell encounters its cognate antigen, which results in triggering of a
program that leads to the cell’s division and differentiation. A study in
mice indicated that there may be approximately 100 to 200 naive cells
specific for a given antigen, and, since a mouse has �2 � 107 CD8þ

T cells in total, the frequency of naive CD8þ T cells of a given antigen
specificity would be about 1 in 105 (Blattman et al., 2002). If, indeed,
a mouse contains CD8þ T cells of only approximately 105 different
specificities, this is far below the number of antibody specificities that
are available to the animal, and may have implications for either
the number of epitopes that can be recognized or for the fidelity of
TcR-antigen recognition.

Triggering of a naive CD8þ T cell requires that it receives at least
two signals: (i) contact with cognate epitope, delivered via the TcR and
(ii) costimulatory signals, which come from a variety of receptor-ligand
interactions. The widespread expression of MHC class I molecules
ensures that most somatic cells can present viral antigen to CD8þ T
cells, but only a few cell types—in particular, activated dendritic cells
and memory B cells—express the appropriate costimulatory mole-
cules. Consequently, only those cells—located in lymphoid tissues such
as the lymph nodes—can trigger naive CD8þ T cells to enter the
activation pathway. The interaction between a naive CD8þ T cell and
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an activated APC expressing its cognate antigen may be rather brief;
recent studies from several laboratories indicate that only a few hours
of antigen exposure are required to cause a CD8þ Tcell and its progeny
to proceed through the expansion, contraction, and memory phases
and to express appropriate effector functions (Kaech and Ahmed,
2001; Mercado et al., 2000; van Stipdonk et al., 2001). Following anti-
gen triggering, CD8þ T cells divide and continue to do so rather rapid-
ly. The T cell responses shown in Fig. 1 are intended to demonstrate
the quantitative changes that may take place in a single population of
about 100 naive cells, all of which are specific for the same epitope. In
the first 7 days of a viral infection, a naive cell may undergo approxi-
mately 14 to 16 rounds of division, permitting a single cell to generate
between 16,000 to 65,000 progeny (Blattman et al., 2002). The graph in
Fig. 1 assumes that all of the naive cells receive the appropriate
antigenic signal, but this may not occur in vivo. For example, under
some circumstances, increasing the antigen (epitope) expression in-
creases the overall epitope-specific CD8þ Tcell response (Wherry et al.,

FIG 1. A quantitative overview of the CD8þ T cell response to a viral epitope. This
graph represents the changes that occur in response to LCMV infection in a population of
naive CD8þ T cells identical viral epitope specificity. Prior to infection, the size of this
pool of identical precursor cells is assumed to be about 100 cells (in accordance with the
data of Blattman et al., 2002). The expansion, contraction, and memory phases are
indicated by shading. As noted in Section IV.A, the transitions between the post infection
(p.i.) phases are not abrupt, and it is likely that there is substantial temporal overlap
between successive phases. This graph should be considered a representative graph only;
the kinetics of the CD8þ T cell response will differ depending on the nature of the
infection (e.g., virus; acute vs persistent infection).
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1999), consistent with the possibility that the lower expression may
have recruited only a proportion of the epitope-specific naive cells into
the responding population. It is also possible that all naive cells were
activated at both levels of epitope expression, but that the higher level
led to increased proliferation (e.g., more rapid, or more prolonged, cell
division). Regardless of the mechanism, it is likely that the quantity of
antigen available during the early phases of an infection can play a key
role in determining the intensity of the CD8þ T cell response. Does the
duration of antigen availability have a marked effect? The effect of
persistent antigen is unclear; it has been suggested that persistent
antigen may cause the related T cells to undergo more rounds of cell
division (Kaech et al., 2002), but others have noted that the duration of
antigen exposure has a minimal effect on the CD8þ T cell response
(Badovinac et al., 2002).

In summary, naive CD8þ T cells are preprogrammed and, after brief
antigen contact, they expand, express their effector functions, con-
tract, and enter the memory phase. This reliance on an easily triggered
program may have advantages and disadvantages. Viruses have de-
veloped many strategies to evade the immune system, including the
rapid down-regulation of APC function. If CD8þ T cells were to require
prolonged or repeated contact with antigen-charged APCs, there would
be a significant risk that viruses could undermine the developing
CD8þ T cell response by limiting APC function. Because only brief
antigen contact is needed to initiate the program, the host has a better
chance of being able to mount a meaningful response. An additional
advantage of programming is that it may permit the activated cell to
quickly exit the lymphoid tissues (where the initial triggering occurs)
and, presumably, to continue its rapid division in peripheral sites, even
in the absence of ongoing antigen contact. In this way, the antiviral
functions of the expanding cell population are more rapidly deployed
than they would be if the cells had to remain in the lymphoid tissues to
receive repeated antigenic signals. A possible disadvantage of pro-
gramming is that the cells may continue to expand long after the virus
(and the antigen) has been eradicated; this is potentially harmful,
because autoaggressive CD8þ T cells may play a role in virus-induced
autoimmune disease (von Herrath et al., 2003).

Upon activation, CD8þ T cells up-regulate the expression of several
‘‘activation markers,’’ such as CD11a, CD25 (IL-2 receptor-�), CD44,
and CD69; they also down-regulate other molecules, including CD62L
(L-selectin) and CC-chemokine receptor 7 (CCR7). The understan-
ding of these proteins’ functions is incomplete, but several of the
proteins appear to play an important part in regulating the anatomical
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distribution of the T cells. It has been known for many years that
T lymphocyte recirculation is not random, with some cells being re-
tained in lymph nodes and others preferring peripheral tissues (Cahill
et al., 1977). Naive CD8þ T cells appear to remain in lymphoid tissues
because they express on their cell surface high levels of proteins such as
CD62L (Gallatin et al., 1983) and CCR7, which can mediate adhesion
to lymph node venules (Baekkevold et al., 2001). Tcell activation results
in the rapid down-regulation of these proteins, and this (along with
other factors) allows the cell to exit the node. Once released from the
nodes, T cells patrol the peripheral tissues, and settle preferentially in
tissues that express particular ligands and/or chemokines, which inter-
act with proteins on the Tcell membrane (for example, with CD11a and
CD44). There is increasing evidence that Tcells home to specific organs,
although it remains uncertain whether this behavior is imprinted
on the individual T cell by the APC during priming or whether
the behavior results from positive selection of activated T cells carry-
ing the appropriate cell-surface molecules. In any event, it appears
that during viral infections and other inflammatory processes, T cell
trafficking is tightly controlled (reviewed in Weninger et al., 2002).

2. CD8þ T Cells: The Contraction Phase

Over the past decade, the expansion and memory phases of the T cell
response have been exhaustively studied, but the intervening contrac-
tion (death) phase has received much less attention. Although this
situation is changing, the understanding of the contraction phase is,
at best, elementary. This results in some terminological confusion in
the literature, which will, no doubt, be resolved as a clear picture of the
contraction phase emerges over the coming years.

As already noted, about 90% of T cells die during the contraction
phase, which is relatively brief, and is complete by approximately 15 to
21 days postinfection (Badovinac and Harty, 2002; Badovinac et al.,
2002; Kaech et al., 2002; Sprent and Surh, 2002). Although the expan-
sion and contraction phases usually are considered as temporally dis-
tinct, this is probably an oversimplification; T cell death begins even as
T cell numbers continue to rise. Thus, between approximately 6 to 10
days postinfection, the expansion and contraction phases overlap. Con-
ceptually, one can propose at least four general mechanisms that might
precipitate T cell contraction; these mechanisms are not necessarily
mutually exclusive. First, activated T cells may be destined to die,
regardless of the milieu in which they find themselves; for example,
it has been proposed that when a naive T cell first encounters its
cognate antigen, a program may be triggered that leads to the death
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of progeny cells after a certain number of divisions. This is an
intriguing hypothesis, and there is experimental evidence consistent
with an early programming event (Badovinac et al., 2002). However, if
such early programming takes place, it is unlikely to be sole regulator
of contraction, because the fate of activated T cells can be altered by
their environment; some of these environmental factors contribute to
the remaining three mechanisms. Second, T cell numbers appear to
decline in parallel with viral clearance; perhaps the cells die because
they can no longer find their cognate antigen. Originally popular, this
idea has fallen from favor. Third, T cells may reach a stage where
antigen contact becomes lethal, rather than stimulatory [activation-
induced cell death (AICD)]. Fourth, as the infection is resolved, there is
a general reduction in the proinflammatory cytokine status, and acti-
vated T cells could die because of cytokine withdrawal [activated T cell
autonomous death (ACAD)].

In addition to identifying the factor(s) that precipitate T cell death, it
is important also to ask a related question: by what molecular mecha-
nism do the cells die? Are they killed, or do they commit suicide? If the
latter is true, are the cells intrinsically suicidal, or do they act upon
instructions? Most studies suggest that the reduction in Tcell numbers
relies largely on programmed cell death (PCD), a process of cell suicide
that is central to many aspects of cell regulation and tissue develop-
ment. During PCD, the cell dismantles itself in an ordered manner;
this contrasts with necrosis, a process of passive cellular disintegra-
tion. PCD is important for various aspects of immune regulation. It
plays crucial roles in thymic T cell selection, in the killing of virus-
infected cells by T cells, and, most relevant to this chapter, in the
regulation of virus-specific T cell numbers following infection. Many
papers on T cell contraction state that death occurs through apoptosis,
and the terms PCD and apoptosis often are used interchangeably.
However, the two are not synonymous; in several cell types, including
T cells, PCD also can be mediated by triggering of nonapoptotic path-
ways, and some studies suggest that T cell contraction may be largely
nonapoptotic (Holler et al., 2000a). Three types of PCD have been
proposed (reviewed in Jaattela and Tschopp, 2003), which can be
categorized depending on the morphology of the dying cell, and the
part played by caspases (aspartate-specific cysteine proteases that
activate the effector phase of cell suicide; Cohen, 1997; Thornberry
and Lazebnik, 1998).

1. Classic apoptosis, in which the chromatin of the dying cell
condenses at the nuclear margins, and which is caspase-dependent
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2. Apoptosis-like PCD, which also shows chromatin condensation,
but may be caspase-independent

3. Necrosis-like PCD, in which chromatin condensation is absent,
and which can be distinguished from regular necrosis because the
former is driven by active cellular processes (Denecker et al., 2001;
Vercammen et al., 1998)

We shall discuss the two main mechanisms thought to be responsible
for PCD of virus-specific T cells: (i) activation-induced cell death
(AICD), also called antigen-driven apoptosis, and (ii) activated
T cell autonomous death (ACAD), also called growth factor depriva-
tion-induced apoptosis (Hildeman et al., 2002a; Janssen et al., 2000;
Lenardo et al., 1999; Welsh and McNally, 1999).

a. AICD Activated T cells express the FasL molecule, permitting
them to induce apoptosis of virus-infected cells that express the death
receptor Fas. The Fas–FasL interaction can initiate a caspase cascade,
beginning with the cleavage of procaspase-8, and culminating in apo-
ptotic T cell death (reviewed in Budd, 2001). A role for the Fas pathway
in T cell homeostasis in vivo is strongly supported by observations in
mice lacking Fas (lpr mice) or FasL (gld mice), both of which develop
uncontrolled lymphoproliferation (Nagata and Suda, 1995). However,
inhibition of the caspase pathway, using either drugs (Hildeman et al.,
1999; Holler et al., 2000a) or genetic manipulation (Smith et al., 1996)
usually does not result in lymphoproliferation, suggesting the exis-
tence of an alternative, caspase-independent pathway that may medi-
ate T cell death. What is the evidence that the Fas pathway and/or the
caspase cascade may play a role in AICD during the immune response
to virus infection? The Fas pathway is thought to be central to AICD;
antigen-driven overstimulation of the T cell receptor induces Fas ex-
pression, rendering the T cell susceptible to FasL-driven apoptosis
(Brunner et al., 1995). Since AICD is antigen-driven, it is thought to
play its part relatively early in infection when the antigen load is high.
Furthermore, T cells are rendered more sensitive to Fas-triggered
apoptosis when they are actively dividing, and when IL-2 levels are
high (Refaeli et al., 1998); these are precisely the conditions present
during the later part of the expansion phase. Thus, AICD may drive
much of the T cell death that occurs toward the end of the expansion
phase. Furthermore, AICD is thought to be crucial for the down-regu-
lation of antiviral T cell responses in persistent virus infection (i.e.,
when antigen remains in the organism for an extended period of time)
(Zhou et al., 2002). However, the fact that the in vitro induction of
AICD often requires repetitive stimulation through the TCR has led
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to some doubt about its contribution to the contraction phase of an
antiviral immune response in vivo (Hildeman et al., 2002a), and
this, together with the observations of caspase-independent death
pathways, has led to the search for alternative mechanisms of T cell
death.

b. ACAD ACAD is thought to be responsible for the bulk of virus-
specific CD8þ T cell death that occurs after the virus has been eradi-
cated (i.e., later in the contraction phase). Unlike AICD, ACAD does
not depend on the ligation of death receptors (i.e., it is Fas-indepen-
dent), and it is instead controlled by molecular regulators within the
T cell, with the bcl-2 protein family playing a key role (Strasser et al.,
1995; van Parijs et al., 1998). The bcl-2 family comprises at least three
subgroups of proteins, arrayed in opposing factions. The first subgroup
contains antiapoptotic proteins, such as Bcl-2 and Bcl-xL, and the
second is populated by proapoptotic proteins, such as Bax and Bak.
Members of the third subgroup, termed BH3-only proteins, favor apo-
ptosis by inhibiting their antiapoptotic relatives or enhancing the
activity of the proapoptotic molecules. One BH3-only protein, Bim,
has been proposed as the key molecular regulator of ACAD (Hildeman
et al., 2002a,b). ACAD can be inhibited by the expression of high levels
of Bcl-2, and IL-2 selectively induces the antiapoptotic members of the
bcl-2 family, thereby preventing ACAD (Akbar et al., 1996). Further-
more, elevated levels of Bcl-2 protein have been reported in memory
T cells (Grayson et al., 2001). The bcl-2 protein family controls mito-
chondrial outer membrane permeability, and the proapoptotic family
members act by disregulating the membrane potential of these vital
organelles; this lethal effect appears to be a final common pathway
employed by various inducers of caspase-independent cell death. One
consequence of the disregulation is the intracellular release of cyto-
chrome c, which in turn activates procaspase-9 and triggers the cas-
pase cascade. Thus, caspase activation occurs in both AICD and
ACAD, but its significance differs greatly between the two pathways.
In AICD, caspase activation is required for cell death. In contrast,
caspase activation is a secondary feature of ACAD, being required for
the DNA fragmentation characteristic of apoptosis, but cell death
occurs even in the absence of caspases (Ferraro-Peyret et al., 2002).

In summary, there are at least two independent but partially over-
lapping pathways that may induce Tcell death. The likelihood that one
or both pathways will be activated in any one cell depends on a variety
of factors, which may include the history of antigen contact, the num-
ber of cell divisions, and the extracellular microenvironment. At the
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peak of the infection, the rapid cell division and high IL-2 levels will
tend to favor AICD but, as the inflammatory milieu dissipates, the
decline in IL-2 will cause the balance of power within the warring
factions of the bcl-2 family to shift, leading to changes in mitochondrial
membrane potential, and caspase-independent cell death (ACAD).
A recent study in which IL-2 was delivered in vivo at various times
over the course of an antiviral immune response has confirmed that
the timing of IL-2 administration is critical; IL-2 reduced T cell num-
bers when administered relatively soon after infection, during
the expansion phase (consistent with IL-2 inducing AICD), but
increased T cell survival when administered during the contraction
phase (consistent with IL-2 preventing ACAD) (Blattman et al., 2003).

3. CD8þ T Cells: The Memory Phase

CD8þ memory T cells play a critical role in protecting against many
viral infections, and there is ample evidence that vaccines which in-
duce only CD8þ memory T cells can confer good protection against
subsequent viral challenge (del Val et al., 1991; Klavinskis et al.,
1989; Whitton et al., 1993). The induction of virus-specific CD8þ mem-
ory T cells is, therefore, a central goal of antiviral vaccine design. The
number of CD8þ T cells that enter the memory phase is related to the
extent of the primary response (Hou et al., 1994; Marshall et al., 2001),
but the ontogeny of CD8þ memory T cells remains controversial. Some
studies suggest that they arise directly from effector cells that escape
the contraction phase (Jacob and Baltimore, 1999; Opferman et al.,
1999), and that passage into the memory phase may be a stochastic
process (Sourdive et al., 1998). Other data indicate that memory cells
may represent a separate lineage that can be generated without ex-
pressing their effector functions (Lauvau et al., 2001; Manjunath et al.,
2001). Regardless of precisely how these cells are generated, it is clear
that, in immunocompetent animals, the resting level of memory cells
remains relatively stable for a prolonged period (months or years) after
infection or vaccination. The establishment of this stable CD8þ T cell
memory population requires CD4þ T cells; in mice lacking CD4þ T
cells, where the primary CD8þ T cell response (i.e., the expansion
phase) can be relatively normal, the number of memory cells, and the
extent of antiviral protection, decrease with each passing month (von
Herrath et al., 1996). The activity of CD4þ T cells that stabilizes CD8þ

T cell memory may be exerted very early, perhaps when the naive
CD8þ T cells are being programmed (Janssen et al., 2003; Shedlock
and Shen, 2003; Sun and Bevan, 2003).
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In normal mice, the maintenance of a stable level of CD8þ memory
T cells requires that the cells continue to divide in a homeostatic
manner. This homeostatic division is regulated by cytokines, in partic-
ular by IL-7 and IL-15 (Becker et al., 2002; Schluns et al., 2000, 2002;
Tan et al., 2002), and occurs in the absence of cognate antigen (Lau
et al., 1994; Murali-Krishna et al., 1999). It has been suggested
(Sallusto et al., 1999) that there may be two types of memory T cell,
termed effector memory (cells that are cytolytic and produce cytokines
immediately upon antigen encounter) and central memory (‘‘effector-
less’’ cells that do not express IFN-� or perforin immediately upon
antigen contact); evaluation of CCR7 expression suggested that
CCR7þ cells were central memory and CCR7� cells were effector
memory. As proposed, this central/memory hypothesis had three dis-
tinguishing tenets: (i) effector memory cells are both constitutively
lytic and cytokine competent, (ii) central memory cells express neither
cytokines nor perforin upon antigen contact; and (iii) the effector and
central memory populations can be distinguished on the basis of CCR7
expression. Emerging data are challenging all tenets of the hypothesis.
First, several labs have shown that long after virus clearance, virus-
specific memory cells can quickly produce IFN-� in response to antigen
contact, but most of them are nonlytic and thus would be excluded
from the Sallusto/Lanzavecchia definition of effector memory cells.
Second, in our own laboratory, we have found that almost all virus-
specific CD8þ memory T cells (identified using a tetramer) are also
cytokine competent cells (data not shown), suggesting that virus-
specific ‘‘effectorless’’ (i.e., central memory) cells, if they exist, are a
very minor component of the response; similar findings have been
reported in other models of infection (Masopust et al., 2001). Third,
with regard to CCR7 expression, Pircher and colleagues (Unsoeld et al.,
2002) used a new reagent to detect mouse CCR7 in LCMV TcR trans-
genic mice and found that, a few days after LCMV infection, virus-
specific TcR transgenic CD8þ T cells that were lytic and cytokine
competent showed no clear pattern in their level of CCR7 expression
(Unsoeld et al., 2002). To determine the relationship (if any) between
CCR7 expression and effector function in normal (not TcR transgenic)
T cells, we infected mice with LCMV, and, several months later, the
effector functions of their virus-specific CD8þ memory T cells were
evaluated directly ex vivo by intracellular cytokine staining (ICCS)
using the dominant NP118–126 peptide as stimulator. Cells were stained
to detect CD8 and CCR7, and we included CD62L for comparative
purposes. In addition, to determine the effects of antigen re-exposure,
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some long-term LCMV-immune mice were reinfected with LCMV and
sacrificed 4 days later; their splenocytes were analyzed as already
described. Representative results are shown in Fig. 2; all cells shown
are CD8þ Tcells and the axes represent IFN-�/CD62L (Fig. 2A) or IFN-
�/CCR7 (Fig. 2B). Prior to secondary infection (left columns in Figs. 2A
and 2B), peptide-responsive (i.e., IFN-�þ) CD8þ memory T cells in the
spleenwere almost all CD62L� andCCR7þ; this identification of CCR7þ

cells that respond immediately to antigen contact is not consistent with
the central/effector memory hypothesis. Four days after virus infection
(post-2�; right column in Fig. 2A and 2B), the cytokine competent cells
had expanded and were still CD62L�, but their CCR7 status had mark-
edly changed, with the majority of the responding cells being CCR7�.
Thus, our data show that, in normal CD8þ memory T cells, CCR7
expression does not correlate with the absence of immediate effector
function. Rather, we suggest that it may correlate with the infection
status, because CCR7 expression decreases markedly in the 4 days
following secondary virus infection. CCR7 is thought tomediate attach-
ment to endothelial cells (Campbell et al., 1998; Gunn et al., 1998) and
alters the distribution of cells within the spleen (Potsch et al., 1999);
presumably (like CD62L) CCR7 is down-regulated during infection to
permit efficient extravasation of effector T cells. Similar findings
have recently been reported by others (Ravkov et al., 2003). Further-
more, in vivo analyses have shown that both of these proposed classes of
CD8þ memory cell can confer protective immunity, and they might be
better considered as parts of a continuum in which ‘‘effector memory’’
cells serve as the origin for ‘‘central memory’’ cells, which are distin-
guished more by their anatomical locations than by their effector func-
tions (Wherry et al., 2003). In summary, although there is no doubt
that CD8þ memory T cells may be somewhat heterogenous in their
function and distribution, there is little to support the original classifi-
cation into two discrete populations based on marker expression and
effector activity.

The great majority of published work on memory cells has focused on
tissues in which T cells are abundant, usually in the spleen and lymph
nodes. The information derived is interesting and relevant, but it
represents an incomplete snapshot of antiviral CD8þ T cell responses
in vivo because many of their biologic effects must be exerted in non-
lymphoid tissues. Although it has been known for many years that
memory T cells can be found in nonlymphoid tissues (Mackay et al.,
1992; Sprent, 1976), their detailed analysis is a new area of research,
and the emerging data are rather inconclusive. One study showed that
CD8þ memory T cells in lung and liver were immediately cytolytic

204 J. LINDSAY WHITTON ET AL.



FIG 2. CCR7þ cells express effector functions. Mice were infected with LCMV (Armstrong strain) and allowed to clear the
virus. Some of these long-term immune mice were reinfected with LCMV 6 months later and they were sacrificed 4 days after
reinfection (post-2

�
). The remaining mice were sacrificed without having been reinfected (memory). For both the memory and

post-2
�
populations, the cell-surface phenotype (CD62L, left panel; CCR7, right panel) and antigen-responsiveness of splenic

CD8þ T cells were analyzed as described in Section V.A.3.
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(Masopust et al., 2001), but others have investigated the effector func-
tions of CD8þ memory T cells in the lung parenchyma and airways
and have found that virus-specific cells are not immediately cytolytic
(Hogan et al., 2001a; Ostler et al., 2001). Furthermore, even in an
exhaustively studied organ, the spleen, controversy remains. Selin
and Welsh (1997) showed that a small proportion of LCMV-specific
memory cells in the spleen were cytolytic Oehen and Brduscha-Riem
(1998) extended this observation in an LCMV transgenic TcR model,
demonstrating that some of the transgenic LCMV-specific CD8þ mem-
ory T cells in the spleens were cytolytic in a short-term (6 h) assay.
However, the Lefrancois laboratory showed that, in contrast to Oehen’s
findings, CD8þ memory cells in the spleen were not cytolytic (Maso-
pust et al., 2001). Our own observations suggest that, soon after the
virus is cleared, lytic activity is rapidly lost by the great majority of
LCMV-specific cells in the spleen (Rodriguez et al., 2001). The regula-
tion and expression of T cell effector functions in peripheral tissues will
be the focus of much study in the coming years, as will the quantity of
T cells that are resident at these sites. It is known that the number of
virus-specific CD8þ memory T cells in peripheral tissues, such as lung
tissue, remains relatively stable for many months, but it remains
uncertain whether this outcome is achieved by homeostatic division
of lung-resident cells or whether the population is continually replen-
ished by the immigration of new memory cells from lymphoid tissues;
the available data favor the second mechanism (Ely et al., 2003; Hogan
et al., 2002).

B. The Antiviral Functions of CD8þ T Cells

Virus-specific CD8þ T lymphocytes control microbial infections in
two general ways: by secreting cytokines, such as IFN-� and TNF,
and by lysing infected cells. It has long been assumed that for
controlling viral infections, the cytolytic function of CD8þ T cells far
outweighs the contribution made by their release of cytokines. There
are at least two mechanisms by which CD8þ T cells can cause lysis of
infected target cells: first, by the insertion of a pore-forming protein,
perforin, into the target cell membrane, thus facilitating the entry of
toxic molecules such as granzymes and, second, by triggering ‘‘death
pathways,’’ as exemplified by the Fas/FasL pathway. In this pathway
an interaction between the Fas molecule (on the target cell) and its
ligand, FasL (on the T cell), results in apoptotic death of the infected
cell. Many (probably most) CD8þ T cells develop cytolytic capability
within hours of antigen contact, but epitope-specific CD8þ T cells can
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differ in their cytolytic capacities, and virus-specific CD8þ T cells very
rapidly lose their lytic activity after virus clearance, although they
remain cytokine competent—that is, capable of producing cytokines
immediately upon antigen contact (Rodriguez et al., 2001). The role of
the Fas/FasL pathway in direct antiviral defense is unclear; Fas/FasL
interactions have been implicated in regulating virus infection of
hepatocytes (Kafrouni et al., 2001) and neurons (Medana et al.,
2000), but, in the absence of perforin, this pathway appears incapable
of controlling LCMV infection (Walsh et al., 1994). There is no doubt
that perforin is important in the clearance of several virus infections,
such as LCMV (Kagi et al., 1994; Walsh et al., 1994), but cytolytic
activity, long considered the crown jewel in the CD8þ T cell armamen-
tarium, is in some cases dispensable; perforin plays little role in
controlling infections caused by vaccinia, Semliki Forest virus, vesicu-
lar stomatitis virus (Kagi et al., 1995), rotaviruses (Franco et al.,
1997b), and coxsackie viruses (Gebhard et al., 1998). Furthermore,
exposure to cytokines can directly reduce viral replication, and cyto-
kines alone are able to ‘‘cure’’ some infected cells by inactivating viral
replication in the absence of cell death (Estcourt et al., 1998; Guidotti
and Chisari, 1996; Levy et al., 1996; Walker et al., 1991). Thus, both
cytokines and cytotoxicity contribute to the antiviral activity of CD8þ

T cells.

C. CD8þ T Cell Effector Functions

Maturing Over the Course of Infection

Over the past decade, the majority of analyses of CD8þ T cell re-
sponses to infection have been quantitative rather than qualitative.
However, as indicated by the ‘‘central memory/effector memory’’ con-
troversy, the focus is beginning to change. As already described, anti-
body responses mature over the course of infection and upon
reexposure to cognate antigen, and it is reasonable to propose that
the host might benefit if virus-specific CD8þ T cells also were to im-
prove with time. Our laboratory has investigated this possibility, and
has shown that changes in antigen responsiveness do, indeed, take
place. We have identified three distinct changes, at least two of which
may enhance the ability of CD8þ Tcells to control virus infection. Each
of these changes occurs at different times over the course of infection:
the first is complete by about 8 days postinfection, the second is com-
plete by about 21 days, and the third is complete after the cells have
entered the memory phase. This chronology is reflected by the order of
presentation in the following subsections.
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1. Early in Infection, CD8þ T Cells Improve Their Ability to

be Triggered by Very Low Levels of Antigen

One way in which T cells could enhance their biological efficacy
would be by optimizing their sensitivity to antigen contact; this could,
in principle, be achieved by increasing the affinity of the TcR for the
relevant epitope/MHC complex. Others have reported that, between
8 days postinfection and the memory phase, T cell populations carrying
TcR of higher affinity are selectively expanded (Busch and Pamer,
1999; Savage et al., 1999); however, this leads to only a very small
(about twofold to fourfold) increase in the antigen-responsiveness of
the T cell population and, for several reasons, it appears that TcR
affinity can contribute nothing more to the maturing CD8þ T cell
response. Most importantly, and in contrast to antibodies (whose affi-
nities for cognate antigen range from 10�7 to 10�12 M), the affinities of
TcRs for peptide–MHC are very low in vivo, ranging from 10�4 to
10�7 M (Eisen et al., 1996; Valitutti and Lanzavecchia, 1997). This
low affinity is unlikely to result from structural constraints because
in vitro mutagenesis of a TcR can generate a receptor with very high
affinity for cognate antigen (Holler et al., 2000b). Thus, the low affinity
of TcR in vivo appears to result from selective pressures that favor cells
bearing low-affinity receptors and/or oppose cells expressing high-
affinity molecules. Consistent with the idea that high-affinity TcRs
are not evolutionarily desirable, these receptors appear incapable of
somatic hypermutation; the sequence of a TcR in a naive cell remains
unaltered following activation and expansion. Several proposals have
been advanced to explain this in vivo ‘‘affinity ceiling’’ for TcR–MHC
interactions: (i) high-affinity TcR may be deleted during thymic selec-
tion; (ii) T cells bearing high-affinity TcR that escape thymic deletion
may become dysfunctional, or be actively eliminated, by prolonged TcR
contact with cognate antigen in the host periphery (Valitutti and
Lanzavecchia, 1997); and (iii) cells carrying TcR with affinities of
approximately 10�7 M can be triggered by very low levels of cognate
antigen, so the host has no need to produce cells with higher affinity
receptors (Salzmann and Bachmann, 1998; Sykulev et al., 1995).

Does this mean that CD8þ T cells improve their antigen responsive-
ness only about twofold to fourfold during viral infection? Prior studies
compared cells at the peak of the immune response with cells in the
memory phase; these time points were selected because cells were
sufficiently numerous to be readily detectable by then-current meth-
ods. However, technological advances allowed us to investigate the
antigen-responsiveness of virus-specific T cells from much earlier
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times postinfection, when cells are few in number. We found that
between approximately 4 and 8 days postinfection, the quantity of
peptide antigen needed to trigger cytokine production by virus-specific
CD8þ T cells diminished by about 70-fold, and remained stable there-
after, essentially for the lifetime of the animal (Slifka and Whitton,
2001). By optimizing their ability to be triggered by very low levels of
antigen, CD8þ T cells ensure that they can recognize cells very early
(minutes/hours) after they have become infected, thus maximizing the
chance that the T cells’ effector functions (e.g., cytokine production,
cytolytic activity) will be exerted before the virus has had the opportu-
nity to complete its cycle of replication, maturation, and egress. This
occurs without a demonstrable selection of cells bearing high-affinity
TcR. We proposed that this optimization is mediated by ‘‘hard-wiring’’
of the signal transduction apparatus, a suggestion confirmed by anoth-
er study (Kersh et al., 2003). In this light, we proposed an additional
explanation for the in vivo affinity ceiling of TcRs. T cells are serial
killers, and their biological function relies on their being able to rapid-
ly disengage from one target cell and move to another; this antiviral
activity might be fatally compromised if T cells were irrevocably linked
to a target cell by high-affinity TcR. This explanation is consistent with
an elegant study that showed there is an optimal ‘‘dwell time’’ in the
interaction between an epitope/class I complex and the TcR of a CD8þ

T cell. If this interaction is too weak, or too strong, the T cell does not
proliferate; only those CD8þ T cells bearing TcR that are ‘‘just right’’
are rapidly expanded, and thus are included in the antiviral immune
response (Kalergis et al., 2001).

2. The Speed with Which CD8þ T Cells Initiate

IFN-� Production Increases Until � 21 Days Post-Infection

We have explained that T cells increase their antigen-responsiveness
in vivo by becoming able to respond to lower levels of antigen. Recent
studies suggest that as few as 10 peptide/MHC complexes are suffi-
cient to stimulate coordinated signaling via the TcR (Irvine et al.,
2002), in which case the antigen-sensitivity of activated T cells ap-
proaches the lowest possible limit of antigen concentration on the cell
surface. How else might the cells improve their effector response? We
reasoned that they might do so by increasing the speed with which
they begin cytokine production after being triggered by antigen con-
tact. To determine how quickly an epitope-specific population of CD8þ

T cells could initiate IFN-� synthesis in response to antigen contact
(their ‘‘on-rate’’), the proportion of cells synthesizing IFN-� was eval-
uated after 1, 2, 3, 4, and 6 hr of peptide exposure. The response at 6 hr
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was defined as 100%, the prior responses were plotted as a fraction of
that maximum response, and the time taken for 50% of cells to respond
to antigen (the half-maximal on-rate; OR1/2) was identified for each
population. Representative results are shown in Fig. 3. The OR1/2 of
cells harvested at 8 days postinfection was approximately 3.75 h, but
the OR1/2 decreased markedly between day 8 and day 15 and, by
21 days postinfection, the cell populations had become maximally
responsive to antigen contact (OR1/2 � 1 h); this rapid response was
retained in long-term immune animals (day 30þ). Reinfection of long-
term immune mice did not appreciably accelerate the response (day 4
post-2�), indicating that an OR1/2 of approximately 1 h may represent
the fastest possible response by a CD8þ T cell population (data not
shown). It is important to ask whether this acceleration in response—
from about 4 to 1 h—is likely to be biologically significant. Although
this improvement may, at first blush, appear modest, one must remem-
ber that for most viruses, a single round of propagation (from infection,
through replication, to release of infectious progeny) takes place over a
short time period (usually about 6–24 h); consequently, even a small
increase in the rapidity with which a triggered CD8þ Tcell can express
an antiviral function might substantially decrease the ability of a virus
to complete its replication cycle in an infected cell.

FIG 3. Onset of IFN-� synthesis becomes more rapid as CD8þ T cells mature. The
C57BL/6 mice were infected with LCMV, and the maturation of effector function was
followed by determining the OR1/2 of cells harvested over the course of infection. The
OR1/2 values for one epitope-specific CD8þ T cell population at 8, 15, 21, and 30þ days
after primary virus infection are shown by drop-arrows.
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3. CD8þ Memory T Cells Produce Both IFN� and TNF

Immediately Following In Vitro Antigen Contact

We have shown that cytokine production by CD8þ T cells is very
tightly regulated; IFN-� and tumor necrosis factor (TNF) are produced
only when the T cell is in contact with cognate antigen (Slifka et al.,
1999). However, as shown in Fig. 4, the pattern of cytokines produced
by virus-specific cells changes as the immune response to infection
proceeds (Slifka and Whitton, 2000a). When cells are harvested from
LCMV-infected BALB/c mice during the expansion phase of the prima-
ry response (up to 7 to 8 days postinfection, for many viruses) and are
exposed to antigen in vitro, two broad populations can be distin-
guished: one produces only IFN-�, while the other produces both
IFN-� and TNF. As the response contracts (day 15), the ratio of these
two populations changes, and double-positive cells outnumber single-
positive cells by approximately 5:1; this process continues into the
memory phase (day 60), at which time almost all cells respond to
antigen contact by immediately producing IFN-� and TNF. This
maturational shift in cytokine profiles also was observed following
LCMV infection of C57BL/6 mice, and during recombinant vaccinia
virus infection (not shown). A similar change in phenotype occurs
during the response to secondary infection (not shown); the cells are
initially double-positive (i.e., they are memory phenotype), but, soon
after infection, single-positive cells appear. After infection is cleared,
the population reverts to the double-positive memory phenotype.
These observations have been confirmed in both the influenza model
(Belz et al., 2001) and the murine gamma herpesvirus model (Liu et al.,
2002). The physiologic significance of this change has not been
determined.

V. CD4þ T LYMPHOCYTES AND THEIR ROLE IN

ANTIVIRAL IMMUNE RESPONSES

CD4þ T cell responses can be detected after many infections in hu-
mans and in mice and, in many situations, are indispensable for
effective immunity These cells display pleiotropic functions in the
immune response to microbial infections. They are at the center of
events, and orchestrate actions and movements by other subsets of
cells including B cells, CD8þ T cells, dendritic cells, and macrophages.
In some cases, they also may combat infection directly, as described
next.
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FIG 4. The cytokines produced upon antigen contact changes as the CD8þ T cell response matures. Mice were infected
with LCMVand, at the indicated time points postinfection, were sacrificed, and their spleens were harvested to determine
the pattern of cytokine production by CD8þ T cells over the course of a primary virus infection. Splenic CD8þ T cell
responses were determined using the intracellular cytokine staining procedure, and the acquired data were analyzed using
CellQuest software. All cells shown are CD8þ T cells and, as indicated, the x- and y-axes represent TNF and IFN-,
respectively.
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A. The Kinetics of the Antiviral CD4þ T Cell Response

Technological developments have permitted accurate quantitation of
virus-specific CD4þ T cell responses without in vitro expansion. Using
flow-cytometry-based assays, including intracellular staining for
IFN-� or TNF, CD4 responses have been followed in a number of
infections. Like the CD8 response, the CD4 response shows three
phases: expansion, contraction, and long-term memory. Differences
between the two cell types, however, have been reported for all three
phases.

1. CD4þ T Cells: The Expansion Phase

Like the CD8 response, transient exposure to antigen induces a
program of CD4 proliferation (Lee et al., 2002), and the great majority
of CD4þ T cells activated during infection are antigen-specific (i.e., few
cells are driven by nonspecific bystander activation) (Homann et al.,
2001; Whitmire et al., 1998). However, CD4þ T cell responses are
typically much lower in magnitude than the concurrent CD8þ T cell
responses (Maini et al., 1998, 2000; Whitmire et al., 1998, 2000). This
difference correlates with a lower proliferation rate, as revealed by
BrdU incorporation or CFSE labeling; it has been estimated that, in
the week following LCMV infection, a virus-specific CD4þ T cell under-
goes only about nine cell divisions (Homann et al., 2001). The survival
of the proliferating cells is improved with prolonged antigen stimula-
tion (Lee et al., 2002). The CD4 expansion phase also is regulated by
several costimulatory interactions, including CD40L–CD40 (Whitmire
et al., 1999), CD28–B7 (Suresh et al., 2001), OX40–OX40L (Kopf et al.,
1999), and ICOS (Kopf et al., 2000) although these interactions are not
required for T-help-independent CD8þ T cell responses. CD4þ T cells
may be regulated more tightly than CD8þ T cells via expression of
CTLA4 or DR6 or other molecules that inhibit proliferation (Bird et al.,
1998; Doyle et al., 2001). There is also evidence that there are intrinsic
differences in the proliferative potential of CD4þ T cells and CD8þ

T cells (Foulds et al., 2002). Perhaps CD4þ T cells differentiation
requires prolonged/repeated antigen contact, whereas CD8þ T cells
commit to full differentiation after only brief stimulation (Kaech and
Ahmed, 2001; van Stipdonk et al., 2001).

2. CD4þ T Cells: The Contraction Phase

Contraction of the CD4þ T cell response is quantitatively similar to
that of CD8þ T cells, in that about 90% of the cells die; however, in
contrast to the abrupt contraction of CD8þ T cells, which is usually
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complete within 1 week of the peak response, CD4þ T cell contrac-
tion lingers over the course of several weeks (Homann et al., 2001;
Kamperschroer and Quinn, 1999). IL-2 treatment can increase both
proliferation and survival of CD4þ T cells (Blattman et al., 2003),
suggesting that cytokine withdrawal may play an important part in
CD4þ T cell contraction.

3. CD4þ T Cells: The Memory Phase

A number of reports have shown that CD4þ T cell responses to
LCMV, Sendai virus, and influenza virus in mice can be readily de-
tected long after the infection has been cleared (Topham and Doherty,
1998; Topham et al., 1996a; Varga and Welsh, 1998; Whitmire et al.,
1998), and this CD4þ T cell memory is maintained in the absence of
antigen and MHC class II (Swain et al., 1999). Some studies suggest
that CD4 memory is even more stable than CD8 memory (Chang et al.,
2001; Varga et al., 2001), but this is somewhat controversial; one study
reported a decline in CD4 memory cell number over a prolonged peri-
od, in contrast to CD8þ memory T cells, which remained stable in the
same mice (Homann et al., 2001). The changes correlated with levels of
the antiapoptotic molecule Bcl2, which were lower in CD4þ memory
T cells than in CD8þ memory T cells. Despite the conflicting conclu-
sions from these studies, it is clear that CD4þ T cell memory is regu-
lated differently from CD8þ T cell memory. For example, it appears
that the survival of CD4 memory cells is not dependent on IL-15 or
IL-7 (Tan et al., 2002), and cells lacking a common cytokine receptor
chain survive, indicating that IL-2, -4, -7, -9, and -15 may not be re-
quired (Lantz et al., 2000). However—as evidence that the understand-
ing of this process is far from complete—a recent paper reported that the
homeostasis of CD4þ memory T cells was regulated by IL-7 signaling
(Seddon et al., 2003). CD4þ memory T cells show improved responsive-
ness to antigen, and can respond very quickly to antigen reencounter
by producing cytokines (Homann et al., 2001; Rogers et al., 2000).

B. Two Subsets of CD4þ T Cells

For the most part, CD8þ T cells are at the front line; their biological
effects are exerted directly upon infected cells. The functions of CD4þ

T cells are more disparate and usually serve to assist, or otherwise
regulate, the responses of B cells and CD8þ T cells. Because their main
function is to provide help to other lymphocytes, CD4þ T cells often are
termed ‘‘T helper’’ (Th) cells, and (at least) two different subsets of Th

can be defined according to their pattern of cytokine production. Th1
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cells produce IL-2, IFN-�, lymphotoxin, and TNF, whereas Th2 cells
produce IL-4, IL-5, and IL-10. Th1 cells are associated with the induc-
tion of the IgG2a subclass of IgG antibody, and Th2 cells direct the
production of IgG1. Both Th1 and Th2 cells can be induced following
many viral infections, including CMV (Kallas et al., 1998; Tsai et al.,
1997), HIV (Imami et al., 2002), EBV (Steigerwald-Mullen et al., 2000;
Wilson et al., 2001), RSV (Bendelja et al., 2000; Tripp et al., 2002), HBV
(Diepolder et al., 2001), HCV (Godkin et al., 2002; Rosen et al., 2002;
Tsai et al., 1997), and measles virus (Ovsyannikova et al., 2003; Ward
and Griffin, 1993) in humans. The cells can also be induced following
LCMV (Su et al., 1998; Whitmire et al., 1998), influenza (Graham et al.,
1994), Sendai (Mo et al., 1995), coxsackievirus B3 (Huber and Pfaeffle,
1994), RSV (Srikiatkhachorn et al., 1999; Tripp et al., 2001), and others
in mice. The ratio of Th1 to Th2 cells induced by infection can vary
markedly, depending on the infectious agent and host genetic back-
ground. Both cell types can be specific for the same epitopes (Varga
et al., 2000; Whitmire et al., 1998), and there is evidence arguing
that antigen dose alone does not dictate the type of Th cell induced.
There are some correlations between the Th1/Th2 ratio induced by
virus infection and the clinical outcome (Imami et al., 2002; Tsai
et al., 1997; Wang et al., 2003), although this is a controversial issue
(Bergamini et al., 2001). For example, clearance of acute HCV infection
is associated with a strong Th1 cell response, whereas individuals who
developed chronic HCV infection had predominantly Th2 responses
(Tsai et al., 1997).

Some viruses, such as measles virus, HCMV, and MCMV, are found
to induce a generalized Th1 to Th2 shift, and cause immune suppres-
sion. Studies of chronic LCMV infection have indicated that primary
Th1 T cell responses are reduced in magnitude (Ciurea et al., 2001)
compared to acute LCMV infection, with IL-2þ cells being most affect-
ed (Fuller and Zajac, 2003), and the virus-specific CD4þ Tcells that are
initially induced disappear over time (Fuller and Zajac, 2003; Oxenius
et al., 1998). In contrast, in mice infected with gamma-herpesvirus,
which persists at low levels, virus-specific IL-2þ CD4 T cell responses
can be detected long after initial infection (Flano et al., 2001). In terms
of activation requirements, fewer Th1 and Th2 CD4þ T cells are in-
duced by virus infection in the absence of intact CD40–CD40L or B7–
CD28 costimulation pathways (Whitmire et al., 1999); however, other
model systems have provided evidence that Th2 cells have a lower
reliance on costimulation. While the definition of the Th1 and Th2
subsets is clear—and there is evidence in cell lines for chromosomal
restructuring, suggesting irrevocable differentiation—is it possible
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that, during an in vivo infection, some cells at times make cytokines of
both classes? There is a precedent for this in humans infected with
CMV (Kallas et al., 1998), but because IL-4 is best detected by ELISA
or ELISPOT assays, proof of this in mice must await improved intra-
cellular staining techniques that allow costaining for both IFN-�
and IL-4.

C. The Antiviral Functions of CD4þ T Cells

1. CD4þ T Cells Helping B Cells

A long recognized function of CD4þ T cells is their ability to induce
B cell differentiation; they are involved in class switching, and in the
transition of virus-specific memory B cells into antibody-secreting
plasma cells. Because preexisting antibody is a first line of defense
against reinfection, these CD4þ T cell functions are crucial for protec-
tion. CD4þ T cells drive B cell differentiation and proliferation by
acting through the CD40L–CD40 pathway, and they modify antibody
class-switching by stimulating B cells with IFN-� or IL-4. These differ-
entiation events occur primarily in germinal centers where activated
CD4þ T cells associate with antigen-reactive B cells (Garside et al.,
1998; Pape et al., 2003). CD4þ T cells deliver their help to B cells in an
antigen-specific manner. Memory B cells can internalize viral antigen
via their surface-bound antibodies; these antigens are processed with-
in the B cell, and epitope peptides are presented at the cell surface in
association with MHC class II molecules (Section II.B). Only those
CD4þ T cells that are specific for the epitopes will, therefore, be trig-
gered, ensuring that during a virus infection, only virus-specific CD4þ

T cells will be triggered to respond, and their signals will be delivered
only to the virus-specific memory B cells. Recent studies have identi-
fied a protein named SAP that plays a key role in the differentiation of
CD4þ T cells (Wu et al., 2001). SAP-deficient mice mount antigen-
specific CD4þ T cell responses to infection, but these cells cannot
support the development of long-lived plasma cells (Crotty et al.,
2003). The reason that SAP�/� CD4þ T cells are unable to provide this
particular type of help remains unknown; the cells make normal
amounts of IFN-�, IL-2, and IL-4, and they express CD40L.

2. CD4þ T Cell Importance in the Induction and/or

Maintenance of CD8þ T Cell Responses

Many viruses (e.g., LCMV, Sendai, vaccinia, influenza, ectromelia,
gamma-herpesvirus-68, and Theiler’s virus) induce strong primary
CD8þ T cell responses even in the absence of CD4þ T cells (Ahmed
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et al., 1988; Belz et al., 2002, 2003; Buller et al., 1987; Hou et al., 1995;
Johnson et al., 1999; Mo et al., 1997). These infections often are sys-
temic, and may directly activate innate defenses and APC costimula-
tory molecule expression by infecting APCs (Olson et al., 2001; Wu and
Liu, 1994); these infections may instead express peptides of high avid-
ity for MHC class I and TcR (Franco et al., 2000; Heath et al., 1993),
thus triggering the program of CD8þ T cell differentiation without the
need for accessory molecule expression. In contrast, viruses that repli-
cate to a lower extent or are localized to peripheral sites, often induce a
detectable primary CD8þ T cell response only when CD4þ T cells are
present. Examples of such T-help-dependent antiviral CD8þ T cell
responses in mice are those induced by Rauscher leukemia virus,
Japanese encephalitis virus, herpes simplex virus, and mouse hepati-
tis virus (Edelmann andWilson, 2001; Hom et al., 1991; Jennings et al.,
1991; Murali-Krishna et al., 1996; Stohlman et al., 1998).

CD4þ T cells can provide help to CD8þ T cells in at least two ways.
The first, described previously, involves APC licensing via the CD40-
pathway; this enhances the costimulatory signals that are delivered to
naive CD8þ T cells, and triggers their program of proliferation and
differentiation. A second means by which CD4þ T cells can enhance
primary CD8 responses is by secreting IL-2. The effects of IL-2 on
CD8þ T cells are manifold: this cytokine induces FasL expression
on CD8þ T cells, thus increasing those cells’ cytotoxic potential (Esser
et al., 1997), and IL-2 also may increase IFN-� production by those
cells (Cousens et al., 1995). IL-2 thus augments the proliferation of
CD8þ T cells (Cousens et al., 1995) and prolongs their survival (Akbar
et al., 1996; Blattman et al., 2003; Kelly et al., 2002; Krummel et al.,
1999) so that effector cells can pursue virus-infected cells for longer
periods of time. For example, during coronavirus infection of the CNS,
high numbers of CD4þ T cells and CD8þ T cells can be found in the
brain parenchyma (Haring et al., 2001). If CD4þ T cells are absent,
coronavirus-specific CD8þ Tcells still migrate to sites of infection in the
CNS, but they are much more likely to undergo apoptosis (Stohlman
et al., 1998); this is consistent with their having an in vivo requirement
for CD4þ-produced IL-2. Finally, there is strong evidence suggesting
that CD8þ memory T cell numbers are influenced by IL-2 (Blattman
et al., 2003). However, IL-2 can also have deleterious effects on CD8þ T
cells, including increasing apoptosis of activated cells, depending on
when and how much it is produced and to what extent the CD8þ Tcells
are stimulated (Van Parijs et al., 1999). Given the possible opposing
effects of IL-2, it will be interesting to learn how CD4þ T cell produc-
tion of this cytokine is regulated. It is conceivable that different
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amounts of the cytokine are produced at different times depending on
what effect is needed.

In addition to possible effects on the primary CD8þ T cell response,
CD4þ T cells also may regulate the quality and quantity of CD8þ T cell
memory; primary CD8 responses to LCMV and influenza virus are
relatively normal in CD4�/� mice, but memory responses measured
by limiting dilution assay, or after secondary infection, are much re-
duced (Belz et al., 2002; von Herrath et al., 1996). Recent publications
suggest that CD4þ T cells may deliver a signal during the early pro-
gramming of naive CD8þ T cells, which facilitates their survival and
ensures that they can respond appropriately to secondary antigen
challenge (Section IV.A.3) CD4þ T cells also may play a key role in
sustaining CD8þ T cells during persistent virus infections. During
persistent infection, in the absence of CD4þ T cells, CD8þ T cells are
quickly deleted or are rendered nonresponsive (Battegay et al., 1994;
Hunziker et al., 2002; Matloubian et al., 1994; Zajac et al., 1998).

3. Direct and/or Bystander Antiviral Functions of CD4þ T Cells

CD4þ T cells orchestrate many aspects of the antiviral immune
response, and these cells can, therefore, be said to have many distinct
antiviral functions. For example, as already described, their provision
of help to B cells can be considered an antiviral function because, in its
absence, the antiviral antibody response is compromised, and the virus
thereby gains an advantage. These effects—which result from the
well-established helper activities of CD4þ T cells—have been exten-
sively catalogued and appear to constitute the great majority
of antiviral effects of CD4þ T cells (Doherty et al., 1997). However,
these effects are indirect, being mediated through other effector cells
(e.g., CD8þ T cells or B cells, described previously, or macrophages, not
discussed further herein) or molecules produced by other cells (e.g.,
antibodies). In addition to these indirect effects, one can conceive of
at least two other ways in which CD4þ T cells might exert antiviral
effects. First, the cells might act directly on virus-infected target
cells that express viral epitopes in association with MHC class II;
this would be analogous to the front line activities of CD8þ T cells.
Second, one could envision that a CD4þ T cell might encounter an
antigen-expressing (but uninfected) APC and be triggered to produce
cytokines that directly inhibited the replication of viruses in adjacent
infected (and probably MHC class II negative) cells; herein, we shall
term this a ‘‘bystander’’ antiviral effect. Thus, we suggest that CD4þ

T cells may exert their antiviral effects in three ways: in a direct
manner, in an indirect manner, or as bystanders. The indirect effects
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were discussed previously. What is the evidence for the remaining two
mechanisms?

a. Possible Direct Antiviral Effects of CD4þ T Cells CD4þ T cells
may mediate direct purging of MHC class II-expressing cells, such as B
cells (which can be infected by, for example, EBV or murine gamma
herpesvirus), macrophages, and dendritic cells (which can be infected
by several viruses), or microglia (targets of several CNS infections,
including Theiler’s virus or mouse hepatitis virus). However, the re-
stricted anatomical distribution of MHC class II molecules means that
CD4þ T cells may be unable to recognize or act directly upon the great
majority of cells that become infected following virus challenge, and this
presents an obvious obstacle to the concept that CD4þ Tcells commonly
exert direct antiviral effects (Section III). Nevertheless, it is clear that
several cell types (e.g., epithelial cells) can up-regulate MHC class II
expression during viral infection, rendering them potentially recogniz-
able toCD4þTcells. Furthermore, the existence of cytolyticCD4þTcells
is not in doubt, and one might infer that such cell—whose cytolytic
effects rely on direct contact with an antigen-expressing target cell—
are unlikely to exist without good reason. Cytolytic CD4þ T cells were
first identified in vivo (as distinct from CD4þ T cell lines or clones) in
LCMV-infected �2-microglobulin-deficient mice (Muller et al., 1992),
and subsequent careful analyses suggested that these virus-specific
CD4þ Tcells could exert profound effects in the absence of CD8þ Tcells
(Quinn et al., 1993). Indeed, some �2-microglobulin-deficient mice
cleared LCMV infection despite the lack of CD8þ T cells (Muller et al.,
1992), suggesting (but not proving) that the CD4þ T cells might have a
direct antiviral effect. This interpretation is strengthened by the ob-
servations (Zajac et al., 1996) that (i) the cytotoxic effect of the CD4þ

T cells is Fas-mediated, and (ii) the in vivo effects are Fas-dependent;
Fas-dependence strongly suggests that the effects require a direct cell/
cell interaction between a FasLþ CD4þ T cell and a Fas-expressing
target cell. However, the model of �2-microglobulin-deficient mice is
fraught with difficulties (reviewed in Frelinger and Serody, 1998), and
direct cytolytic effects of CD4þ Tcells on infected cells in vivo remain to
be demonstrated. Cytolytic CD4þ T cells also have been identified fol-
lowing Epstein-Barr virus infection (Khanolkar et al., 2001), and
perforinþ CD4þ T cells have been reported in HIV infected individuals
(Appay et al., 2002). Themere existence of such cells, however, cannot be
considered proof of their having a direct (or indeed, any) antiviral effect.

Perhaps the best evidence for direct CD4þ T cell-mediated control of
infection is in the murine gamma-herpesvirus model, in which it
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appears likely (although not certain) that the CD4þ T cells exert their
effects, via IFN-� production, directly on virus-infected MHC class
II-positive target cells (Christensen et al., 1999). There is other cir-
cumstantial evidence consistent with the idea that CD4þ T cells may
exert some direct effector functions. CD4þ Tcells are generally thought
of as functioning in the spleen or lymph nodes, but there is increasing
evidence that CD4þ memory T cells can reside in peripheral, nonlym-
phoid sites (Hogan et al., 2001b; Marzo et al., 2002; McSorley et al.,
2002; Reinhardt et al., 2001). These cells show a highly activated
phenotype with elevated levels of CD25 and CD44, and decreased
levels of CD45RB and CD11a, making them distinct from splenic
memory CD4þ T cells (Cauley et al., 2002; Hogan et al., 2001b). CD4þ

T cells in the periphery tend to make IFN-�, (arguabley, consistent
with a direct effector function) while those that reside preferentially in
lymphoid organs make more IL-2 (consistent with an immunoregula-
tory activity). However, these arguments are very much conjectural,
and exceptions exist; as noted, CD4þ Tcells in the coronavirus-infected
brain produce survival factors—possibly IL-2—to rescue CD8þ T cells.

b. Possible Bystander Antiviral Effects of CD4þT Cells Many si-
tuations exist in which transfer of virus-specific CD4þ T cells has a
profound effect on the outcome of virus infection and/or disease. For
example, transfer of poliovirus-specific CD4þ T cells into human-polio-
virus-receptor transgenic mice protects the recipients from lethal po-
liovirus infection (Mahon et al., 1995). Infection of neurons is required
for a lethal outcome, and these cells do not usually express MHC class
II molecules; therefore, this effect is unlikely to be direct. Similarly,
transfer of HBV-specific effector CD4þ Tcells reduces viral load in mice
transgenic for HBV (Franco et al., 1997a), and CD4þ T cells can medi-
ate protection against Sendai infection independently of antibody or
CD8þ Tcells (Zhong et al., 2001). To evaluate possible bystander effects
mediated by CD4þ T cells, chimeric mice have been produced that
express MHC class II molecules on some cells but not on others. Using
this approach, it has been shown that influenza virus-specific CD4þ

T cells can clear infection from MHC class II-negative cells, consistent
with bystander effects; however, indirect (antibody-mediated) effects
were not excluded (Topham et al., 1996b).

D. Maturation of the CD4þT Cell Response

The cytokine profiles of CD4þ Tcells change over time. At the peak of
the response to LCMV, most of the CD4þ T cell response is Th1 in
phenotype, and there is a mixture of virus-specific CD4þ T cells that
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make IFN-�; IFN-� and IL-2; IFN-� and TNF; or all three cytokines.
The majority of these CD4þ T cells make only IFN-� in res-
ponse to antigen contact although approximately 30% also make IL-2
(Harrington et al., 2002; Varga and Welsh, 2000), and a few synthesize
TNF (Harrington et al., 2002; Homann et al., 2001; Varga and Welsh,
2000). In contrast, during the memory phase, very few single-positive
cells can be identified, and essentially all of the cells are double-
positive (IFN-�þ TNFþ or IFN-�þ IL-2þ; Harrington et al., 2002;
Homann et al., 2001). These patterns are reminiscent of the changes
reported for CD8þ T cells (Slifka and Whitton, 2000a) (Fig. 4). The
significance of these changes is unclear. Could the cytokine double-
positive cells have differentiated further than the single-positive cells?
Are the single-positive cells a distinct lineage that terminally-differen-
tiate into short-lived effector cells? Like CD8þ T cells, CD4þ T cells
have been categorized into central memory cells (defined as CD62Lhi,
CCR7þ) and effector memory cells (CD62Llo, CCR7�). The expression
of CD62L and CCR7 affects the localization of T cells, with the central
memory cells preferentially localized in the secondary lymphoid or-
gans and the effector memory cells traveling through peripheral sites;
however, as for CD8þ T cells, there is no clear relationship between
CD4þ T cell effector function, and the expression of these marker
proteins.

VI. IMMUNOPATHOLOGY

Immune responses are not invariably successful in controlling infec-
tion, and infections remain a major (and increasing) cause of human
morbidity and mortality. It is easy to forgive the occasional failure on
the part of the immune system, especially when one considers the
innumerable strategies developed by microbes to evade its unwelcome
attentions. However; it is important to realize that successful immune
responses themselves are delivered at a cost because, in eradicating
infection, the immune system also can damage the host. This phenom-
enon is termed immunopathology, and it is an extremely common
feature of virus infection. Many of the symptoms of common viral
infections—for example, the chills, muscle aches, and fever of influen-
za as well as the characteristic rash of measles—are not caused direct-
ly by the virus but instead result from the immune response to the
virus. A detailed review of this topic would far exceed the scope of this
chapter. Suffice it to say that the very nature of the CD8þ T cell
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response—which often involves lysis of infected cells or the release of
highly toxic cytokines—means that immunopathology is an almost
inevitable consequence of viral infection. We have argued that the need
to minimize immunopathology has provided a strong selective pres-
sure that ensures that the effector functions of CD8þ Tcells are held in
an extraordinarily tight rein (Slifka and Whitton, 2000b; Slifka et al.,
1999). Moreover, antibodies should not be considered innocent parties.
Antibody–antigen complexes may be deposited at various anatomical
interfaces (e.g., in the basement membrane of the kidney) and can lead
to complement activation and severe inflammatory damage. One key
question, which has been approached only infrequently, is to ask if we
can uncouple the harmful and the beneficial effects of the immune
response. Coxsackie virus infection of humans or mice often results
in severe myocarditis, and survivors have extensive myocardial scar-
ring (often causing dilated cardiomyopathy, which is treatable only by
transplantation). There is no approved treatment for coxsackie virus
myocarditis. Using the mouse model, we have found that myocarditis
and subsequent scarring are much reduced in perforin-deficient mice,
but these animals clear the virus infection with kinetics indistinguish-
able from those observed in normal mice (Gebhard et al., 1998). Thus,
we suggest that the development of a reagent capable of specifically
blocking perforin activity might permit the treatment of coxsackie
virus myocarditis, without compromising the host’s ability to recover
from the infection.

VII. SUMMARY

Evolutionary pressures imposed by an unremitting onslaught of
infectious agents have shaped the mammalian immune system, and
our very existence stands as proof of the potency of the antimicrobial
immune response. The cooperative nature of the antibody and T cell
arms of the adaptive immune system has long been recognized, but our
understanding of the immune response to infection remains far from
complete. Recent studies have begun to reveal previously unappreciat-
ed subtleties in the Tcell response, which are tailored tomost effectively
detect a viral challenge and to provide a rapid and effective reply. If
safer and more effective vaccines are to be designed, and if the harmful
effects of the immune response are to be diminished while retaining
beneficial components, wemust not rest on our laurels; many important
questions remain to be answered.
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I. INTRODUCTION

Dengue fever (DF) is a mosquito-borne infection that in recent years
has become amajor international public health concern. More than 100
million cases of DF occur yearly, and more than 2 billion people are at
risk every year. Dengue virus (DENV) is found in tropical and subtrop-
ical regions around the world, predominantly in urban and semi-urban
areas. However, due to the global growth of population, urbanization,
and the spread of the main mosquito vector, Aedes aegypti, dengue
diseases are not only a burden to the health of developing countries but
a major emerging worldwide problem.

The etiological agents involved are viruses from four Flavivirus sister-
species (Chevillon and Failloux, 2003), each defining a distinct serotype:
DENV-1, DENV-2, DENV-3, and DENV-4, respectively, which cocircu-
late. InfectionwithDENVproduces a spectrumof clinical illness ranging
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from silent infection to either DF or the severe and fatal dengue
hemorrhagic disease (DHF) and dengue shock syndrome (DSS).

Three strategies can be intended to control human DENV diseases:
(i) the elimination of the mosquito vector, (ii) the development of safe
vaccines to prevent infection, and (iii) the search of specific chemother-
apeutic agents for treatment. This chapter is mainly focused on the
last two approaches presenting a review of the current knowledge on
stages of the DENV replication cycle to identify potential targets for
antiviral drug discovery, the main antiviral inhibitors reported to have
anti-DENVactivity, and the strategies for DENV vaccine development.

II. THE AGENT

A. Classification

In 1906, Bancroft published the first evidence implicating the mos-
quito A. aegypti as vector of DENV, and 1 year later Ashburn and Craig
demonstrated the presence of the filterable causative agent in the
blood of patients (Clarke and Casals, 1965). Extensive studies of
the disease in human volunteers were carried out in the Philippines
since there were no animal models to reproduce the infection (Clarke
and Casals, 1965). The original natural reservoir of DENVappeared to
have been tropical African primates although the virus also seemed
to establish reservoir status in monkeys of Southeast Asia.

DENV was originally classified as an arthropod-borne animal virus
(arbovirus) based on a combination of laboratory and epidemiological
determinants. The arboviruses comprise a huge collection of infectious
agents that are biologically transmitted between susceptible hosts by
hematophagous arthropods. Currently, arboviruses have been taxo-
nomically classified in different virus families according to viral genes,
virion structure, and the viral replication cycle. Most of them, however,
can be maintained in an environment only if one or more efficient
vectors and hosts have an intimate and frequent association. Thus,
an efficient vector must have a preference for blood from a competent
host, and a sufficient population of both components must be asso-
ciated in time and place in an environment compatible with the virus
completing extrinsic incubation.

DENV belongs to the genus Flavivirus of family Flaviviridae, which
are members of the positive-stranded virus supergroup 2 (SF-2), bear-
ing distant similarity in their RNA-dependent RNA polymerases to
coliphages and several plant-infecting viruses (Lindenbach and Rice,
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2001). The genus Flavivirus comprises over 70 viruses, many of which
are important human pathogens causing a variety of diseases includ-
ing fever, encephalitis, and hemorrhagic fever. Viruses within the
genus are categorized into antigenic complexes and subcomplexes
based on classical serological criteria (Calisher, 1988; Calisher et al.,
1989) or into clusters, clades, and species according to molecular phy-
logenetics (Kuno et al., 1998). Clades established by phylogeny corre-
late significantly with existing antigenic complexes and, based on
nucleotide sequence data, the four members of DENV serotype com-
plex (DENV-1, DENV-2, DENV-3, and DENV-4) are considered four
distinct species belonging to the mosquito-borne cluster clade IX of
Flavivirus (Lindenbach and Rice, 2001). Although epidemiologically
similar, infection with one serotype leads to lifelong protection
against homologous reinfection, but only brief protection against het-
erologous challenge is observed (Kurane and Ennis, 1992). As stated
by Chevillion and Failloux (2003), the four DENV serotypes define four
sister-species of viruses because (i) the corresponding viruses are
genetically tightly related to one another, (ii) recombination occurs
within but not across serotypes, and (iii) any pair of viruses from the
same serotype remains more closely related than any pair belonging to
different serotypes. Like many RNA viruses, it was recently demon-
strated that DENV-3 is present as quasi-species in plasma of infected
persons (Wang et al., 2002), directly implying the pathogenesis of the
dengue virus.

B. Virus Life Cycle in Nature

The normal cycle of DENV infection is considered to be human–
mosquito–human. From feeding on an infected and viremic human,
the female mosquito is able to transmit the virus after an incubation
period of 8 to 10 days wherein DENV infection, replication, and
dissemination result in infection of the salivary glands. The virus is
then injected into another person when the mosquito introduces anti-
coagulant substances present in the saliva to prevent blood clotting.
The mosquito remains able to transmit DENV for its entire life.
Two distinct transmission cycles occur: (i) endemic and epidemic den-
gue involving human hosts and transmission by A. aegypti, with
A. albopictus and other Aedes mosquitoes serving as secondary vec-
tors; and (ii) a zoonotic or sylvatic cycle in sylvatic habitats of Africa
and Malaysia, involving nonhuman primate reservoir hosts and sever-
al different Aedes mosquitoes (Gubler and Trent, 1994; Wang et al.,
2000).
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III. THE HUMAN DISEASE

A. Clinical Features

As mentioned previously the diseases caused by DENV have been
classified into distinct categories: DF, DHF, and DSS (Henchal and
Putnak, 1990; Kautner et al., 1997). DF is usually mild and nonspecific
in most children and is associated with pharyngitis, rhinitis, a mild
cough, and a fever for several days to a week. Classic DF, most likely to
occur in older children and adults, is a febrile viral syndrome of sudden
onset, characterized by a fever for 2 to 5 days (often biphasic and rarely
lasting more than 7 days), a severe headache, intense myalgias, ar-
thralgias, retro-orbital pain, anorexia, and a rash. The initial fever
begins abruptly with a frontal or retro-orbital headache and low
back pain. Severe limb or ‘‘breakbone’’ pain develops in the first 1 or
2 days, often concurrent with an evanescent generalized erythroder-
ma. Nausea and vomiting are common between days 2 and 5. Around
day 5 or 6, the fever subsides and a diffuse morbilliform rash appears;
the rash may be pruritic and heals with desquamation. After a 2-day
absence, fever recurs. Minor bleeding phenomena, such as epistaxis,
petechiae, and gingival bleeding, may occur at any time during the
febrile phase. Major bleeding phenomena, such as menorrhagia and
hemorrhage, can occur, signs of which have been associated with
pathologic changes of peptic ulcer disease.

All DENV serotypes can cause DF, a generally self-limited disease,
but a minority of patients (1–5%) may experience more complicated
and severe diseases like DHF and DSS. DHF, also known as Philippine
hemorrhagic fever, Thai hemorrhagic fever, or Singapore hemorrhagic
fever, is a severe febrile disease characterized by abnormalities of
haemostasis and increased vascular permeability, which in some in-
stances results in DSS (Kalayanarooj et al., 1997). DSS is a form of
hypovolaemic shock that is associated clinically with haemoconcentra-
tion, and it can lead to death. DHF and DSS are recognized primarily
in children; in tropical Asia, DSS is observed almost exclusively among
indigenous children 15 years of age and younger. Illness is often bi-
phasic, beginning abruptly with fever, malaise, headache, anorexia,
nausea and vomiting, cough, and facial flushing. Severe bone and limb
pain are often absent. Coincident with defervescence, the condition of
the patient worsens, with profound weakness and prostration, diapho-
resis, restlessness, facial pallor and circumoral cyanosis, cool and
clammy extremities, rapid but therady pulse, and a narrow pulse
pressure. The liver may be enlarged in 10% of children. In this setting,
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hemorrhagic phenomena are frequent, and elevated transaminase
levels, hypoalbuminemia, and hyponatremia (especially in adults)
are common features. In severe cases, pleural effusions and ascites
correlate with hypoproteinemia and marked liver dysfunction.

B. Pathogenesis

As already stated, infections produced by DENV have been classified
in categories from subclinical infection to sometimes fatal disease.
However, as for other diseases, the various manifestations can be
seen as a continuum from mild to severe reactions, which may
be determined by factors like virus virulence; host age; nutritional,
genetic, and immunological characteristics; and intercurrent infec-
tions (Bielefeldt-Ohmann, 1997; Kalayanarooj et al., 1997). By epide-
miological and clinical associations, it has been shown that both
immunological and viral factors determine the severity of the disease
(Halstead, 1988; Rosen, 1977). Infection with one DENV serotype does
not provide protective immunity against the others, and sequential
heterotypic infection has been shown to increase virus replication
and thus the probability of developing DHF by a process known as
antibody-dependent enhancement (ADE) (Halstead, 1988; Kliks et al.,
1989; Morens, 1994). For ADE to occur, two prerequisites must
be fulfilled: (i) cross-reactive but nonseroneutralizing antibodies eli-
cited during the first infection must bind to the second DENV strain;
and (ii) unneutralized, infectious virus-antibody complexes must bind
to Fc receptors of macrophages, one of the proposed main target cells
for DENV. Cases of DHF and DSS in children younger than 1 year of
age, and with no previous exposure to DENV, have been accommo-
dated within this theory by invoking the effect of residual maternal
DENV specific antibodies (Bielefeldt-Ohmann, 1997).

Several authors comment that, regardless of the role that DENV-
antibody complexes may play in infection enhancement, they do play
an undisputable role in inflammatory processes (Deo et al., 1997;
Walport and Taylor, 1997). Immune complexes contain two types of
potential ligands and may trigger inflammatory responses in tissues.
Other than the interaction of the Fc portion of antibodies with the
Fc-receptor portion of leukocytes, complement components, either fixed
to the complexes or released as soluble anaphylatoxins, provide a further
series of triggering effector molecules (Bielefeldt-Ohmann, 1997). Com-
plement consumption in concert with various cytokines and vasoactive
factors secreted by serotype cross-reactive T cells and activated macro-
phages precipitate the profound vascular and hemorrhagic changes
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leading to DHF and DSS (Kurane and Ennis, 1994; Morens, 1994).
Rothman and Ennis (1999) proposed that the proximal cause of plasma
leakage in secondary DENV infections is the synergistic effect of inter-
feron �, tumor necrosis factor �, and activated complement proteins on
endothelial cells throughout the body. They also explained that the path-
ways leading to elevated levels of these vasoactive molecules are set in
motion much earlier in infection (Rothman and Ennis, 1999). At the
earliest stage of infection, preformed DENV-specific antibodies increase
the number of virus infected monocytes, and as a result, the number of
cells presenting DENV antigens to T lymphocytes is increased. In the
middle stages of infection, the level of T lymphocyte activation is mark-
edly increased, reflecting the enhanced antigen presentation, the high
frequency of DENV specific T lymphocytes in secondary infection, and
the more rapid activation and proliferation of memory T lymphocytes.

Despite the arguments in favor of host immunological reactions,
there are still cases of DHF and DSS that cannot be adequately
explained by ADE, particularly in confirmed cases of primary infection
(Watts et al., 1999). To explain the increasing number of severe forms of
DENV infections in which viral factors are implicated, an alternative
hypothesis comes from evolutionary studies of DENV revealing the
genetic diversity and the cocirculation in nature of virus strains that
differ in virulence. An important piece of evidence supporting
this theory arises from molecular evolution studies.

C. Genetic Variation in DENV

Several investigations proved that, like most RNA viruses, DENV
exhibits substantial genetic diversity, most notably in the existence of
four distinct serotypes that are no more similar to each other than
some different species of flaviviruses (Kuno et al., 1998). Several
causes of the genetic variation in DENV have been discussed (Holmes
and Burch, 2000). The first factor involved is the intrinsic error per
round of replication of the RNA-dependent RNA polymerase (Drake,
1993). Second, genetic diversity might also be generated by recombi-
nation, probably by a copy choice mechanism in which the RNA poly-
merase switches between the genomes of two viruses from a serotype
that have infected the same cell and form a hybrid RNA molecule
(Worobey et al., 1999). A third way in which genetic variation can enter
population is via migration (gene flow). There are plenty of data in-
dicating that DENV is often transported a large distance by hosts and
vectors; in fact, serotypes and genotypes have broad geographical dis-
tributions (Rico-Hesse, 1990). Several studies support the importance
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of viral factors on the production of the severe forms of dengue
(Leitmeyer et al., 1999; Rico-Hesse, 1990; Rico-Hesse et al., 1997,
1998). These investigations stated that despite cocirculation of several
DENV serotypes in the Americas, it was not until the Cuban epidemic
of 1981 that the first case of DHF occurred, and this coincided with the
introduction of a higher pathogenic new genetic variant of DENV-2
from Southeast Asia.

IV. DENV AS A GLOBAL REEMERGING AGENT

Globalization is now a frequently mentioned term referring not only
to political or economical issues but also to urgent health threats like
those represented by emerging and reemerging virus infection dis-
eases. A typical example of a global disease is provided by DENV
infections.

The initial reported epidemics of DF occurred in 1779 to 1780 in
Asia, Africa, and North America; the near simultaneous occurrence of
outbreaks on three continents indicated that these viruses and their
mosquito vector have had a worldwide distribution in the tropics
for more than 200 years. During most of this time, DF was considered
a benign, nonfatal disease of visitors to the tropics. Generally, there
were long intervals (10–40 years) between major epidemics, mainly
because the viruses and their vectors could only be transported
between population centers by sailing vessels.

The global epidemiology and transmission dynamics of DENV
changed dramatically in Southeast Asia during World War II (Gubler
and Meltzer, 1999). The disruption and change in ecology caused by
the war effort expanded the geographical distribution and increased
the densities of A. aegypti, making many countries highly permissive
for epidemic transmission. Troop movements accelerated the spread of
viruses between population centers in the region and caused major
epidemics. The consequence was a global pandemic of dengue begin-
ning in Southeast Asia and extending to the Pacific region and the
Americas (Gubler, 2002). Epidemics caused by multiple serotypes
(hyperendemicity) have been more frequent since then, and the geo-
graphic distribution of DENV mosquito vectors has expanded. In
Southeast Asia, epidemic DHF first appeared in the 1950s, but by
1975, DHF had become a leading cause of hospitalization and death
among children in many countries in that area. Successive introduc-
tion and circulation of the four serotypes into the Caribbean as well as
Central America and South America has occurred since 1977. A DHF
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epidemic was first reported in the Caribbean in 1981, and since
1982, epidemics have occurred in 14 Central or South American
countries (Gubler, 2002). Evolving transmission patterns are probably
the result of a combination of changing human demographics
and expanding vector population and not only due to alterations in
viral virulence. DF can be found wherever A. aegypti is present and
introduced, whether in rural or urban areas.

One hundred million cases of DF are reported yearly by the World
Health Organization (WHO), making it one of the most important viral
diseases in the world. Cases seen in the United States are imported
from the Caribbean region, the others arriving from South America,
Africa, or Asia. Transmission of DENV is often seasonal, with rates
increasing during hot and humid months. The vector A. aegypti breeds
in peridomestic fresh water, such as water that might be stored in
natural and artificial containers in and around human dwellings
(e.g., old tires, flowerpots, water storage containers). This day-biting
species is most active in the early morning and late afternoon. Modern
transportation facilitated and increased the movement of people and
commodities within and between regions of the world, leading to
increased movement of both the mosquitoes and the viruses. In the
1980s and 1990s, the vectors and the viruses continued their global
expansion, causing increased frequency and magnitude of epidemic DF
and the emergence of DHF. Further efforts are needed to increase the
amount of molecular data as well as viral sampling in vectors and
silently infected patients to improve knowledge of dengue disease
dynamics (Chevillon and Failloux, 2003).

V. VIRUS STRUCTURE AND THE REPLICATIVE CYCLE:

POSSIBLE TARGETS FOR THERAPY

The knowledge of the virion structure and the viral life cycle is es-
sential to elucidate potential targets of antiviral therapy and, thus, to
obtain key information for the rational design of antiviral drugs. The
main characteristics of the virion and the current information about the
different stages of the replicative cycle are presented in this section.

A. The Virion

DENV has a relatively simple structure. Virions are small spherical
particles, 40 to 50 nm in diameter, that contain three structural pro-
teins: the nucleocapsid protein C (12–14 kD); a small nonglycosylated
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membrane protein M (8 kD), which is derived from the precursor prM
during virus maturation; and the major glycosylated envelope protein
E (51–59 kD). The genome of DENV is a single-stranded, positive
sense RNA molecule of approximately 11 kb in length, which is en-
capsidated by C protein in an icosahedral structure. The inner cores
constituted by RNA-C protein are contained within a lipid envelope
covered with peplomers, consisting of 90 homodimers of E protein, that
lie flat on the surface of the virion. The E protein is also linked to the
small M protein, forming an oligomer structure.

The genomic RNA contains a cap at the 50-end and lacks a polyade-
nylate tail at the 30-end. This RNA presents a single long open reading
frame (ORF) that encodes for the three structural proteins (C, prM,
and E) in the 50-quarter of the genome and also encodes for seven
nonstructural proteins in the remainder sequence (Fig. 1). Outside
the ORF, there are the 50- and 30-untranslated regions (UTRs) of
around 100 and 400–600 nucleotides, respectively, which are crucial
in the initiation and regulation of translation, replication, and virion
assembly. The 50-UTR presents poor sequence homology among flavi-
viruses, but it contains secondary structures that may regulate trans-
lation and initiation of plus-strand RNA synthesis from the
complementary 30-UTR of minus-strands (Cahour et al., 1995). The
30-UTR exhibits secondary structures highly conserved in conforma-
tion despite differences in nucleotide sequence among mosquito-borne
flaviviruses that are required for virus viability (Zeng et al., 1998).

FIG 1. Organization of DENV RNA genome and scheme of the proteolytic processing of
DENV polyprotein. The cleavage sites for host signalase (+), viral serine protease NS3/
NS2B (^), or unknown protease (?) are indicated.
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B. The Replicative Cycle

1. Binding and Penetration

Virus binding to a cell surface receptor mediated by a viral attach-
ment protein (VAP) is the first step in the infection process, leading to
the subsequent virus penetration to the host cell. The identification of
the VAP in the virion and its counterpart, the cellular receptor, is
required not only to understand virus replication but also tissue tro-
pism and pathogenesis. In the case of DENV, two general mechanisms
for virus binding and uptake are known. The most extensively studied
mechanism involves the binding of virus–antibody complexes (formed
in the presence of subneutralizing amounts of antibody) to Fc-receptor
positive cells via the Fc portion of immunoglobulin G (Littaua et al.,
1990). This entry mechanism may play a role in development of DHF
and DSS as a consequence of sequential infections with different
DENV serotypes. The primary infection in patients lacking DENV
antibodies or the infection of cells without Fc receptors is mediated
by an antibody-independent mechanism that has only recently started
to be extensively studied and is still unresolved.

As for other flaviviruses, the E protein has been identified as the
VAP for DENV. The E protein derived from culture fluids of DEN-
V-4-infected cells was shown to attach to different cell types including
Vero, LLCMK2, HepG2, L929, MDBK, and human endothelial cells
(Anderson et al., 1992). This study has also evidenced the important
role of E protein in controlling infection and determining cell and
tissue tropism because the degree of E-binding correlated with cell
susceptibility to the virus. Later, Chen et al. (1996) found that a
recombinant chimeric form of DENV-2 E protein bound specifically to
Vero, CHO, human endothelial, and human glial cells, confirming that
the binding profile was in accordance with cell susceptibility to virus
replication.

By contrast to the certain involvement of E protein as a VAP, the
identity of the cellular receptor for DENV is at present controversial.
The ability of arthropod-borne flaviviruses to replicate in cells of both
vertebrate and invertebrate origin suggests either the presence of a
single ubiquitous receptor or the likelihood of divergent cell receptors
participating in virus attachment. In particular, DENV replicates in a
wide variety of primary and continuous cell cultures derived from
many mammalian, avian, and arthropod tissues. Several reports have
implicated both proteins and glycosaminoglycans (GAGs) as receptor
candidate molecules, suggesting a dependence on the type of host cell
and virus serotype for the initial interaction DENV cell.
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Among the proteins reported as putative DENV receptors, not fully
characterized trypsin-susceptible proteins were described as responsi-
ble for binding of DENV-2 to human monocytes (Daughaday et al.,
1981) and DENV-1 to human hepatoma HepG2 cells and simian
Vero cells (Marianneau et al., 1996). In addition, four membrane pro-
teins with apparent molecular masses of 27, 45, 67, and 87 kDa were
identified as possible receptors for DENV-2 in human macrophages
(Moreno-Altamirano et al., 2002), and a 65 kDa trypsin-sensible
protein in human and mouse neuroblastoma cells bound DENV-2
(Ramos-Castañeda et al., 1997). The four serotypes of DENV were
found to bind to the myelomonocytic cell line HL60 and the non-EBV
transformed B cell line BM13674, with a different degree of affinity in
the order DENV-2 > DENV-3 > DENV-1 > DENV-4, and the proteina-
ceous nature of the receptor on the membranes of these cells for DENV-
2 was also shown (Bielefeldt-Ohmann, 1998). Furthermore, a very
recent report of Navarro-Sanchez et al. (2003) has shown that the
binding of mosquito-grown DENV to human dendritic cells occurs
through the cell surface molecule called dendritic cell-specific
ICAM3-grabbing nonintegrin (DC-SIGN). This protein is a C-type
lectin specific for high-mannose-type carbohydrates. There are two
potential N-linked glycosylation sites on each E subunit at the residues
Asn-153 and Asn-67. DENV serotyes were found heterogeneous in
their use of glycosylation sites, but the attached carbohydrates were
described as the high-mannose-type (Johnson et al., 1994) and re-
quired for viral entry. For mosquito cells, two glycoproteins of 40 and
45 kDa present on the surface of C6/36 cells were identified as putative
receptors for DENV-4 binding (Salas-Benito and del Angel, 1997),
whereas two other polypeptides of 80 and 67 kDa were shown to be
involved in DENV-2 binding to the same cells (Muñoz et al., 1998).

In contrast to the mentioned reports identifying protein molecules as
DENV receptors, an involvement of heparan sulfate (HS) was demon-
strated for attachment of recombinant DENV-2 E protein to Vero and
CHO cells (Chen et al., 1997) and attachment of DENV-2 virions to
BHK cells (Hung et al., 1999), Vero and CHO cells (Germi et al., 2002),
and human hepatocytes (Hilgard and Stockert, 2000). HS is one of the
more ubiquitous members of molecules of the GAG family, found both
on the cell surface and in the extracellular matrix. Many diverse
viruses have been shown to interact with HS for target cell binding
(Spillmann, 2001). The DENV interaction with GAG, however, is un-
usual for its specificity for a highly sulphated form of HS (Chen et al.,
1997). Experimental approaches based on the inhibition of DENV
binding by treatment of cells with GAG lyases, desulfation of cellular
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HS, or treatment of the virus with heparin supported the hypothesis
that HS could act directly as DENV receptor. Furthermore, an in-
volvement of HS during attachment and entry has also been demon-
strated for other arthropod-borne flaviviruses, such as yellow fever
virus (YFV) (Germi et al., 2002), tick-borne encephalitis virus
(TBEV) (Kroschewski et al., 2003), and Murray Valley encephalitis
virus (MVEV) (Lee and Lobigs, 2000), as well as for hepatitis C virus
(HCV), member of theHepacivirus genus of Flaviviridae (Cribier et al.,
1998). In another studies, however, HS was not found necessary, and,
in addition, enzymatic removal of HS increased viral attachment to
certain human leukocyte cells (Bielefeldt-Ohmann et al., 2001). Thus,
a plausible mechanism emerging from these conflicting data is an
entry multistep process consisting of the sequential interaction of the
envelope E protein with several target molecules on the cell mem-
brane: HS may serve primarily to concentrate virus particles on the
cell surface to facilitate the subsequent interaction with a high-affinity
second receptor of protein nature. This hypothesis was supported by
Martı́nez-Barragán and del Angel (2001) who have shown the binding
of radiolabeled DENV-4 particles to Vero cell GAGs as well as to a
74 kDa surface glycoprotein, suggesting that HS may be the primary
receptor and then other molecules, such as the 74 kDa protein, might
participate as coreceptors for viral entry. It must be considered that
even though HS seems to be a major determinant of DENVattachment
on HS-expressing cells, alternative molecules less abundant than HS
may act not only as coreceptors but also as initial receptors. A similar
situation has also been found for other HS-binding viruses, such as for
herpes simplex virus (Spear et al., 2000).

The E protein not only mediates virus binding to cell receptors but
also the subsequent membrane fusion step, apparently triggered by
conformational changes produced in this protein at the acidic environ-
ment of the endosomes. As already outlined for receptor identification,
the mechanism of penetration in Flavivirus has also been a subject of
controversy. Although electron microscopic studies have shown that
DENV-2 penetrated directly into the cytoplasm of C6/36 and BHK cells
by fusion of the virion envelope with the plasma membrane at physio-
logic pH (Hase et al., 1989; Lim and Ng, 1999), it is generally accepted
that for productive DENV infection, viral uptake occurs through re-
ceptor-mediated endocytosis. Early evidences of this mode of entry
were provided by experiments of virus inhibition with acidotropic
agents as well as by the formation of syncytia by cell-to-cell fusion of
mosquito cells infected with DENV exposed at low acidic pH (Heinz
et al., 1994; Summers et al., 1989; Randolph and Stollar, 1990). More
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recently, the entry of the Flavivirus Japanese encephalitis virus (JEV)
was shown to take place by a clathrin-dependent endocytic pathway
leading to infection (Nawa et al., 2003).

To better understand the molecular interactions that lead to entry
of DENV to the cell, the structure of the DENV-2 virion by cryo-electron
microscopy and the crystal structure of its E protein have been recently
reported (Kuhn et al., 2002; Modis et al., 2003). As expected, DENV-
2 closely resembles the E protein of TBEV, the first Flavivirus protein
characterized at atomic level (Rey et al., 1995) butwith slight differences.
In the virion envelope, E forms head-to-tail linked homodimers that lie
parallel to the virion surface, and as a consequence of this horizontal
orientation, Ehas an outer andan inner surface. Eachmonomer contains
three structural domains predominantly constituted by � strands and
connected by hinge regions. Domain I is the central domain that orga-
nizes the structure; domain II is an elongated dimerization domain that
contains the fusion peptide (residues 98 to 111); and domain III is an
immunoglobulin-like structure proposed to contain the putative receptor
binding site at residues 382–385. Accordingly, domain III has been previ-
ously proposed as the primary DENV receptor-binding motif because
monoclonal antibodies that bind to domain III are blockers of virus
adsorption (Crill andRoehrig, 2001), andGAG-bindingmotifs as possible
antireceptors forHSwere identifiedwithindomain III (Chen et al., 1997).
The fusion peptide in domain II is buried at the inner surface and
becomes exposed as consequence of the conformational changes initiated
by exposure to low pH. The main induced changes imply dissociation of
the E homodimers followed by an irreversible rearrangement into homo-
trimers andmotions at the interface between domains I and II, leading to
the creation of a hydrophobic exterior to allow the projection of the fusion
peptide from domain II toward the target membrane. According
to their structural properties, the E Flavivirus protein and the E1
Alphavirus protein have been defined as a new class of viral fusion
proteins, class II, in opposition to the class I viral fusion proteins that
are present in orthomyxoviruses, paramyxoviruses, retroviruses, and
filoviruses (Heinz and Allison, 2001).

2. Translation, Proteolytic Processing, and RNA Replication

The first event of biosynthesis in DENV infected cells is translation
of the genome into a polyprotein, which is co-and post-translationally
processed to produce the three structural proteins C, M, and E and
seven nonstructural (NS) proteins. The order of these products in the
polyprotein is NH2-C-prM-E-NS1-NS2A-NS2B-NS3-NS4A-NS4B-NS5-
COOH (Fig. 1), where prM is a precursor of M.
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Following entry and fusion, nucleocapsids transit into the cytoplasm
and associate with ribosomes to initiate translation. Once a small
polypeptide is synthesized, the complex RNA–ribosomes–nascent pro-
tein docks at the rough endoplasmic reticulum (ER) through the mem-
brane anchor signals in C protein, and then translation and processing
of viral protein continues in association with the ER.

As indicated in Fig. 1, polyprotein processing is performed by the
combined activity of cellular and viral proteases. With only one excep-
tion (the cleavage at the NS1–NS2A junction), all primary cleavages
are performed either by a host-cell signal peptidase resident in the ER
(cleavages at C–prM, prM–E, E–NS1, and NS4A–NS4B junctions) or
by a viral serine protease composed of NS3 and NS2B (cleavages at
NS2A–NS2B, NS2B–NS3, NS3–NS4A, and NS4B–NS5 junctions)
(Chambers et al., 1990). The cleavage at NS1–NS2A occurs soon after
synthesis by an still unknown ER-resident host protease (Falgout and
Markoff, 1995).

NS proteins are involved in different functions of the replicative
cycle. NS1, NS3, and NS5 are the major NS proteins. NS1 is a glyco-
protein peripherally associated with membranes, which forms homo-
dimers apparently functional for virus replication. The colocalization
of NS1 with double-stranded RNA and other evidences implicate NS1
in RNA replication (Mackenzie et al., 1996), but its precise role in
this process is unclear. Aside from its replicative function, NS1 is
secreted from infected cells and is responsible for inducing a strong
and protective immune response (Falgout et al., 1990).

NS3 is a multifunctional polypeptide with several enzymatic activ-
ities related to polyprotein processing and RNA replication. The previ-
ously mentioned serine protease activity has been the most widely
studied; the active form is a complex of NS3 and NS2B, with
the catalytic residues contained in the N-terminal one-third of NS3
(Falgout et al., 1991). In addition to the already mentioned cleavages
at protein junctions in the polyprotein, the viral serine protease is also
responsible of internal cleavages in C, NS2A, NS3, and NS4A, but the
significance of this internal cleavage is presently unknown. The
remaining part (2/3) of NS3 comprises an RNA triphosphatase, which
may contribute to RNA capping (Wengler andWengler, 1993), and RNA
helicase and nucleoside triphospatase (NTPase) activities (Cui et al.,
1998; Li et al., 1999). The NTPase/helicase activity may separate
nascent RNA strands from the template as well as unwind the second-
ary structures located at the UTR regions to initiate RNA synthesis, as
suggested by the evidence of binding of NS3 to stem-loop structures at
the 30-UTR (Cui et al., 1998).
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NS5 is the most conserved flavivirus protein, with activity of RNA-
dependent RNA polymerase located at its C-terminal domain and a
methyltransferase motif in the N-terminal domain, probably involved
in viral RNA capping (Koonin, 1993; Tan et al., 1996).

NS2A, NS2B, NS4A, and NS4B are four small hydrophobic proteins
that are associated to membranes. As described, NS2B and NS3 form
the serine protease complex. The precise functions of NS2A, NS4A,
and NS4B are unknown, but based on their cellular localization, NS2A
and NS4A are proposed to be involved in RNA replication (Mackenzie
et al., 1998).

Following translation and processing of the viral proteins, most of
the NS proteins associate to the 30-UTR of viral RNA to form a replica-
tion complex (RC) for RNA synthesis (Lindenbach and Rice, 2001).
RNA replication begins with the synthesis of a genome-length minus
strand RNA to originate a double-stranded RNA or replicative form
(RF). The minus strand RNA of the RF serves as a template for the
synthesis of genomic plus strand RNA, which takes place in the form of
a replicative intermediate (RI) consisting of multiple nascent plus
strands growing on an individual minus strand. Thus, viral RNA
synthesis is asymmetric, with a plus strand accumulation greater than
that of minus strand (Lindenbach and Rice, 2001).

A unique feature typical of Flavivirus infected cells is the extensive
proliferation and reorganization of rough and smooth cellular mem-
branes in the perinuclear region, leading to the formation of subcellu-
lar membranes structures where the different processes of the
multiplication cycle take place in a compartmentalized scheme. These
specialized membranous structures are called convoluted membranes/
paracrystalline arrays (CM/PC) and vesicle packets (VP) (Lindenbach
and Rice, 2001). The cleavage of the polyprotein by cellular signal
peptidase occurs in the ER lumen, while the remaining cleavages seem
to be performed at the CM/PC, where the viral protease complex NS3/
NS2B and NS4A colocalize (Westaway et al., 1997). In contrast, the
localization site of the RC for RNA replication is the VP, where the
proteins NS1, NS3, NS5, NS2A, and NS4A as well as the RF are
located, with the newly formed viral genomic RNAs oriented outward
and the RF located inside the vesicles (Mackenzie et al., 1999).

3. Assembly and Budding

Virion assembly begins with the association of the protein C with
genomic RNA on the cytosolic face of the ER membrane. Electron
microscopic studies have demonstrated that fully formed DENV vir-
ions appear within vesicles of the ER, suggesting that nucleocapsids
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acquire the envelope by budding from the ER membrane into the
lumen (Lindenbach and Rice, 2001). Later, particles are transported
through the secretory pathway to the cell surface for release.

The DENV virion is first assembled as an immature particle that
contains prM noncovalently associated with E in a heterodimeric com-
plex. During virion egress through the exocytic pathway, glycan
trimming and processing of E and prM takes place. These post-
translational modifications are essential for the proper folding of gly-
coprotein and the secretion of mature virions. Finally, prM is cleaved
by the Golgi enzyme furin to form the structural M protein and the pr
peptide, which is secreted to the medium (Murray et al., 1993; Stadler
et al., 1997). The apparent function of prM in the heterodimer is to
stabilize the pH-sensitive epitopes on the E protein and protect the E
protein from undergoing conformational changes during transport of
virions through the acidic compartments in the exocytic pathway. After
the late cleavage of prM, the pH-dependent fusion ability of E is
activated while the E homodimers are formed in virus particles before
their release from the cell.

VI. VIRAL INHIBITORS

There is no any specific antiviral therapy for DENV infections.
Supportive medical care and symptomatic treatment through hydra-
tion are the most important aids to patients and to improve survival in
the severe forms of disease. But, different classes of viral inhibitors
have been studied for their antiviral properties, largely in cell culture
systems due to the troubles with flavivirus animal models. The main
classes of compounds reported active against DENV in vitro infection
are presented in Table I.

A. In Vitro Studies

1. Inhibitors of Viral Binding and Entry

The blockade of virus binding is very valuable as an antiviral thera-
peutic strategy because it allows the establishment of a first barrier to
suppress infection. In fact, the functional significance of the initial
interaction of E protein and the target cell in DENVinfectivity has been
clearly indicated by reports demonstrating that soluble recombinant E
protein was able to inhibit DENV-2 infection and plaque formation on
mammalian cells (Chen et al., 1996; Chiu and Yang, 2003).
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TABLE I
IN VITRO ANTIVIRAL ACTIVITY OF VARIOUS CLASSES OF COMPOUNDS AGAINST DENV

Compound DENV serotype

Polyanionic substances

Heparin DENV-2a

Suramin DENV-2b

DL-galactan hybrids DENV-2c

�-, � /	-, and � /
-carrageenans DENV-2d

Polyoxotugstates DENV-2e

IMPDH inhibitors

Ribavirin DENV-1, -2, -3, -4f

Ribamidine analogues DENV-4g

Tiazofurin, selenazofurin, EICAR DENV-2h

Mycophenolic acid DENV-2i

VX-497 DENV-1j

OMP decarboxylase inhibitors

6-azauridine DENV-1, -2, -4k

Interferons

Interferon �, �, or � DENV-1, -2, -4l

Antisense oligonucleotides

C-5 propyne substituted DENV-2m

phosphorothioate oligonucelotides

�-glucosidase inhibitors

Castanospermine, deoxynojirimycin DENV-1n

N-nonyl-deoxinojirimycin DENV-2o

a Chen et al. (1997); Germi et al. (2002); Hung et al. (1999); Lin et al. (2002).
b Chen et al. (1997).
c Pujol et al. (2002).
d Damonte et al. (2002).
e Shigeta et al. (2003).
f Crance et al. (2003); Diamond et al. (2002); Koff et al. (1982); Markland et al. (2000).
g Gabrielsen et al. (1992).
h Leyssen et al. (2000).
i Diamond et al. (2002); Leyssen et al. (2000)
j Markland et al. (2000).
k Crance et al. (2003).
l Crance et al. (2003); Diamond and Harris (2001).
m Raviprakash et al. (1995).
n Courageot et al. (2000).
o Wu et al. (2002).
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Since the finding of highly sulphated HS as a putative primary recep-
tor for DENV, polyanionic compounds have turned attractive types of
candidates into inhibitors of DENV infectivity targeted to interfere with
the E–HS interaction. The effectiveness of heparin, a close structural
homologue of HS, and the polysulfonate pharmaceutical suramin to
competitively inhibit infection of Vero cells by DENV-2, as shown by
reduction of viral-induced cytopathic effects, was precisely in support of
the initial hypothesis of HS as DENV receptor (Chen et al., 1997). In
addition, these investigators determined that the minimum size struc-
ture of the polysulfate required to occupy the E protein binding site was a
heparin-derived decasaccharide,whichwas similar in potency to heparin
with IC50 (inhibitory concentration50%) values of 0.3 �g/ml. A structure-
activity relationship study carried out to examine theE-binding ability of
different heparin-like polyanions, including small polyanions, GAGs,
and persulfated GAGs, has confirmed the need of a minimum chain size
equivalent to the heparin decasaccharide as well as high-charge density
and structural flexibility for optimal interaction between the polyanion
and the E protein (Marks et al., 2001). Taking account of this information
may be helpful for the design of newDENVbinding/entry inhibitors with
maximum antiviral effectiveness.

Other investigators also confirmed the ability of heparin to prevent
DENV-2 binding to Vero cells (Germi et al., 2002) and BHK cells (Hung
et al., 1999). Data from Hung et al. (1999) indicated that blockade of
interaction with HS not only affected binding but also DENV penetration
and also showed for the first time the virucidal activity of heparin against
DENV-2. Direct incubation of the virions with this drug resulted in inacti-
vation of infectivity with still higher effectiveness than the blockade in
virus binding because the concentration required to inactivate 50%virions
was as low as 0.01 �g/ml (equivalent to 0.002 U/ml). This interesting
property may make this type of compound useful as a disinfectant.

WhetherHS isusedbyall four serotypes to bind tohost cellshasyet to be
demonstrated. A differential susceptibility of DENV serotypes to heparin
inhibition, however, has been shown: by virus yield reduction assay in
BHK cells, DENV-2was highly inhibited (IC50¼ 0.3–3 �g/ml, according to
viral strain) as previously reported for this serotype, but the suppression of
heparin on DENV-1, DENV-3, and DENV-4 was much less significant
(<50% reduction in virus yield up to 100 �g/ml heparin) (Lin et al.,
2002). At present, it is not known if this differential susceptibility is due
either to a poor replication of serotypes 1, 3, and 4 in cultured cells or to a
variation in receptor usage. DENV-2 is the better adapted virus to grow
in vitro, and it is the routinely used viral serotype in most biologic,
biochemical, and molecular studies. The certain chance of reinfection in
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humans by different viral serotypes with the consequent severe clinical
manifestationsmake the antiviral compoundagainstDENV to be effective
against the four serotypes mandatory.

Aside of heparinoids, the demonstration of anti-DENV activity was
extended to other types of polyanions with very promising results. Sul-
fated polysaccharides extracted from sea algae have been reported as
potent inhibitors of other HS-binding viruses, such as HSV, CMV, and
HIV (reviewed in Witvrouw and de Clercq, 1997; Damonte et al., 2004).
The effective compounds included galactans, agarans, carrageenans,
mannans, xylo-mannans, fucoidans, and fucans. Accordingly, diverse
structural types of homogeneous algal polysaccharides were assayed
and found effective to block DENV infection. A novel series of DL-galac-
tan hybrids extracted from the red seaweed Gymnogongrus torulosus

and the �-carrageenan 1T1, the �/	-carrageenan 1C3, and the �/
-type
1C1, from the seaweedGigartina skottsbergii inhibited the replication of
DENV-2 in Vero cells at concentrations that were up to 5000-fold lower
than the cytotoxic concentrations (Pujol et al., 2002; Damonte et al.,
2002). The compounds had no detrimental effects on cell viability or
growth in stationary or actively dividing cells. In addition, the lack of
significant anticoagulant properties was another advantage shown by
these DL-galactans and carrageenans when compared with heparin and
its derivatives. The main target for antiviral activity of these natural
polysaccharideswas virus adsorption, as expected, but interestingly they
also showed a variable level of direct inactivating effect on virions, with
virucidal concentration 50% values of 4.5–17.5-fold exceeding the IC50s
obtained by plaque reduction assay. An additional hallmark is the fact
that these selective antiviral polysulfates can be obtained from natural
sources, the sea algae, and thus they can be prepared andmade available
in large quantities at low cost. To this point, it must be noticed that both
homogeneous purified compounds as well as crude polysaccharide ex-
tracts are highly active and selective anti-DENVagents (Damonte et al.,
unpublished results).

Polyoxometalates are inorganic polyanionic substances formed prin-
cipally by an oxide anion and early transitional metal cations, such
as tungsten, molybdenum, antimony, vanadium, and others. The am-
monium 21-tungsto-9-antimoniate HPA-23 was one of the first com-
pounds of this class showing a wide spectrum of activity against DNA
and RNA viruses, including the flaviviruses DENV and Kunjin virus
(Bartholomeusz et al., 1994). Recently, polyoxotungstates substituted
with vanadium or titanium were found to be inhibitors of DENV-2
multiplication in Vero cells at IC50, ranging from 0.45 to 61.5 �M
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(Shigeta et al., 2003). Although not proven, polyoxotungstates are
suspected to mainly inhibit DENV binding.

Another class of molecules that may act as inhibitors of binding
are lectins, which block specific sugar residues in the envelope glyco-
protein involved in receptor interaction. The lectins concanavalin
A (which binds to �-linked terminal mannose residues) and wheat
germ agglutinin (which recognizes acetylglucosamine on N-linked gly-
cans) were inhibitors of DENV-2 by blockade of the viral binding
and penetration in BHK cells (Hung et al., 1999). The soluble ectodo-
main of the lectin DC-SIGN, a putative receptor for DENV in dendritic
cells, was also an inhibitor of virus infection (Navarro-Sanchez et al.,
2003).

Among probable early inhibitors of the replicative cycle of DENV,
two of the initial compounds studied more than two decades ago as
anti-DENV agents were amantadine hydrochloride and rimantadine
hydrochloride, known as blockers of influenza virus uncoating. Both
compounds were found to inhibit the multiplication of the four sero-
types of DENV in monkey LLC-MK2 cells, and the growth of DENV-2
in human and monkey peripheral blood leukocytes was also signifi-
cantly reduced in the presence of amantadine or rimantadine (Koff
et al., 1980, 1981). Maximal inhibition of DENV replication was ob-
served when the drugs were added immediately after adsorption, con-
firming an effect on the early entry/uncoating process. However, no
further studies about the efficacy of this type of drug against flavi-
viruses have been reported. More recent works with another type of
Flavivirus, JEV, have introduced the use of pharmacological agents
affecting the endocytic pathway as probable entry inhibitors. Chlor-
promazine, a neuroleptic drug with wide clinical use and an ability to
inhibit the clathrin-dependent endocytosis, affected productive JEV
infection in Vero cells without decreasing cell viability (Nawa et al.,
2003).

An important finding in the recent work about the DENV E protein
structure is the identification of a binding pocket than can accommo-
date a hydrophobic ligand, in particular the detergent �-N-octylgluco-
side added during crystallization bound to the pocket (Modis et al.,
2003). Mutations altering the pH of the E conformational change
necessary to trigger membrane fusion map to this pocket. This opens
new perspectives in the future search of DENV entry inhibitors be-
cause the pocket can be a potential site for small molecules, which
inserted at that position, might inhibit the conformational change
required for fusion and then block infection. This strategy may be
similar to that of WIN antipicornavirus compounds interacting with
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the canyon of the capsid to block the structural transition required for
virus entry (McKinlay and Pevear, 1992).

2. Inhibitors of Intracellular Virus Multiplication

The attempts to find antiviral substances able to block the intracel-
lular multiplication of DENV and flaviviruses in general have been
mainly focused on the screening of probable inhibitors of cellular
factors required for RNA synthesis, as has occurred for other
RNA viruses. One of the most investigated compounds for anti-DENV
antiviral effect is ribavirin. Ribavirin (1-�-D-ribofuranosyl-1,2,4-tria-
zole-3-carboxamide) is a guanosine analogue with a broad spectrum
of antiviral activity against RNA and DNA viruses. Three different
mechanisms for the in vitro antiviral activity of ribavirin have
been proposed. After phosphorylation to ribavirin 50-monophosphate,
the main interaction is a competitive inhibition of inosine monophos-
pate dehydrogenase (IMPDH); by blocking the conversion of IMP to
xanthosine monophosphate (XMP), a precursor molecule in the biosyn-
thesis of GTP and dGTP, ribavirin depleted the intracellular GTP pool
(Streeter et al., 1973). Ribavirin can also be phosphorylated to its 50-
triphosphate, and in this form, can affect either the initiation of viral
mRNAs or the elongation of viral RNAs by competitive inhibition of
mRNA-capping enzymes or viral polymerases, respectively (Gilbert
and Knight, 1986; Goswami et al., 1979). Another recently proposed
mechanism of action for ribavirin is its action as a mutagen, pushing
RNA viruses to a critically high mutation rate and driving the virus
population into the called ‘‘error catastrophe’’ (Crotty et al., 2000). The
high error rate of RNA viruses due to the low fidelity of RNA poly-
merases has been proposed as an evolutionary advantage, but a small
increase in the error rate, produced by ribavirin, may lead to a lethal
loss of genome viability and virus infectivity. It was shown that
the antipolio virus activity of ribavirin correlated with its mutagenic
effect, supporting that the primary mode of the drug’s action in
this system may be ‘‘error catastrophe’’ (Crotty et al., 2001). The mul-
tiple mechanisms of action of ribavirin also include in vivo indirect
immune-mediated activities (Tam et al., 2002).

Ribavirin has been used to treat human patients infected with
respiratory syncytial virus (reviewed in Wyde, 1998) and the arenavi-
rus Lassa virus (McCormick et al., 1986). In combination with inter-
feron �, ribavirin is also one of the current therapies approved for
treatment of chronic or acute hepatitis C virus infections (Davis et al.,
1998; McHutchison et al., 1998; Walker et al., 2003). In contrast,
the antiviral effect of ribavirin against DENV is very weak. Several
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investigators have reported the inhibitory effect in vitro of ribavirin
against the four serotypes of DENV in monkey kidney and human
hepatoma cell lines, but a high concentration of the compound was
required, and the selectivity was low in growing cells due to cytostatic
action (Crance et al., 2003; Markland et al., 2000; Koff et al., 1982;
Diamond et al., 2002). Similar results about a consistent but modest
in vitro antiviral action of ribavirin was reported for other members of
the genus Flavivirus, including the human pathogens YFV, JEV, and
West Nile virus (WNV) (Crance et al., 2003; Huggins et al., 1984;
Jordan et al., 2000; Neyts et al., 1996). The inhibitory effects were
completely reversed by the addition of exogenous guanosine, indicat-
ing that the antiviral effect of ribavirin in Flavivirus infected cells was
mainly exerted through competitive inhibition of IMPDH (Koff et al.,
1982; Neyts et al., 1996; Diamond et al., 2002).

Other competitive inhibitors of IMPDH were also assayed for anti-
viral effect onDENV, JEV, andYFVinfection. The evaluated substances
comprised compounds chemically related to ribavirin, such as analo-
gues of its 3-carboxamide derivative ribamidine, tiazole C-nucleoside
tiazofurin (2-�-D-ribofuranosyl-thiazole-4-carboxamide), selenium an-
alogue selenazofurin (2-�-D-ribofuranosyl-selenazole-4-carboxamide),
and the 5-ethynyl ribavirin analogue EICAR (5-ethynyl-1-�-D-ribofur-
anosyl-imidazole-4-carboxamide). Most of these compounds were found
to be equally or more potent antiviral agents against flaviviruses than
ribavirin, but they had a marked cytostatic effect (Gabrielsen et al.,
1992; Huggins et al., 1984; Leyssen et al., 2000; Neyts et al., 1996).

The importance of IMPDH as a target for flavivirus therapy was
confirmed through the evaluation of uncompetitive inhibitors of the
enzyme: the phenyloxazole derivative VX-497 ((S)-N-3-[3-(3-methoxy-
4-oxazol-5-yl-phenyl)-ureido]-benzyl-carbamic acid tetrahydrofuran-3-
yl-ester) showed modest antiviral activity against DENV (Markland
et al., 2000), whereas mycophenolic acid was a very potent inhibitor of
DENV, WNV, and YFV (Diamond et al., 2002; Morrey et al., 2002;
Neyts et al., 1996). MPA showed a 65-fold greater potency than ribavi-
rin against DENV-2 in human hepatoma cell lines, with IC50 values in
the range of 0.3 to 1.9 �M, and MPA also decreased the levels of virus
production more than 6 log. Because the inhibitory effects of MPA are
reversed by guanosine, its antiviral activity depends on its capacity to
deplete intracellular guanosine levels by inhibition of IMPDH. A quan-
titative RT-PCR assay demonstrated that MPA abrogated in vitro

DENV infection by preventing synthesis and accumulation of viral
RNA (Diamond et al., 2002). The morpholinoethylester of MPA, named
Mofetil, has clinical use as an immunosuppressive agent to prevent the
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rejection of transplanted organs (Lipsky, 1996). The high effectiveness
of MPA to block in vitro DENV infection (linked to the low toxicity
showed in humans by Mofetil) (Taylor et al., 1994) turn this drug into a
very attractive compound to treat human DENV infections. A serious
drawback to the perspective of therapeutic trials with MPA or its
derivatives, however, is given by the immunosuppressive potential of
the drug linked to the immunopathogenesis of DHF syndrome.

Several classes of nucleoside analogues targeted to other enzymes
in the nucleic acid metabolism have also been assayed as potential
DENV inhibitors. Among tested compounds, orotidine monophospha-
tase (OMP) decarboxylase inhibitorswere found themost active to block
flavivirus multiplication. OMP decarboxylase is an essential enzyme in
the pyrimidine metabolism for the conversion of OMP to UMP. The
inhibitors of OMP decarboxylase pyrazofurin (3-(�-D-ribofuranosyl)-4-
hydroxy-pyrazole-5-carboxamide) and 6-azauridine and derivatives
were endowed with antiviral activity against DENV-1, DENV-2,
DENV-4, YFV, JEV, WNV, and other flaviviruses, but they were also
endowed with cytostatic activity (Neyts et al., 1996; Morrey et al., 2002;
Crance et al., 2003).

Among nonspecific inhibitors of viral replication, the interferon sys-
tem represents the innate antiviral response provided by the host cell.
Interferons � and � are secreted by virus-infected cells and exhibit
antiproliferative, antiviral, and immunomodulatory properties. IFN-�
is secreted by activated T lymphocytes and NK cells and has antiviral
activity directly through the induction of diverse molecules and indi-
rectly through enhanced antigen presentation and the induction of
apoptosis. The effects of the different types of interferons on in vitro

DENV infection were studied. Recombinant interferon � was found to
be a very selective inhibitor of DENV-1, DENV-2, and DENV-4 replica-
tion on Vero cells, with IC50 values in the range of 10.6 to 16.9 UI/ml
and selectivity indices greater than 500 in quiescent and growing cells
(Crance et al., 2003). Diamond et al. (2000) demonstrated that the
infection of human cells, including hepatoma cells, primary fibroblasts,
erythroleukemic cells, and myeloid cells, by DENV-2 was prevented by
pretreatment of cells with interferon � or �. The protection was exerted
on both antibody-independent and antibody-dependent pathways of
human cell infection. Interferon � had a more variable effect because
it inhibited antibody-independent infection with lower efficacy than
interferon � or �, but it had irrelevant inhibitory effect or enhanced
antibody-dependent infection. These results are in agreement with the
controversial role of interferon � in pathogenesis of DENV infection
proposed by different studies (Rothman and Ennis, 1999).
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Several experimental approaches demonstrated that interferon �

and � prevented DENV infection by inhibiting the translation of the
input strand of viral RNA, probably disrupting a step subsequent to
the binding of ribosomes and the initiation of translation (Diamond
and Harris, 2001). The mode of anti-DENV effect appeared indepen-
dent of the interferon-induced protein kinase activated by double-
stranded RNA (PKR) and would be a novel mechanism for interferon
action. Previously, the only suggested mechanisms for the inhibition of
the Flaviviridae members by interferon acted through the production
of nitric oxide in JEV infection (Lin et al., 1997) and PKR in HCV
infection (Gale et al., 1997). Due to the blockade of an early stage in
DENV life cycle, interferon protection was restricted to de novo viral
infection but could not impede an established infection (Diamond et al.,
2000). Interestingly, the effect of interferon on a superinfecting DENV
of a different serotype was assessed: when DENV-2 infected cells were
exposed to interferon and then superinfected with DENV-4, the repli-
cation of the superinfecting serotype was abolished (Diamond and
Harris, 2001).

Given the higher efficacy of the combined therapy with interferon �

and ribavirin for hepatitis C treatment in comparison to the mono-
therapy with either interferon � or ribavirin alone, the in vitro combi-
nation of these two drugs was considered for other members of
Flaviviridae. The analysis of the combination of interferon � and
ribavirin revealed synergistic interactions against YFV as well as the
pestivirus bovine viral diarrhea virus (Buckwold et al., 2003).

In the intracellular stage of DENV replicative cycle several targets
related to RNA synthesis seem to be adequate for chemoterapeutic
strategies (Section V.B.2). In recent years, the rationale design of
drugs directed to those specific viral targets appears as an expanding
approach to find specific antiviral compounds for any viral agent.
These DENV targets include RNA-dependent RNA polymerase activi-
ty (in NS5) to prevent RNA strand elongation; putatives RNA tripho-
sphatase activity (in NS3) and methyltransferase activity (in NS5) to
prevent RNA capping; and RNA helicase-NTPase activity (in NS3)
to prevent unwinding of RNA strands. In addition, conserved struc-
tures in the UTR regions of genomic RNA are probably involved in
initiation and/or regulation of RNA synthesis.

An antiviral assay based on the measure of the RNA-dependent RNA
polymerase activity from extracts of DENV infected cells has been
developed and proposed to test the specific inhibitory activity on
RNA synthesis of potential anti-Flavivirus agents (Bartholomeusz
et al., 1994). A molecular approach to screen for molecules that block
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the intramolecular interaction between the putative domains of the
RNA-dependent RNA polymerase of DENV NS5 as well as the inter-
molecular interaction between NS5 and the helicase NS3 has also been
recently intended, reporting a modified yeast two-hybrid assay to
quantify the strength interaction between two protein domains and
the alteration in this interaction by specific inhibitors (Vasudevan
et al., 2001). On this line of rationale design of antiviral molecules,
molecular modeling studies have lead to the synthesis of heterocycles
as well as nucleoside and nucleotide analogues, directed toward
the potential inhibition of the NTPase/helicase activities of other mem-
bers of Flaviviridae, including West Nile virus (WNV), JEV, and HCV
(Borowski et al., 2002; Zhang et al., 2003). These studies have shown
that the ATPase and helicase activities of WNV and HCV seem to be
uncoupled and thus may be modulated independently from each other
by a mechanism operating on the level of the enzyme. In particular, the
imidazo [4,5-d] pyridazine derivative HMC-HO4 was found to inhibit
WNV replication in cell culture with similar potency as the inhibition
of the helicase activity of the viral enzyme (Borowski et al., 2002). The
selective inhibition of the unwinding activity of the NTPase/helicase
of WNV is an initial finding for the development of a specific chemo-
therapeutic strategy for flaviviruses. Much research, however, is still
needed to generate enough information and be able to design drugs
specifically targeted to the different motifs of viral enzymes involved in
RNA synthesis.

The serine protease domain of NS3 protein is also believed to be a
main target for antiviral therapy, given its central role in the replica-
tive cycle to produce the individual viral polypeptides. The protease of
DENV has been cloned and expressed, and site-directed mutagenesis
has been used to study the residues in the catalytic site (Valle
and Falgout, 1998), a starting point to design peptidomimetics to block
the enzyme. No studies about inhibitors targeted to DENV protease,
however, have been reported.

Another selective antiviral approach based on gene targeting through
short oligonucleotides has received increasing attention in the last years.
Antisense oligonucleotides are generally considered as inhibitors of
viral mRNA translation because of their ability to form duplexes with
complementary sequences of the viral mRNA. For DENV, the duplex is
directly formed with the input viral genome. This strategy was assayed
against DENV-2 infection of LLCMK/2 cells by microinjection of three-
classes of antisense oligonucleotides targeted to five different regions
along DENV-2 genome (Raviprakash et al., 1995). Unmodified phospho-
diester oligonucleotides as well as the corresponding phosphorothioate
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oligonucleotides, in which an oxygen atom in the phosphodiester linkage
is replaced by a sulfur atom, were found ineffective to inhibit DENV-
2 replication. These results are in accordance with the negative results
reported by Tolou et al. (1996) for phosphorothioate oligonucleotides
targeted to different regions of the DENV genome. By contrast, novel
modified phosphorothioate oligonucleotides with the C-5 of uridines and
cytidines replaced by propynyl groups caused a significant viral inhibi-
tion. Among the five target regions tested along the DENV genome,
antisense oligonucleotide directed against the 50-sequence spanning the
translation initiation region of the viral genome was the most effective
inhibitor, followed by the antisense oligonucleotide directed against a
target in the 30-UTR (Raviprakash et al., 1995). Many features of anti-
sense oligonucleotide technology concerning the optimization of bioavail-
ability, cellular permeation or delivery system, intracellular stability to
nuclease degradation, and specific and greater affinity for the target
sequence still remain to be addressed, however.

3. Maturation Inhibitors

The post-translational glycosylation processing of viral glyco-
proteins has been pursued as a target for chemotherapeutic interven-
tion in enveloped viruses (Mehta et al., 1998). During the synthesis of
N-linked glycoproteins, the oligosaccharide core Glc3Man9GlcNAc2
added to the growing polypeptide in the ER is then modified by en-
zymes in the ER and the Golgi to originate the high mannose and
complex structures found in glycoproteins. The processing events
involve the sequential trimming of the glucose residues on the precur-
sor by two enzymes: �-glucosidase I removes the terminal glucose, and
�-glucosidase II removes the remaining glucoses. Several iminosugar
derivatives are inhibitors of �-glucosidases, preventing the glucose
trimming, and have been reported to have antiviral effects on DENV.
Castanospermine (CST) and deoxynojirimycin (DNJ) reduced the
production of infective particles of DENV-1 in neuroblastoma cells in
a dose-dependent manner without affecting cell integrity (Courageot
et al., 2000). The inhibition of glucose trimming affected the correct
folding of glycoproteins prM and E without preventing the heterodi-
meric association, but the complexes prM–E appeared to be unstable,
leading to a blockade in particle assembly and a nonproductive
infection. The iminosugar N-nonyl-DNJ (NN-DNJ), a 9-carbon alkyl
derivative of DNJ, was also found to suppress the multiplication of
DENV-2 in BHK cells due to an interference in the interaction of
the untrimmed glycoproteins with the ER chaperone Calnexin (Wu
et al., 2002).
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Based on the differential susceptibility and selectivity shown by
enveloped viruses to glucosidase inhibitors, it has been proposed that
viruses acquiring their lipid envelopes and glycoproteins from intra-
cellular membranes, such as ER and Golgi, may be extremely depen-
dent on the ER glucosidases (Block and Jordan, 2002). As shown, the
morphogenesis and release of viruses like DENV from infected cells
are prevented with concentrations of glucosidase inhibitors having
little or no toxicity to the cell, indicating a major effect of inhibitors
on viral glycoprotein secretion with respect to host-cell glycoproteins.
In addition, in a mouse model of lethal challenge by infection with JEV,
oral delivery of NN-DNJ at a dose of 200 mg/kg/day increased the
survival rate to 47% compared to 7% for the untreated group (Wu
et al., 2002), opening good perspectives for this type of compound.

4. Other Miscellaneous Inhibitors

A new potential pharmacological target for the control of Flavivirus
infection is the inhibition of virus replication through the prevention of
virus-associated apoptosis of infected cells. DENV has been shown to
induce infected cells to undergo apoptotic cell death, one of the me-
chanisms responsible for the severe cytopathic effects induced by
DENV in some infected cells (Avirutnan et al., 1998; Despres et al.,
1998). Liao et al. (2001) demonstrated that aspirin and its metabolite
sodium salicylate, a commonly prescribed drug with wide pharmaco-
logical activities, at 1–5 mM concentrations compatible with the
amount in the sera of patients undergoing anti-inflammatory therapy,
specifically inhibited JEV and DENV-2 replication as well as virus
induced apoptosis in infected BHK cells. The mechanism by which
salicylates suppress flavivirus infection seems to involve a specific
p38 mitogen-activated protein (MAP) kinase inhibitor. This in vitro

result is not easily transferred to the in vivo situation because it is
known that salicylates exert a notorius antiplatelet function originat-
ing an increase in bleeding time, a collateral effect totally contraindi-
cative for DHF or DSS patients. Aside from these considerations, this
study has identified an interesting point to combat DENV infections.

The search for compounds with antiviral activity against flavi-
viruses in natural sources has not been limited to the mentioned
sulfated polysaccharides extracted from seaweed. Screening studies
about the antiviral effect on DENV of several natural products have
increased in recent years with positive results. Aqueous extracts
of neem (Azadirachta indica Juss) leaves, traditionally used as cura-
tive against certain fungal and bacterial diseases, exhibited a pro-
tective effect against the infection of C6/36 cells with DENV-2 in
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a dose-dependent manner, probably through inhibition of an early
stage of virus replication (Parida et al., 2002). Antiviral activity
against DENV was also exhibited by chemically characterized plant
and marine products of diverse structure: two metabolites named gym-
nochrome D and isogymnochrome D isolated from the marine inverte-
brate crinoid Gymnocrinus richeri exerted a dose-dependent inhibitory
effect in vitro on DENV-1 (Laille et al., 1998); the flavonoids glabranine
and 7-O-methyl-glabranine isolated from theMexican plants Tephrosia
sp were highly potent anti-DENV-2 compounds (Sánchez et al., 2000),
and the essential oils extracted from the aromatic plants Artemisia

douglasiana and Eupatorium patens of Argentina displayed virucidal
activity against suspensions of DENV-2 (Garcı́a et al., 2003). The
precise mode of action of these compounds is not yet fully elucidated,
but the results obtained in these few studies indicate good perspectives
for products of natural origin that are nontoxic and inexpensive to
treat millions of people suffering from DENV diseases worldwide,
particularly in Third World countries.

B. In Vivo Systems

The limitations of the available animal models of DENV infection
have restricted the adequate in vivo evaluation of compounds with
in vitro proved antiviral activity. Primates can be infected with DENV
and develop a measurable viremia after inoculation, but they do not
develop the disease signs that occur in humans. In addition, the cost
and the restricted availability of these animals strongly limit their use
for antiviral trials. Rodents are effectively infected only by intracere-
bral inoculation, causing encephalitis, which is not a feature of the
human disease. Peripheral inoculation of immunocompetent or severe
combined immunodeficient (SCID) mice with DENV does not cause
disease.

As a consequence, at present there are no very exciting reports of
compounds exhibiting effective antiviral action in vivo. The efficacy
of ribavirin against DENV infection could not be demonstrated in
animal experimental infections. Prophylactic treatment of rhesus
monkeys infected with DENV-1 had no significant effect on the level
and duration of viremia (Malinoski et al., 1990). In BALB/c mice, the
intraperitoneal administration of ribavirin had no effect on the surviv-
al of animals intracerebrally inoculated with DENV-2, but intraperito-
neal treatment with ribavirin 20,30,50-triacetate, a lipophilic analogue
of ribavirin, caused a significant increase in survival time and
rate (Koff et al., 1983). Ribavirin was also not effective in the course
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of YFV infection in monkeys (Huggins, 1989). In contrast, interferon
and interferon inducers were found active in experimental infections
with several flaviviruses, including YFV infection in monkeys
(Stephen et al., 1977), St. Louis encephalitis virus infection in mice
(Brooks and Phillpotts, 1999), JEV infection in mice and hamsters
(Taylor et al., 1980), and Modoc virus infection in mice (Leyssen et al.,
2003). Although a very effective inhibition against DENV in vitro

infection is exerted by interferon, the use of interferon and interferon
inducers is a point of discussion, as the pathogenesis of DENV-induced
disease, particularly DHF and DSS, is not totally elucidated (Rothman
and Ennis, 1999).

Several attempts were made to establish a small murine model
for DENV infection by peripheral inoculation; the presently reported
DENV animal models consist of:

. SCIDmice reconstituted with human peripheral blood lymphocytes
(hu–PBL–SCID mice); after intraperitoneal infection with DENV-1,
only some of these mice showed sensitivity to DENV-1 (Wu et al.,
1995).

. SCID mice engrafted with human erythroleukemia K562 cells
(K562–SCID mice); infection of the abdominal mass tumor with
DENV-1 to DENV-4 serotypes produced neurological signs of
paralysis and variable levels of mortality rates (Lin et al., 1998)

. SCID mice transplanted with the human hepatocarcinoma HepG2
cells; after infection with DENV-2, the animals showed some
clinical, haematological, histopathological, and virological
similarities to human DENV infection (An et al., 1999).

. Mice lacking the interferon�/� and interferon� receptorgenes (AG129
mice); the intraperitoneal administration of DENV-2 produced
disease, virus replication, and death (Johnson and Roehrig, 1999).

There are still no reports about the evaluation of probable anti-
DENV agents in any of these murine models, probably due to the
complexity of their management.

Another alternative proposal is the use of the virus Modoc (MODV)
as a surogate system to evaluate antiviral strategies against human
flaviviruses. MODV is a murine virus belonging to the nonvector clus-
ter of the genus Flavivirus, with sequence similarity to arthropod-
borne flaviviruses. Models of infection with MODV have been
described in SCID mice and hamsters by peripheral routes, inducing
encephalitis and mortality (Leyssen et al., 2001). The final testing of
the antiviral compound in an animal model with the human virus
DENV cannot be avoided.
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VII. STRATEGIES FOR VACCINE DEVELOPMENT

Several promising vaccine candidates are currently in human clini-
cal trials, but up to date, there are no commercial vaccines available for
dengue. Although there have been many efforts over the last six
decades to produce a vaccine, progress has been slow. One of the
reasons for this delay is the already mentioned lack of good animal
models to study DF and DHF. Thus, the development of safe and
potent vaccines still represents a challenge for the coming years (re-
viewed in Cardosa, 1998; Jacobs and Young, 2003; Pugachev et al.,
2003; Pang, 2003).

Recent studies about the immune response elicited by DENV point-
ed out the importance of the immune system in the control of infection
but also its probable involvement in pathogenesis, as seen previously
(Morens, 1994). Hence, vaccines should induce well-balanced immune
responses with the production of specific antibodies against the virus
as well as encourage cellular immunity; vaccines should avoid unde-
sirable effects that are associated with such immune responses (Baize
et al., 2001). Any reliable dengue vaccine must provide complete pro-
tection against not just one but all four serotypes (Guzman, 1998).
Immunity acquired from natural infection is specific for each serotype,
and as many as three different serotype infections have been reported
in one individual. For this reason, a tetravalent vaccine may likely be
needed (Kinney and Huang, 2001; Lopez Antunano and Mota, 2000).

Different strategies for the development of dengue vaccines include
live attenuated and inactivated viruses, recombinant subunits, protein
expression in Escherichia coli, recombinant baculoviruses, recombi-
nant poxviruses, chimeric viruses derived from infectious cDNA clones
of DENV, and naked DNA vaccines.

Live attenuated vaccineswere first tested inmonkeys (Angsubhakorn,
1994; Halstead et al., 1984; Marchette et al., 1990). These vaccines
stimulated the production of neutralizing antibodies and also con-
ferred protection to the vaccinated animals against challenge with
homologous and heterologous strains of DENV. Because of their safety
and avirulence in monkeys, live vaccines were recommended for
human trials. Although investigations into dengue vaccines have been
supported by the WHO for the past 20 years, only in the late 20th
and early 21st centuries were live attenuated vaccines tested in hu-
man volunteers (Dharakul et al., 1994; Edelman et al., 1994; Rothman
et al., 2001; Vaughn et al., 1996;). Currently, two tetravalent live
attenuated vaccines developed in Thailand and the United States are
in phase II clinical trials. The Thai project, initiated in 1976, was
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originally developed at Mahidol University, Bangkok, and is licensed
to Aventis Pasteur of Lyon, France (Bhamarapravati and Sutee, 2000;
Sabchareon et al., 2002). Safety and efficacy trials are ongoing and
show that the vaccine is safe and protects up to 90% of recipients from
all four serotypes. The second dengue tetravalent live attenuated vac-
cine was developed at the Walter Reed Army Institute of Research in
Silver Spring, Maryland, and is licensed to Glaxo Smith Kline Biolo-
gicals in Rixensart, Belgium (Halstead and Deen, 2002). Both vaccines
are based on living, weakened DENV, selected by growing all
four serotypes in nonhuman tissue cultures (Alvarez et al., 2001;
Petricciani, 1976). Initial results obtained in phase I and II trials have
raised two major concerns: adverse reactions, although mild with
monovalent vaccines, were more frequent and significantly more se-
vere with a tetravalent vaccine, and when the tetravalent formulation
was administered, neutralizing antibodies were predominantly direct-
ed against DENV-3. Other live attenuated candidate vaccines are
being created in which virulence genes are deleted (Durbin et al.,
2001; Whitehead et al., 2003). A low level of reactogenicity and a high
degree of immunogenicity were observed in adult human volunteers.

On the other hand, an approach used to overcome the problem of
safety and reversion to virulence of the attenuated vaccines is the
use of killed vaccines. The infectious agent is inactivated using differ-
ent methodology (chemical inactivation or radiation) so that it cannot
replicate in the host, without altering the immunogenicity of the
protective antigens (Putnak et al., 1996). Experiments carried out with
inactivated DENV-2 demonstrated that the virus retained its antige-
nicity and was immunogenic in mice and rhesus monkeys, eliciting
high titers of DENV-2 neutralizing antibodies. Moreover, mice were
completely protected against challenge with the virulent virus,
and monkeys showed absence or a significant reduction in viremia
after challenge with homologous virus. Some drawbacks of inactivated
vaccines are that they are not very immunogenic, so they need to
be combined with adjuvants to improve their efficacy, and also an
incomplete inactivation may cause a field outbreak of the disease.

A different approach for protecting people who live in an endemic
area of developing countries is using synthetic flavivirus peptides that
may be introduced into human skin using a lotion containing peptides
(‘‘peplotion’’) and substances capable of enhancing the penetration to
reach Langerhans cells (Becker, 1994). The peptide-treated Langer-
hans cells are able to migrate and induce the cellular immune response
in the lymph nodes (Taweechaisupapong et al., 1996). In this way,
the priming of CD8þ cytotoxic T cells may provide cellular immune
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protection from infection without inducing the humoral immune
response, which can lead to the shock syndrome in DF patients.

As mentioned, a rapid growth on molecular knowledge on flaviviruses
has registered in the last decade.On the basis of this information, several
potential recombinant subunit vaccines are being developed and appear
to be effective experimentally (Konishi and Fujii, 2002; Simmons et al.,
2001; Venugopal and Gould, 1994). Various expression vectors are being
used, including E. coli (Srivastava et al., 1995), baculovirus (Chan et al.,
2002; Feighny et al., 1994; Qu et al., 1993; Velzing et al., 1999), and
vaccinia virus (Falgout et al., 1990; Hahn et al., 1990; Parrish et al.,
1991). Moderate levels of neutralizing antibodies and anamnestic re-
sponse after challenge with DENV were achieved in mice and monkeys.
Unfortunately, no satisfactory results have been obtained in humans.

Several studies are ongoing to develop dengue vaccines using anti-
gens from structural proteins, particularly the E and the prM proteins
as well as the nonstructural proteins NS1 and NS3, with recombinant
DNA technology (Bray et al., 1996; Butrapet et al., 2002; Chen et al.,
1995; Huang et al., 1999, 2000). In this respect, the YFV 17D vaccine
has been used as a backbone to generate chimeric viruses into which
prM and E genes of the four DENV serotypes could be inserted
(Caufour et al., 2001; Chambers et al., 2003; Guirakhoo et al., 2002;
van der Most et al., 2000). The E protein of the chimeric virus contains
protective antigens of DENV, while the remaining part of the viral
genome remains YFV and is responsible for replication. The chimeric
virus replicates inside cells at a rate similar to YFV 17D. The advan-
tage of the approach is that strong immunity results only to the target
DENV and not to YFV. High replication efficiency, genomic stability,
attenuation phenotype, and induction of protective immunity in mice
and monkeys suggest that this approach may result in safer, live-
attenuated, controlled vaccines. The Chimerivax platform (developed
by Acambis of Cambridge, UK) has been used to construct chimeric
JEV and DENV that are in different phases of development. (Barrett,
2001; Monath et al., 2002). Although attenuated live virus vaccines are
promising, more study is needed.

Another type of dengue vaccine to enter clinical trials was developed
using what is known as naked DNA technology (Chang et al., 2001;
Kochel et al., 2000; Konishi et al., 2000; Putnak et al., 2003; Raviprakash
et al., 2001). This vaccine differs from attenuated vaccines in that it does
not introduce the virus into the host body but only introduces its DNA.
Vaccination with naked DNA mimics the immune response following
natural infection, with the induction of virus neutralizing antibodies
and MHC class I and II restricted cell-mediated immune responses.
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Recently, a gene shuffling (Molecular Breeding) approach developed by
MaxyGen is being explored under a collaborative development agree-
ment for producing a tetravalent dengue DNA vaccine using a single
plasmid construct (Stemmer, 2002).

Strategies for optimizing the DNA vaccines include the testing of
different delivery devices that may augment the immune response
(Peachman et al., 2003; Trimble et al., 2003). Animals vaccinated with
the Biojector device, which delivers DNA more efficiently to dendritic
skin cells, tended to maintain higher antibody levels than those vacci-
nated with needle and syringe. The gene gun was also evaluated in
rhesus macaques for the delivery of smaller doses of DNA (1–2 �g),
resulting in the induction of low-titered neutralizing antibodies and
complete to partial protection. It was suggested that low antibody
titers following three inoculations might indicate an important role
for T cell immunity in protection with the DNA vaccines. The potential
advantages of DNA vaccines are that infectious viruses do not need to
be used, the vaccines are easy to produce, and they are relatively
stable. There is a safeguard in that the vaccine cannot revert in the
host body, causing a full-blown infection. However, the naked DNA
vaccine is not yet robust and may not provide sufficient immunity.
Other concerns include risk of damage to human chromosomes, result-
ing in cancer, as well as risk of an anti-DNA response, resulting in
autoimmune disorders.

In November 2002, a meeting of the Task Force on Clinical Trials of
Dengue Vaccines, which was part of the Initiative for Vaccine Research
(IVR) and was cosponsored by the Pediatric Dengue Vaccine Initiative
(PDVI), provided recommendations and guidance in the areas of vac-
cine development and testing. Some recommendations were (i) estab-
lishing banks for vaccine testing reagents; (ii) supporting development
of better correlates of protection, animal models (e.g., primate testing),
and the human challenge model; (iii) promoting more studies in
the area of immune correlates of protection (e.g., T cell responses and
antibody responses after vaccination and natural infection); (iv)
providing standard reagents (sera and viruses) for measuring antibo-
dies against dengue and RNA standards for measuring flavivirus bur-
den by PCR methods; and (v) establishing standards for tetravalent
dengue vaccines as well as setting up vaccine working groups (WHO,
2003). In the same way, the WHO proposed a set of guidelines for
the production and quality control of live attenuated dengue vaccine
(LAV) candidates. These guidelines should cover all LAV made by
classical and molecular approaches, including virus characterization
(e.g., sequence, attenuation markers) for master and production seeds,
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permissible residual levels of cellular DNA for vaccines produced in
certified Vero cells, and the stability (e.g., thermostability) of vaccine
products (WHO, 2002, 2003).

VIII. CONCLUDING REMARKS

Even though the global incidence of DF and DHF occurring in the
last decades has increased these diseases still remain largely neglected
in that there are no specific vaccines or chemotherapy regimens for
their prevention and treatment. The fact that most of the millions of
people infected regimens with DENV-associated diseases inhabit
Third-World countries is certainly a reason for addressing the neglect.
However, scientists are starting to remedi this problem, and research
is being devoted to improving the knowledge of the structural charac-
teristics of virion components as well as the intimate mechanisms of
the DENV replication cycle, which is key information for chemothera-
peutic intervention. As reviewed in this chapter, the life cycle of DENV
presents a series of stages representing potential targets for antiviral
drug discovery. The in vitro screening of diverse classes of compounds
allowed the identification of effective inhibitors of the initial viral
binding and entry, the intracellular processes of translation, transcrip-
tion and genome replication, and the late steps of virion maturation.
Furthermore, data on the crystal structure of virion E glycoprotein and
the active domains of Flavivirus crucial enzymes such as protease,
RNA polymerase, and helicase, are starting to be obtained and will
allow the rationale design of drugs to block these biomolecules. Inten-
sive research has also been focused on the design of chimeric viruses or
naked DNA to obtain a safe vaccine that will protect against the four
serotypes of DENV. In addition, new small animal models have been
developed to overcome the current limitations for the in vivo testing of
promising in vitro DENV inhibitors or candidate vaccines. Altogether,
these different approaches seem to guarantee a better future perspec-
tive to combat infections with DENV and members of Flavivirus in
general.
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I. INTRODUCTION

Bacteriophage T4 is a double-stranded DNA (dsDNA) contractile-
tailed virus that infects the Escherichia coli strains. The T4-like sub-
group of Myoviridae (Ackermann, 1999) is widely spread, propagates
on a broad range of bacterial hosts that grow in diverse environments,
and represents one of the most numerically abundant genetic do-
mains in the biosphere (Brussow and Hendrix, 2002). Studies of the

1 Dedicated to Professor Eduard Kellenberger on occasion of the 50th anniversary of
his pioneering research on bacteriophage T4 structure and morphogenesis.
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evolution of the phages and their impact in natural ecosystems are
now flourishing (Hendrix, 2002; Hendrix et al., 1999; Wommack and
Colwell, 2000).

During the past five decades, bacteriophage T4 has provided an
experimental model system for combining genetic, biochemical, and
structural research to understand the mechanisms controlling assem-
bly and morphogenesis of complex biologic systems and viruses
(Kellenberger, 1966, 1980, 1990; Wood, 1980). The principles realized
in the T4 assembly can be encountered in a broader range of cell
biology processes, including cytoskeleton biology, signaling pathways,
transcription, protein trafficking, and assembly of other viruses.

The AT-rich (65.5%) T4 genome of 168,903 bps has 289 open reading
frame encoded proteins, 8 t-RNA genes, and at least 2 other genes that
encode small but stable RNAs of unknown function (Kutter et al., 1993;
Miller et al., 2003). More than 150 T4 genes have been characterized
by genetic analysis or by the analysis of cloned gene products, but only
62 genes are ‘‘essential’’ under standard laboratory conditions.

Among known viruses studied on the molecular level, the virion of
bacteriophage T4 is extremely structurally complex (Fig. 1). The T4
virion is built by more than 1500 protein subunits that represent about
50 different gene products. Of these, 24 gene products are involved
in the head assembly, 22 in the tail assembly, and 6 in formation of
the tail fibers. More than 10 other genes code for scaffolding, which
involves catalytic and chaperone-like proteins that assist in protein
folding and protein assembly but that are not present in the assembled
infectious virion particle. The mature T4 particle consists of a 1150-Å
long and 850-Å wide prolate head encapsidating a single molecule of
genomic dsDNA; a 1000-Å long and 210-Å diameter contractile tail
formed on a 500-Å diameter baseplate; and six long tail fibers (LTFs)
of 1450 Å attached to the baseplate (Eiserling and Black, 1994). Bacte-
riophage T4 assembly occurs by one of themost complex processes so far
extensively characterized at the molecular level using a combination of
electron microscopy, genetics, and biochemical approaches. As was es-
tablished a long time ago, a T4 head, a tail, LTFs, and whiskers are
assembled via four independent pathways and joined together to form a
mature infectious virion (Edgar and Lielausis, 1968; Wood et al., 1968).
Many of the steps in the T4 assembly could proceed by complementation
in vitro, with production of infectious particles when extracts of the
mutant-infected cells that produce different phage components are in-
cubated together (Edgar andLielausis, 1968; Edgar andWood, 1966). In
addition, phage components isolated from one mutant could be assayed
for ability to complement each other to correct the defective function.
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FIG. 1. Electron micrographs of negatively stained bacteriophage T4-related particles:
(A) Purified phage T4 tails. (B) Mature bacteriophage T4 with extended tail. (C) Mature
phage T4 treated with 5 M of urea, causing the tail to contract. (D) Bacteriophage T4
hoc�-soc� giant particle. (E) Bacteriophage T4 proheads, the so-called �-particles (Aebi
et al., 1974), consisting of an inner core predominantly made of gp22 and an outer shell
made of gp23. (F) A 21am–23ptg–can giant T4 prohead. (G) A 21am–22am superlattice-
type prohead. (H) Hybrid unexpanded/expanded gp23* polyhead after limited proteolysis
with gp8 protease. Scale bar: 100 hm (A–H). From Müller et al. (1994).
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Most of the T4 genes that code structural proteins are expressed
during the latter half of the infectious cycle, and they are largely
clustered. Because all proteins of the T4 particle are synthesized si-
multaneously, the order of their assembly cannot result from the
temporal regulation of gene products synthesis but must be controlled
at the level of protein interaction (Kellenberger, 1976). The level of
finished T4 parts does not appear to exert feedback controls on their
production level or on the production of other components. Instead, the
T4 genetic system appears to be settled to produce components in
fixed relative amounts with tails and tail fibers in excess over heads,
presumably maximizing the probability that assembled heads contain-
ing the genomic DNA will become converted to infectious particles
(Wood, 1980).

Recent breakthroughs in X-ray crystallography and cryo-electron
microscopy (Adrian et al., 1984; Dubochet et al., 1988; Rossmann
et al., 2001) have made it possible to extend the structural knowledge
of T4 to a higher resolution. Success of Michael Rossmann’s laboratory
in determining the atomic structures of a number of T4 virion proteins,
such as gene product (gp) whiskers antigen control (wac) or fibritin
(Strelkov et al., 1997, 1998; Tao et al., 1997), gp8 (Leiman et al., 2003),
gp9 (Kostyuchenko et al., 1999), gp11 (Leiman et al., 2000), gp5–gp27
complex (Kanamaru et al., 2002), and Mark van Raaij’s group success
in solving the gp12 structure (Thomassen et al., 2003; van Raaij et al.,
2001) provided insight into the processes that link the initial recog-
nition of the tail fibers of the host receptors with the subsequent
injection of the viral DNA into the host. Latest developments in cryo-
electron microscopy and three-dimensional (3-D) image reconstruct-
ion (Kostyuchenko et al., 2003) have explained further the regulation of
the T4 assembly pathways and the functioning of infection machinery.

The stepping stones for this review are the chapters of Kellenberger
(1990), Black et al. (1994), Coombs and Arisaka (1994), Wood et al.
(1994), and Leiman et al. (2003), and Rossmann et al. (2004). This
review aims to summarize briefly the current knowledge of the T4
structure and assembly pathways and to point out the most significant
recent results in this area. Furthermore, as the chapter author, I will
concentrate on the T4 head structure present data on the individual T4
proteins whose spatial structures were successfully solved recently
by X-ray crystallography at atomic resolution. Finally, I attempt to
describe the quasi-atomic structure of the T4 baseplate, a multiprotein
nanomachine, which controls host-cell recognition and attachment, tail
sheath contraction, and viral DNA ejection into cell. The T4 baseplate
employs a novel structural element, a rigid molecular cell-puncturing
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device that contains a lysozyme domain. Its functions are to penetrate
the outer cell membrane and to disrupt the peptidoglycan layer for
subsequent injection of viral DNA into the host cell.

II. BACTERIOPHAGE T4 HEAD STRUCTURE AND ASSEMBLY

A. Structure

The head of phage T4, or capsid, represents geometrically an elon-
gated icosahedron composed of more than 3000 protein subunits en-
coded by at least 12 gene products (Table I). This prolate wild-type
capsid of triangulation class T ¼ 13 laevo is elongated along a fivefold
axis of symmetry (Aebi et al., 1974). The T value represents the num-
ber of elementary triangles of the underlying hexagonal net required

TABLE I
PROTEIN COMPOSITIONS OF THE T4 PROHEAD AND MATURE HEAD

a

Prohead Head

Gene
Length
(aa)

Copy
no

Length
(aa)

Copy
no Location

23 521 930 422 930 Major capsid protein

20 524 12 524 12 Portal vertex

24 427 55 407 55 Fivefold vertices

soc 80 0 80 810 Outer capsid surface

hoc 376 0 376 155 Outer capsid surface

22 269 576 cleaved — Internal (scaffold)

21 212 72 cleaved — Internal (scaffold)

IPIII 194 370 cleaved — Internal (scaffold)

IPI 95 360 cleaved — Internal (scaffold)

IPII 100 360 cleaved — Internal (scaffold)

alt 682 40 682 40 Internal (portal vertex)

68 141 240 — 0 Internal

67 80 341 cleaved — Internal

a Modified from Black et al. (1994) and Leiman et al. (2003).
Copy numbers of the shell proteins are derived from the EM studies of

Baschong et al. (1991), Fokine et al. (2004), Iwasaki et al. (2000), and Olson
et al. (2001).

Copy numbers of the internal proteins are based on the SDS-PAGE
analysis of Onorato et al. (1978) and Isobe et al. (1976).
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to cover one facet of an isometric icosahedron (Caspar and Klug,
1962). The T number is restricted to values in the sequence
h2 þ hk þ h2 (e.g., 1, 3, 4, 9, 12, 13, 16, etc.) by the requirement that
its facets must be equilateral triangles. The number of capsomers
arranged on this surface lattice is given by 10T þ 2, of which 12 are
associated with vertices. Discrete increments of axial elongation can be
characterized geometrically by a Q number, an integer of any positive
value that represents the corresponding ratio of areas for the triangu-
lar side facets of the elongated icosahedron. The number of capsomers
in that case is 5(T þ Q) þ 2. The Q number of the wild-type T4 capsid
is 20 (Fokine et al., 2004).

In total, the mature T4 capsid contains 930 subunits of gp23* (* is a
gp23 protein proteolytically processed during capsid maturation), a
major capsid protein, and 55 subunits of gp24*. Their pentamers
occupy 11 vertices of the icosahedron (Olson et al., 2001) and 12 sub-
units of gp20 located at unique portal vertex required for DNA pack-
aging and subsequent attachment of the tail. The T4 capsid shell is
decorated on the outside with gphoc (highly antigenic outer capsid
protein) and gpsoc (small outer capsid protein) (Baschong et al.,
1988; Ishii and Yanagida, 1977; Ishii et al., 1978). The latter two
proteins are nonessential for head morphogenesis, and they both are
absent in the T2 phage (Ishii et al., 1978; Steven et al., 1991).

A number of mutations in the genes controlling head assembly leads
to formation of heads having a normal T number of 13 with different
Q numbers: isometric (Q ¼ T ¼ 13), petites or intermediates (Q ¼ 17),
normal (Q ¼ 20), and giants (Q > 20) as shown in Fig. 1D (Black et al.,
1994). Capsid-related tubular polymorphic variants of the unprocessed
form of gp23, assembled in certain mutant infections, are called ‘‘poly-
heads’’ that do not contain DNA (Fig. 1G). These polyheads can usually
be purified from lysates of E. coli cells after infections with phages
carrying conditionally lethal mutants (i.e., amber, am or temperature
sensitive, ts) in genes 21 (coding for the T4PPase), 20 (head–tail
connector protein), and/or 22 (major prohead scaffolding core protein)
affecting normal capsid assembly. These tubular structures are open-
ended and not closed with hemispherical caps; elongated polymorphs
of the latter kind are referred to as giant proheads or giant capsids
(Fig. 1D and F) (reviewed in Black et al., 1994). The surface lattices of
the polyheads relate to lattices of the prohead by polymorphic varia-
tion. They represent cylindrical closures of the same hexagonal net
that is folded in the prohead into a prolate icosahedral shell. However,
polyheads have diameters that are typically about 20 to 30% smaller
than that of a prohead (Steven et al., 1976; Yanagida et al., 1970).
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B. Assembly of the Head

The T4 head assembly occurs via a number of the discrete interme-
diate stages: first, a DNA-free precursor, or prohead is assembled by a
complex cell membrane-nucleated polymerization process. The pro-
head is then processed proteolytically. Next, the genomic DNA is pack-
aged in a process that requires ATP energy; finally, head maturation is
completed. As it has been pointed out (Black et al., 1994), studies of T4
head morphogenesis have resulted in the discovery of novel assembly
mechanisms. These include: (i) the prohead scaffolding core, a transi-
tion internal structure that is eliminated from the assembled prohead;
(ii) the proteolytic regulation of the assembly pathway; (iii) the pack-
aging of DNA into a preformed prohead using energy of the ATP
hydrolysis; (iv) an assembly pathway controlled in time by sequential
protein–protein interactions that activate required enzymatic activ-
ities; (v) large-scale conformational changes of the assembled capsid
proteins that modulate stability and internal volume of the capsid, and
(vi) the folding of the gp23 polypeptide chain that is controlled by
the host GroEL chaperonin in cooperation with T4 gp31, which
completely substitutes the E. coli GroES in the infected cells (reviewed
in Ang et al., 2000; Richardson et al., 1998). In spite of low sequence
identity (below 15%), gp31 of T4 and GroES of E. coli both have similar
folds assembled to donut-shaped heptamers that serve as a cap for the
GroEL protein-folding chamber. It is unclear why T4 uses its own
encoded cochaperonin to fold the major capsid protein. Presumably,
the volume of the GroEL/GroES chamber is insufficient to accommo-
date a gp23 monomer, and hence, gp23 requires gp31, which might
provide a folding chamber of a larger volume.

Assembly of the T4 prohead starts with the formation of the
gp20–gp40 membrane-spanning initiation complex at the inner side
of the cytoplasmic membrane (Laemmli et al., 1970). Protein gp40 is
not present in the assembled heads, and it is required to initiate the
assembly process of gp20 (Hsiao and Black, 1978). Subsequently, other
proteins attach to the gp20–gp40 complex and form a prohead (Table I).
This prohead consists of an internal core made up of the major core
protein gp22; the minor head proteins gpalt, gp21 (a serine-type prote-
ase), gp67, and gp68; and the so-called internal proteins IPI, IPII, and
IPIII (Onorato et al., 1978; Showe and Black, 1973). However, IPI and
IPII are dispensable for the prohead assembly. In the absence of IPIII,
about half of the gp23 molecules are assembled into polyheads and
half into phages. In summary, a morphogenetically correct T4 prohead
could be assembled from an irreducible set of four gene products: gp20,
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gp22, gp67, and gp23. Addition of gp40, IPIII, and 24 improves the
efficiency of prohead assembly, and gp21 is required to ensure that
correctly formed proheads mature into capsids.

The molecular mechanisms determining the shape and size of the T4
prohead represent a challenging problem. Eduard Kellenberger (1969,
1972) proposed two mechanisms based on the interaction of internal
core and shell, a template and Vernier models, which might determine
the size of a large icosahedral viral capsid (reviewed in Black et al.,
1994; Lane and Eiserling, 1990). The template model accounts for the
shape of the prohead, dictated by that of the underlying scaffolding
core. The Vernier model assumes a Vernier-type matching between the
core and the shell of growing prohead. When the core and shell corre-
spond exactly, elongation is terminated. In contrast to these models
based on geometric constrains, the ‘‘kinetic’’ model of Showe and Onor-
ato (1978) proposed that length regulation is based on the relative
kinetics of assembly of the core and the prohead shell.

Genetic data show that the isometric and intermediate-length (pe-
tite) heads are associated only with mutations in the genes 22, 67, and
68 coded core proteins (Keller et al., 1988; Paulson et al., 1976; Volker
et al., 1982a,b). All isometric and intermediate T4 heads have the same
length as normal prolate heads. This suggests that the scaffolding core
is the primary determinant of the width or T number.

The major capsid protein gp23 is a functionally rather complex
molecule whose detailed interactions and conformational changes
during capsid assembly are far from being understood. Clearly, gp23
has form-determining properties and can assemble into several dis-
tinct forms. Several studies (reviewed in Black et al., 1994; Lane and
Eiserling, 1990) reported two large mutation classes in gene 23: the pt

mutations lead to the production of the isometric heads (petite), and
the ptg mutations produce both petite and giant capsids. The ptg

mutations were mapped at 10 different loci arranged in three rather
narrow clusters of gene 23: cluster 1 (residues 66 to 97), cluster
2 (residues 268 to 287), and cluster 3 (residues 457 to 461) (Doermann
et al., 1973). These three regions of gp23 have been shown to have
homology with gp24. A class of point mutations in gene 23, called
24-bypass (byp24) mutations, compensate for deficiency in the vertex
protein, gp24, by substituting gp23 (McNicol et al., 1977).

Current data suggest that the primary determinant of both pro-
head width and length is its morphogenetic core, and it is likely that
the core and shell grow concurrently (Black et al., 1994). However, it is
unclear what determines the prolate form of the core. Based on a major
core component, gp22, a model was proposed for the normal prolate T4

294 VADIM V. MESYANZHINOV



core by Engel et al. (1982). The authors suggested that the length of
the core is determined by the way in which six filamentous strands of
gp22 molecules are wound around a common axis to form a prolate
ellipsoid. Such strands had previously been detected in giant proheads
and polyhead core (Paulson and Laemmli, 1977). The gp22 sequence
has a high propensity to fold into �-helices, and gp22 predominantly
forms the coiled–coil strands (Mesyanzhinov et al., 1990). Future crys-
tallographic study of scaffolding core and shell proteins in combination
with detailed 3-D high-resolution analysis of the gp23 assembled
structures corresponding to distant maturation steps of the T4 capsid
should provide important information for understanding the molecular
principles and mechanisms underlying the T4 head assembly and
the switching between different functional states of supramolecular
structures.

A region of the amino acid sequence of a catalytic core component,
gp21, reveals a homology to the active site of serine proteases, with
His substituting for Ser in gp21 (Keller and Bickle, 1986). Upon com-
pletion of the assembly of the T4 prohead, inactive gp21 zymogen is
converted to the active T4PPase by slow cleavage (Showe et al., 1976),
which, in turn, degrades the scaffold proteins into small peptides. How
the gp21–to–T4Ppase conversion is initiated is not yet known. As it
was proposed in McNicol et al. (1997) and Onorato et al. (1978), one
distinct possibility is that gp24 might be the proteinase activator,
acting when it occupies the vertices of the assembling prohead. The
T4 gene lip (late inhibitor of proteinase) that is located between the
head gene 24 and the baseplate gene 25 (Kaliman et al., 1990) might
also participate in regulation of gp21PPase activity in the assembled
prohead.

Being activated, the T4PPase specifically cleaves the 65-residue-
long amino-terminal ‘‘�-piece’’ from the 521-residue-long gp23
(56 kDa) molecule (Parker et al., 1984), thus yielding the 48.7-kDa
gp23 (Laemmli, 1970). A small piece of the gp24 sequence (2.2 kDa) is
also cleaved under the prohead–head maturation, but the portal pro-
tein gp20 is not cleaved. The T4PPase catalyzes all of the prohead
maturation cleavages at a consensus Leu(Ile)–Xxx–Glu recognition
site. Moreover, a high-order structure of cleaved proteins must limit
cleavage on these sites, and some such sequences are not cleaved in
certain prohead targets (Black et al., 1994). Most of small peptides
produced by T4PPase are expelled from the prohead, thus providing
space necessary to accommodate the genomic DNA during packaging.

After cleavage of the gp23�-piece, the near-hexagonal capsid lattice
expands from 112 to 130 Å, thus increasing the capsid volume by
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roughly 50% (Aebi et al., 1974, 1977) and thereby exposing the hoc and
soc binding sites on the gp23* lattice (Aebi et al., 1977; Ishii and
Yanagida, 1977). Concomitant with this expansion of the gp23* lattice,
which involves rotation of the gp23* protomers, and translocation of at
least two distinct epitopes from one capsid site to the other (Aebi et al.,
1974; Kistler et al., 1978, 1982; Steven and Carrascosa, 1979; Steven
et al., 1991), packaging of the genomic DNA occurs.

C. DNA Packaging

The proteolytically processed prohead released from the cyto-
plasmic membrane is capable of DNA packaging. DNA packaging
requires the terminase (packaging–linkage) proteins that link long,
replicated concatameric DNA into a mature prohead at the portal
vertex, that act enzymatically during translocation DNA, and that
cut DNA following packaging. Two partially overlapping T4 late
genes, 16 and 17, code the terminase proteins. The phage T4 terminase
holoenzyme subunit apparently consists of multiple copies of the
large subunit, gp17, and a small subunit, gp16 (Rao and Black,
1988). The large subunit possesses the prohead-binding and putative
DNA-translocation ATPase activities, while the small subunit regu-
lates the large gp17 subunit activities and conveys specific DNA recog-
nition (Kuebler and Rao, 1998; Leffers and Rao, 2000; Lin and Black,
1998; Lin et al., 1997).

It has been proposed that the terminase large subunits of bacterio-
phages can assume different conformational states (Guo et al., 1987;
Hwang and Feiss, 1995; Lin et al., 1999). Some of the properties of
gp17 and other large subunit terminase proteins suggest that they
fit criteria to be included in a class of intrinsically unstructured
proteins (Bright et al., 2001; Wright and Dyson, 1999). Thus gp17
(i) interacts with multiple proteins, including gp16, gp20, gp32, and
gp55 (Malys et al., 2002) and presumably DNA; (ii) binds and hydro-
lizes ATP; (iii) is highly susceptible to proteolysis; and (iv) exists in
multiple interconvertible conformational states. The gp16 small sub-
unit interaction is most important for conversion to a highly active and
catalytic form. Analysis of the gp17 complexes separated from gp16 on
glycerol gradients, however, showed that a prolonged enhanced
ATPase activity persisted after exposure to gp16, suggesting that con-
stant interaction of two proteins may not be required during packaging
(Baumann and Black, 2003). Probably other protein interactions may
be necessary to lock the gp17 protein into specific conformations for
packaging.
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It was proposed that the DNA packaging apparatus represents a
rotary motor powered by ATP hydrolysis (Hendrix, 1978; Simpson
et al., 2000). The DNA is a movable central spindle of the motor
surrounded by a dodecameric portal protein serving as a ball race
between the DNA spindle and the fivefold symmetric capsid vertex,
to which the ATPase terminase complex is attached. The forces that
act on individual DNA molecules that are being packaged into the
heads of bacteriophage �29 have been measured and show that the
�29 portal protein generates one of the strongest known molecular
motors (Smith et al., 2001). Although the sequence homology between
the connector proteins from different tailed bacteriophages is rather
low (less than 20%), they all have similar cone-shaped dodecameric
structure and are functioning similarly (Driedonks et al., 1981; Kochan
et al., 1984; Lurz et al., 2001; Simpson et al., 2000; Valpuesta et al.,
1992). Furthermore, the connectors from small phage �29 (19.3-kbp
genome) and lambda (48.5-kbp genome) are interchangeable (Donate
et al., 1990).

The length of the T4 packaged DNA is proportional to the volume
of the head; the so-called ‘‘head-full’’ mechanism yields circularly per-
mutated and terminally redundant viral chromosomes. Mutants with
altered lengths of the capsid are capable of DNA packaging (Eiserling
et al., 1970; Lane et al., 1990; Uhlenhop et al., 1974). The isometric
heads contain only about 70% of the genome, whereas the giants
can contain more than a dozen of the genomic sequences repeated
along a single dsDNA molecule. The termination of packaging is
probably regulated by mechanical stress applied to the portal comp-
lex. Upon completion of DNA packaging, the gp16–gp17 terminase
complex dissociates from the head.

Finally, one molecule of hoc and six molecules of soc per each gp23*
capsomer are bound to the T4 capsid (Aebi et al., 1977). The head
maturation is completed by gp13, gp14, gp2, and gp4. These proteins
presumably bind to the portal vertex formed by 12 subunits of gp20,
and they are required for subsequent attachment of the assembled
tail. The tails do not attach to the empty but otherwise mature heads,
and a DNA-mediated interaction is probably involved in the joining
head–tail process.

D. Two-Dimensional Structural Studies

The strong tendency of gp23, the isolated major T4 capsid protein, to
assemble into polyheads has prevented determination of its structure
by X-ray crystallography at high resolution. Other capsid proteins also
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FIG. 2. Electron micrograph areas (A–D), optical diffraction patterns (E–H), and
correlation averages (I–M) of in vitro maturated (i.e., gp23*- or gp23þ-containing,
gp23*-containing expanded) prohead-like superlattice-type polyheads. (A) Prohead-like
polyhead. (B) Unexpanded gp23*-containing polyhead after a 25-min incubation with V8
protease. (C) unexpanded gp23þ-containing polyhead after a 30-min incubation with
either V8 protease or trypsin. (D) The gp23*-containing polyhead after in vitro expansion
of the gp23* lattice from about 11 to 13 nm. (E–H) Corresponding representative optical
diffraction patterns. (L, M) The top and bottom halves of spread-flattened polyheads
that were first quasi-optically filtered and the resulting single-sided filtrations that were
correlation averaged. (I) Correlation-averaged prohead-like polyheads revealing a super-
lattice-type surface lattice. (K) Correlation-averaged gp23* and gp23þ. (L) Superlattice-
type polyheads now revealing a normal lattice type, near-hexagonal surface lattice.
(M) Correlation-averaged gp23* superlattice-type polyhead after expansion of its near-
hexagonal gp23* lattice. The contours superimposed onto the right half of the cleaved/
unexpanded gp23þ lattice in Fig. 2L represent the difference map of the gp23-containing
prohead-like and gp23þ-containing cleaved/unexpanded polyhead lattice. The �-piece
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have a strong tendency to form large aggregates in vitro. Conforma-
tional states during T4 capsid maturation, however, have been studied
extensively by a variety of EM (electron microscopy) and image proces-
sing approaches. In particular, the extended polysheaths, tubular poly-
heads, and giant proheads and capsids, which flatten uniformly on the
grid, present regular two-dimensional (2-D) arrays of capsomers that
are readily amenable to image processing (Aebi et al., 1974; DeRosier
and Klug, 1972). Quasi-optical filtration followed by correlation aver-
aging of negatively stained 2-D crystalline arrays of several proteins
offered an attractive approach to structural studies at the molecular
level (Aebi et al., 1973, 1981; Buhle et al., 1983). This method was used
successfully in several laboratories to understand details of the process
of bacteriophage T4 head morphogenesis and maturation properties
of the capsid-like assemblies such as polyheads and giant phages (Aebi
et al., 1974, 1977; Laemmli et al., 1976; Steven et al., 1991).

Cleavage and expansion in vitro of the major capsid protein gp23
using prohead-like T4 polyheads, produced by 20am–21am, 21am–
22am, and 20am–21am-22am mutants (Fig. 1G and H), was used as
a model system to better understand distinct intermediate stages
during capsid maturation (Müller et al., 1994a). In a first step, the
65-residue-long amino-terminal ‘‘�-piece’’ was cleaved by Staphylococ-

cus aureus V8 protease at exactly the same position (i.e., between
amino acids 65 and 66) at which the phage-coded T4PPase cleaves
(Parker et al., 1984), to yield mature gp23* without affecting a second
potential cleavage site between residues 142 and 143. Negatively
stained samples of cleaved polyheads revealed a near-hexagonal lattice
with a 112-Å lattice constant (Fig. 2). One-sided correlation averages
of these cleaved/unexpanded polyheads yielded capsomers that
were rounder than those of prohead-like (i.e., uncleaved) control poly-
heads, with distinct trimers of mass (specifically, trimers of the
�-pieces in the area where three protomers are shared among three
different capsomers) removed, as revealed by difference maps com-
puted from the correlation averages. Quantitative expansion of the
112-Å near-hexagonal lattice into the 130-Å near-hexagonal lattice
characteristic of mature phage heads could be induced by pelleting
the cleaved/unexpanded polyheads and resuspending them in water.

removed by the action of the V8 protease appears to mediate the trimeric intercapsomere
interaction (i.e., triangular contours), whereas the �-piece is found near the site of the
dimeric intercapsomere interaction (i.e., the blobs defining the corners of the triangles).
Scale bars: 50 nm (A–D), (2.5 nm) � (E–H), and 10 nm (I–M). From Müller et al. (1994).
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It is evident that the conformational state of the �-piece plays a
pivotal role in mediating expansion of the gp23* lattice: (i) cleavage of
prohead-like polyheads with V8 protease in a second site between
residues 142 and 143 or with trypsin between residues 143 and 144
to gp23þ (41 kDa) render the polyheads unexpandable, indicating that
the presence of the �-piece is in need for expansion; (ii) in difference
maps computed from correlation-averaged unexpanded gp23* and
gp23þ polyhead lattices, the 142-residue-long amino-terminal �0-piece
has been localized near the dimeric intercapsomer contact that stabi-
lizes the expanded gp23* polyhead lattice; (iii) upon expansion, gp23*
polyheads assume a conformation that renders them resistant to
further cleavage by either V8 protease or trypsin; (iv) extensive reor-
ganization of the�0-piece upon expansion of the gp23* polyhead lattice
has also been demonstrated by immunoelectron microscopy using a
peptide antibody against residues 139–146 recognizing an epitopewith-
in the �0-piece (Steven et al., 1991). Accordingly, during expansion,
residues 139–146 are translocated from the outer to the inner surface
of the polyhead lattice. Taken together, these observations indicate that
the �0-piece is implicated in an intercapsomer contact necessary to
stabilize the expanded gp23* polyhead lattice.

E. Three-Dimensional Structural Studies

Cryo-electron microscopy and 3-D image reconstruction methods
provide reliable high-resolution information about structural organi-
zation of viral capsids (Baker et al., 1999; Rossmann et al., 2001). The
rapid cooling to near liquid nitrogen temperature prevents the forma-
tion of ice crystals in the biologic samples (like virus particles), pre-
serves their structure, and also ‘‘freezes’’ the molecules in the middle of
reaction. One of the most promising applications of cryo-electron mi-
croscopy is time-resolved imaging that allows snapshots of the macro-
molecular complexes as a reaction or as a conformational transition.
(Fuller et al., 1995; Heymann et al., 2003).

A cryo-electron microscopy approach has been applied to study the
isometric T4 capsids. Maps that are 3-D of the empty isometric T4
capsids with and without gpsoc (Iwasaki et al., 2000) and DNA-filled
capsids (Olson et al., 2001) have been determined at 27-Å and at 15-Å
resolution, respectively. The capsid diameter varies from about 970 Å
along the fivefold axes to about 880 Å along the threefold and twofold
axes (Fig. 3). The shell of about 30-Å thickness, as expected for aT ¼ 13
particle, is composed of 120 hexamers of gp23* and 12 pentamers of
gp24*. The gpsoc is a rod-like molecule (� 39 � 27 � 14 Å) that forms a

300 VADIM V. MESYANZHINOV



continuous mesh on the surface of gp23* hexamers (Figs. 3 and 4).
Every gpsoc molecule binds between two gp23* subunits but not be-
tween gp23* and gp24* (Fig. 3), and, therefore, gpsoc does not bind
around the gp24* pentamers. The gpsoc forms trimers at the meeting
points of three gp23* hexamers.

The failure of gp24* to bind gpsoc provides a possible explanation for
the property of osmotic shock resistance (Os), which was mapped in
gene 24 (Leibo et al., 1979). It was speculated that Os-resistant mutant
gp24* might have acquired the ability to bind gpsoc, thus stabilizing
the capsid (Iwasaki et al., 2000).

Gphoc is a balloon-shaped molecule. It extends to about 50 Å away
from the shell surface (Fig. 3). Its protruding part is composed of two

FIG. 3. Shaded-surface representation of the 3-D cryo-electron microscopy reconstruc-
tion of the T4 isometric capsids. The view is along a twofold axis of the icosahedron. The
prominent balloon-shaped projections are gphoc molecules. A total of 120 gphoc mole-
cules extend outward from the center of each gp23* hexamer in the capsid. From Olson
et al. (2001).
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Fig. 4. (Adopted from Fokine et al., 2004). Structure of the bacteriophage T4 head
(Tend ¼ 13 laevo, Tmid ¼ 20, h1 ¼ 3, k1 ¼ 1, h2 ¼ 4, and k2 ¼ 2) compared with the
previously proposed model (Tend ¼ 13 laevo, Tmid ¼ 21, h1 ¼ 3, k1 ¼ 1, h2 ¼ 3, and k2 ¼

3) (Baschong et al., 1988; Eiserling and Black, 1994). The facet triangles are shown in
blue and the basic triangles are shown in black as appropriate. (A) Shaded surface
representation of the cryo-EM reconstruction viewed perpendicular to the fivefold axis.
gp23* is shown in blue, gp24* is in magenta, soc is in white, hoc is in yellow, and the tail is
in green. (B) Model of the previously proposed T4 head structure (adapted from Eiserling
and Black, 1994). (C) View of the reconstruction along the fivefold axis with the portal
vertex toward the observer; the tail has been cut away at the level shown by the black
arrow in A. Proteins are colored as described for A. (D, Left) Schematic representation of
the distribution of proteins in the elongated midsection facet. (D, Right) Schematic
representation of an end-cap facet. Proteins are colored as described for A except the
soc molecules are shown as gray rectangles. A and C were prepared with the help of the
programs DINO (www.dino3d.org) and POVRAY (www.povray.org). (See Color Insert.)
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domains: a rounded base (�19 Å high) and a globular head (�20 Åwide
and 24 Å high) connected by a thin neck region. The overall mass of
the protrusion is about 12 kDa, suggesting that up to 2/3 of gphoc
might be inserted in the center of each gp23* hexamer.

Recently, the 3-D structure of the T4 prolate head of the mature
virus, using cryo-electron microscopy and image reconstruction tech-
niques has been determined to 22 Å resolution (Fokine et al., 2004).
The T4 capsid has a hexagonal surface lattice characterized by the
triangulation numbers Tend ¼ 13 laevo for the icosahedral caps and Q

or Tmid ¼ 20 for the midsection (Fig. 4). Hexamers of the major capsid
protein gp23* and pentamers of the vertex protein gp24*, as well as
the outer surface proteins hoc and soc, are clearly evident in the
reconstruction. In addition, the binding sites and shape of the hoc

and soc proteins have been established by analysis of the T4 structure
of the head when soc or hoc and soc are missing (Fig. 5).

III. THE TAIL

Products of at least 22 genes are involved in assembly of the T4
phage tail (Table II) that uses the stored energy of the assembled
contractile sheath and the packaged DNA to eject the genome into
the host. The assembly pathway of the tail is based on strictly ordered

Fig. 5. (Adopted from Fokine et al., 2004). Shaded surface representations of the soc-
(A) and hoc-soc- (B) reconstructions. A facet triangle is shown.
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sequential interactions of proteins (Ferguson and Coombs, 2000;
Kikuchi and King, 1975a,b,c; Plishker et al., 1983; Watts et al., 1990;
Zhao et al., 2000). The baseplate, a remarkably complex multiprotein
structure that serves as a control unit of T4 infection, is assembled
first. The baseplate is composed of about 150 subunits of at least 16
different gene products, many of which are oligomeric (Table II). The
baseplate is assembled from six identical wedges that surround a
central hub (Coombs and Arisaka, 1994). The T4 gp11 (the STF-
connecting protein), gp10, gp7, gp8, gp6, gp53, and gp25 combined

TABLE II
T4 BACTERIOPHAGE TAIL PROTEINS IN ORDER OF

APPEARANCE IN THE T4 GENETIC MAP
a

Gene Length (aa) Copy no. Location

3 176 6 Tail tube terminator

53 196 6 Wedge

5 575 3 Hub

6 660 12 Wedge

7 1032 6 Wedge–vertex

8 334 12 Wedge

9 288 18 Wedge–vertex

10 602 18 Wedge–pin

11 219 18 Wedge–pin

12 527 18 Short-tail fiber

15 272 6 Tail terminator

18 659 138 Tail sheath

19 163 138 Tail tube

25 132 6 Wedge

26 208 nd*b Hub and chaperone?

27 391 3 Hub

28 177 nd*b Hub

29 590 6 Tail tube

48 364 6 Baseplate

54 320 6 Baseplate

td 286 3 Hub?

frd 193 6 Wedge?

a Modified from Coombs and Arisaka (1994) and Leiman et al.
(2003a). Data of Copy no. for gp18 and gp19 are from Leiman
et al. (2004).

b The nd* stands for ‘‘not determined.’’
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sequentially to build up a wedge. The central hub is formed by gp5,
gp27 (Kanamaru et al., 2002), and gp29. Assembly of the baseplate is
completed by attaching gp9, the STF-connecting protein, STFs, gp48,
and gp54. The last two proteins are required to initiate polymerization
of the tail tube, a channel for DNA ejection. The tail tube is terminated
with gp3 (King, 1968; Vianelli et al., 2000). The tail tube serves as a
template for assembly of gp18 that formed the contractile tail sheath.
The length of the tail tube is probably determined by gp29, the ‘‘ruler
protein’’ or template (Abuladze et al., 1994), that also participates in
assembly of the baseplate (Kikuchi and King, 1975c). The length of
the tail sheath is determined by the tube. In the absence of the tail
tube that is built of 138 subunits (Leiman et al., 2004) of gp19 of
18.5 kDa, gp18 assembles into long polysheaths with a structure simi-
lar in several aspects to the contracted state (Kellenberger and Boy de
la Tour, 1964; Moody, 1973). Both the tail tube and the tail sheath have
helical symmetrywithapitch of 40.6 Å andsuccessive subunits repeated
every 17.7� (DeRosier and Klug, 1968; Lepault and Leonard, 1985;
Moody and Makowski, 1981).

The assembly of the tail is completed by a gp15 hexamer that binds
to the last ring of the tail sheath (Zhao et al., 2003). The tail associates
with the head after DNA packaging. After the phage head is joined to a
LTF-less tail, six gpwac (fibritin) molecules attached to the neck of the
virion form a ring embracing it (‘‘collar’’), and thin filaments protrud
from the collar (‘‘whiskers’’). Whiskers help with attachment the base-
plate of other fibrous proteins, the LTFs, which interact with the
receptors on the bacterial surface.

An assembled T4 tail sheath represents a metastable supramolecu-
lar structure that undergoes conformational changes after phages
bind to the LPS receptors on a host cell. During irreversible contrac-
tion, the length of tail sheath decreases from 980 to 360 Å, and its outer
diameter increases from 210 to 270 Å (Coombs and Arisaka, 1994).

IV. THE FIBERS

Certain viruses, like adeno and reoviruses, as well as many bacte-
riophages use fibrous proteins to recognize their host receptors. The T4
has three types of fibrous proteins: the long tail fibers (LTFs), the short
tail fibers (STFs), and whiskers. The T4 LTFs, which are about 1450 Å
in length and only about 40 Å in diameter, are primary adsorption
devices (Goldberg et al., 1994; Kellenberger et al., 1965). Each LTF
fiber consists of rigid proximal halves encoded by gene 34 and distal
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ones encoded by gene 37. These halves are connected by gp35 and gp36
that form a hinge region (Cerritelli et al., 1996; Wood et al., 1994). The
proteins that formed the LTF are homotrimers, except for gp35 that
is assembled as a monomer (Cerritelli et al., 1996). The N-terminal of
gp34 forms the baseplate-binding bulge, and the C-terminal of gp37
binds to a cell receptor. The amino acid sequences of the T4 fibers are
composed of a repeating motif common to gp34, gp37, and gp12, with
intervening sequences of different lengths (Fig. 6). The C-terminal
sequences of gp37 and gp12 are slightly homologous presumably
because both bind to the LPS receptors.

Two phage-encoded chaperones, gp57A and gp38, are required for
assembly of both LTF’s proximal and distal parts. However, gp38 is a
structural component for the T2 phage distal part of LTF. It binds to
the tip of gp37 and is responsible for receptor recognition (Henning
and Hashemolhosseini, 1994). The gp57A is also required for trimer-
ization of gp12 in vitro and in vivo (Matsui et al., 1997). Another two
assembly-assisted proteins, gp63 and gpwac, participate in the attach-
ment of the LTFs to the baseplate (Terzaghi et al., 1979; Wood et al.,
1978).

A. The X-Ray Structure of STFs

The STF is a club-shaped molecule of about 340 Å long, consisting of
a parallel, in-register assembled trimer of gp12 of 527 residues per
polypeptide chain (Mason and Haselkorn, 1972; Makhov et al., 1993).
STFs are attached to baseplate by the N-terminal thin part, while the C
termini bind to the host-cell receptors (Makhov et al., 1993). The struc-
ture of a heat and protease-stable domain of the STF that contains the
LPS binding site was recently determined by X-ray crystallography
(Protein Data Bank (PDB) codes 1H6Wand 1OCY). (Thomassen et al.,
2003; van Raaij et al., 2001). Initially, a 33-kDa proteolytic fragment
consisting of residues 85–396 and 518–527 was crystallized, but resi-
dues 85–245 were invisible in the crystal structure (van Raaij et al.,
2001). The ordered residues 246–396 and 518–527 have revealed new
folding motifs. Residues 246–289 form an N-terminal region held
together by intertwined strands and a central, mainly hydrophobic,
core. Residues 290–327 form a central right-handed triple �-helix
(Fig. 6B), a structure reminiscent of, but different from, the adenovirus
triple �-spiral (van Raaij et al., 2001).

The treatment of STFs by trypsin in the presence of zinc ions
resulted in a 45-kDa fragment (Thomassen et al., 2003). The X-ray
crystallography of this fragment at 1.5 Å resolution reveals the
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FIG. 6. (A) Repeat segments and homologous regions shared among the T4 tail fiber
proteins. Linear representations of the amino acid sequences (total number of amino acid
residues in each protein is indicated in parentheses) of gp37, gp34, and gp12 are shown.
The regions of homology are boxed and labeled with Greek letters. The p15B indicates
regions of homology shared with the plasmid p15B of E. coli (Sandmeier et al., 1992). The
numbered boxes correspond to occurrences of the repeat motifs called A and B, the
sequences of which are listed. Each repeat is labeled with the gene product number
followed by the corresponding repeat number within that protein (i.e., the sequence
labeled 34-1 corresponds to the first boxed repeat within gp34). The positions of the start
and stop residues of the A and B motifs are indicated. Intervening sequences, if present,
are included. Highly conserved residues are boxed, and the residue positions detected as
key sites are indicated by *. The secondary structure elements derived from the gp12
fragment crystal structure are shown in register with the sequence below the alignment.
The open box labeled A is the �-helix, the arrows I and II are the two �-strands, and the
dashed line represents the chain, which was disordered in the crystal structure. (B)
Crystal structure of the gp12 fragment fitted into the cryo-electron microscopy density of
the whole length fiber. The conserved domain, consisting of the sequence labeled 12–6 in
Fig. 6A, is highlighted with the red box. (C) A ribbon representation of the conserved
domain. The first and last residues are numbered. The secondary structure elements are
named as in Fig. 6A. From van Raaij et al. (2001). (See Color Insert.)
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structure of the C-terminal part of the molecule containing the puta-
tive LPS-binding site that presumably is formed by cluster of basic and
aromatic residues. The C-terminal has a novel ‘‘knitted’’ fold consisting
of three extensively intertwined gp12 monomers. The intertwining of
the receptor binding domain represents a case of a 3-D ‘‘domain swap-
ping’’ phenomena found in several proteins (Liu and Eisenberg, 2002;
Liu et al., 2002). The STF residues 399–472, containing �-strands F–M
and �-helix III, have been ‘‘swapped’’ to the neighboring monomer,
leading to cyclic trimerization (Fig. 7C).

The C-terminal domain has a metal-binding site that contains a zinc
ion coordinated by six His residues in a stable octahedral conformation
(Fig. 8). Since the T4 STFs have no enzymatic activity, unlike the
trimeric P22 phage tail spike (Steinbacher et al., 1994), zinc probably
increases the stability of the C terminus or its need for proper assembly
of gp12 trimer.

B. Fibritin

Another T4 fibrous protein, the whisker fibers (gpwac, or ‘‘fibritin’’ as
it was renamed in our group), is attached to the neck, and formed by
gp13 and gp14. In the T4 genome, gene wac is located between up-
stream gene 12 and downstream gene 13. Fibritin belongs to a specific
class of accessory proteins acting in the phage assembly as a bicom-
plementary template. It performs a chaperone function accelerating
the connection of the distal parts of LTFs to their proximal parts
(Terzaghi et al., 1979). Being a structural component of the mature
phage particle (Coombs and Eiserling, 1977), fibritin also works as a
primitive molecular sensor (Conley and Wood, 1975). Under conditions
unfavorable for phage growth (low temperature), it holds long fibers in
a fixed position, raised to the tail and capsid, keeping virus particles
noninfectious.

The sequence of the gpwac polypeptide chain of 487 residues exhibits
a pattern specific for �-helical coiled–coil proteins. It is characterized
by the presence of a heptad repeat (a-b-c-d-e-f-g)n (Sobolev and
Mesyanzhinov, 1991), with the a and d positions preferentially occu-
pied by apolar residues and the e and g positions often occupied by
charged residues. Such a motif, a characteristic feature of coiled–coils,
is widely distributed (Cohen and Parry, 1994). A major part of the
gpwac sequence, starting around residue 50 and ending at residue
460, divides into 13 continuous coiled–coil regions that are linked
by the short segments without heptad repeats (Efimov et al., 1994).
Analysis has shown also that fibritin is a homotrimer assembled in
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parallel and attached to the T4 neck by the terminal domain (Efimov
et al., 1994).

Recombinant fibritins truncated at the N termini, expressed in
E. coli from plasmids, were soluble and assembled into rigid filamen-
tous particles, and, according to CD spectroscopy, exhibited a high
content of �-helical secondary structure. Surprisingly, recombinant
fibritin with short (18 residues) and C-terminal deletion was com-
pletely insoluble, forming nonspecific aggregates (Boudko et al., 2002;
Efimov et al., 1994; Letarov et al., 1999). We called the C-terminal
domain a ‘‘foldon’’ or folding nucleus, a unit required for fibritin folding
and assembly, providing correct alignment of three subunits. Foldon
is a protein unit that forms on the initial steps of folding (Yu and
King, 1984) and that remains intact even after it is isolated or trans-
ferred into other proteins (Inaba et al., 2000; Panchenko et al., 1996;
Wakasugi et al., 1994; Yanagawa et al., 1993).

It is difficult to crystallize the entire length of fibritin, which is a
rather flexible protein needed to accomplish its functions in the phage.
However, several N-terminally truncated mutants were successfully
crystallized (Strelkov et al., 1997), and structures of two of them,
fibritin E (Fig. 9) and fibritin M, were solved to atomic resolution by
X-ray crystallography (PDB codes 1aaO and 1AVY, respectively)
(Strelkov et al., 1998; Tao et al., 1997). Fibritin E is a truncated
molecule that comprises the last 119 residues and fibritin M of the last
74 residues. The structures successfully confirmed early predictions
for fibritin as a parallel trimeric coiled–coil with a small �-structural
domain at the C terminus.

Three coiled–coil segments of fibritin E are separated by two loops:
residues Gly386–Gly391 form the first one (L10), and the second one
(L11) contains the residues Asn404–Gly417 (Tao et al., 1997). Struc-
ture of fibritin E showed that loops do not interrupt coiled–coil contin-
uation—the helical segments started at positiond and ended at position
a of a heptad repeat. Such an arrangement makes coiled–coil continu-
ous—downstream helices almost exactly follow the continuation of the
preceding ones (Fig. 10).

The C-terminal domain or foldon (Fig. 11) is a �-annulus-like struc-
ture formed by the last 30 C-terminal residues from each of the trimer
subunits. The X-ray structure of fibritin E demonstrated that foldon
residues form extensive hydrophobic and some polar interactions with-
in and between subunits. The role of a foldon as a folding nucleus and
its stabilizing action have been used recently to design several chimera
proteins, including the T4 phage STFs and LTFs (Miroshnikov et al.,
1998, 2000), short collagen fragments (Boudko et al., 2002b; Frank
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et al., 2001; Stetefeld et al., 2003), the human adenovirus type 5 fiber
protein (Kashentseva, et al., 2002; Krasnykh et al., 2001), and a stable
trimeric form of a 140-kD protein of HIV-1 (Yang et al., 2002). Such
de novo engineered proteins can be used for a variety of applications,
including the study of receptor-ligand recognition.

V. THE BASEPLATE STRUCTURE

Practically every assembled T4 particle is able to infect anE. coli host
cell, probably as a consequence of a contractile tail sheath–baseplate
complex. The baseplate is the control center of the viral infectivity, that
communicates between the tail fibers, which sense host-cell receptors,

FIG. 7. Structure of the ordered region of the 45-kDa fragment of STF. (A) Space-filling
model of the structure illustrating the extensive intertwining in the receptor-binding
domain. (B) Ribbon diagram in the same orientation as Fig. 7A. At the bottom is shown
the neck region (the �-helical residues 336–339) and the middle collar region (residues
340–396 plus 518–527); at the top is shown the metal-containing receptor-binding
domain (residues 397–517), which is divided into the head and bonnet. (C) Topology
diagram. Alpha-helices are marked I, II, and III, and �-strands are A to Q (excluding I)
and Z. Beginning and end residues of the secondary structure elements are numbered in
one of the monomers (not always the same one to avoid overlaps). Gray boxes surround
the six-stranded �-barrel domain and the other smaller �-sheets. In the 3-D structure,
the blue loops marked with a * connect, as do those marked **. From Thomassen et al.
(2003). (See Color Insert.)

FIG. 8. (A) The zinc ion in the center of the receptor-binding domain. Shown are the
main chains of the three monomers (residues 443–448 in each case) in yellow, red, and
green and the side chains of the ligating His residues. The coordination is octahedral
with Zn–His445 NE2 distance of 2.22 Å and a Zn–His447 NE2 distance of 2.25 Å. (B)
Views from the top down the threefold axis. (C) View down one of the fourfold axes of the
octahedron formed by the NE2 atoms of the six ligating His residues. From Thomassen
et al. (2003). (See Color Insert.)
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and the tail sheath, which contracts to eject the viral DNA into
the host. Understanding of the baseplate structure, a multiprotein
machine, is a challenging problem.

Crowther et al. (1977) were able to establish the approximate posi-
tion of gp9, gp11, and STF by comparing negative-stained electron
microscopy images of the wild-type and mutant baseplates that lacked
respective proteins. Using chemical cross-linking and a gold-labeled
antibody, the contacts between neighboring baseplate proteins were
studied (Watts and Coombs, 1990; Watts et al., 1990). Other electron
microscopy studies using image processing (Makhov et al., 1993;
Veprintseva et al., 1980) indicated that the STFs are located around
the edge of the hexagonal baseplate and are either fully extended along
the edge or are folded back upon themselves.

FIG. 9. Bacteriophage T4, with the fibritin whiskers shown in color (Tao et al., 1997).
On the right is an enlarged ribbon diagram of fibritin E. (See Color Insert.)
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A. Structure of Baseplate Proteins

1. Protein gp9

The gp9 is a structural protein of the T4 baseplate that connects the
LTFs (Crowther, 1980; Urig et al., 1983). The association of the proxi-
mal part of the LTFs with gp9 is helped by the T4 encoded chaperone-
like protein, gp63 (Wood and Conley, 1979). After attachment of the
LTFs to the LPS receptors on an E. coli cell surface, gp9 initiates a
baseplate structural transition to a six-pointed star with subsequent
tail sheath contraction and injection of the T4 DNA into the cell
(Crowther et al., 1977). Protein gp9 also has stabilizing action on the
baseplate, preventing its abortive triggering (Crowther, 1980).

Another gp9 function is to allow for the ‘‘up’’ and ‘‘down’’ movements
of the LTFs. When the LTFs are attached to the baseplate, they can
adopt two distinct configurations, designated as ‘‘up’’ and ‘‘down’’
(Kellenberger et al., 1965). In the down position, the LTFs are extended

FIG. 10. Insertion loops in the coiled–coil region of fibritin E. (A) Superposition of the
fibritin E C� backbone (blue) onto an ideal structure (red), which is calculated from
parameters defining helix �-12. (B, C) The arrangement of hydrophobic side chains and
hydrogen bonds at the insertion loops L10 and L11 (the two chains are rotated by 50

�
and

100
�
about the coiled–coil axis relative to Fig. 10A, respectively). From Tao et al. (1997).

(See Color Insert.)
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and able to interact with their cell surface receptors and initiate infec-
tion. At acidic pH or low temperature, the LTFs are retracted into the
up configuration and are close to the tail sheath of the virus particle. In
the latter case, the virus is not infectious because the distal parts of the
LTFs, which recognize the LPS receptors, are not able to interact with
the bacterial cell surface. At optimal conditions when T4 phage has
highest infectivity, equilibrium exists between the up and down con-
figurations. Kellenberger et al. (1996) suggested that the baseplate
determines the collective behavior of the LTFs by fixing the hinge angle
around which the fibers can oscillate freely. Hence, gp9 might be
required to regulate the up and down positions of the LTFs.

Recombinant gp9 expressed in E. coli cells from a plasmid vector
is functionally active and is able to incorporate into the gp9 defect-
ive particles, converting them into an infectious phage in vitro

(Navruzbekov et al., 1999). The structure of gp9 has been solved to

FIG. 11. The C-terminal domain (foldon) of fibritin E. (A) Stereo diagram of the
C-terminal domain of a fibritin E subunit. The side chains shown are those located in
the hydrophobic interior formed at the interface between three symmetrically related
subunits. The vertical line shows the trimer axis. Atoms are shown in standard colors.
(B) Ribbon diagram of the C-terminal domain looking along the trimer axis; each subunit
is shown in a different color. From Tao et al. (1997). (See Color Insert.)

314 VADIM V. MESYANZHINOV



2.3-Å resolution by X-ray crystallography (PDB code 1QEX).
(Kostyuchenko et al., 1999). Functionally active protein, like phage
P22 tail-spike protein (Betts and King, 1999), is a SDS-resistant trim-
er assembled in parallel, with overall dimensions of 60 � 60 � 130 Å
(Fig. 12). The X-ray crystallographic data show that the gp9 polypep-
tide chain of 288 amino acid residues forms a trimer with three
discrete domains: the N-terminal coiled–coil (residues Met1–Gln59 in
which residues Thr20–Asn40 formed a coiled–coil structure with
two Phe residues in a hydrophobic core), middle coil (Ile60–Pro164),
and C-terminal coil (Ala175–Gln288).

The N-terminal sequence (Met1–Thr20) has an irregular secondary
structure that folds down antiparallel to the coiled–coil structure in
the direction of the middle domain. The middle domain is a seven-
stranded �-sandwich. It represents a unique protein fold that does
not form essential interactions between monomers in the trimer. The
C-terminal domain is an eight-stranded, antiparallel �-barrel with a
slight resemblance to the jelly-roll virus capsid structure found in

FIG. 12. Crystal structure of gp9. (A) Stereo view of the trimer structure solved by
X-ray crystallography. The N-terminal, middle, and C-terminal domains are designated
by letters N, M, and C, respectively. (B) Ribbon diagram of the gp9 trimer looking along
the trimer axis from the coiled–coil part. [This figure was drawn by S. V. Strelkov using
the program DINO (http://www.dino3d.org)]. From Kostyuchenko et al. (1999). (See
Color Insert.)
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numerous plant and animal viruses (Liljas, 1999; Rossmann and
Johnson, 1989). Residues Met167–Ser173 connect the middle domain
with the C-terminal domain by an extended chain that makes hydro-
gen bonds with neighboring monomers and may provide mobility
of the domains relative to each other (Kostyuchenko et al., 1999). The
N-terminal and middle finger domains are on the same side of
the trimer threefold axis. However, the C-terminal domain has been
rotated near Pro174 by approximately 120� around the triad axis
relative to the N-terminal and middle finger domains (Kostyuchenko
et al., 1999). The change in position of the C-terminal domain gives rise
to a swapping domain topology (Liu and Eisenberg, 2002) of the three
adjacent monomers in the gp9 trimeric protein like in the STFs.

The C-terminal apex of the gp9 trimer has a diameter of about 60 Å.
The charge distribution, looking along the threefold axis, shows three
symmetrically related clusters of high negative charge arising from the
sequence Glu243-Thr-Glu-Glu-Asp-Glu. This loop might be required
to bind the LTF to the gp9.

2. Protein gp11

The gp11 protein is required for assembly of the STFs into the
baseplate (Edgar and Lielausis, 1968). Both gp11 and gp12 can be
added to otherwise complete 11� virus particles to produce an infec-
tious phage, indicating that gp11 binds to the baseplate’s periphery.
Crowther et al. (1977) compared the negatively stained electron
microscopy micrographs of the native and gp11� baseplates and
concluded that gp11 is located at the outer rim. The gp11 forms an
equimolar complex with gp10 [(gp10)3 � (gp11)3] in vitro, which is
active in the in vivo complementation (Zhao et al., 2000).

The crystal structure of recombinant gp11 active in in vitro comple-
mentation (Kurochkina et al., 2001) was determined to 2.0-Å resolu-
tion as shown in Figs. 13 and 14 (PDB number 1EL6) (Leiman et al.,
2000). The refined atomic model of gp11 consists of 208 out of 218
residues (Ser12 to Ala219). The gp11 is a homotrimer with approxi-
mate dimensions 78 � 78 � 72 Å. Each gp11 monomer has three
domains: the first is the N-terminal �-helical domain (residues
12–64), the second is the middle or distal domain ‘‘finger’’ (residues
80–188), and the third C-terminal domain is formed by residues 65–79
and 189–219 (Fig. 13). A search for folds homologous to gp11 using the
program DALI (Holm and Sander, 1993) have shown no significant
similarity to any other structure in the PDB.
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The N-terminal �-helical domain of gp11 forms a parallel, trimeric
coiled–coil (Fig. 14). This domain of 12-residue-long is located at the
center of the molecule and is surrounded by the three NSC-related
finger domains and the three C-terminal domains. The finger
domain (Fig. 13) is a seven-stranded, antiparallel, and skewed �-roll
containing one long �-helix.

The threefold-related C-terminal domains of gp11 monomers gener-
ate a threefold �-annulus structure that appears in proteins of small
plant viruses (Abad-Zapatero et al., 1980; Harrison et al., 1978). The
bacteriophage T4 fibritin has also a similar threefold �-annulus
domain functioning as a foldon (Letarov et al., 1999; Tao et al., 1997).
The formation of this structure is promoted by an inter-C-terminal
domain within the trimer (Fig. 15). The hydrogen-bonding network of
the gp11 C-terminal domain is more extensive than in T4 fibritin.
There is an external hydrophobic region on each annulus in both
structures. These similarities suggest that this domain is essential
for gp11 trimerization as well.

3. Protein gp8

The gp8 is also a structural protein of the baseplate wedge (Kikuchi
and King, 1975a). The gp8 monomer has 334 residues (Efimov et al.,
1990). Analytical ultracentrifugation and cross-linking analysis
indicate that gp8 is a dimer in solution (Shneider et al., 2001; Watts
and Coombs, 1989). On the stage of wedge assembly, gp8 binds to the
(gp11)3–(gp10)3–gp7 complex, creating a binding site for gp6. The
assembly pathway is strictly ordered, and gp8 does not form a complex
with gp10 in the absence of gp7 (Plishker et al., 1988). Although only
the LTFs and STFs were shown to interact with the host-cell receptors
(Riede, 1987; Wilson et al., 1970), mutations in several baseplate pro-
teins, including gp8, can influence the host preferences of T4 phage of
different E. coli strains (Georgopoulos et al., 1977).

A 2.0-Å resolution X-ray structure of gp8 shows that the two-domain
protein forms a dimer in which each monomer consists of a three-
layered �-sandwich with two loops, each containing an �-helix at the
opposite sides of the sandwich shown in Fig. 16 (PDB numbers 1N80,
1N8B, and 1N7Z). (Leiman et al., 2003). The monomer structure can be
divided into two domains: residues 1–87 and 246–334 forming domain
I and residues 88–245 forming domain II. A search for folds homolo-
gous to gp8 showed no significant similarity to any other structure in
the PDB.
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FIG. 13. X-ray structure of gp11. (A) Stereo ribbon diagram of the gp11 trimer. The
monomers A, B, and C are colored red, green, and blue, respectively. (B) Stereo ribbon
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4. The gp27–gp5 Complex Structure

Proteins gp5 and gp27 have been identified as the structural pro-
teins of the baseplate central hub (Kikuchi and King, 1975c). These
proteins formed a stable complex in vivo and in vitro. The lysozyme
activity of the T4 baseplate was attributed to the lysozyme domain of
gp5 required for digestion of the cellular peptidoglycan layer during
the initial stages of infection (Nakagawa et al., 1985). Protein gp5,
therefore, was called a ‘‘tail lysozyme’’ that has 43% sequence identity
with the cytoplasmic soluble T4 lysozyme, coded by gene e (Matthews
and Remington, 1974). After incorporation into the baseplate, gp5
undergoes a self-cleavage between Ser351 and Ala352. Both resulting
parts, the N-terminal (gp5*) and the C-terminal (gp5C) (Fig. 17),
remain in the phage particle (Kanamaru et al., 1999). The gp5
C-terminal domain, gp5C, is a SDS-resistant trimer containing 11

FIG. 14. The gp11 finger domain. Stereoscopic view of the interactions (white residues)
between the finger domain of monomer B (green) with the N-terminal domain helix �2 of
monomer A (red). Orange labels identify strategic positions in the finger domain. The
backbone color code is as in Figs. 13A and 13B. Reprinted from Leiman et al. (2000). (See
Color Insert.)

diagram of the gp11 monomer with the N terminus shown in light blue, the C terminus in
orange, and the middle finger domain in olive green. Amino acid sequence numbers are
indicated at strategic locations. (C) Amino acid sequence of gp11. Secondary structure
elements are shown above the sequence entries. The domains are colored as in Fig. 14A.
The Se-labeled Met residues are marked with an asterisk. The post-translationally
cleaved formyl-methionine residue is in parentheses. Reprinted from Leiman et al.
(2000). (See Color Insert.)
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FIG. 15. Comparison of the structures of T4 fibritin and gp11. (A) Stereoscopic view of
the similar C-terminal, �-annulus domains of fibritin (Top) and the gp11 trimer (Bottom).
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ValXGlyXXXXX octapeptide repeats (Kanamaru et al., 1999; Mosig
et al., 1989). Protein gp5C is responsible for trimerization of the entire
gp5–gp27 complex that consists of nine polypeptide chains (gp27-gp5*-
gp5C)3 once the cleavage of gp5 has occurred (Kanamaru et al., 1999)
(Fig. 17).

The structure of the gp5–gp27 complex has been determined to 2.9 Å
resolution as shown in Fig. 18 (PDB number 1K28) (Kanamaru et al.,
2002). The overall structure of this complex resembles a 190-Å long
torch. The gp27 trimer form the torch’s cylindrical ‘‘head,’’ and the
gp5C trimer represents the ‘‘handle.’’ Three gp27 monomers are as-
sembled into a hollow cylinder with a length of 60 Å and internal and
external diameters of about 30 Å and 80 Å, respectively. This structure
encompasses the three N-terminal domains of gp5* to which the tri-
meric gp5C is attached. The C-terminal parts of the three gp5C chains
are intertwined and folded into a rigid �-helical prism. The middle
lysozyme domains surrounded the amino end of the prism. The gp27
monomer of 319 residues is folded into four domains (Fig. 18B). Two
domains (residues 2–111 and residues 207–239 plus residues 307–368)
created a torus-like structure at the top of the gp5–gp27 complex torch.
These two gp27 domains have similar seven- or eight-stranded, anti-
parallel �-barrel structures and can be superimposed onto each other
with RMSD of 2.4 Å between the equivalence C� atoms. Therefore, the
top of the gp27 cylinder is terminated with a pseudo-sixfold-symmetric
torus. Although there is no significant sequence similarity between
these domains (4% sequence identity only), their external surfaces
are mostly hydrophobic, and the charge distributions are similar
(Fig. 18C). Thus, the gp27 trimer can form an interface between the
hexameric baseplate and trimeric gp5. The internal and external sur-
faces of the gp27 cylinder match the dimensions of the tail tube,
suggesting that the gp27 trimer may serve as an extension to the 90-
Å-diameter tail tube. The other two gp27 domains, formed by residues
112–206 and residues 240–306 plus 359–376, bind to the two adjacent
N-terminal domains of gp5*, thus promoting assembly of the oligomer-
ic gp5–gp27 complex. The interface between gp27 and gp5* is formed
by complementary polar and charged residues, with the surface of
gp27 being mostly positively charged and the surface of gp5* being
mostly negatively charged.

The different monomers are colored red, blue, and green. (B) The hydrogen-bonding
network in the �-annulus of fibritin (Left) and gp11 (Right). Reprinted from Leiman
et al. (2000). (See Color Insert.)
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FIG. 16. The gp8 structure. (A) A stereo diagram of the gp8 monomer C� trace with
the N terminus in blue, the C terminus in red, and the intermediate residues changing
color in spectral order. Amino acid sequence numbers are indicated at strategic locations.
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The gp5* monomer has two domains, an N-terminal and a lysozyme
(Fig. 18A). The N-terminal domain (residues 1–129) is a five-stranded,
antiparallel �-barrel and has the oligonucleotide/oligosaccharide-
binding (OB) fold (Murzin and Chothia, 1992). In the OB-type proteins,
the OB-binding interface usually contains a cluster of aromatic and

FIG. 17. Assembly of the gp5–gp27 complex. (A) Domain organization within the gp5
monomer. The maturation cleavage is indicated by the dotted line. Initial and final
residue numbers are shown for each domain. (B) Alignment of the octapeptide units
comprising the intertwined part of the C-terminal �-helix domain of gp5. Conserved
residues are in bold print; residues facing the inside are underlined. The main chain
dihedral angle configuration of each residue in the octapeptide is indicated at the top by
� (kink), � (sheet), and � (helix). (C) Assembly of gp5 and gp27 into the hub and needle of
the baseplate. Reprinted from Kanamaru et al. (2002) with permission.

(B) A ribbon diagram of the gp8 dimer. Three orthogonal orientations are shown. The two
monomers are colored red and blue. Reprinted from Leiman et al. (2003a). (See Color
Insert.)
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FIG. 18. Structure of the gp5–gp27 complex. (A) Ribbon stereo diagram. The three gp5
monomers are colored red, green, and blue. The three gp27 monomers are colored yellow,
gray, and purple. The metal ion within gp5C is shown in pink. The phosphate is hidden
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positively charged residues. Residues of these types, such as Trp10,
Arg81, Tyr83, His85 and Tyr100, form interactions between the
threefold-related gp5 N-terminal domains. The surface that is formed
by these residues roughly corresponds to the lactose-binding site in an
OB fold protein heat-labile enterotoxin (LT). Although the sequence
identity between the enterotoxin LT and the gp5 N-terminal domain
is only 4%, they can be superimposed onto each other with RMSD of
2.7 Å between 52 structurally equivalent C� atoms (Kanamaru et al.,
2002; Leiman, 2003). The putative oligosaccharide-binding region in
the N-terminal domain of gp5 suggests that this domain might facili-
tate binding of gp5* to oligosaccharides of the periplasmic peptidogly-
can layer for its digestion by the lysozyme domain. Furthermore, to
activate the oligosaccharide-binding interface, gp5*may separate from
the baseplate when the tail tube enters the periplasmic space.

The gp5 lysozyme domain, located on the periphery of the central
�-helix, is connected to the N-terminal domain via linker 1 and to gp5C
via linker 2, which contains the cleavage site between gp5* and gp5C
(Fig. 17A). The exact location of the cleavage site is not visible in the
crystal structure because seven residues upstream and nine residues
downstream of the cleavage site are disordered.

The structures of the gp5 lysozyme domain and T4L (Kuroki et al.,
1993) can be superimposed onto each other with RMSD of 1.1 Å, except
for five extra residues in gp5. The two residues, Val211-Arg212, are
located near the catalytic cleft exit, while other three-residue insertions,
Asn232-Pro233-Gly234, are located in close proximity to the �-helix.
Both enzymes have identical residues in their active sites, suggesting
that the enzymatic mechanism is the same and that both molecules
probably have a common evolutionary origin. Structural comparison
with T4L also shows that residues Pro363-Ala364-Asp365, belonging to
linker 2, bind into three of the four peptide binding sites on the three-
fold-related neighboring subunit of gp5, but they leave the catalytic
polysaccharide-binding cleft open to solution. This peptide-binding site
is used by the peptidoglycan substrate in T4L. The other side of the
polysaccharide-binding cleft is sterically blocked by the �-helix. These
observations explain the lack of activity of the trimeric (gp5*–gp5C)3
complex compared to monomeric gp5* (Kanamaru et al., 1999).

behind the lysozyme domain. (B) The structure of the gp27 monomer with its 4 domains
colored cyan, pink, light green, and gold along the polypeptide chain. Residue numbers
are indicated in strategic locations. (C) Top view of the gp27 cylinder with the cyan and
green domains forming a hexagonal torus. Reprinted from Kanamaru et al. (2002) with
permission. (See Color Insert.)
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The most remarkable part of gp5 is the triple-stranded �-helix,
formed by three chains of gp5C wound around a central crystallo-
graphic threefold axis and creating an equilateral triangular prism,
which is 110 Å in length and, on average, 28 Å in diameter (Fig. 19).
The �-strands run roughly orthogonal to the prism axis. Each face of
the prism has a slight left-handed twist (�3� per �-strand), as is
usually observed in the �-sheets. The width of the prism face narrows
gradually from 33 Å at the amino end to 25 Å at the C-terminal end
and creates a pointed needle-like structure. This narrowing is caused
by a decrease in size of the external side chains and by the internal
Met554 and Met557 residues, which break the octapeptide repeat near
the tip of the helix (Fig. 17C).

The first five �-strands of gp5C (residues 389–435) form an antipar-
allel �-sheet, creating one of the three prism faces. A similar �-sheet
prism domain has been observed in the central portion of the phage
P22 tail spike protein (Seckler, 1998; Steinbacher et al., 1994). Unlike
the hydrophobic interior of the P22 tail spike, however, the interior of
gp5 �-sheet prism ismostly polar. The succeeding 18 gp5 �-strands form
a three-start �-helix. Each chain makes six complete turns along the
helix length. These intertwined strands (residues 436–575) generate
a remarkably smooth continuation of the nonintertwined N-terminal
�-sheet prism (residues 389–435) (Fig. 19).

The octapeptide sequence of the intertwined part of the �-helix (re-
sidues a through h) has Gly residues at position a, Asn or Asp residues
at position b, Val residues at position g, and polar or charged re-
sidues at position h (Fig. 17B). Residues b through g form the extended
�-strands that run at an angle of 75� with respect to the helix axis
(Fig. 19), whereas the Gly residues at position a and residues at
position h kink the polypeptide chain by about 130� clockwise.

The inside of the �-helix is progressively more hydrophobic toward
its C-terminal tip. The middle part of the helix has a pore containing
at least 42 water molecules bound to polar and charged side chains.
The helix is stabilized by two ions situated on the helix symmetry
axis. Three Lys454 residues coordinate an anion, which is probably a
phosphate (HPO42�) as judged by the size of the density peak and the
threefold symmetry of the amino acid environment. The other ion is a
cation with a van der Waals radius larger than 2 Å and coordinated by
three Glu552 residues. Potential candidates are Na, Mg, K, and Ca.
This ion is buried in the hydrophobic environment where it neutralizes
the negative charge of three Glu552 residues (Fig. 19B), and it is
presumably required for proper folding of the protein.
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The triple-stranded �-helix fold has also been observed in the struc-
ture of the bacteriophage T4 gp12 that forms the STFs (van Raaij et al.,
2001) (Fig. 7). Although the ribbon diagrams of the gp5 and gp12
�-helices look very similar, their structures have different properties.
The gp5 �-helix has a well-defined octapeptide repeat with a common
motif (Fig. 18B), whereas the gp12 helix lacks a repeating sequence
motif. Moreover, the strands in the gp12 helix vary slightly in length
(five to seven residues per strand), having a consensus of six residues.
The inside of the gp12 helix is mainly hydrophobic, whereas the inside
of the gp5 helix presents hydrophobic, polar, and charged patches. In
addition, the gp5 helix contains water molecules and ions. It is unclear
whether the two �-helices have a common evolutionary origin, but the

Fig. 19. Stereo diagram of the gp5 C-terminal domain (Rossmann et al., 2004). The
three gp5 chains are colored red, green and blue. The residue numbers are indicated in
strategic locations. The metal and phosphate ions, stabilizing the internal contacts in the
�-helix, are shown as yellow and magenta spheres, respectively.
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gp5 helix is designed to be a mechanically more rigid structure than
the gp12 helix, which makes gp5 suitable as a molecular needle for
puncturing the host membrane.

The structure of the gp5–gp27 complex suggests its function. The
trimeric gp5–gp27 complex forms the central hub of the hexagonal
baseplate. The gp27 cylinder is an extension of the tail tube that is
continued by the three N-terminal domains of gp5 and terminated
with a sharp tip formed by the �-helix. The three lysozyme domains
surround the �-helix and are inactive until the infection starts. The
30 Å-diameter pore, formed by the gp27 cylinder, is large enough to
accommodate a dsDNA molecule passing through it.

B. Overall Tail Tube–Baseplate Structure

For the first time, a 3-D structure based on a cryo-electron microsco-
py reconstruction of the baseplate with the attached tail tube was
determined to a resolution of 12 Å (Kostyuchenko et al., 2003). The
baseplate–tail tube complex is produced by a double T4 amber-mutant
that is defective in synthesis of gp18, the tail sheath protein,
and gp23, the major capsid protein. A modified form of the program
SPIDER(Frank et al., 1996)wasused toprocess the945 selected particle
images, to search for and refine the particle orientations, and, finally,
to generate the 3-D reconstruction.

Based on the 3-D reconstruction data, it was possible to identify
precisely the location of six oligomeric proteins whose X-ray crystallo-
graphic structures had been determined previously to atomic resolu-
tion (gp9, gp8, gp11, gp12, gp5, and gp27) (Kanamara et al., 2002;
Kostyuchenko et al., 1999; Leiman et al., 2000, 2003a; Thomassen et al.,
2003; van Raaij et al., 2001). In addition, using previous genetic, bio-
chemical, and structural data (Kikuchi and King, 1975c; Plishker and
Berget, 1984; Watts et al., 1990; Zhao et al., 2000), another four struc-
tural proteins (gp7, gp10, gp48 or gp54, and gp19) were identified and
their overall shape determined (Leiman, 2003).

Contrary to the earlier planar models of the baseplate as a hexago-
nal structure (Coombs and Arisaka, 1994; Crowther et al., 1997), the
cryo-electron microscopy reconstruction showed that the baseplate is
dome-shaped. It is about 270 Å in length and 520 Å at its widest
diameter around the dome’s base (Fig. 20). The helical tail tube ex-
tends 940 Å from the top of the baseplate, and it has an outer diameter
of 96 Å and an inner diameter of 43 Å. The rim of the dome is formed
by six symmetry-related, arrow-like fibrous proteins about 340 Å in
length and about 40 Å in width. At the center of the dome, along the
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dome axis, is a needle-like structure of about 105 Å in length and 38 Å
in width that was previously identified as belonging to the gp5–gp27
complex, a cell-puncturing device (Kanamaru et al., 2002).

C. Location of Baseplate Proteins with

Known Atomic Structures

The crystal structures of the individual oligomeric proteins fit well
into the cryo-electron microscopy structures of the native baseplate
(Kostyuchenko et al., 2003). Thus, the regulation of the baseplate
assembly is apparently based not on conformational changes of assem-
bled proteins but is most probably the result of new site generation of
the interaction proteins.

Although identification and positioning of the proteins with known
X-ray structures (gp8, gp9, gp11, gp12, and gp5–gp27) in the cryo-
electron microscopy density by visual inspection has been relatively
easy, systematic computer searches have been carried out, not only to
confirm the location of these proteins, but also to provide an assess-
ment of the quality of the cryo-electron microscopy reconstruction and
to determine the absolute hand of the map. The hand determination
using the gp8, gp11, and gp12 crystal structures, for which the abso-
lute hand was known, gave consistent results. However, fitting the
gp5–gp27 complex gave little discrimination. Fitting of the gp5–gp27
complex into the cryo-electron microscopy density of the baseplate
showed additional density at the tip of the gp5 �-structure, suggesting
the presence of another protein with an approximate molecular mass
of 23 kDa (Fig. 20D). This density may correspond to the hub protein
gp26 of 23.4 kDa, whose presence in the baseplate remains uncertain
(Leiman, 2003).

The STF is a club-shaped, flexible molecule about 340 Å in length
(Makhov et al., 1993). Six arrow-like structures around the rim of the
dome (Fig. 20) are strongly reminiscent of the negatively stained image
of an STF (Makhov et al., 1993) and could be readily fitted with the
crystal atomic structure of a trimeric C-terminal fragment (residues
246–527) of the STF (Fig. 21A). The shaft of the arrow head is kinked,
changing its direction by about 90�, bending around gp11 (Fig. 20); its
N terminus is attached to the next counterclockwise-associated arrow-
head when viewed from the tail toward the head (Fig. 20C and 21A).
Thus, the STFs packaging under the baseplate is consistent with one of
the two possible arrangements suggested earlier based on analysis of
images produced by conventional electron microscopy (Makhov et al.,
1993). The total length of the STF cryo-electron microscopy density is

T4: STRUCTURE, ASSEMBLY, AND INFECTION 329



FIG. 20. Structure of the baseplate–tail tube complex. (A). Model of the T4 virus
modified from Eiserling and Black (1994) to include the new structural data. Also shown
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about 340 Å. The known crystal structure of the C-terminal fragment
is about 150 Å in length and includes an ‘‘arrowhead’’ domain that is
80 Å in length.

Apparently, the stability of the hexagonal baseplate is maintained by
the interactions of the STFs with each other and gp11. In the absence
of the STFs, the baseplate could easily switch to the star-shaped
conformation (Crowther et al., 1977). The garland of six STF wound
around the gp11 vertices would seem to be a metastable configuration.
On initiation of infection, the dissociation of the STFs garland should
trigger the structural reorganization of the baseplate.

The structure of the three-fingered gp11 molecule (Leiman et al.,
2000) was recognized as being located at the vertices of the hexagonal
rim of the baseplate dome (Fig. 20B). The gp11 trimer associates
with the STFs (Fig. 22A) and a domain of another protein (Fig. 22B)
that was identified as gp10, which is clamped between the three
fingers of gp11. The kink of each STF is attached to the space between

is a Cryo-EM image of the baseplate–tail tube complex. (B) Side view; (C) End view;
(D) Cross-section. The baseplate and proximal part of the tail tube are shown. Colors
identify proteins labeled with their respective gene numbers: spring green, gp5; beige,
gp6þgp25þgp53; red, putative gp7; dark blue, gp8; green, gp9; yellow, putative gp10;
cyan, gp11; magenta, gp12; salmon, gp19; sky blue, gp27; pink, putative gp48 or gp54;
orange, unidentified protein X at the tip of gp5. The letters A and B correspond to areas
viewed in Figs. 20A and 20B, respectively. Reprinted from Kostyuchenko et al. (2003)
with permission. (See Color Insert.)

FIG. 21. Fit of the crystal structures, shown as C� traces, into the cryo-electron
microscopy density. (A) The STFs (magenta) and a part of gp11 (cyan) viewed as area A
in Fig. 20. (B) Protein gp9 (green) viewed as area B in Fig. 20. An intermediate and two
extreme directions of the LTFs, as suggested by the orientations of the gp9 trimer, are
shown as green, red, and blue lines, respectively. The orientation of the tail axis is
vertical and is situated behind the display. Reprinted from Kostyuchenko et al. (2003)
with permission. (See Color Insert.)

T4: STRUCTURE, ASSEMBLY, AND INFECTION 331



FIG. 22. Details of the baseplate structure. Proteins are labeled with their respective
gene numbers. (A) The garland of the STFs (magenta) with gp11 structures (cyan
C�-trace) at the kinks of the gp12 fibers. The black line represents the sixfold axis of
the baseplate. (B) The baseplate ‘‘pins’’ composed of gp7 (red), gp8 (dark blue C�-trace),
gp10 (yellow), and gp11 (cyan C�-trace). Shown also is gp9 (green C�-trace), the LTF
attachment protein, with a green line along its threefold axis representing the direction
of the long tail fibers. (C) Unassigned density around the center of the baseplate repre-
senting gp6, gp25, and gp53. Reprinted from Kostyuchenko et al. (2003) with permission.
(See Color Insert.)
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the central head domain and one of the fingers of the gp11 trimer
(Fig. 22A). This arrangement is consistent with the baseplate assembly
pathway in which the binding of the gp11 trimer is a prerequisite
for the attachment of the STF to the baseplate (Kikuchi and King,
1975c). Although the C-terminal domains of gp11 and gp12 lack
superimposable structural similarities, van Raaij et al. (2001) found
that the arrangement of some of their �-strands is analogous, suggest-
ing that gp11 may also perform the function of gp12-binding of the
cellular LPS.

The four-footed structure of the gp8 dimer (Leiman et al., 2003) was
clearly recognizable in the baseplate 3-D reconstruction. The gp8 di-
mers located on the inside of the upper part of the baseplate dome, with
their centers of mass at a radius of 139 Å (Fig. 20C), are in agree-
ment with the previously published radius of approximately 130 Å
determined by EM using immunogold labeling (Watts et al., 1990).

The gp9 trimer is required for attachment of the long tail fibers to
the baseplate (Crowther et al., 1977). Using immunogold-labeling
electron microscopy, it was shown that gp9 is located at the baseplate
periphery near gp7 and gp10 (Coombs and Arisaka, 1994). The gp9�

phage particles lack the long tail fibers (Urig et al., 1983) but can be
complemented with recombinant gp9 to produce infectious fibered
phage (Navruzbekov et al., 1999). On Fig. 20B, there is a visible region
of fragmented density on the upper outer edge of the 3-D image
of the baseplate, about 180 Å from the baseplate axis. This density
corresponds to the shape of the gp9 trimer (Kostyuchenko et al., 1999),
consistent with its rough location observed in negatively stained
electron microscopy micrographs (Crowther et al., 1977). This density,
however, has an average value of less than one-half of that of the other
fitted crystal structures and lacks accurate trimeric symmetry. The
overall shape of the gp9 density suggests that the protein can pivot up
to approximately 55� about a radial axis of the baseplate, perpendicu-
lar to the threefold axis of gp9 (Fig. 21B). The N-terminal coiled–coil
domain of gp9 is associated with identified gp7 in the upper rim of the
baseplate, whereas the C-terminal domain forms the colinear LTF
attachment site.

D. Identification of Other Baseplate Proteins

Negatively stained electron microscopy micrographs have shown
that the baseplate has six pins at the vertices, running roughly paral-
lel to the long axis of the phage (Crowther et al., 1977), although
these are not readily apparent in the present cryo-electron microscopy
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high-resolution 3-D reconstruction. These pins had been associated
with gp7, gp8, gp10, and gp11 (Watts et al., 1990). The 3-D map,
however, has a density at each vertex that could be ascribed as
the pins, running from the top of the dome near gp9, connecting with
gp8, and then to gp11 (Fig. 22B). The parts of this density that have a
triangular cross-section were assigned to be the gp10 trimer.
This putative gp10 density also interacts with the three gp11 fingers,
the N-terminal end of one STF molecule, and the C-terminal ‘‘arrow-
head’’ of a symmetrically related STF molecule. The volume of the
uninterpreted density in each pin corresponds to about 280 kDa, con-
sistent with three gp10s subunits and one copy of gp7. The gp7 density
consists of three connected domains, one of which interacts with
the LTF attachment protein, gp9. The component of the pin density,
associated with gp8 on the exterior of the baseplate (Watts et al.,
1990), was assigned to be gp7 (Kostyuchenko et al., 2003) (Fig. 20
and 22B).

The gp54 of 35 kDa and gp48 of 40 kDa are necessary for initiation of
tail tube and tail sheath assembly (Kikuchi and King, 1975c; Meezan
and Wood, 1971). Attachment of gp48 precedes attachment of gp54 to
the baseplate (King, 1971). The gp48 forms a 100-Å diameter platform
on top of the baseplate, whereas attachment of gp54 to the baseplate
does not change its morphology as observed by negative staining elec-
tron microscopy (King, 1971). Hence, density at the top and outside of
the dome, where the tail tube and baseplate join, is likely to be the site
of gp54 and gp48 (Figs. 20B and 20D). The volume of this density
suggests that the associated monomer might have a molecular mass
of 33 kDa, which would be consistent with the presence of at least gp48
or gp54. This protein connects the end of the tail tube with the top of
the gp27 cylinder, a part of the cell-puncturing device. Furthermore,
this protein creates a cap to the gp27 cylinder, thus also acting as a
stopper to the end of the tail tube.

The remaining unassigned proteins in the baseplate are gp6 (molec-
ular mass 74 kDa, with 6 or 12 copies per baseplate), gp25 (molecular
mass 15.1 kDa, with 6 copies per baseplate), and gp53 (molecular mass
23 kDa, with 6 copies per baseplate). Removal of all the assigned
protein density from the baseplate–tail tube reconstruction (Fig. 22C)
gives a total volume per wedge corresponding to a molecular mass of
166 kDa. The proteins in the uninterpreted density presumably pro-
vide the nucleation site for the tail sheath polymerization. They form a
platform on top of the baseplate, which resembles a layer of the tail
sheath subunits, gp18 (King, 1971).
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Fig. 23. Comparison of the baseplate in the two conformations (Leiman et al., 2004).
(A and B) Structure of the periphery of the baseplate in the hexagonal and star con-
formations, respectively. Colors identify different proteins: gp7 (red), gp8 (blue), gp9
(green), gp10 (yellow), gp11 (cyan), and gp12 (magenta). Three baseplate proteins (gp8,
gp9, and gp11), with the available complete crystal structures, are shown as C� traces.
The density of the short tail fibers in the star conformation is based on the crystal
structure of the receptor binding, C-terminal fragment of gp12 (Thomassen et al.,
2003) and on the corresponding density from the hexagonal conformation of the base-
plate. Directions of the long tail fibers are indicated with gray rods. The three domains of
gp7 are labeled with letters A, B, and C. The four domains of gp10 are labeled with
Roman numbers I through IV. The C-terminal domain of gp11 is labeled with a black
hexagon or black star in the hexagonal or star conformations, respectively. The baseplate
6-fold axis is indicated by a black line. (C and D) Structure of the proteins surrounding
the hub in the hexagonal and star conformations. The proteins are colored as follows:
spring green, gp5; pink, gp19; sky blue, gp27; violet, putative gp48 or gp54; beige, gp6-
gp25-gp53; orange, unidentified protein at the tip of gp5. A part of the tail tube is shown
in both conformations for clarity. (See Color Insert.)
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Fig. 24. (Leiman et al., 2004). Baseplate conformational switch schematics. (A and B)
The phage is free in solution. The LTFs are extended and oscillate around their midpoint
position. The movements of the fibers are indicated with black arrows. The proteins are
labeled with their corresponding gene numbers and colored as in Fig. 23. Domains of gp7
and gp10 are labeled as in Fig. 23. (C and D) The LTFs attach to their surface receptors
and adapt the ‘‘down’’ conformation. The fiber labeled ‘‘A’’ and its corresponding attach-
ment protein gp9 interact with gp11 and with gp10, respectively. These interactions,
labeled with orange stars, probably initiate the conformational switch of the baseplate.
The black arrows indicate tentative domain movements and rotations, which have been
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The tail tube is a rather featureless cylindrical structure compo-
sed of sixfold symmetric, 40.6-Å-thick rings. When helical symmetry
constraints were applied by assuming a right-handed twist of 17.7�

between rings as determined by Moody and Makowski (1981), the
cylinder seemed to have a six-start helix with a left-handed twist of
42.3�. This is the same as a right-handed twist of 17.7� for this sixfold
symmetric molecular arrangement. In contrast to the baseplate–tail
tube complexes isolated by Duda et al. (1986), the tail tube in 3-D
reconstructions has no density in its internal channel (Kostyuchenko
et al., 2003). This channel density could correspond to gp29, the ruler
protein (Abuladze et al., 1994), which might have been lost during
purification baseplate–tail tube complexes.

VI. STRUCTURE OF THE STAR-SHAPED BASEPLATE

Short treatment of bacteriophage T4 with 3 to 5 M of urea at neutral
pH resulted in the baseplate transformation to a star-shape and
subsequent tail sheath contraction (Müller et al., 1994b; To et al.,
1969). The cryo-electron microscopy micrographs of 2580 phage parti-
cles with contracted tails treated a short time with 3 M of urea were
taken and digitized (Leiman, 2004).

The star-shaped baseplate is significantly flatter and wider than the
one in the dome-shaped conformation (Kostyuchenko et al., 2003). Upon
completion of the switch, the baseplate diameter increases from 520 to
610 Å and the height decreases from 270 to 120 Å (Fig. 23). Neverthe-
less, both structures consist of the same proteins. Although the overall
conformational transition of the baseplate is quite large, the shapes of
the component proteins have changed little in the two states. Most
proteins or their domains appeared to move as rigid bodies. In the
dome-shaped structure, the STF is associated colinearly with a domain
of the gp10 (Kostyuchenko et al., 2003). In the star-shaped baseplate,
this domain points down toward the potential host-cell surface and has
an extension of about 80 Å (Fig. 23). The structure of gp7 in the star-
shaped baseplate resembles the one in the dome-shaped and is

derived from the comparison of the two terminal conformations. The fiber labeled ‘‘B’’ has
advanced along the conformational switch pathway so that gp11 is now seen along its
three-fold axis and the STF is partially extended in preparation for binding to its
receptor. The thick red arrows indicate the projected movements of the fibers and the
baseplate. (E and F) The conformational switch is complete; the STFs have bound their
receptors and the tail sheath has contracted. The phage has initiated DNA transfer into
the cell. (See Color Insert.)
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composed of three large domains. The overall shapes of these domains
are almost unchanged in the two conformations, but their orientations
are somewhat different. The largest, dumbbell-looking domain, con-
necting gp10 to gp8, swivels from an almost vertical to a nearly hori-
zontal orientation (Fig. 23). As a result, the major arrow-like domain
of gp10 changes its orientation from being at about 45� with respect
to the baseplate sixfold axis to nearly orthogonal to it. Compared to
the native conformation, these rearrangements lead to flattening and
widening of the star-shaped baseplate (Leiman et al., 2004).

The proximal part of the LTFS emanates from the star-shaped
baseplate (Fig. 23). Only about a 230-Å-long stretch of the 1,440-Å-long
fiber is ordered in the cryo-electronmicroscopymap. LTFS are attached
colinearly with gp9 and also have a lateral interaction with gp11.
Orientation of the gp11 trimer is also changed (Fig. 23). In the dome-
shape baseplate, the gp11 trimer axis forms a 144� angle with respect
to the baseplate sixfold axis; in the star-shaped structure, the gp11
axis has a 48� angle. In the native state, the STFs are bound to gp11
under the baseplate, and the LTFs oscillate in search of a potential
receptor.

VII. THE MECHANISM OF THE BASEPLATE CONFORMATIONAL

TRANSITION AND INITIATION OF THE INFECTION

The 3-D structures of the T4 baseplate (Kanamaru et al., 2002;
Kostyuchenko et al., 2003; Leiman et al., 2004) lead to a predicted
mechanism of infection that might relate to the infection processes in
many Myoviridae and Siphoviridae bacteriophages (Leiman, 2003)
(Fig. 24). The T4 phage initiates infection of E. coli by recognizing
the LPS cell surface receptors with the distal ends of its LTFs. The
recognition signal is then transmitted to the baseplate attachment
protein, gp9, and then to the baseplate itself.

Depending on environmental conditions, the LTFs can be extended
or retracted and aligned along the tail sheath (Kellenberger et al.,
1965, 1996). Such changes are consistent with the observed variable

FIG. 25. T4 infection process. (A) Phage attaching the baseplate to the cell surface.
(B) Tail contraction causing the gp5 needle to puncture the outer cell membrane. (C) The
gp5C dissociating from the tail tube, thus activating the three lysozyme domains. (D) The
lysozyme domains creating an opening in the peptidoglycan layer. (E) The gp27 associat-
ing with a receptor on the inner membrane and initiating the release of DNA into the
cytoplasm. For simplification, the LTFs are not shown in B through E. (Leiman et al.,
2003b). (See Color Insert.)
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orientation of gp9, where the trimeric LTFs attach to gp9 colinearly
with the gp9 threefold axis (Fig. 22B). The recognition of the LPS
receptor by the tips of the LTFs can be transmitted to the baseplate
via primary changes of the gp9 conformation. It is known that the
structure of gp9 can be affected by its environment. For example, the
crystal structure of gp9 at pH 7.5 (Kostyuchenko et al., 1999) when
compared to the crystal structure at pH 4.0 (S. V. Strelkov, 2004;
personal communication) shows a rotation of the C-terminal domain
by about 20� relative to the middle domain.

The tangential orientation of the gp9 trimer axis (Fig. 22B) suggests
that angular as well as directional changes might have a substantial
impact, transmitting the signal first to gp7 and gp8, then to gp10 and
eventually to gp11 sitting on the kink of the STFs. The association of
gp11 with gp12 shows that a rotation of gp11 around its threefold axis
would direct the STFs arrowheads toward the host-cell surface that
allow them to bind the LPS receptors. The LTFs in the oscillation
Browning process should bind laterally to the gp11 trimers, grab them,
and pull the pins outward, which should lead to dissociation of the
STFs from gp11 and subsequently should break the garland arrange-
ment. The dissociation of the STFs garland allows the baseplate pins
to move outward, expanding the star-shaped structure from about
520 Å to 740 Å in diameter as is observed on in vivo infection or after
urea treatment in vitro (Crowther et al., 1977; Leiman et al., 2004).
The impact of the gp9 conformational changes on the surrounding gp7
and gp8 molecules should also affect the central platform on the top of
the dome and associated tail sheath, causing tail sheath contraction
and conformational changes of gp18, which proceeds as a domino effect
(Moody, 1973).

The contracted tail sheath drives the T4 particle closer to the cell
surface and, therefore, exerts a force onto the tail tube directed toward
the cell membrane (Fig. 25). This mechanical force is transmitted
through the gp27 cylinder and the N-terminal domain of gp5 to the
�-helix needle, causing the latter to puncture the outer membrane. As
the tail sheath contraction progresses, the �-helix needle spans the
entire 40Åwidth of the outer membrane, thereby enlarging the pore in
the membrane. Subsequently, when the �-helix rigid needle comes into
contact with the periplasmic peptidoglycan layer, it should dissociate
from the tip of the tail tube, thus activating the gp5 lysozyme domain.
The latter dissociates from the gp27 cylinder and locally digests the cell
wall, permitting the tail tube to contact the cytoplasmic membrane.
The gp27 trimer, sitting on the tip of the tail tube, probably interacts
with a specific receptor on the membrane. This event initiates release
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of DNA from the phage head through the tail tube into the host cell.
The involvement of the receptor in transfer of the T4 DNA into the
infected cell is supported by the relatively high rate of the transfer.
Rates as high as 4000 bp/sec have been observed (Letellier et al., 2003),
which is much higher than the rate for passive transfer.

VIII. CONCLUSION

After a glorious history as one of the primary tools that established
the foundation of molecular biology, studies of bacteriophages viruses,
including T4 phage, is undergoing a renaissance (Campbell, 2003). As
indicated by the example of the 3-D structure of baseplate and individ-
ual proteins, the T4 bacteriophage is especially attractive in the deeper
exploration of basic biologic questions, such as those concerning mo-
lecular machines, evolution of protein domains, and virus infectivity.
Future 3-D structural studies of the T4 assembly stages should im-
prove the understanding of how protein–protein and protein–nucleic
acid interactions control the function of this very complex virus and
allow analogies to be made with other viruses and related biologic
machines.
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I. INTRODUCTION

Over the past two decades, shrimp aquaculture has transformed into
a major industry worldwide, providing jobs for millions of people di-
rectly and indirectly. As shrimp farming expands globally, it faces a
growing number of challenges. Among these, diseases caused by virus-
es have been recognized as a major threat to the long-term sustain-
ability of this industry. The first shrimp virus was isolated by Couch
from wild shrimp (Penaeus duorarum) collected from the Florida Gulf
Coast in the early 1970s (Couch, 1974a,b). Since then, more than 20
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viruses have been reported to infect shrimp (Lightner, 1996a), and the
list is growing. Many of these viruses have caused serious diseases in
penaeid shrimp, resulting in significant economic losses to commercial
shrimp farmers. The three most detrimental shrimp viruses are white
spot syndrome virus (WSSV), yellowhead virus (YHV), and Taura syn-
drome virus (TSV), all of which have caused serious epizootics in vari-
ous regions of Asia and are considered notifiable by the Office
International de Epizooties (OIE, 2002). In the Western Hemisphere,
the shrimp industry has suffered catastrophic losses due to both WSSV
and TSV; however, losses due to YHV have not been reported (Lightner
et al., 1997b; Tu et al., 1999; Yu and Song, 2000). Several reviews
describing the histopathology, diagnostic methods, and epidemiology
of these important viral disease have been published in recent years
(Flegel, 1997; Lightner, 1996b; Lightner and Redman, 1998; Loh et al.,
1997). These are valuable references for researchers interested in
shrimp viruses. The present review is focused on two viruses, TSVand
YHV, with a major emphasis on the genome organization of these
viruses.

II. TAURA SYNDROME DISEASE

A. History

Thedesignation ofTSV, the causative agent ofTaura syndrome (TS), as
a notifiable disease by the OIE amply reflects the serious nature of this
viral agent and the deleterious economic impact it has inflicted on shrimp
farming in the Americas (Brock, 1997; Brock et al., 1995, 1997; Hasson
et al., 1995, 1999a,b; Lightner, 1995, 1996a,b; Lightner et al., 1995,
1997a,b; OIE, 2002) and, more recently, in Taiwan (Tu et al., 1999; Yu
andSong, 2000).Of the approximately 20knownviral diseases of penaeid
shrimp, TS is possibly one of the most controversial in terms of its
disputed etiology (Brock et al., 1995; Hasson, 1998; Hasson et al., 1995,
1999a,b; Lightner, 1996a,b, 1998, 1999). Hence, a review of this disease
would be incomplete without explaining the cause of this dispute and
how it contributed to the unobstructed spread of TSV throughout the
Western Hemisphere between 1992 to 1996 (Hasson et al., 1999a). The
resulting panzootic cost to the shrimp farming industry in the Americas
was an estimated $1.2–2 billion in lost revenue (Brock, 1997; Hasson,
1998; Hasson et al., 1999a; Lightner, 1995, 1996; Lightner et al., 1995,
1996b).

Ecuadorian investigators first recognized TS as a new disease,
both clinically and histologically, in Pacific white shrimp (Penaeus

354 ARUN K. DHAR ET AL.



vannamei) farms located along the mouth of the Taura river basin
(Guayas Province, Ecuador) during the summer of 1992 (Brock et al.,
1995, 1997; Jimenez, 1992; Lightner et al., 1994; Wigglesworth, 1994).
They named the disease after the Taura region where the first out-
breaks were detected (Jimenez, 1992; Wigglesworth, 1994). The cause
of TS was initially attributed to the toxic effects of two systemic
fungicides: Tilt (Propicanizole, Ciba-Geigy) and Calixin (Tridemorph,
BASF). These fungicides were being sprayed on local banana planta-
tions to control Black Leaf Wilt disease, a serious banana plant fungal
infection (Brock et al., 1995; Hasson, 1998; Intriago et al., 1997a,b;
Lightner et al., 1994; Stern, 1995; Wigglesworth, 1994). Because ini-
tial disease occurrence in adjacent shrimp farms coincided with peri-
ods of heavy rainfall, it was assumed that fungicide-contaminated
runoff from the plantations was the direct cause of the shrimp die-offs
(Jimenez, 1992; Lightner et al., 1994; Wigglesworth, 1994). This hy-
pothesized toxic etiology for the shrimp losses persisted in the popular
press through early 1995. No confirmatory scientific evidence, howev-
er, was forthcoming to support this theory (Anonymous, 1995; Barniol,
1995; Brock et al., 1995; Hasson, 1998; Hasson et al., 1995; Intriago
et al., 1995a,b; Jimenez et al., 1995; Lightner et al., 1994, 1995).
During the 2 years following its discovery, TS spread west through
Ecuador’s most concentrated shrimp farming region, southward into
P. vannamei farms of Northern Peru, and northward into P. vannamei

farms located on the Pacific Coast of Colombia (Brock et al., 1995;
Hasson et al., 1999a; Lightner et al., 1994; Wigglesworth, 1994). In
these latter two regions, there were neither banana plantations nor
application of the two accused fungicides. All prior and subsequent
attempts to experimentally induce TS by either water borne, oral, or
injection-mediated exposure to Tilt and Calixin failed to reproduce the
clinical signs and histological lesions associated with the disease
(Brock et al., 1995, 1997; Hasson, 1998; Hasson et al., 1995; Lightner,
1996a; Lightner et al., 1994, 1995, 1996c). As a result, investigators
began to question the toxic etiology hypothesis and pursue other pos-
sible causes. A third widely used banana plant fungicide in Ecuador,
called Benlate O. D. (Benomyl, DuPont), was also tested as a possible
cause of TS and, as with Tilt and Calixin, failed to induce the disease
(Lightner et al., 1996c). During May 1994, two separate outbreaks of
TS occurred among cultured P. vannamei on Oahu, Hawaii, represent-
ing the first incursion of this disease into the United States (Brock
et al., 1995). Within 5 months of these two outbreaks, experimental per
os induction of the disease was accomplished (Brock et al., 1995), a
previously uncharacterized virus (named Taura syndrome virus) was
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independently identified by two separate labs within the United States
(Brock et al., 1995; Hasson et al., 1995; Lightner et al., 1995), and the
newly recognized virus was then shown to be the cause of TS through
fulfillment of River’s postulates (Hasson et al., 1995). Although a viral
etiology for TS had now been scientifically established, leaders of the
Ecuadorian shrimp farming industry maintained that the disease had
a toxic etiology in support of their ongoing litigation against the pro-
ducers of Tilt (Ciba-Geigy, personal communication, 1995). The
conflicting information regarding the etiology of TS left shrimp
growers throughout the Americas confused or indifferent about the
true causative nature of the disease, and no regulations to restrict
international movement of live shrimp stocks were implemented. As
a result, the disease was spread throughout the Western Hemisphere
through sales of TSV-infected postlarvae and broodstock. At the end of
1996, 13 of the 14 shrimp farming countries in the Americas were
infected with TSV (Brock et al., 1995; Hasson, 1998; Hasson et al.,
1999a; Lightner, 1995, 1996a; Zarain-Herzberg and Ascencio-Valle,
2001). In 1999, Ecuadorian researchers conceded that TSV had been
present in Ecuador since 1994 but maintained that the shrimp losses
suffered by their industry during 1992 and 1993 were caused by toxic
fungicides (Intriago et al., 1997a,b; Jimenez et al., 2000). This was
contrary to the fact that these early outbreaks were clinically and
histologically identical to TSV-induced epizootics and scientifically
demonstrated to be TSV-caused (Bonami et al., 1997; Brock et al.,
1995; Hasson et al., 1995, 1999a; Lightner, 1995, 1996a, 1998; Lightner
et al., 1995). During 1999, the Ecuadorian shrimp farming community
abandoned their position that Tilt and Calixin were the cause of TS
and currently claim that the fungicide, Benlate O.D., is the actual
etiologic agent of the disease. Thus, the ongoing controversy persists
and now moves into its eleventh year.

B. Clinical Signs, Transmission, and Disease Cycle

1. Clinical Signs

The clinical signs of acute TSV infection in farmed P. vannamei

include lethargy, anorexia, opaque musculature, atactic swimming
behavior, flaccid bodies, soft cuticles, and chromatophore expansion
resulting in reddening of the uropods, appendages, and general body
(Brock et al., 1995; Hasson et al., 1995; Lightner, 1995, 1996a; Lightner
et al., 1994, 1995) (Fig. 1). Development of red coloration from chro-
matophore expansion is believed to be linked to pigment (carotenoids)
incorporation resulting from the consumption of phytoplankton and is

356 ARUN K. DHAR ET AL.



not observed in experimentally infectedP. vannamei that aremaintained
in clear water systems on artificial diets (Brock et al., 1995; Hasson et al.,
1995; Lightner et al., 1994, 1995). Naturally and experimentally infected
shrimp that survive the acute phase infection develop grossly visible,
multifocal, melanized lesions on the cephalothorax, tail, and appendages
(Brock et al., 1995; Hasson et al., 1995; Lightner et al., 1994) (Fig. 1).

FIG 1. Farmed Penaeus vannamei juveniles originating from two separate TSV epi-
zootics. (A) Signs of TSV acute phase infection. The shrimp in the upper right corner is
healthy and translucent. The remaining five shrimp are acutely infected with TSV and
display an overall darker coloration, typically ranging from lavender to red, due to
chromatophore expansion (B) Signs of TSV transition phase infection. The cephalothorax
and tail of these three shrimp display multifocal melanized lesions that indicate a
transition phase TSV infection. These lesions identify foci of cuticular epithelium that
were destroyed during the acute phase infection and are now in the process of resolving.
(See Color Insert.)
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These lesions are characteristic of a transition phase of TSV infec-
tion (Hasson et al., 1999b) (Section II,B,3). TSV typically strikes
P. vannamei in late postlarval to early juvenile stages between 15 to
40 days poststocking of production or nursery ponds, but TSV is also
capable of causing serious disease in subadult and adult P. vannamei

(Brock et al., 1995; Lightner, 1996a; Lightner et al., 1994; Lotz, 1997;
Wigglesworth, 1994). Infected P. vannamei generally die within 1 week
of disease onset with cumulative mortalities typically ranging from
60 to 95% (Brock et al., 1995, 1997; Hasson et al., 1995; Lightner,
1995, 1996a; Lightner et al., 1994, 1995; Wigglesworth, 1994). As
with other mass mortalities in shrimp farms, whether due to an infec-
tious or noninfectious agent, the flocking of sea birds over a stricken
pond as they feed on the numerous dead and dying shrimp often
signals a TSV epizootic (Brock et al., 1997; Garza et al., 1997). Similar
TSV clinical signs and mortality data have been reported for
P. stylirostris (Pacific blue shrimp) stocks (Robles-Sikisaka et al.,
2002) that were widely farmed in Mexico during 1996 to 2000 (Clifford,
2000) and, prior to 1999, considered TSV resistant (Brock et al., 1995).
Robles-Sikisaka et al. (2002) and Erickson et al. (2002) demonstrated
that TSV epizootics among L. stylirostris stocks in Mexico were the
result of a new emerging strain or serotype of TSV (Section II,F).

2. Transmission

The different modes of TSV transmission have been examined to a
limited extent (Table I). Vertical transmission of this virus has
been hypothesized to occur based on anecdotal information but not

TABLE I
VECTORS OF TSV

A. Short-range transmission (within ponds)
� Cannibalism of acute or chronically infected moribund or dead

shrimp

� Waterborne

B. Medium-range transmission (between ponds and farms)

� Sea birds

� Water boatmen (T. reticulata)

� Chronically infected shrimp

� Wild infected postlarvae

C. Long-range transmission (between countries)

� Live infected postlarvae and broodstock

� Frozen infected shrimp

358 ARUN K. DHAR ET AL.



demonstrated (Lightner, 1995; Lightner and Redman, 1998). Dissemi-
nation of the virus within a pond or tank results from cannibalism of
infected moribund or dead shrimp by healthy shrimp, resulting in
rapid exponential spread of the virus within the exposed population
(Brock et al., 1995; Hasson et al., 1995). Work by Prior and Browdy
(2000) showed that TSV remains pathogenic in decaying P. vannamei

shrimp carcasses for up to 3 weeks following death and can serve as a
source for renewed outbreaks if consumed by TSV-susceptible shrimp.
In the same study, water borne transmission of TSV was demonstrated
to occur for up to 48 hr following the peak mortality period of an
experimentally induced TSV epizootic. Chronically infected P. vanna-

mei harbor infectious TSV within both the lymphoid organ (LO) and
hemolymph for at least 8–12 months postinfection, representing a
potential source of renewed outbreaks if cannibalized (Hasson, 1998;
Hasson et al., 1995, 1999c). As a result, persistence of TSV in a farm or
a given region may be due to the presence of chronically infected
shrimp living within ponds, canals, or adjacent estuaries.

The transmission of TSV between ponds or farms has been attribu-
ted to seabirds, predominantly gulls, and a flying aquatic insect com-
monly known as the water boatmen (Trichocorixa reticulata) (Garza
et al., 1997; Hasson et al., 1995; Lightner, 1995, 1996a). Garza et al.
(1997) demonstrated that sea gull feces collected from the banks of
TSV infected ponds in Texas during the 1995 TSV epizootic contained
infectious TSV. They hypothesized that shrimp eating birds transmit
TSV to other ponds or farms through defecation of TSV infected feces
with subsequent ingestion of the infected fecal matter by scavenging
shrimp. Water boatmen are commonly found in large numbers in
shrimp farms. They possess a sucking proboscis and will prey on small
postlarval shrimp (Hasson et al., 1995; Lightner, 1995, 1996a,b).
Limited histological and TSV in situ hybridization (ISH) analyses of
experimentally exposed and wild water boatmen samples indicate that
these insects transport TSV within their intestinal contents but are
not directly infected by the virus (Hasson, unpublished data; Lightner,
1996a,b). Similar to sea birds, water boatmen are believed to be capa-
ble of disseminating infectious virus through their fecal matter, or,
perhaps they spread the virus upon death when they are consumed
by shrimp. Similar to the water boatmen, red drum (Sciaenops ocella-

tus), blue crabs (Callinectes sapidus), grass shrimp (Palaemontes sp.),
and sea trout (Cynoscion nebulosus) are not infected by the virus as
indicated by experimental TSV per os exposure and histologica ana-
lyses (Erickson et al., 1997). However, the possibility of fecal transmis-
sion of TSV by these potential vectors was not examined.
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TSV is considered endemic in countries along the Pacific coast, rang-
ing from northern Peru up through Mexico (Brock et al., 1995, 1997;
Hasson et al., 1999a; Lightner, 1995, 1996a,b; Zarain-Herzberg and
Ascencio-Valle, 2001). Acute and/or chronic disease has been detected
in wild P. vannamei postlarvae collected in Ecuador and in broodstock
captured off of Honduras, El Salvador, and southern Mexico (Brock
et al., 1997; Lightner, 1995, 1996a,b). Hence, wild postlarvae and brood-
stock of unknown health history are potential TSV vectors, should be
avoided by shrimp growers, and represent another means by which the
virus can be transmitted either locally or between countries.

The movement of TSV between countries has mainly been attributed
to the sale and export of live postlarvae and adult shrimp with acute or
chronic TSV infections (Brock et al., 1997; Hasson et al., 1999a;
Lightner, 1995, 1996a,b, 1999; Lightner et al., 1997b). This is the
principal means by which TSV was introduced into shrimp farming
nations within the Western Hemisphere during 1992 to 1996 and the
manner by which the disease entered Taiwan in 1998 (Hasson et al.,
1999a; Tu et al., 1999; Yu et al., 2000). The ability of TSV to withstand
long-term freezing without loss of infectivity makes frozen shrimp
another potential vector of this disease (Hasson et al., 1995; Lightner,
1995). Thus, virus spread between countries can occur if a frozen
infected product is used as bait for fishing (Lightner, 1995; Prior
et al., 2001) or if shrimp processing plant wastes are carelessly intro-
duced into local water ways (Lightner, 1995; Lightner et al., 1996b,
1997b).

The principal penaeid host of TSV is P. vannamei, which is the pre-
dominant marine penaeid species farmed in the Americas and which
has been introduced into Asia (Jory, 1995; Tu et al., 1999). TSV causes
serious disease in postlarval, juvenile, and adult shrimp of this species,
but has not been reported in P. vannamei smaller than those in the
postlarval (PL) 11 stage (Brock et al., 1995; Lightner, 1996a; Lightner
et al., 1995, 1997a; Lotz, 1997). The American penaeids P. stylirostris,

P. schmitti, P. setiferus, P. duorarum, and P. aztecus can also be infected
by TSV. However, serious acute TSV infections have only been reported
for the PL and juvenile stages of P. setiferus (Overstreet et al., 1997),
juvenile stages of P. schmitti (Brock et al., 1997; Lightner, 1996a) and,
most recently, in postlarval and juvenile P. stylirostris (Erickson et al.,
2002; Robles-Sikisaka et al., 2002). Findings of TSV-tolerant P. setiferus
juveniles suggest that different strains of this species are more TSV
resistant than others (Erickson et al., 1997; Hasson, 1998; Overstreet
et al., 1997). Similarly, TSV-resistant strains of specific pathogen-free
(SPF) P. vannamei have been developed through selective breeding
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programs initiated and run by the U.S. Marine Shrimp Farming Con-
sortium as a strategy to combat this disease (Argue et al., 2002; Carr
et al., 1997; Lightner, 1995). Limited TSV infectivity studies conducted
on the Asian penaeid species P. monodon, P. japonicus, and P. chinensis

suggest that all three species are moderately susceptible to the virus as
juveniles (Brock et al., 1997; Hasson, 1998; Overstreet et al., 1997).
However, TSV can mutate, and a recently described new strain of
TSV was found to cause severe infection-induced losses in populations
of farmed P. stylirostris, a species that was previously considered
TSV-refractive or tolerant. This finding is troubling as it suggests that
all species of shrimp currently deemed refractive or resistant to the
disease may be infected if additional TSV strains or serotypes emerge
(Brock et al., 1995; Erickson et al., 2002; Robles-Sikisaka et al., 2002).

3. Disease Cycle

Initial descriptions of TSV lesion pathogenesis were incomplete and
based on routine histological analyses of either naturally infected
P. vannamei from farms or experimentally infected shrimp obtained
from short-term infectivity studies (Brock et al., 1995; Hasson et al.,
1995; Jimenez, 1992; Lightner et al., 1994, 1995). The cyclic nature of a
TSV infection was later determined through histological and ISH ana-
lyses of experimentally infected P. vannamei juveniles and found to
consist of three overlapping yet clinically and histologically distinct
phases. The cycle consists of a per acute to acute phase, a short
transition phase, and a long-term chronic phase (Hasson et al.,
1999b,c). Lotz et al. (2003) have divided the disease cycle into five
states (uninfected susceptible, prepatently or latently infected, acutely
infected, chronically infected, and dead infected shrimp) for the pur-
pose of describing the epizootiology of the disease in mathematical
terms. For the purpose of this review, the three phases of TSV infection
cycle will be described (Fig. 2).

The clinical signs of an acute phase infection were described earlier.
During this period, beginning as early as 24 h postexposure and last-
ing between 7 to 10 days, virus-induced mortalities peak, and
the infected population suffers its highest losses as shown in Fig. 2,
phase 1 (Hasson et al., 1999b; Lotz et al., 2003). The predominant cell
type targeted by TSV is the cuticular epithelium of the foregut, gills,
appendages, hindgut, and general body cuticle (Brock et al., 1995;
Hasson et al., 1995; Jimenez, 1992; Lightner, 1995, 1996a; Lightner
et al., 1994, 1995). Lesions may extend into underlying subcuticular
connective tissue and striated muscle (Brock et al., 1995; Hasson et al.,
1995, 1999b; Lightner et al., 1994, 1995). In severe cases, the antennal
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gland, hematopoietic tissue, testes, and ovaries may also be infected
(Hasson et al., 1999b; Verlee Breland, GCRL, personal communication,
1997). Acutely infected epithelial cells detach from the underlying
stroma and assume a spherical shape; cell lysis follows with the libera-
tion of virions into the circulatory system (Hasson, 1998; Hasson et al.,

FIG 2. Hypothesized TSV disease cycle in juvenile Penaeus vannamei (Phase 1: The
acute phase infection targets the cuticular epithelium and subcutis, killing about 60–
95% of susceptible shrimp that typically die in preecdysis or postecdysis (stages D4 or E)
and display marked chromatophore expansion. Phase 2: Acute phase survivors enter the
transition phase, which is characterized by grossly visible multifocal melanized lesions
covering the body, moderate mortality, delay of molt, infrequent acute phase epithelial
lesions, sequestering of circulating TSV by hemocytes within the walls of lymphoid organ
(LO) arterioles, and interstitial LO spheroid formation. Phase 3: The chronic phase
infection begins following molt (postecdysis, stage A) with marked LO spheroid develop-
ment and LO hypertrophy, with a cessation of mortalities and a return of normal
behavior and appearance. Pinocytosis of circulating TSV virions by hemocytes initiates
LO spheroid production and morphogenesis beginning with the type A morphotype. Viral
replication within the type A LO spheroid produces the vacuolated and necrotic type B
form with release of TSV back into the circulatory system, reinitiating spheroid produc-
tion within the LO and resulting in a persistent chronic infection. Alternatively, the type
B spheroid hemocytes may undergo apoptosis and transform into the type C morphotype,
resulting in viral elimination with the possibility of the shrimp host returning to a TSV-
free state (normalcy). The final outcome of a TSV infection (viral persistence versus
elimination) is believed to be largely dependent on the immunological, nutritional, and
overall health status of the shrimp. Disease cycle is adapted from Hasson et al. (1999b,c);
molt cycle adapted from Roer and Dillaman (1993).
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1999b). Histologically, TSV induces a distinctive acute phase lesion
consisting of necrotic epithelial cells that display highly basophilic
pyknotic and karyorrhectic nuclei, marked cytoplasmic eosinophilia,
and variably staining and sized cytoplasmic inclusion bodies (Brock
et al., 1995; Hasson et al., 1995, 1999b; Jimenez, 1992; Lightner, 1994,
1995; Lightner et al., 1995). Collectively, these characteristics produce
the aptly termed ‘‘peppered’’ or ‘‘buckshot laden’’ appearing histologi-
cal lesion, which is considered pathognomonic for an acute phase TSV
infection (Fig. 3A) (Brock et al., 1995; Hasson et al., 1995, 1999b;
Jimenez, 1992; Lightner, 1994, 1995; Lightner et al., 1995). Infection
and lysis of the cuticular epithelium does not elicit an immediate

FIG 3. Photomicrographs of naturally occurring acute, transition, and chronic phase
TSV infections in Penaeus vannamei by routine histology. (A) Head appendage illustrat-
ing a pathognomonic severe segmental acute phase TSV infection of the cuticular epithe-
lium and subcutis (Top). The ‘‘peppered’’ appearance of the lesion is principally due to
nuclear pyknosis, karyorrhexsis, and karyolysis. Normal uninfected epithelium is pres-
ent for comparison (Bottom). The surrounding cuticle is absent due to sectioning artifact.
(B) A transition phase TSV lesion within the region of the cuticular epithelium and
subcuticular connective tissue of a tail segment. A layer of melanized (brown) hemocytic
infiltrates (small arrow), located immediately below the exocuticle (*), has replaced the
virus-killed epithelium. Edema and fibrous tissue are evident (large arrow head), further
indicative of ongoing wound repair. (C) High magnification of the lymphoid organ of a
chronically infected shrimp showing a normal arteriole in cross-section (small arrow) and
three basophilic type B spheroids (large arrow heads). (D) Type A (small arrow) and type
B (large arrow head) spheroids bordering the walls of the subgastric artery in the same
shrimp described in Fig. 3C. L¼ Lumen. Hematoxylin and eosin stain. Bar¼ 30 �m. (See
Color Insert.)
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inflammatory response and typically occurs in late premolt or early
postmolt stages in P. vannamei (Brock et al., 1995; Hasson et al., 1995,
1997, 1999a,b; Lightner, 1996a; Lightner et al., 1994, 1995). Dead
shrimp with partially sloughed cuticles are commonly observed during
this phase. It is possible that the combined porosity of the cuticle and
increased metabolic activity of the epithelium that occurs just prior to
and during ecdysis results in increased virus accessibility to epithelial
cells whose activated state makes them conductive to viral replication
(Hasson, 1998).

Shrimp surviving the acute phase infection enter a brief transitional
phase, as shown in Fig. 2 as phase 2, which shares characteristics of
both the acute and chronic phases and effectively links them together
(Hasson et al., 1999b). The transition phase is characterized by declin-
ing mortalities and marked by grossly visible multifocal melanized
lesions of the cephalothorax and tail. The histological characteristics
include infrequent scattered acute phase epithelial lesions, normal
appearing lymphoid organ (LO) arterioles (tubules) that display a
diffuse TSV probe positive signal by in situ hybridization (ISH), and
the initiation of spheroid development within the LO. The grossly
visible melanized lesions within the cuticular epithelium consist of
hemocytic infiltrates and represent foci of resolving acute phase le-
sions (Fig. 3B). P. vannamei with transition phase infections are gross-
ly and histologically detectable in experimentally infected stocks about
4 days following per os exposure to TSV, and this phase has a duration
of about 5 days. Transition phase shrimp are lethargic and anorexic,
presumably because all resources are devoted to wound repair and
recovery. The end of the transition phase and initiation of the chronic
phase infection is signaled by resumption of the molt cycle and the
shedding of the melanized exoskeleton (Hasson et al., 1995, 1999b,c).

A chronic TSV infection, shown in Fig. 2 as phase 3, begins about
6 days postinfection and was found to have a minimum duration of
8 to 12 months in experimentally infected P. vannamei (Hasson, 1998;
Hasson et al., 1999c; Jeff Lotz, personal communication, 1997). The
characteristics of a chronic TSV infection include a cessation of mor-
talities, absence of disease signs, and resumption of normal feeding
and swimming behavior. Histologically, the hallmark of a chronic TSV
infection is the presence of numerous spheroids located within both the
interstices of a hypertrophied lymphoid organ and along the external
surface of the subgastric artery (Fig. 3C and D). Infrequent numbers of
ectopic spheroids are also found associated with tegmental glands lo-
cated within connective tissues of the cephalothorax and appendages.
Spheroids consist of phagocytic semigranular and granular hemocytes
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with a high apoptotic index (Anggraeni and Owens, 2000). Routine
histology and ISH analyses were used to track the development of
spheroids in time-course sampled P. vannamei juveniles with experi-
mentally induced chronic TSV infections during a 12-month study
(Hasson et al., 1999c). To summarize briefly, spheroid development
begins during the transition phase following active pinocytosis and
sequestering of circulating TSV particles by resident or transient
phagocytic hemocytes located in the walls of the LO arterioles. These
activated hemocytes are believed to migrate into the LO interstitium
where they form aggregates with other TSV-activated hemocytes. The
resulting spheroid is characterized by a well-delineated, lightly baso-
philic, and variably sized and shaped solid mass of hemocytes. Fur-
thermore, spheroids undergo successive morphological changes and
produce three distinct forms that were named morphotypes A, B, and
C. The first LO spheroid morphotype to appear, type A, consists of a
homogenous mass of hemocytes that is, typically, TSV negative by ISH
analysis, presumably containing undetectable levels of virus. The
subsequent morphotype to develop, type B, displays multifocal cyto-
plasmic vacuolization and moderate to numerous necrotic foci that are
consistently TSV positive by ISH, indicating ongoing viral replication.
The terminal morphotype, type C, displays morphological characteris-
tics of apoptotic cells that are TSV negative by ISH and eventually
disappear through combined autolysis and resorption. Continued rep-
lication of TSV in type B spheroids with concurrent release of the virus
into the shrimp circulatory system perpetuates spheroid production in
the LO in a cyclic fashion and induces a persistent infection as shown
in Fig. 2, phase 3. In contrast, the progressive transformation of the
type B to the type C morphotype, with resultant TSV elimination by
apoptosis, could return the shrimp host to a TSV-free state (normalcy).
Based on these results and published information on LO physiology,
Hasson et al. (1999c) proposed that spheroid development in marine
shrimp represents a cell-mediated immune response as first suggested
by Kondo et al. (1994). Further, the function of the LO is to remove
biotic and abiotic substances from the hemolymph of the shrimp
host that are otherwise too small to illicit an encapsulation response
(Hasson et al., 1999c). This same hypothesis has been advanced and
supported by more recent studies involving the effects of both viral and
bacterial infections on the LO (Anggraeni et al., 2000; Soowannayan
et al., 2002; van de Braak et al., 2002). The possible outcomes of a
chronic TSV infection include a return to normalcy through the
complete elimination of TSV via apoptosis or persistence of a chronic
state infection due to continued viral replication. Which of these two
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competing processes will prevail within the LO probably depends on
the nutritional, immunological, and overall health status of the host
(Hasson, 1998; Hasson et al., 1999c).

C. Physical Properties of Taura Syndrome Virus

Initial isolation and characterization work was conducted on sucrose
and cesium chloride gradient-purified TSV isolated from P. vannamei

originating from naturally occurring epizootics in Ecuador (1993) and
Hawaii (1994) by Hasson et al. (1995). These isolates were found to
have icosahedral symmetry (Fig. 4), had a diameter of 31–32 nm and
a buoyant density of 1.337 g/ml, were nonenveloped, and replicated
within the cytoplasm of host cells. These characteristics sugges-
ted that TSV corresponded to either Nodaviridae or Picornaviridae.
Subsequent work by Bonami et al. (1997) demonstrated that TSV
possesses a linear positive-sense ssRNA genome of about 9kb, three
major (55, 40, and 24 kDa) and one minor (58 kDa) polypeptides
composing the capsid, and an extracted genomic RNA that is itself

FIG 4. Transmission electron micrograph illustrating CsCl gradient-purified and neg-
atively stained (with 2% PTA) TSV particles isolated from farmed Penaeus vannamei

originating from Ecuador. The icosahedral viral particles are 31 to 32 nm in diameter
and are nonenveloped.
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infectious. This latter finding was suggestive of a genome with a poly-
adenylated 30-end and the ability to act as a polycistronic mRNA.
Collectively, these characteristics justified the classification of TSV as
a Picornavirus and similarities to insect picornaviruses were discussed
by Bonami et al. (1997). Subsequent sequence analysis of a cloned
segment of the 30-end of the TSV genome (3728 bp) by Robles-Sikisaka
et al. (2001) provided further molecular evidence that TSV is similar to
other insect picornaviruses. Work conducted byMari et al. (2002) deter-
mined the complete sequence of the TSV genome (10,205 nucleotides)
and classified the virus as a member of a newly designated group,
cricket paralysis-like viruses, in Picornaviridae (van Regenmortel et al.,
2000). This group of insect viruses, together with TSV, share simila-
rities with the picornaviruses but are sufficiently different to be
grouped separately (Mari et al., 2002).

D. Genome Organization and Gene Expression of Taura

Syndrome Virus

The TSV genome comprises a single-stranded RNA of positive polar-
ity with a 30-poly(A) tail (Bonami et al., 1997). The genome is 10,205
nucleotides (nt) long with a 50-untranslated region of 377 nt and a
30-untranslated region of 226 nt (Mari et al., 2002). There are two open
reading frames (ORFs) in the TSV genome. ORF1 is 6324 nt long and
encodes a 2107 amino acid (aa) polyprotein with a molecular mass of
234 kDa. ORF2 is 3036 nt long and encodes a 1011 aa polypeptide with
a molecular mass of 112 kDa (Mari et al., 2002). There is an intergenic
region of 226 nt between the two ORFs. ORF1 encodes nonstructural
proteins, and ORF2 encodes the virion structural proteins (Mari et al.,
2002; Robles-Sikisaka et al., 2001). The ORF1 nonstructural proteins
contain sequence motifs that correspond to the conserved motifs of a
helicase (NTP-binding protein), a protease, and a RNA-dependent
RNA polymerase (RdRp) (Fig. 5). The RNA helicase consensus se-
quence, Gx4GK, is present at ORF1 amino acid positions 752 to 758,
and the TSV helicase domain shows significant similarity with the
cognate domain of insect picorna-like viruses (Drosophila C virus,
DCV; Rhophalosiphum padi virus, RhPV; Plautia stali intestinal vi-
rus, PSIV; black queen cell virus, BQCV; Triatoma virus of the fungus
Triatoma infestans, TrV; and Himetobi P virus, HiPV). The protease
domain in the TSV ORF1-encoded polypeptide resides between amino
acid residues 1380 to 1570. It also shows similarity with the 3C prote-
ase of insect picorna-like viruses as well as other positive-sense RNA
viruses of the Picornaviridae, Sequiviridae, and Comoviridae that
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have a conserved (GxCG) protease motif (Gorbalenya et al., 1989). In
TSV, the protease motif is partially conserved with Gly being replaced
by Cys. However, like other picornaviruses, the His-Asp-Cys catalytic
triad in the protease domain is conserved in TSV (Mari et al., 2002).

The C-terminal region of TSV ORF1 contains the RdRp domain.
Multiple alignment of the TSV RdRp domain with homologous do-
mains of other positive-sense RNA viruses is shown in Fig. 6. There
are eight conserved motifs in the RdRp (Koonin, 1991) preserved in all
insect picorna-like viruses along with picornaviruses of mammalian
and plant origin (Fig. 5). Among these, motifs 1, 5, 6, and 7 are more
conserved than other motifs, and it has been suggested that these
highly conserved motifs might constitute sites for RNA binding
(Koonin, 1991). Phylogenetic analysis using the Maximum Likelihood
method categorizes picornaviruses into two major clusters (Fig. 7). One
cluster contains insect and mammalian picornaviruses and the other
the plant picornaviruses. In the first cluster, insect picornaviruses
possessing a dicistronic genome (see subsequent paragraphs for detail)
group together; in this group, TSV clusters with DCV and cricket
paralysis virus (CrPV). The second subcluster contains two groups:

FIG 5. A schematic representation of the genome organization of mammalian and
insect picornaviruses and plant RNA viruses. ORF ¼ Open reading frame, UTR ¼

Untranslated region, VPg ¼ Genome linked protein, and ? ¼ The unconfirmed presence
of VPg. The helicase (4), protease (s), and the RNA-dependent RNA polymerase (&)
regions are indicated. (See Color Insert.)
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one group includes sacbrood virus (SBV) of honeybee and infectious
flacherie virus (IFV) of silkworm, the genome organization of which
shares more similarities with mammalian than insect picornaviruses,
and the other group includes mammalian picornaviruses (Fig. 7).

In addition to helicase, protease, and RdRp motifs, the TSV genome
contains a short aa sequence at the N-terminal end of ORF1 (positions
166 to 230) that shows significant similarity with the inhibition of
apoptosis (IAP) proteins found in mammals, yeast, insects, and some
DNA viruses (Mari et al., 2002). No other RNA viruses are known to
contain such an IAP motif. TSV-infected shrimp that survive the initial
acute infection enter into a long-term chronic phase infection (Fig. 2)
(Hasson et al., 1999b,c). It remains to be seen if the TSV-encoded
peptides containing the IAP motif play any role in evading the
host immune system, thus enabling the virus to replicate during
the long-term chronic phase infection.

TSV ORF2 contains the capsid proteins. TSV virions contain three
major proteins designated as VP1 to VP3 (55, 40, and 24 kDa) and one
minor protein (58 kDa) designated as VP0, polypeptide (Bonami et al.,
1997). The N termini of VP1 to VP3 have been sequenced, and the
order of these proteins in ORF2 was found to be VP2, VP1, and VP3
(Mari et al., 2002). The N-terminal sequence of VP0 has not been
determined, and it has been hypothesized that it might be processed
from ORF2 in a manner similar to PSIV, an insect picorna-like virus
infecting the brown-winged green bug (Plautia stali) (Sasaki et al.,
1998). The five amino acid motif containing the VP2/VP1 cleavage site
in TSV is conserved in insect picornaviruses: TSV (GF#SKD), PSIV
(GF#SKP), DCV (GF#SKP), and RhPV (GW#SKP) (Robles-Sikisaka
et al., 2001). The presumed VP1 and VP3 cleavage site in TSV (H#A)
is partially conserved with those used by insect picornaviruses
Q#(A,S,V) (Mari et al., 2002).

A BLASTP search using the ORF2 1011 aa sequence of TSV showed 39
to 43% similarity with the cognate ORF of insect picornaviruses includ-
ing RhPV (213/482 aa overlap, E ¼ 2e�24), TrV (231/584 aa overlap,
E ¼ 2e�20), DCV (230/581 aa overlap, E ¼ 3e�19), PSIV (162/402 aa
overlap, E ¼ 4e�16), CrPV (56/136 aa overlap, E ¼ 2e � 04), and HiPV
(230/580 aa overlap, E ¼ 1e�15) (Robles-Sikisaka et al., 2001). These
similarities encompass TSV VP1 and VP2 capsid proteins. A multiple
alignment of TSV VP1 and VP2 amino acid sequences with the homol-
ogous proteins of insect and mammalian picornaviruses is shown in
Fig. 8. A small RNAvirus infecting aphids (Acyrthosiphon pisum virus,
APV) (van der Wilk et al., 1997) has recently been reported to have a
genome like those of other insect-infecting RNA viruses that contain
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two long ORFs with its virion proteins encoded in the 30-ORF. The TSV
capsid protein sequences, however, show no significant similarity to
that of APV.

Northern blot analysis, using total RNA from tail muscle of TSV-
infected P. stylirostris and radio-labeled probe to a genomic region
containing the TSV capsid genes, detected a single transcript of about
10 kb. This suggests that the capsid protein gene is not transcribed as
a subgenomic RNA and that the capsid proteins might be translated
from the full-length transcript (Robles-Sikisaka et al., 2001). This
distinguishes TSV from many positive-stranded RNA viruses (e.g.,
species of Calciviridae and Togaviridae) in which the capsid proteins
encoded in the 30-end of the genome are generally translated from a
subgenomic RNA (Murphy et al., 1995). The TSV transcriptional strat-
egy, however, is similar to insect picornaviruses like RhPV, PSIV, and
HiPV, which do not produce a subgenomic RNA for the expression of
their capsid proteins encoded in the ORF at the 30-end of the viral
genome.

E. Comparison of Genome Organization of TSV with Insect and

Mammalian Picornaviruses

Many picornaviruses have been isolated from a wide range of insect
species. Based on their biologic and biophysical properties as well as
genome organization data, these viruses were classified as members of
a newly designated group, as cricket paralysis-like viruses, in the

FIG 6. Multiple alignment of amino acid sequence of RdRp genes of picornaviruses
using the ClustalX program. The alignment is shaded (using up to a 50% consensus) with
gray and black indicating similar and identical residues, respectively. The numbers 1
through 8 above the alignment indicate locations of the conserved motifs. A total of 17
Picornavirus species were used for the multiple alignment. These include cricket paraly-
sis virus (CrPV; AF218039), Drosophila C virus (DCV; AF014388), acute bee paralysis
virus (ABPV; NC002548), Rhophalosiphum padi virus (RhPV; AF022937), sacbrood virus
(SBV; AF092924), Plautia stali intestinal virus (PSIV; AB006531), black queen cell
virus (BQCV; AF183905), Triatoma virus (TrV; AF178440), himetobi P virus (HiPV;
AB017037), infectious flacherie virus (IFV; AB000906), and Taura syndrome virus
(TSV; F277675). In addition to insect picornaviruses, the RdRp sequences of the following
mammalian picornaviruses were taken for phylogenetic analysis: foot-and-mouth dis-
ease virus (FMDV; P03305), human echovirus (EV; AF311938), and hepatitis A virus
(HAV; BAA35107). The RdRp sequences of positive-strand RNA viruses infecting plants
that were included for the multiple alignment were rice tungro spherical virus (RTSV;
A46112), Parsnip yellow fleck virus (PYFV; Q05057), and cowpea mosaic virus (CPMV;
P03600). (See Color Insert.)
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family Picornaviridae with CrPV as the type species of this group
(Christian and Scotti, 1998; van Regenmortel et al., 2000). Genomes
of a number of these viruses have now been sequenced. These include
CrPV (AF218039), DCV (AF014388), and acute bee paralysis virus
(ABPV, NC002548); BQCV (AF183905), and SBV (AF092924) of hon-
eybees; RhPV (AF022937), PSIV (AB006531), TrV (AF178440), and

FIG 7. Maximum likelihood phylogenetic tree of picornaviruses infecting insects and
mammalian hosts using the amino acid sequence of the RNA-dependent RNA polymer-
ase gene. Plant RNAviruses were used as the out-group. The list of the virus species used
for the phylogenetic analysis is the same as used for the multiple alignment of the RdRP
gene. The plant picornaviruses were used as an out-group for the phylogenetic analysis.
The DNA substitution model used for the analysis was the Hasegawa-Kishino-Yano 85 þ

I þ G; proportion of transitions/transversions was 0.9308; nucleotide frequencies were
A ¼ 0.28990, C ¼ 0.19290, G ¼ 0.21940, T ¼ 0.29780; proportion of invariable sites
equaled 0.0346; were shape parameter was 2.3891; and the log likelihood of the tree was
15706.94.
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FIG 8. Multiple alignment of predicted amino acid sequence of putative VP1 and VP2 capsid proteins of TSV with the
homologous proteins of Rhopalosiphum pisum virus (RhPV), Drosophila C virus (DCV), Plautia stali virus (PSIV), Himetobi

P virus (HiPV), cricket paralysis virus (CrPV), infectious flacherie virus of silkworm (IFV), sacbrood virus of honeybee (SBV),
Triatoma virus (TrV), foot-and-mouth disease virus (FMDV), and encephalomyocarditis virus (EMCV). For TSV, the amino acid
sequence is numbered starting with the N-terminal amino acid of the ORF; for the other viruses, the numbers indicate the
starting amino acid position of VP2 or VP. Adapted from Robles-Sikisaka et al. (2001) with permission.
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HiPV (AB017037); as well as IFV (AB000906) and TSV of shrimp
(F277675). Among these viruses, the genome organizations of IFV
and SBV were found to be similar to that of mammalian picorna-
viruses. They contain a single long ORF with the capsid proteins
located at the N-terminal end and the nonstructural proteins at the
C-terminal end. In contrast, the genomes of CrPV, DCV, RhPV, PSIV,
HiPV, TrV, and TSV contain two long ORFs (ORF1 and ORF2) sepa-
rated by a intergenic region. The 50-end of ORF1 contains the non-
structural proteins, and the 30-end of ORF2 contains the capsid
proteins (Fig. 5). All of these viruses show greater sequence similarity
to each other than with any of the mammalian picornaviruses. In
addition, the insect picornaviruses that possess dicistronic genomes
have two unique features. First, no subgenomic RNA is produced for
translation of the capsid proteins, and second, the coat protein cistron
appears to lack an initiating methionine, suggesting that the coat
protein is translated through internal initiation and mediated by an
internal ribosomal entry site (IRES). Functional IRES elements have
been identified in the intergenic region of CrPV and PSIV (Sasaki and
Nakashima, 1999; Wilson et al., 2000), and cap-independent transla-
tion in PSIV ORF2 has been demonstrated in vitro using a rabbit
reticulocyte lysate (Sasaki and Nakashima, 2000). In CrPV, the initia-
tion codon for IRES-mediated translation was identified as CCU,
whereas in PSIV and RhPV, the initiation codon was found to be CUU.
It has been shown that the CCU/CUU triplets are part of the inverted
repeat sequence of the IRES elements that form RNA psuedo-knot
structures essential for IRES activity (Sasaki and Nakashima, 1999;
Wilson et al., 2000). In TSV, although there is an in-frame methionine
in ORF2, N-terminal sequencing of the VP2 capsid protein identi-
fied an Ala at the terminal position in the sequenced protein
(ANPVEIDNFDTT) (Mari et al., 2002). The Ala codon is preceded by
both a Pro (CCU) and a Met (AUG) codon (MPANPVE). For Met to be
the initiation codon for TSV ORF2, MP residues would need to be
removed from the mature protein. Such post-translational processing
has never been found in eukaryotes, and it is likely that TSV employs
an IRES-mediated cap-independent mechanism for translation of the
structural proteins, which is similar to the insect picornaviruses.

In cells infected with insect picornaviruses like DCV, it has been
shown that structural proteins are produced in vast excess over non-
structural proteins (Moore et al., 1980, 1981). This contrasts towhat has
been observed in cells infected with human picornavirus, where equi-
molar amounts of structural and nonstructural proteins are produced
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(Ruckert, 1996). The IRES-mediated translation of the coat proteins
in insect picornaviruses with dicistronic genomes, therefore, provides
a mechanistic explanation for the abundance of structural compared
to nonstructural proteins in infected cells. Thus, the translation of
the two distinct prolyproteins (ORF1 and ORF2) appears to be inde-
pendently controlled. This contrasts to the picornaviruses encoding a
single ORF in which a single polyprotein is post-translationally pro-
cessed to generate both the structural and nonstructural proteins
(Ruckert, 1996).

F. Genetic Diversity of Taura Syndrome Virus

During the summers of 1999 and 2000, TSV epizootics occur-
red frequently among P. stylirostris shrimp farmed in Mexico. TSV-
infected shrimp presented severe acute-phase histological lesions
accompanied by high mortality. These shrimp were virus positive by
RT-PCR and by ISH but negative by immunohistochemistry (IHC)
analyses using a TSV-specific monoclonal antibody (mAb) (Hasson,
unpublished data). Severe acute-phase TSV lesions in P. stylirostris

were observed on only one previous occasion in 1997 in a diagnostic
case from Nicaragua (Hasson, unpublished data). Because P. styliros-

tris are characteristically TSV-tolerant, it was speculated that the
epizootics in Mexico might have been due to the emergence of a previ-
ously unrecognized TSV strain (Hasson, unpublished data). Subse-
quently, TSV isolates were collected from 16 different farms in
Mexico (Sinaloa and Sonora) and then compared with isolates from
the United States (Texas and Hawaii), Taiwan, and Nicaragua (Robles-
Sikisaka et al., 2002). TSV VP1 and VP2 gene regions were amplified
by RT-PCR and sequenced. Both VP1 and VP2 coding sequences
showed some conservative and nonconservative amino acid replace-
ments among the isolates (Fig. 9). Among these changes, nonconserva-
tive replacements of S!A (polar uncharged to nonpolar hydrophobic)
in VP1 (Fig. 9A) and Q!K (polar uncharged to positively charged)
in VP2 (Fig. 9B) occurred in quite a few isolates. These nonconser-
vative replacements may alter antigenic epitopes involved in antibody
binding and contribute to the serological differences identified.
Changes in antigenicity and host adaptability resulting from point
mutations in the coat protein genes have been reported in mammalian
picornaviruses, such as coxsackie virus B4 (Halim and Ramsingh,
2000), encephalomyocarditis virus (Nelsen-Salz et al., 1996), human
influenza A virus (Fitch et al., 1991), and foot-and-mouth disease virus
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FIG 9. Multiple alignment of predicted amino acid sequences. (A) VP1 sequence. (B)
VP2 sequence. Capsid protein genes of TSV isolates were collected from the United
States (H1 ¼ Hawaii, Tx ¼ Texas), Mexico (Son ¼ Sonora, Sin ¼ Sinaloa), and Taiwan
(Tw). Identical amino acid is indicated by a dot. Adapted from Robles-Sikisaka et al.
(2002) with permission.
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(Haydon et al., 2001; Mateu et al., 1988). It remains to be seen if point
mutations in VP1 and VP2 genes provide TSVa selective advantage for
host adaptability or increased virulence.

TSV-infected shrimp collected from theUnitedStates, Taiwan,Mexico,
andNicaraguawere analyzed by hematoxylin and eosin-phloxine (H&E)
histology and IHC using a TSV-specific mAb. Although all P. vannamei

and P. stylirostris collected from the United States (Texas and Hawaii
isolates), Taiwan, Mexico, and Nicaragua showed acute- or chronic-
phase TSV infections by H&E histology, IHC produced positive signals
with the isolates from Taiwan, Texas, and Hawaii but not the isolates
fromMexico and Nicaragua. This suggests that more than one isolate is
prevalent in TSV endemic regions (Fig. 10). A similar finding has also
been published by Erickson et al. (2002). These authors reported that
the virus could be detected in all three of their isolates collected from
Mexico and from the United States (Hawaii) by Western blot, immuno-
dot blot, and IHC analyses using a TSV polyclonal antibody. However,
when IHC analyses were conducted using mAb 1A1, only two of three
Mexican isolates and theHawaiian isolate reacted positively, indicating
the presence ofmore than one isolate inTSVepizootic areas. The epitope
recognized bymAb 1A1was putatively localized to the TSVVP1 protein
(Erickson et al., 2002).

RNA viruses have been found to exist as a mixture of related yet
heterogeneous genome sequences (known as ‘‘quasi-species’’) due to lack
of effective proofreading activity of RNA polymerase (Domingo and
Holland, 1997). Therefore, the existence of TSV strains comprising more
than one dominant genotype in infected shrimp populations is not
surprising. However, the history of TSV epizootics in Mexico suggests
another possibility. When TSV epizootics in Mexico reached a peak
in 1996, farmers started switching from culturing TSV-susceptible
P. vannamei to TSV-resistant P. stylirostris. This resulted in the decline
of TSV epizootics, and by 1998, shrimp production in Mexico (Sinaloa)
appeared to have stabilized (Zarain-Herzberg and Ascencio-Valle, 2001).
The replacement of P. vannamei with P. stylirostris in shrimp farms in
Mexico might have contributed to the development of a new strain(s) of
TSV as the virus adapted to a new host species. As live postlarvae and
adult shrimp are transported from one country to another and across the
continents, TSV has spread into new areas where it was not previously
present (Tu et al., 1999; Yu and Song, 2000). It is, therefore, possible
that as naive shrimp populations are exposed to TSV, virus and host
selection will evolve, which might result in the emergence of a new
and possibly more virulent strain with devastating consequences.
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G. Diagnosis of Taura Syndrome Virus

1. Bioassay

TSV infection can be induced by exposing specific pathogen-free
(SPF) juvenile shrimp (P. vannamei, Kona stock) to TSV-suspect
shrimp either by following oral or injection routes (OIE, 2003). Confir-
mation of TSV presence is then accomplished through analysis of the
dying shrimp using histological or molecular methods. The per os

challenge protocol involves feeding chopped carcasses of suspect
shrimp to SPF juveniles in small tanks. TSV-positive indicator shrimp,
as identified by gross signs and histopathology, appear within 3 to 4
days post-challenge, and significant mortalities occur within 3 to
8 days. The injection protocol involves homogenizing TSV-suspect
shrimp head tissues or whole shrimp in TN buffer or sterile 2% saline
solution. Following centrifugation of the homogenate, the clarified
supernatant is diluted to 1:10 to 1:100 in sterile 2% saline and filter
sterilized, and then 10–20 �l/g body weight is injected intramuscularly
into the third tail segment of the shrimp. If the inoculum contains TSV,
shrimp begin dying within 1 to 2 days although inocula containing less
TSV may take longer to induce mortalities (OIE, 2003).

2. Histological and Immunological Methods

A variety of histological, immunological, and molecular diagnos-
tic techniques are available for the detection of TSV, and these
are thoroughly reviewed elsewhere (Lightner, 1996b, 1999; Lightner
et al., 1998). Routine H&E histology of Davidson’s AFA-preserved
shrimp tissue (Bell and Lightner, 1988; Humason, 1972) is a standard
diagnostic tool used for the identification of TSV-induced pathology.
Observation of the pathognomonic acute-phase lesion in cuticular epi-
thelium (Fig. 3A) by light microscopy is sufficient to make a defini-
tive diagnosis of TSV infection (Brock et al., 1995, 1997; Hasson et al.,
1995, 1997, 1999a,b; Lightner, 1995, 1996a,b; Lightner et al., 1994,
1995).

An ISH method for detecting TSV in shrimp tissue has been devel-
oped that employs two TSV-specific, digoxigenin-labeled cDNA probes
(1.3 and 1.5 kb) complementary to the TSV genome (Mari et al., 1998).
Positive ISH reactions in shrimp histological sections produce a blue–
black precipitate within the cytoplasm of TSV-infected cells. One ad-
vantage of ISH over routine H&E histology is the greater diagnostic
sensitivity, as TSV can be detected in shrimp with mild acute infec-
tions that may not be obvious by routine histology. In addition, ISH can
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detect TSV both in asymptomatic and chronically-infected shrimp in
which the only histological abnormality is the presence of ectopic or LO
spheroids. As LO spheroid development has been associated with at
least six different shrimp viral diseases, demonstration of TSV in
spheroids by ISH is necessary for a confirmatory diagnosis of this
disease (Hasson et al., 1999c). Overfixation of TSV-infected shrimp
tissue with Davidson’s AFA fixative can result in acid hydrolysis of
RNA and produce false-negative ISH results. This problem can be
avoided by using a fixation time of 24 hr and prompt tissue embedding
or preservation in a neutral pH fixative (Hasson et al., 1997).

An ELISA-based dot blot test for the detection of TSV capsid pro-
tein by use of a TSV-specific monoclonal antibody has been described
(Poulos et al., 1999), and the procedure has been modified for the IHC
detection of TSV in histological sections (Dr. Luis Matheu Wyld, per-
sonal communication, 1998). IHC has advantages over ISH in that it is
a rapid assay (4 hr versus 36 hr for ISH), more economical, and its
TSV detection sensitivity is equivalent to ISH assay. The principle
drawback with this technique is that the current commercially avail-
able antibody detects the original TSV type strain or isotype but not
the Mexican strain identified in L. stylirostris (Erickson et al., 2002;
Robles-Sikisaka et al., 2002).

FIG 10. Photomicrographs of consecutive acute or chronic phase TSV-infected tissue
sections following analysis by H&E histology (Left column) and immunohistochemistry
utilizing a TSV-specific mAb (Right column). (A, B) Lymphoid organ (LO) of a P. vanna-

mei juvenile chronically infected with the 1995 Texas TSV isolate. Numerous LO spher-
oids are located to the left of and below a normal LO tubule (NT) and contain strong
multifocal IHC positive signals (blue–black precipitate) (Davidson’s fixative, 20X). (C, D)
LO of a P. stylirostris juvenile submitted by a farm in Taiwan, 2000, and displaying a
chronic TSV infection. Small normal LO tubules are surrounded by large, irregularly
shaped LO spheroids, that display multifocal IHC positive signals similar to Fig. 10B
(Davidson’s fixative, 20X). (E, F) Midsaggital section through the anterior stomach of a
P. vannamei juvenile infected with the 1994 Hawaiin TSV isolate. The upper halves of
the photos display a typical acute phase TSV infection of the cuticular epithelium (note
pyknotic nuclei), and the lower halves illustrate normal uninfected epithelium. TSV
presence in the necrotic region is denoted by the strong IHC signal (R-F fixative, 60X).
(G, H) Midsaggital section through the paragnath of a P. stylirostris juvenile submitted
by a farm in Mexico (Sonora), 2000. The pathodiagnostic acute phase TSV lesion is
characterized by nuclear pyknosis, cytoplasmic eosinophilia, and detachment of the
infected cuticular epithelial cells from the surrounding matrix in contrast to normal
uninfected epithelium located to the far left. IHC analysis produced a negative result
denoted by the absence of blue–black precipitate (Davidson’s fixative, 60X). Histological
sections were stained with H and E. Sections analyzed by IHC were counterstained with
Bismarck brown. Adapted from Robles-Sikisaka et al. (2002) with permission. (See Color
Insert.)
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Detection of viruses by their propagation in cell lines is a routine
diagnostic tool used in clinical virology laboratories (Lightner and
Redman, 1998; Toullec, 1999). A variety of shrimp primary cell cul-
tures have been developed, but an immortalized shrimp cell line has
yet to be achieved. As a result, diagnosticians continue to rely on in vivo

bioassays for shrimp virus detection and amplification (Lightner,
1996a; Lightner and Redman, 1998; Toullec, 1999). A crustacean cell
line established from crayfish (Orconecte limosus) neuronal cells
has been reported (Neumann et al., 2000) and is available from the
American Type Culture Collection (ATCC). There have been no re-
ported attempts, however, to propagate TSV or other shrimp viruses
using this cell line.

3. RT-PCR and Real-Time RT-PCR

An RT-PCR method has been described for the detection of TSV in
hemolymph (Nunan et al., 1998), and the sequences of primers (9195F
and 9992R) used to amplify a 231-bp region of the VP2 gene are given in
Table II. Compared to TSV diagnosis based on clinical signs, histopa-
thology and bioassays that are both labor intensive and time consum-
ing, RT-PCR provides a nonlethal diagnostic method that is both rapid
and highly sensitive.

Recently, real-time RT-PCR methods using either SYBR Green dye
(Dhar et al., 2002; Mouillesseaux et al., 2003) and the TaqMan probe
(Tang et al., 2003) have been developed for the rapid detection and
quantification of TSV. The real-time PCR assay measures the amplicon
accumulationduring the exponential phase of the reaction. Amplification
profiles and the dissociation curves obtained for a TSV-infected and a
healthy shrimp sample together with those obtained for an endogenous
shrimp gene, elongation factor-1�, are shown in Fig. 11. The amplifica-
tion profile indicates a significant increase in fluorescence at 31.25 cycles
(recorded as the cycle threshold value [Ct] value) in the TSV-infected
sample but not the control sample (Fig. 11A). However, both healthy and
TSV infected samples provided equivalent amplification of elongation
factor-1� (Fig. 11C). The dissociation curves of the TSV and elongation
factor-1� amplicons had peaks at expected temperature, confirming the
specificities of these amplicons (Figs 11B and D). The SYBR Green RT-
PCR is very sensitive, highly specific, and has a wide dynamic range of
detection. It will be very useful for detecting subclinical infection and has
a high throughput potential for screening broodstock and other samples
for TSV (Dhar et al., 2002).

A real-time RT-PCR assay using TaqMan probe has been described
by Tang et al. (2003). The method is very sensitive and highly specific
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in detecting TSV. The high specificity of TaqMan RT-PCR is achieved
by the use of a target-specific, dually labeled fluorogenic probe that
hybridizes to the template between the PCR primers and is cleaved
during polymerase extension by its 50-exonuclease activity (Holland
et al., 1991). TaqMan probes, however, are currently quite expensive.
Unlike a real-time assay using the TaqMan probe, SYBR Green real-
time RT-PCR does not require an additional probe. The diagnostic
specificity of SYBR Green real-time RT-PCR is achieved by analyzing
the dissociation curve of the target amplicon. However, in TaqMan RT-
PCR, both TSVand endogenous shrimp targets can be amplified simul-
taneously using probes with different fluorogenic tags, which is not
possible in SYBR Green RT-PCR.

III. YELLOWHEAD DISEASE

A. History, Clinical Signs, and Transmission

Yellowhead disease (YHD) syndrome (Hua leung) was first observed
in 1990 in black tiger shrimp (Penaeus monodon) farmed in central
Thailand (Limsuwan, 1991). By 1992, the disease had spread to shrimp
farming regions on the east and west coasts of the Gulf of Thailand,
where YHD has remained enzootic (Boonyaratpalin et al., 1993;
Limsuwan, 1991). The occurrence and severity of YHD outbreaks in
Thailand appeared to diminish following the emergence of white spot
syndrome virus (WSSV) in 1994, and yellowhead virus (YHV) or
related viruses have since been commonly detected in healthy shrimp
(Flegel, 1997; Pasharawipas et al., 1997). Although the origins of YHV
remain unclear, a review of particle morphology, morphogenesis, and
histopathology has suggested that the collapse of the shrimp farming
industry in Taiwan in the late 1980s may have been due to YHVrather
than monodon baculoviruses as had been reported at that time
(Chantanachookin et al., 1993; Chen and Kou, 1989).

In early descriptions of YHD in Thailand, P. monodon with severe
signs displayed a pale or bleached body appearance and a yellowish
discoloration of the cephalothorax. This latter sign, from which the
name YHD is derived, was due to yellowing of the hepatopancreas
(HP), which was typically swollen and soft compared to the normal
brown HP of healthy shrimp, and due to a yellow–brownish discol-
oration of gills (Boonyaratpalin et al., 1993; Chantanachookin et al.,
1993; Flegel et al., 1995b; Limsuwan, 1991). Juvenile to subadult
shrimp were susceptible to YHD, and mortalities were observed to
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TABLE II
LIST OF PRIMERS USED FOR THE DETECTION OF TSV, YHV, AND GAV BY CONVENTIONAL AND REAL-TIME RT-PCR

Virus/control gene Primer Primer sequence (50–30) Amplicon size (bp)

Conventional RT-PCR:

TSV 9195F For: TCAATGAGAGCTTGGTCC 231a

9992R Rev: AAGTAGACAGCCGCGCTT

YHV 10F For: CCGCTAATTTCAAAACTACG 135b

144R Rev: AAGGTGTTATGTCGAGGAAGT

YHV 273F For: CAAGATCTCACGGCAACTCA 273c

273R Rev: CCGACGAGAGTGTTAGGAGG

YHV and GAV GY1 For: GACATCACTCCAGACAACATCTG 794d

GY4 Rev: GTGAAGTCCATGTGTGTGAGACG

YHV GY2 For: CATCTGTCCAGAAGGCGTCTATGA 277e

Y3 Rev: ACGCTCTGTGACAAGCATGAAGTT

GAV GY2 For: CATCTGTCCAGAAGGCGTCTATGA 406f

G6 Rev: GTAGTAGAGACGAGTGACACCTAT

Real-time RT-PCR:

SYBR Green real-time RT-PCR:

TSV 112F For: CTGTTTGTAACACTACCTCCTGGAATT 50g

162R Rev: TGATACAACAACCAGTGGAGGACTAA

004F For: ATGAGAGCTTGGTCCTGGACTTC 78h

081R Rev: CCCAATCACTAATCAGAATGTAGTGC
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YHV 141F For: CGTCCCGGCAATTGTGAT 65i

206R Rev: CCAGTGACGTTCGATGCAATA

912F For: TCAATGAGTTCAATGACGTCGAA 50 j

962R Rev: GAATGGTATCACCGTTCAGTGTCTT

399F For: ATCGGCACAGGAGCAGACA 98k

496R Rev: GTAACCCCGGCCATGACTT

Taqman RT-PCR: TSV 1004F For: TTGGGCACCAAACGACATT 72l

1075R Rev: GGGAGCTTAAACTGGACACACTGT

Probe: CAGCACTGACGCACAATATTCGAGCATC

Internal control gene: 25F For: TCGCCGAACTGCTGACCAAGA 55m

EF-1 � 79R Rev: CCGGCTTCCAGTTCCTTACC

a Nunan et al. (1998); b Wongteerasupaya et al. (1997); c Tang and Lightner (1999); d,e,f Cowley et al. (2003); g,i Dhar et al.

(2002); j,h,k,m Mouillesseaux et al. (2003); l Tang et al. (2003).
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FIG 11. The amplification plots and the corresponding dissociation curves of TSVand EF-1� genes from a TSV-infected shrimp
and a healthy shrimp. The melting temperature (Tm) of each amplicon is shown alongside its dissociation curve. Adapted from
Dhar et al. (2002) with permission.
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occur within hours of shrimp displaying clinical symptoms. Original
outbreaks were associated with complete pond losses within 3 to
5 days of the first signs of YHD (Limsuwan, 1991). The appearance of
gross signs and the congregation of moribund shrimp near the
surface at the pond edges were commonly preceded by a period of
high-feed consumption followed by an abrupt cessation of feeding
(Boonyaratpalin et al., 1993; Limsuwan, 1991).

Subsequent to the initial outbreaks in Thailand (Limsuwan, 1991),
YHV infection has been reported to occur wherever P. monodon is
cultured in Southeast Asia and the Indo-Pacific. Countries in which
YHV has been reported include China (Lightner, 1996), the Philippines
(Albaladejo et al., 1998; Natividad et al., 1999), Taiwan (Wang and
Chang, 2000), Indonesia (Rukyani, 2000), Malaysia (Yang et al., 2000),
Vietnam (Khoa et al., 2000), India (Mohan et al., 1998), and Sri Lanka
(Siriwardena, 2000). In 1993, a virus morphologically identical to YHV
was detected in the lymphoid organs of healthy wild and farmed
P.monodon inQueensland,Australia, andwasgiven thename lymphoid
organ virus (LOV) (Spann et al., 1995). In 1995 to 1996 an apparently
pathogenic form of this virus was detected in high levels in the gills of
moribund farmed P. monodon displaying YHD-like histopathology and
was named gill-associated virus (GAV) (Spann et al., 1997). It is now
evident that LOVandGAVrepresent the same virus observed in chronic
andacutephases of infection (Spann etal., 2003;Walker etal., 2001), and
gill-associated virus has become the accepted name for the agent.

The natural occurrence of YHV infections in other penaeid shrimp or
crustaceans appears to be uncommon. A yellowhead-like virus has
been reported in Penaeus japonicus farmed in Taiwan (Wang et al.,
1996). There is some evidence, based on the transmission of YHD to
P. monodon, that krill (Acetes sp.) and small wild shrimp (Palaemon

styliferus) from P. monodon ponds can carry YHV (Flegel et al., 1995b,
1997a). Histopathology consistent with YHV infection was reported in
diseased P. setiferus, which were also infected with WSSV, at a farm in
Texas in 1995 (Lightner et al., 1997b). The infections were suspected to
have originated from water-borne waste produced at a nearby facility
processing P. monodon imported from Asia. However, descriptions of
YHV infections based on histopathology alone need to be viewed with
caution because it has recently been shown that WSSV can cause
severe lymphoid organ and connective tissue necrosis in P. setiferus

and P. vannamei that is similar to and can be easily confused for YHV
(Pantoja and Lightner, 2003). Apart from one other unconfirmed report
of the detection of YHV protein in a P. setiferus using an immuno-
blotting technique (Loh et al., 1998), there is no evidence that YHV is
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currently present in Western Hemisphere shrimp. Extensive RT-PCR
screening of shrimp species indigenous to Australia has identified that
GAV is highly prevalent in eastern coast P. monodon but, except for
some very low-level infections detected in Penaeus esculentus that had
been cocultivated in a pond with P. monodon, is not apparent in other
shrimp species (Walker et al., 2001).

Experimental transmission studies by feeding or direct injection
have shown that YHV has the potential to infect wild shrimp, Eupha-
sia superba and Palaemon setiferus, commonly found in ponds (Flegel
et al., 1995a, 1997) and cause disease of varying severity in several
species of farmed shrimp. Shrimp species to which YHV can be
transmitted include Penaeus merguiensis and Metapenaeus ensis

(Chantanachookin et al., 1993), species Penaeus vannamei and Pe-

naeus stylirostris (Lightner et al., 1998; Lu et al., 1994, 1997), and
species Penaeus setiferus, Penaeus aztecus, and Penaeus duorarum

(Lightner et al., 1998) indigenous to the Western Hemisphere. In
Australia, GAV has been transmitted experimentally to Penaeus japo-

nicus, Penaeus esculentus, and Penaeus merguiensis and, as reported
for YHV (Lightner et al., 1998), species and age affects the severity of
disease signs (Spann et al., 2000, 2003).

YHV has been transmitted horizontally to P. monodon and other
species via several routes, including exposure to free water-borne virus
particles generated from filtered tissue extracts, cohabitation, and
cannibalism of infected carcasses (Flegel et al., 1995a; Lightner,
1996; Lightner et al., 1998). Transmission by ingestion has been de-
monstrated from the late postlarval (PL) stages onward. These infec-
tivity studies demonstrated that PL20were quite susceptible, dying 7 to
10 days post-challenge, whereas no mortality occurred in similarly
exposed PL15 shrimp (Flegel et al., 1995b). The ingestion of tissues of
P. monodon infected with YHV or GAV has proven to be an efficient
route of virus transmission to other penaeid shrimp (Lightner et al.,
1998; Lu et al., 1997; Walker et al., 2001). Transmission of YHV to
P. monodon has also been demonstrated by ingestion of infected Acetes

sp. and P. styliferus (Flegel et al., 1995a, 1997a).
There is no direct experimental data to demonstrate that YHV is

transmitted vertically. It was recognized soon after the first reports of
YHD that subclinical carriers might transmit infections to progeny
(Chantanachookin et al., 1993). Screening of Thai broodstock by elec-
tron microscopy, however, identified a low prevalence of YHV infection,
which suggested that vertical transmission could not account for the
widespread disease (Flegel et al., 1997b). There are also no reports of
the direct detection of YHV infection in the reproductive organs of
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P. monodon broodstock. More recently, a genotypic variant distinct
from YHV and GAV has been detected by PCR in high (�55%) preva-
lence in healthy P. monodon PL1-15 postlarvae from hatcheries in
Vietnam (Phan, 2001), suggesting that this virus may be perpetuated
in farmed stocks by vertical transmission from broodstock. In the case
of GAV, there is substantial evidence that vertical transmission con-
tributes to the high (>96%) infection prevalence detected in wild and
farmed P. monodon from the East Coast of Australia (Cowley et al.,
2000a; Spann et al., 1995; Walker et al., 2001). GAV has been detected
by RT-PCR in spermatophores and mature ovaries of healthy brood-
stock and in spermatophore secretions by ISH (Walker et al., 2001), and
mature virus particles have been observed by TEM in the spermato-
phore seminal fluid of adult males reared in captivity (Cowley et al.,
2003). Moreover, if one considers the probable ancient origins of GAV
(Cowley and Walker, 2002), the origin of progenitor penaeid shrimp
dating back more than 500 million years (Siveter et al., 2001) and the
limited natural host range, it seems likely that GAV/YHV and other
related viruses may have coevolved with P. monodon. The maintenance
of a subclinical infection state perpetuated via vertical transmission is a
common feature of the biology and coevolution of invertebrate viruses.

B. Physical Properties of Yellowhead Virus

Electron microscopy of tissue sections from P. monodon displaying
YHD clinical signs identified enveloped, bacilliform YHV virions
(40–60 nm � 150–200 nm) with rounded ends (Boonyaratpalin et al.,
1993; Chantanachookin et al., 1993). Diffuse projections approximately
8 nm thick and 11 nm in length extend from the envelope surface (Wang
and Chang, 2000; Wongteerasupaya et al., 1995) (Fig. 12). Negatively
stained virus purified from hemolymph in sucrose density gradients
display narrowed envelopes extending from particle ends (Wang and
Chang, 2000; Wongteerasupaya et al., 1995), and virions with long enve-
lope extensions joined to formdoughnut-shaped structures (Nadala et al.,
1997a). The origin of these envelope extensions and their role in YHV
particlemorphogenesis is not clear. Althoughapparently unique in struc-
ture, YHV virions appear to resemble more closely those of toroviruses
than other known viruses.

The YHV nucleocapsid has helical symmetry and comprises a
coiled filament of 16–30 nm diameter with periodicity of 5–7 nm
(Boonyaratpalin et al., 1993; Chantanachookin et al., 1993; Nadala
et al., 1997a; Wang and Chang, 2000). Filamentous nucleocapsid pre-
cursors approximately 15 nm in diameter and of variable length
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(80–450 nm) occur abundantly in the cytoplasm of infected cells. Nu-
cleocapsids acquire envelopes by intracytoplasmic budding at mem-
branes of the endoplasmic reticulum from which it is presumed the
trilaminar lipid envelope of virions is derived. The long nucleocapsid
precursors appear to generate elongated enveloped virion precur-
sors that subsequently fragment into discrete rod-shaped virions
(Chantanachookin et al., 1993). Purified YHV virions paired end to
end with an appearance suggesting they may have arisen by fragmen-
tation of longer virions have also been reported (Wongteerasupaya
et al., 1995). Nucleocapsid precursors and mature enveloped virions
are characteristically observed throughout the cytoplasm of infected
cells and often within membranous vesicles in which budded virions
often align in paracrystalline arrays (Boonyaratpalin et al., 1993;
Chantanachookin et al., 1993). Virions have also been observed near
or between the outer and inner nuclear membranes (Chantanachookin
et al., 1993; Wang and Chang, 2000) in proximity to cytoplasmic nucleo-
capsid filaments, suggesting that virion maturation can sometimes

FIG 12. Transmission electron micrographs of negative-stained virions. (A) YHV viri-
on. An arrow highlights the internal nucleocapsid. (B) GAV virion. (C) Schematic illus-
tration of the Okavirus virion. Bars a ¼ 100 nm. Electron micrographs (A) From Nadala
et al. (1997a) and (B) from spann et al. (1995); reproduced with permission. (See Color
Insert.)
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occur at these membranes. Virions have also been observed budding
from the cytoplasmic membrane (Boonyaratpalin et al., 1993), as has
also been observed in GAV-infected cells (Spann et al., 1995, 1997).

YHV virions have a buoyant density in sucrose of 1.18–1.20 g/ml
(Nadala et al., 1997a). The lower estimation (1.154–1.162 g/ml) re-
ported by Wang and Chang (2000) appears due to particles not being
centrifuged to equilibrium density. Transmission experiments have
shown that YHV extracts can remain infectious for at least 72 hr in
sea water, and it has been reported that about 30 ppm calcium hypo-
chlorite is an effective disinfectant (Flegel et al., 1995b). Other physi-
cochemical properties, including virion pH stability and sensitivity to
other chemical agents, have yet to be reported for YHV.

YHV virions purified by sucrose density gradient centrifugation
were initially reported to possess three major and one minor structural
protein Mr 135, 67, 22 kDa, and 170 kDa, respectively (Nadala et al.,
1997b). Subsequent analyses employing Coomassie blue rather than
silver staining identified only three proteins of Mr 110–116, 63–64, and
20 kDa (Jitrapakdee et al., 2003; Wang and Chang, 2000). A method
employing sodium metaperiodate oxidization of protein-linked carbo-
hydrate followed by the detection of the oxidized carbohydrates using
biotin-linked-hydrazide and streptavidin-horseradish peroxidase has
been used to determine the glycosylation status of the virion proteins.
Using this approach, Nadala et al. (1997b) showed that the 135-kDa
protein was glycosylated, and Jitrapakdee et al. (2003) subsequently
detected carbohydrates in both larger (116 and 64 kDa) proteins. As a
low concentration of metaperiodate used at low temperature preferen-
tially oxidizes terminal sialic acid residues, it is possible such residues
are more prevalent in the 116–135-kDa protein and that differences in
methodology contributed to this discrepancy in carbohydrate detec-
tion. Jitrapakdee et al. (2003) also employed a thymol-H2SO4 carbohy-
drate detection method dependent on the presence of hexosyl,
hexuronosyl, or pentosyl residues (Racusen, 1979) to confirm that both
larger YHV virion proteins were glycosylated, and these were desig-
nated gp116 and gp64 (Table III).

It is likely the gp116 and gp64 glycoproteins form the projections
emanating from the envelope of the virion. However, direct evidence
for this using immuno-electron microscopy and monoclonal antibodies
(mAbs) generated to semipurified YHV (Sithigorngul et al., 2000, 2002)
has been obtained only for gp116 (Soowannayan et al., 2003). Immuno-
gold labeling with mAb V3-2B, which binds to the gp116 structural
glycoprotein in Western blots, deposited gold particles on the envelope
periphery of purified virions. Virions were not labeled with mAb Y18
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specific to the gp64 structural glycoprotein, and it may be that the
antigenic epitope targeted by this antibody is internal to the protein
structure and thus inaccessible. The mAb Y19 specific to the small (20–
22 kDa) structural protein also did not bind to intact virions. However,
when used on ultra-thin tissue sections, gold particles were observed to
bind to free filamentous nucleocapsids in addition to the internal, elec-
tron dense, virion nucleocapsids (Soowannayan et al., 2003). The binding
of MAb Y19 to nucleocapsids, which would be inaccessible in purified
virions, suggests that the nonglycosylated p20 protein is likely to be the
virion nucleocapsid protein. The predicted functional roles of the three
YHV structural proteins are listed in Table III.

The first report on the nature of the YHV genome isolated from
purified virions indicated that it comprised RNA rather than DNA
(Wongteerasupaya et al., 1995). This finding contradicted earlier taxo-
nomic descriptions of YHV, based on particle morphology and associa-
tion with nuclear membranes, as a granulosis-type baculovirus
(Boonyaratpalin et al., 1993; Chantanachookin et al., 1993). Nadala
et al. (1997a) subsequently showed that the YHV genome comprised an
unsegmented single-stranded RNA of at least 22 kb. Because no pro-
teins were detected following in vitro translation of virion RNA, the
genome was tentatively assigned to have negative-sense polarity
(Nadala et al., 1997a). However, Tang and Lightner (1999) subsequent-
ly isolated RNA from clarified hemolymph presumed to contain mature
extracellular virions as a template for cDNA synthesis reactions em-
ploying primers of complementary polarities. A PCR product was only
obtained for cDNA synthesized using primers that were antisense to a
continuous open reading frame (ORF), indicating YHV genomic RNA
was likely to be of positive-sense polarity. By in situ hybridization
(ISH), YHV in shrimp tissues was also only detected using RNA probes
synthesized in antisense to ORFs encoded in three independent
cDNA clones. However, as the antisense RNA probes would also have

TABLE III
PUTATIVE FUNCTIONS AND PROTEIN SIZE ESTIMATES OF THE YHV STRUCTURAL PROTEINS

Large spike glycoprotein S1 gp116a 110–135 kDab

Small spike glycoprotein S2 gp64 63–67 kDa

Nucleocapsid protein N p20 20–22 kDa

a Nomenclature from Jitrapakdee et al. (2003).
b Apparent Mr values determined by electrophoresis (Jitrapakdee et al., 2003; Nadala

et al., 1997a; Sithigorngul et al., 2002; Wang and Chang, 2000).
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detected YHV mRNA, these data are inconclusive. Subsequent com-
parisons of genome sequence, organization, and coding strategy have
resolved that YHV, like GAV, is most closely related to the (þ) RNA
viruses of the order Nidovirales (Cowley and Walker, 2002; Cowley
et al., 2000b, 2001, 2002a; Sittidilokratna et al., 2002).

C. Genome Organization and Gene Expression of

Yellowhead Virus

The International Committee on Taxonomy of Viruses (ICTV) has
recently ratified the classification of YHV, together with GAVas a type
species in new genus Okavirus of the new family Roniviridae within
the Nidovirales (Mayo, 2002; Walker et al., 2003). The name Okavirus

is derived from the observation that the viruses are commonly detected
in the shrimp lymphoid or ‘‘Oka’’ organ. Roniviridae (sigla rod-shaped
nidovirus) recognizes their distinctive rod-shaped virion morphology
(Cowley and Walker, 2002; Cowley et al., 2000b; Mayo, 2002). Classifi-
cation within the Nidovirales was supported by identified phylogenetic
relationships between GAVand nidoviruses in the viral replicase genes
in the 50-terminal 20-kb region of the GAV (þ) ssRNA genome (Cowley
et al., 2000b; González et al., 2003; Gorbalenya et al., 2002). The
discovery that GAV synthesizes 30-coterminal subgenomic (sg) mRNAs
(Cowley et al., 2002a) consistent with the gene transcription strategy
used by coronaviruses, toroviruses, and arteriviruses, also supports
taxonomic classification in the Nidovirales.

YHVand GAV possess a (þ) sense ssRNA genome that is 30-polyade-
nylated (Cowley and Walker, 2002; Cowley et al., 2000b; Jitrapakdee
et al., 2003). Sequences of YHV genome regions encompassing the
approximately 8-kb ORF1b (Sittidilokratna et al., 2002) and approxi-
mately 5-kb ORF3 genes (Jitrapakdee et al., 2003) have been reported.
Short sequences within the ORF1b gene targeted by RT-PCR tests have
also been described (Cowley et al., 2000a; Soowannayan et al., 2003;
Tang and Lightner, 1999; Wongteerasupaya et al., 1997). Because the
complete sequence of the YHV genome has yet to be reported, known
information on gene organization will be described in relation to that
determined for the 26,235-nt (þ) ssRNA genome of the closely related
GAV (Cowley and Walker, 2002, Cowley et al., 1999, 2001, 2000b). The
GAV genome is organized into 5ORFs ordered 50-ORF1a/ORF1b-ORF2-
ORF3-ORF4-[A]n-30 (Cowley and Walker, 2002). The GAV and YHV
genome structures are shown in Fig. 13. The details of the intergenic
region (IGR) lengths and the lengths and deduced molecular masses of
the predicted gene ORFs are listed in Table IV.
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The 50-terminal 20-kb portion of the GAV genome is occupied by a
large replicase gene comprising two long ORFs [ORF1a (12,248 nt) and
ORF1b (7942 nt)], which overlap by 99 nt (Cowley et al., 2000b).
Although ORF1a continues to the putative 50-end of the genome, the
first inframe putative initiation codon (AUG) resides 68 nt down-
stream of the 50-terminal ‘‘A’’ nucleotide determined using a 50-rapid
amplification of cDNA ends (RACE) technique. The putative initiation
codon is in a highly favorable context for translation initiation (Kozak,
1986), suggesting that the upstream region is untranslated (Cowley
et al., 2000b). The 50-terminal 152-nt sequence of the YHV genomic
RNA has also been determined using the 50-RACEmethod (Cowley and
Sittidilokratna, unpublished data). In this region, the YHV sequence is
87.5% identical to GAV. The terminal 19 nt are absolutely conserved,
and a 3-nt insertion occurs in the putative YHV untranslated region
upstream of the ORF1a start codon (Fig. 14). Experimental data have
demonstrated that translation of the putative polyprotein pp1ab of

FIG 13. Organization of the complete 26,235 nt (þ) ssRNA genome of GAV and the
ORF1b and structural genes of YHV. The relative positions of four regions (1–4) contain-
ing clusters of hydrophobic residues and the 3C-like proteinase (3CLpro) are indicated in
ORF1a in addition to the SDD polymerase (Pol), the three metal ion binding (MIB)
domains, helicase (Hel), and motif 1 (M1) and 3 (M3) domains in ORF1b. The AAAUUUU
slippery sequence in the ORF1a–1b overlap that precedes an RNA pseudo-knot and is the
site of �1 ribosomal frameshifting to generate the pp1ab replicase polyprotein is identi-
fied. As ORF4 in GAV is truncated to 20 amino acids in YHV due to an insertion
generating a stop codon, this ORF is not indicated in YHV. The full-length gRNA and
the two subgenomic (sg)mRNAs with 50-termini mapping to the intergenic regions
upstream of ORF2 and ORF3 of GAV are also shown.
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GAV is facilitated by a�1 ribosomal frameshift element employing an
AAAUUUU ‘‘slippery’’ sequence that immediately precedes a predicted
complex RNA pseudo-knot (Cowley et al., 2002a). As shown in Fig. 15
and compared to that of GAV, the �1 ribosomal frameshift element in
the ORF1a/ORF1b overlap of YHV has few (11/188 nt ¼ 9.3%) differ-
ences, and 3 of 4 nt changes in predicted base-paired sequences are
either commensurate or preserve the predicted RNA folding structure

FIG 14. Alignment of the 50-terminal sequences of the genomic RNA of YHV and GAV
determined by sequence analysis of multiple clones generated using a 50-RACE method
(Cowley et al., 2000b). The coding sequence of the predicted N terminus of the pp1ab
replicase polyprotein encoded by the ORF1a/1b gene is indicated, and amino acid and
nucleotide variations in GAVare shown above and below the YHV sequences, respective-
ly. The region targeted by the 50-RACE antisense primer is underlined.

TABLE IV
THE DETAILS OF THE INTERGENIC REGION (IGR) LENGTHS AND THE LENGTHS AND DEDUCED

MOLECULAR MASSES OF THE PREDICTED ORFs IN GAV AND YHV GENOMES
a

Nucleotide Amino acid kDa

Genome region GAV YHV GAV YHV GAV YHV

50–genomic UTR 68 71

ORF1ab–ORF2 IGR

ORF2–ORF3 IGR 57 54

ORF3–ORF4 IGR 256 297

ORF1a 4060 NDb 460.3 NDb

ORF1b 2646 2618 302.5 299.3

ORF2 144 146 15.9 16.2

ORF3 1640 1666 182.0 185.7

ORF4 83 20 9.6 NDb

a Information of YHV reproduced from Sittidilokratna (2003) with permission.
b ND means not determined.
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(Sittidilokratna et al., 2002). Compared to the GAV ORF1b sequence
that overlaps ORF1a by 99 nt (33 aa), the YHV ORF1b/ORF1a overlap
is trimmed to 36 nt (12 aa) by the presence of a UGA stop codon 3 nt
upstream of the AAAUUUU frameshift motif. In both viruses, �1
frameshifting at this motif is predicted to occur at the Phe (F) codon
in ORF1a (AAAUUUU) and ORF1b (AAAUUUU) to generate the
ORF1a/ORF1b read-through sequence-HEANFSDK- (Cowley et al.,
2000b; Sittidilokratna et al., 2002).

The replicase gene encoding ORF1a (4060 aa) and ORF1b (2646 aa)
in GAV can thus generate two polyproteins, pp1a (460 kDa) and a

FIG 15. Schematic representation of the �1 ribosomal frameshift site and predicted
RNA pseudo-knot in the YHV ORF1a/ORF1b overlap region used for translation of
pp1ab replicase polyprotein. Sequence differences to GAV are shown (arrows), and
compensatory nucleotide changes that maintain base pairing in the pseudo-knot struc-
ture are circled.
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C-terminally extended pp1ab (759 kDa), likely to be generated in low-
er abundance as �1 ribosomal frameshifting occurs at about 24%
efficiency (Cowley et al., 2000b, 2002a). As in other nidoviruses, the
pp1ab replicase polyprotein is expected to be involved in genome repli-
cation and transcription of the 30-coterminal sgmRNAs required for
efficient translation of the viral structural proteins (Cowley et al.,
2002a). Sequence analysis of pp1a identified four regions with clusters
of hydrophobic residues predicted to contain multiple transmembrane
(TM) domains. Hydrophobic regions 3 and 4 (Fig. 13) flank a putative
chymotrypsin-like (3C-like) proteinase (3CLpro) domain, which was the
only pp1a region with detectable similarity to other nidoviruses (Cow-
ley et al., 2000b; Ziebuhr et al., 2003). A recombinant GAV 3CLpro has
been shown to cleave at sites in pp1a (2827LVTHE # VRTGN2836) and in
the C terminus of pp1ab (6441KVNHE # LYHVA6450), and the tentative
consensus sequence VxHE # (L, V) has been proposed (Ziebuhr et al.,
2003). Several other potential 3CLpro cleavage sites in pp1ab with this
motif have yet to be confirmed. However, this cleavage site specificity
and other structural characteristics defined by the GAV 3CLpro se-
quence indicate that it is distinct from those currently known for
mammalian or plant pathogens and bridges an evolutionary gap be-
tween the distantly related proteinases of coronaviruses and plant
potyviruses (Ziebuhr et al., 2003).

Sequence comparison of the 2646 aa ORF1b coding sequence identi-
fied homologues of nidovirus RNA-dependent RNA polymerase (RdRp),
metal ion binding (MIB), helicase, and the motif 1 and motif 3
(C-terminal) domains (de Vries et al., 1997). Although very little simi-
larity occurs elsewhere in the RdRp, the functional domains are shared
with the supergroup 1 (þ) RNA viruses (Koonin, 1991), and the con-
served amino acids are completely preserved in GAV (Cowley et al.,
2000b) and YHV (Sittidilokratna et al., 2002). This includes the SDD,
rather than GDD, RdRp core motif, which is unique to nidoviruses.
Downstream of the polymerase in YHV and GAV is a cluster of
three MIB or zinc finger motifs characteristic of TFIIIA-like fingers
(Gorbalenya et al., 1989) based on the spacings within each block of
four Cys/His residues and on the positioning of surrounding aromatic
residues. The helicase domain contains the Pur NTP-binding motifs
A (GppGtGKT/S) and B (DE) characteristic of the dsRNA duplex
unwinding enzymes of nidoviruses and other RNAviruses (Gorbalenya
and Koonin, 1989). Limited homology is also detectable in two do-
mains, described as motifs 1 and 3 in coronaviruses and toroviruses
(de Vries et al., 1997), between the helicase and C terminus of
the ORF1b coding sequence of YHV and GAV (Cowley et al., 2000b;
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Sittidilokratna et al., 2002). The significance of this will only be-
come apparent when the function of these nidovirus motifs is better
understood.

Compared to GAV, the YHV ORF1b sequence contains a 9-nt
(3-codon) insertion in the region between the polymerase and metal-
ion binding (MIB) domains, a codon deletion downstream of the heli-
case domain, and a codon insertion immediately preceding the stop
codon (Sittidilokratna et al., 2002). Overall, the ORF1b amino acid
coding sequences of the two viruses are 88.9% identical. Their se-
quences in the functional motifs of the RdRp and helicase domains,
however, are almost identical, and the putative active Cys and His
residues of the three MIB motifs are absolutely preserved. A phyloge-
netic tree constructed using the ORF1b RNA-dependent RNA polymer-
ase (RdRp) domain of YHV and GAV showing the distant evolutionary
relationship of these okaviruses of the Roniviridae to members of the
Coronaviridae (coronaviruses and toroviruses) and the Arteriviridae is
shown in Fig. 16.

The GAV ORF2 gene encodes a 144-aa (16.0-kDa, pI ¼ 9.75) protein
that contains 19 (13%) proline residues and is highly hydrophilic,
containing 20 (14%) basic and 13 (9%) acidic amino acids (Cowley
et al., 2004b). The 146-aa ORF2 (16.3 kDa) sequence determined for
YHV is 83.6% identical and possesses a similar overall charge struc-
ture to GAV ORF2 (Sittidilokratna, 2003). Immuno-gold labeling of
free and virion encapsidated nucleocapsids of GAV by antibodies to a
synthetic ORF2 peptide and a recombinant ORF2 protein indicates
that the ORF2 gene product is likely to be the viral nucleocapsid
protein (Cowley et al., 2004b). GAV ORF2 antibodies cross-react with
the YHV p20 structural protein, and antibodies to YHV p20 have also
been shown to bind to nucleocapsids (Soowannayan et al., in press).
The genome organization of GAV and YHV is thus distinct from the
vertebrate nidoviruses in which the nucleocapsid protein gene resides
in the near 30-terminal genome region downstream of genes encoding
the structural glycoproteins and integral membrane (M) protein
(de Vries et al., 1997).

The YHV ORF3 gene encodes a 1666-aa (185.7-kDa) protein that
contains six highly hydrophobic regions that are likely to be trans-
membrane domains and has the predicted membrane topology shown
in Fig. 17 (Jitrapakdee et al., 2003). The cognate 1640-aa (182-kDa)
protein encoded by the GAV ORF3 gene has an identical hydropathic
profile (Cowley and Walker, 2002) and overall displays 75% identity to
YHV ORF3. The N-terminal sequence analyses have shown that the
YHV virion gp116 and gp64 proteins are encoded in the ORF3 gene
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and generated by post-translational processing from a precursor
polyprotein (Jitrapakdee et al., 2003). The N terminus of gp116
is generated by cleavage immediately downstream of transmem-
brane domain 3 motif Ala-Phe-Ala228, and the N terminus of gp64 is

FIG 16. Phylogenetic tree generated using the Clustal X1.81 program employing the
Gonnet protein weight matrix for pairwise and multiple alignments and the YHV ORF1b
polymerase (RdRp) domain (AAL14793) encompassing residues 625IPKIS� � �IERVF907.
The YHV RdRp was aligned to the cognate domains in the pp1ab replicase polyproteins
of the Ronivirus GAV (AAF82690) as well as species of Coronavirus including avian
infectious bronchitis virus (IBV, NP_006134), SARSV strain Tor2 (AAP41036), murine
hepatitis virus (MHV) strains JHM (VFIHJH) and A59 (CAA36202), human Coronavirus

strain (HCV strain 229E, Q05002), and porcine transmissible gastroenteritis virus
(TGEV strain Purdue, Q91W06). In addition, the alignment was extended to the Berne
equine Torovirus (ETV, P18458) as well as species of Arterivirus including equine arteri-
tis virus (EAV, NP_705590), the porcine reproductive and respiratory syndrome Lelystad
virus (PRRSV-LV, Q04561), and the lactate dehydrogenase-elevating virus (LDV) strains
P (AAA85664) and C (NP_065671). Bootstrap values are for 1000 independent
alignments.
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generated by cleavage immediately after the transmembrane domain 5
motif Ala-Ser-Ala1127. Such Ala-X-Ala motifs commonly occur in pre-
protein signal sequences where they act as a cleavage target for signal
peptidase 1 (Carlos et al., 2000), suggesting that ORF3 transmem-
brane domains 3 and 5 may function as efficient internal signal se-
quences for a type I-like signal peptidase. The fate of the predicted
amino-terminal 25.4-kDa product of the ORF3 polyprotein generated
by cleavage at Ala228 is not known. No protein of this mass has been
detected in purified YHV virions (Jitrapakdee et al., 2003; Nadala et al.,
1997b; Wang and Chang, 2000), and specific antibodies are not yet
available to detect its expression in infected cells. Although this puta-
tive 25.4 kDa protein’s function is unknown, it contains three putative
membrane spanning domains just as do the nonglycosylated mem-
brane (M) glycoproteins of coronaviruses (Cavanagh, 1995), toro-
viruses (den Boon et al., 1991), and arteriviruses (Snijder and
Meulenberg, 1998). However, its predicted membrane topology infers

FIG 17. Predicted membrane topology of the YHV ORF3 glycoprotein showing the
relative positions of 6 predicted transmembrane (TM) domains and 13 predicted N-linked
glycosylation sites. Signal peptidase type I-like cleavage sites that map to residues at
the C-terminal side of TM domains 3 and 5 are indicated. The topology of the puta-
tive 25.4-kDa triple membrane spanning protein and the gp116 and gp64 structural
glycoproteins of YHV generated by cleavage is indicated.
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an NcytCexo orientation, which is the reverse of that predicted for the M
proteins of vertebrate nidoviruses.

Based on the predicted membrane topology of ORF3, it is probable
that (i) gp116 is a polytopic type III transmembrane glycoprotein
anchored in the virion envelope by transmembrane domains 4 and 5
with the carboxy-terminus protruding outward and that (ii) gp64 is a
type I transmembrane glycoprotein anchored by the C-terminal trans-
membrane domain 6 of ORF3 (Jitrapakdee et al., 2003). Although
gp116 (26 Cys) and gp64 (24 Cys) contain numerous cysteine residues,
there is no evidence of intermolecular covalent linkage of these glyco-
proteins in virions. The lower calculated mass of gp116 (101.7 kDa)
and gp64 (58.6 kDa) deduced from the ORF3 sequence is consistent
with these proteins being extensively glycosylated at most potential
N-linked sites in gp116 (7 sites) and gp64 (4 sites) (Jitrapakdee et al.,
2003). Additional analyses, however, are required to determine which
of these are used and if any of several predicted O-linked glycosylation
sites in gp116 are used.

The 638-nt sequence between ORF3 and the 30-poly (A) tail of GAVcon-
tains a short ORF4 (83 aa¼ 9.6 kDa) commencing 256 nt downstream of
ORF3 (Cowley and Walker, 2002). In YHV, an ORF4 homologue resides
298 nt downstream of ORF3 but only extends 20 amino acids due to a U
insertion generating a UAA stop codon (Sittidilokratna, 2003). Because
no sgmRNA for ORF4 has been detected in Northern blots, it is unlikely
that an ORF4 protein is translated in abundance. However, evidence of
ORF4 expression in shrimp tissues at very low levels has been obtained
by immuno-histochemistry using antiserum to a GAV ORF4 synthetic
peptide (Cowley et al., unpublished data).

In GAV, the intergenic regions (IGRs) upstream of ORF2 (93 nt) and
ORF3 (57 nt) contain a highly conserved sequence of 32 nt in which
there is a continuous stretch of 26 identical nucleotides (Cowley et al.,
2002a). The putative 256-nt intergenic region upstream of ORF4 con-
tains sequences with very limited homology to the two upstream IGRs.
In YHV, the IGR upstream of ORF2 is 260 nt longer than in GAV
(Sittidilokratna et al., 2002), and sequences flanking a 46-nt (84.8%
identity) core sequence conserved in GAVare dissimilar. The 54-nt IGR
upstream of YHV ORF3 contains a continuous stretch of 40 nt identi-
cal to GAV (Sittidilokratna, 2003). As in GAV, the putative 297-nt IGR
upstream of the equivalent ORF4 start site in YHV contains AU-
rich sequences, and 40/41 nt in the region immediately upstream of
ORF4 are identical (Sittidilokratna, 2003). An alignment of the YHV
and GAV IGR sequences encompassing the 50-terminal position of
sgmRNA2 and sgmRNA3 determined for GAV, in addition to a site in
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the IGR upstream of ORF4 with limited homology to the conserved
promoter elements in the two upstream IGRs, is shown in Fig. 18.

Northern blots in combination with primer extension and 50-RACE
analyses identified two GAV sgmRNAs with 50-AC termini, in common
with the 50-AC termini of the genomic RNA (Cowley et al., 2000b), that
mapped to common 50-AC sites central to the conserved IGR sequences
(Cowley et al., 2002a). This was supported by the identification of
intracellular dsRNA replicative intermediates of about 22, 5.8 and
5.2 kbp that approximate the size of genomic RNA1, sgmRNA2,
and sgmRNA3, respectively (Cowley et al., 2002a). More recently, a
50-RACE technique dependent on the presence of 7-methyl-guanosine
triphosphate-(m7Gppp)-cap has confirmed the 50-AC termini of the GAV
genomic and sgmRNAs and shown them to be capped (Cowley, unpub-
lished data). The absence of the 50-leader derived from the 50-end of the
genomic RNA distinguishes GAV from coronaviruses (Sawicki and
Sawicki, 1999), arteriviruses (van Marle et al., 1999), and, to a lesser
extent, the Berne torovirus (van Vliet et al., 2002). In the latter, only
the longest of its four sgmRNAs contains a 50-leader sequence. No
discrete or abundant sgmRNA has been found to initiate in the un-
translated sequence upstream of ORF4, which likely explains why it is
not translated in abundance. As already described, the genomic IGR
sequences encompassing the presumed sgmRNA2 and three transcrip-
tion start sites are highly conserved between YHV and GAV. It is also
noteworthy that, in alignments with the two other IGRs, the single
nucleotide variation (U in YHV and G in GAV) in the 41-nt stretch
upstream ORF4 occurs at the cognate position of the A residue
deduced to be the 50-terminal nucleotide in sgmRNA2 and sgmRNA3
(Cowley et al., 2002b; Sittidilokratna, 2003). The 50-AC termini of the
genomic RNA and the two sgmRNAs of GAV, and likely YHV, suggest

FIG 18. Alignment of the YHV and GAV IGR sequences between the ORF1b–ORF2,
ORF2–ORF3, and ORF3–ORF4 genes. Only nucleotide variations in GAV compared to
YHV are shown. Conserved nucleotides between the different intergenic sequences are
indicated (*), and numbers to the right and left of the sequences indicate the distance to
upstream and downstream ORFs. The 50A terminal positions, determined for GAV and
predicted for YHV, sgmRNA2, and sgmRNA3 are underlined.
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that the absence of an A nucleotide at this position may critically affect
the synthesis of a sgmRNA4 for the efficient translation of ORF4.
Therefore, if the expression of ORF4 is not essential to virus replica-
tion in its crustacean hosts, mutations interrupting its open reading
frame, as detected in YHV (Sittidilokratna, 2003), could accumulate
without detriment to virus fitness.

D. Relationship of Yellowhead Virus with Gill-Associated Virus

A bleached appearance of the body and yellowing of the cephalotho-
rax is only sometimes apparent in farmed P. monodon with acute YHD
and generalized reddening of common in experimental infections
(Chantanachookin et al., 1993). In original farm outbreaks of acute
GAV-related disease, cephalothorax yellowing was not apparent and
shrimp typically displayed generalized reddening of the body and gills,
which can be reproduced experimentally (Spann et al., 1997). YHV
appears to be more virulent than GAV in that mortalities can reach
100% within 3 to 4 days in farmed stocks or during experimental
infections (Chantanachookin et al., 1993; Limsuwan, 1991). However,
for GAV, mortalities commonly occur in experimentally infected
P. monodon over 7 to 14 days, and farm outbreaks often present as a
chronic disease involving the progressive appearance of relatively low
numbers of moribund shrimp. These infected shrimp usually display
shell and gill fouling as well as damaged and melanized appendages,
and they gather at the pond edges (Callinan et al., 2003b; Owens, 1997;
Spann et al., 1997; Spann et al. unpublished data). No direct compar-
isons of the pathogenicity of these two related viruses, however, have
been reported. Furthermore, meaningful comparisons between YHV
and GAV are difficult because inoculum doses have not been standar-
dized in quantal assays, and, in some cases, inocula may have been
contaminated with other pathogens.

Although the tissue distribution and histopathology seen in YHV
and GAV infections are similar, available reports suggest that there
are some differences. High levels of free mature YHV virions accumu-
late in hemolymph (Nadala et al., 1997b; Wongteersupaya et al., 1995),
whereas it has proved difficult to purify GAV from hemolymph (Spann
et al., unpublished data). Moreover, intensely basophilic inclusions
characteristically seen in the lymphoid organ and elsewhere in YHV-
infected shrimp are not as evident for GAV (Spann et al., 1997). Al-
though GAV has been identified in the eye of P. monodon (Smith, 2000)
where it appears to cause lesions reported as retinopathy (Callinan
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et al., 2003a), as of yet there are no reports of similar pathology caused
by YHV.

Accumulated data now indicate that the reference isolates of YHV
from Thailand and GAV from Australia represent two of five distinct
genotypes (Cowley et al., 1999; Phan, 2001; Soowannayan et al., 2003;
Walker et al., 2001; Wijegoonawardane and Walker, unpublished data)
in what has been described as a yellowhead (YH)-complex of viruses
(Walker et al., 2001). One of the genotypic variants, with 92% identity
to GAV and 83% identity to the reference YHV genotype in the ORF1b
gene helicase C-terminal domain, has been found in healthy
P. monodon broodstock and postlarvae from hatcheries in Vietnam
(Phan, 2001; Walker et al., 2001). A variant with 92% identity to
GAV and 80% identity to YHV in another ORF1b gene region has
been detected in healthy P. monodon broodstock from Thailand
(Soowannayan et al., 2003). Based on the identity levels to the YHV
and GAV reference isolates, it is likely these viruses fall within the
same genotype. Sequence comparison of the 577-nt ORF1b region
spanned by the GAV5/6 PCR primers originally identified 85% identity
between GAV from Australia and a YHV isolate from Thailand (Cowley
et al., 1999, 2000a). This GAV region displays similar (83%) identity to
the YHV ORF1b sequence determined by Sittidilokratna et al. (2002)
using a reference Thai YHV isolate derived from diseased shrimp.
However, the YHV sequence reported by Cowley et al. (1999) is only
85% identical to that reported by Sittidilokratna et al. (2002), indicat-
ing that it represents a fourth genotype as distantly related to the
reference Thai YHV isolate as it is to GAV. Moreover, sequence differ-
ences between this variant and the reference YHV genotype might
explain why RT-PCR using the GAV5/6 primers generated an amplicon
with this YHV genotype (Cowley et al., 2000a) but failed to amplify the
reference YHV genotype (Cowley et al., unpublished data). Molecular
epidemiological studies have recently identified a fifth YHV genotype
in healthy P. monodon broodstock from India (Wijegoonawardane and
Walker, unpublished data) that is almost equally divergent from GAV
(81% identity) and the other three YHV genotypes (80–83% identity)
currently recognized within the YH complex of viruses.

E. Diagnosis of Yellowhead Virus

1. Histopathology

The viruses that compose the YH complex (YHV and GAV) produce
necrotic lesions in multiple tissues that permit a presumptive diag-
nosis of this disease by routine H&E histology (Boonyaratpalin et al.,
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1993; Chantanachookin et al., 1993; Lightner, 1996a; Nash et al.,
1995; OIE, 2003; Spann et al., 1997). Both naturally occurring
and experimentally induced YHV infections have been reported in a
variety of penaeids including P. monodon, P. japonicus, P. vannamei,

P. setiferus, P. aztecus, and P. duorarum (Chantanachookin et al., 1993;
Lightner, 1996a; Lightner et al., 1998; Lu et al., 1994; OIE, 2003). The
target tissues of YHV are of mesodermal and ectodermal origins and
include the LO, hemocytes, fixed phagocytes (heart, gill, and hepato-
pancreas), hematopoietic tissue, cuticular epithelium, and spongy
connective tissues (Fig. 19). Affected cells typically display severe
necrosis characterized by nuclear pyknosis, karyorrhexsis or karyoly-
sis, cytoplasmic eosinophilia, and basophilic cytoplasmic inclusions

FIG 19. Photomicrographs of tissues from a Penaeus stylirostris juvenile with an
experimentally induced acute yellowhead virus (Thai strain) infection. (A) Mild YHV-
infected gill lamellae displaying multifocal necrotic cells with pyknotic nuclei (arrow
heads) and cytoplasmic eosinophilia (B) Severe diffuse necrosis of the stromal matrix
cells in the walls of a lymphoid organ arteriole. The numerous basophilic spheres consist
of pyknotic nuclei and presumptive inclusion bodies (L ¼ arteriole lumen). (C) Multifocal
necrosis (arrow heads) within the intertubular hemal sinuses of the hepatopancreas.
(D) Aggregates of necrotic cells, presumably fixed phagocytes (arrow heads), within the
heart (Hematoxylin and Eosin stain). Bar: 30 �m. (See Color Insert.)
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(Boonyaratpalin et al., 1993; Chantanachookin et al., 1993; Lightner,
1996a; Lu et al., 1994; Nash et al., 1995; OIE, 2003; Spann et al., 1997;
Wang and Chang, 2000). These morphological characteristics appear
to be caused by apoptosis (Khanobdee et al., 2002) and are very similar
to those observed in TSV-infected cuticular epithelial cells. However,
the two diseases are easily differentiated as YHV infects a broader
range of tissues when compared to TSV (Hasson, 1998; Hasson et al.,
1999a,b; Lightner, 1996a). Most notable among the tissues affected by
YHV is the LO in which the virus induces a severe diffuse necrosis of
the stromal matrix cells in the walls of the LO arterioles (tubules).
This pathology is one of the hallmarks of YHD and is not observed in
TSV-infected shrimp. The observation of solitary or multiple necrotic
fixed phagocytes or hemocytes within the hemal spaces of the heart,
hepatopancreas, gills, antennal gland, and connective tissues further
aids in histologically differentiating YHV from TSV-caused infections
(Boonyaratpalin et al., 1993; Chantanachookin et al., 1993; Lightner,
1996a; Lu et al., 1995a; Nash et al., 1995; OIE, 2003, Spann et al., 1997).
Histological lesions that are morphologically similar to those induced
by YHV, particularly within the LO, have also been reported for infec-
tions caused byWSSV,Vibrio penaeicida, and a systemic Rickettsia-like
bacterium found in Madagascar (Mermoud et al., 1998; Nunan et al.,
2003; Pantoja and Lightner, 2001). Hence, confirmation of a YHV or
GAV infection by another diagnostic method (i.e., RT-PCR, ISH, or
TEM) is necessary to support presumptive histological findings.

Gill-associated virus is a part of the YHV complex and was described
in farmed P. monodon from Australia (Spann et al., 1997). By ISH,
there is comparable extensive tissue distribution of virus in P. mono-

don acutely infected with either YHV (Tang and Lightner, 1999) or
GAV (Spann et al., 2003; Tang et al., 2002). Histologically, GAV differs
from YHV in that the lesions are limited to the gills and the lymphoid
organ (OIE, 2003; Spann et al., 1997). Similar to TSV, GAV can induce
a chronic state infection in P. monodon where the only histologic
abnormality is the presence of spheroids within the LO (OIE, 2003;
Spann et al., 1995; Walker et al., 2003). As in all cases of virus-induced
LO spheroids, the causative agent cannot be identified by routine
histology, and some other form of diagnostic analysis (i.e., ISH,
RT-PCR, or IHC) is required to make this determination.

2. Immunodetection

A nitrocellulose enzyme immunoassay (NC-EIA) using rabbit poly-
clonal YHV antibody has been described for the detection of YHV
(Lu et al., 1996). The gill tissue was a found to be a good source for

406 ARUN K. DHAR ET AL.



the NC-EIA and the detection limit of NC-EIA was 0.4 ng of viral
protein. Subsequently, a modified dot-blot NC-EIA using horseradish
peroxidase (HRP)-conjugated YHV-specific polyclonal antibody was de-
veloped by Nadala and Loh (2000). This assay is very simple and has a
potential for screening field samples. AWestern blot method capable of
detecting YHV in shrimp hemolymph sample has been described by
Nadala et al. (1997b). Using this method, a 135-kDa protein and a
170-kDa protein of YHV was detected in hemolymph at 64 hr post-
infection, and a 135-kDa protein was detected in YHV-infected primary
lymphoid organ cell culture 4 days post-infection. The Western blot
assay is highly specific and is recommended by the OIE as a confirmato-
ry diagnostic method for YHV detection in combination with in situ

nucleic acid hybridization, transmission electron microscopy (TEM),
and RT-PCR (OIE, 2003). A YHV-specific monoclonal antibody
(mAbV3-2B) was used for the detection of the virus by immunohisto-
chemical examination and byWestern blot analysis (Sithigorngul et al.,
2000). The mAb showed YHV-specific immunoreactivities in the cyto-
plasm of gill tissues and in hemocytes and detected a 135-kDa protein
in Western blots (Sithigorngul et al., 2000).

3. RT-PCR and Real-Time RT-PCR

The first protocol for YHV detection by RT-PCR was described by
Wongteerasupaya et al. (1997). The primer sequences have been
provided in Table II. The RT-PCR amplifies a 135-bp region in the
ORF1b gene (Cowley et al., 1999; Sittidilokratna et al., 2002), and
the method has a sensitivity of approximately 0.01 pg of YHV RNA
(�103 genomes). Tang and Lightner (1999) also described an RT-PCR
method using YHV-specific primers amplifying a 273-bp ORF1b gene
region upstream of the 135-bp amplicon; the test detected YHV in the
hemolymph of infected shrimp (Table II). An RT-nested PCR has also
been described for GAV (Cowley et al., 2000a), and recently, Cowley
et al. (2004b) have described another nested RT-PCR that is highly
sensitive and capable of differentiating YHV from GAV. The latter
method involves amplification of a 749-bp ORF1b region of either
YHV or GAV in the first step of PCR. In the second step of PCR, either
a 406-bp cDNA is amplified from GAV or a 277-bp cDNA is amplified
from YHVusing GAV- and YHV-specific primers (Fig. 20, Table II). The
two-step PCR was found to be about 1000-fold more sensitive than the
one-step PCR, and the detection limit was found to be 10 fg of total
cellular RNA. Amplification of both the 406-bp and 277-bp products
from the same sample allows the identification of dual infections with
YHV and GAV (Cowley et al., 2004a).
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Real-time RT-PCR methods for the detection and quantification of
YHV RNA using SYBR Green chemistry have recently been described
(Dhar et al., 2002; Mouillesseaux et al., 2003). The methods vary in
the length of the amplicon (50 to 98 bp) generated using YHV-specific
primers (Table II). The method is capable of detecting down to a single-
copy equivalent of the YHV genome and has a wide dynamic range of
detection. The amplification plots and the corresponding dissociation
curves of a YHV amplicon and a shrimp internal control gene are
shown in Fig. 21. The specificity of the YHV amplicon is confirmed by
examining the dissociation curves. A dissociation curve with a single
peak at expected melting temperature indicates the amplification tar-
get amplicon. Because each amplicon has a unique melting tempera-
ture, primers based on a conserved region in the genome will be useful
to amplify all the genotypes of YHV/GAV complex, whereas primers
based on the variable region of the genome will be useful in identifying
different genotypes of YHV–GAV complex. In addition, due to the lack
of an immortalized shrimp cell line, quantification of the virus is
difficult. Although YHV has been cultivated in a primary cell line from
the lymphoid organ of P. vannamei (Lu et al., 1995b) or P. monodon

(Chen and Wang, 1999), the need to prepare cultures from shrimp with
an unknown background presents a problem for standardization of the
virus assay. This limitation can be overcome by real-time RT-PCR. In
addition, real-time RT-PCR could be used to detect subclinical infec-
tion, measure the viral load, and determine the tissue tropism for YHV

FIG 20. Amplification of GAV and YHV RNA by RT-PCR followed by nested PCR
with various primer combinations. (A) PCR amplification (primer pair GY1–GY4) of a
794-bp product from cDNA synthesized from reference GAV (lane 1) and YHV (lane 2)
RNA using primer GY5. (B) Nested PCR amplification of RT-PCR products from GAV
(lanes 1–3) and YHV (lanes 4–6) using primer pairs GY2–Y3 (lanes 1 and 4), GY2–G3
(lanes 2 and 5), and GY2–G6 (lanes 3 and 6). (C) Nested PCR amplification of a 406-bp
GAV-specific product (lane 1) or 277-bp YHV-specific product (lane 2) using the multi-
plexed primer set GY2–Y3/G6. PCR products (10 �l) were resolved in a 2% agarose-TAE
gel containing 0.5 �g/ml ethidium bromide. M: 1-kb DNA ladder (Invitrogen). Repro-
duced from Cowley et al. (2004a), with permission.
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FIG. 21. The amplification plots and the corresponding dissociation curves of YHV and EF-1� genes from a TSV
infected shrimp and a healthy shrimp. The melting temperature (Tm) of each amplicon is shown alongside its
dissociation curve. Adapted from Dhar et al. (2002) with permission.
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and GAV. Although real-time RT-PCR may not be feasible for routine
field testing due to high cost, sophisticated instrumentation, and the
required technical expertise, it would be useful for testing broodstock
to ensure their virus-free status and monitoring of live and frozen
shrimp that are sold within and between countries with the objective
of preventing the further spread of these viruses.

IV. CONCLUDING REMARKS

Taura syndrome and yellowhead diseases have had a profound eco-
nomic and social impact in the developing nations of East Asia and the
Americas where they have threatened the long-term sustainability of
numerous shrimp culture industries. A variety of management strate-
gies, including virus exclusion or prevention through the use of specific
pathogen-free (SPF) and/or specific pathogen-resistant (SPR) stocks,
have been attempted (Lightner, 1999). However, the ability of RNA
viruses, such as TSV and YHV, to mutate and adapt to previously
resistant hosts makes their control and exclusion particularly difficult.
Advances in the areas of TSV and YHV detection have facilitated the
development of highly sensitive and disease-specific molecular diag-
nostic tools that permit the nonlethal detection of subclinically infected
shrimp populations. This enables farmers to identify and eliminate
contaminated stocks and, thus, limit the spread of these viral diseases.

There has been significant progress in understanding the general
biology of both TS and YHD and in developing methods for the detec-
tion of TSVand YHV. However, many of the processes involved in viral
replication and translation of the viral encoded genes remain to be
determined. The molecular mechanisms used for the initiation and
regulation of viral RNA synthesis and the regulation of translation
and processing of the nonstructural and structural polyproteins en-
coded by the TSV and YHV will be the subjects of future studies.
Studying these processes will be critical toward understanding the
molecular basis of TSV and YHV pathogenesis.

Another area that has received very little attention is the pathogen
defense or immune response of shrimp against viral diseases. Informa-
tion pertaining to shrimp genes that might be involved in the pathogen-
esis of TSVandYHVand viral diseases in general remains elusive.Most
studies on the immunity of shrimp and crustaceans have focused in
general on bacterial and fungal pathogens, and little is known about
how crustaceans respond to viral infections. Although no host cellular
genes involved in TSV and YHV pathogenesis have been identified so
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far, a number of immune genes in shrimp that might be involved in
WSSV pathogenesis have been identified by using mRNA differential
display (Astrofsky et al., 2002; Luo et al., 2003), expressed sequence tag
analysis (Rojtinnakorn et al., 2002; Roux et al., 2002,), and cDNAmicro-
array analysis (Dhar et al., 2003). Functional genomics approaches,
using shrimp cDNA microarrays coupled with targeted gene silencing
by dsRNA interference, should prove useful in identifying the genes and
the molecular events governing viral pathogenesis in TSVand YHV.
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Viruses of Cryphonectria parasitica have been studied for more than
30 years because of their association with biologic control of the fila-
mentous fungus that causes chestnut blight. One virus, Cryphonectria
hypovirus 1 (CHV1), has been studied intensively and its manipulation
has led to the discovery of considerable information about specific
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host–virus interactions. CHV1 was the prototype for description of the
virus family Hypoviridae, the first virus family described whose mem-
bers have no capsid. Three other virus species within this family as
well as many strains of those species have since been identified. The
different species vary in their genome organizations, in the degree to
which they alter fungal virulence and phenotype, and in their natural
occurrence. In addition to viruses in the family Hypoviridae, several
other virus families have been identified in Cryphonectria. These have
been less important from the standpoint of the natural history of
the fungus and its biologic control but are important from a virological
perspective. Among the most notable are viruses in the families Re-

oviridae, Narnaviridae, and Chrysoviridae. Hence, the filamentous
fungus causing chestnut blight has become a rich source for the study
of diverse viruses in a widespread and easily manipulable haploid
organism.

I. INTRODUCTION

Viruses are an integral component of eukaryotic hosts, but fungal
viruses have been given less attention than other viruses. The number
of economically important hosts in which fungal viruses cause serious
disease is relatively low. When other eukaryotes such as plants and
vertebrates suffer from virus infections, the effects are often of imme-
diate economic or social significance: food supplies are compromised or
the population is affected with illnesses. Although fungi contribute to
the food supply, their contribution is somewhat more minor and less
direct—yeasts are used for bread, wine, and beer production, and
filamentous fungi are used for production of cheese, enzymes, and
drugs. Virus infections may reduce the effectiveness of fungi in their
role as food producers, but viruses rarely present problems that cannot
be overcome simply by cleaning up cultures. Fungi have a greater
impact on food supply in their roles as plant pathogens. They are the
most important group of plant pathogens, so their infection by viruses
may be beneficial to humans when infection results in depression of
fungi populations. Similarly, fungi cause diseases of vertebrates, and
suppression of these organisms is desirable. This highlights two other
key features of fungal viruses: they are often asymptomatic in their
fungal hosts, and they tend to be transmitted only by hyphal fusion
(anastomosis) or vertically through sexual or asexual spores. These
properties are fortunate from the standpoint of the roles of viruses as
pathogens of fungi viewed beneficial to humans, but these properties
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are also unfortunate from the standpoint of their potential as biological
control agents for pathogenic fungi.

The history of fungal virology is still relatively young and much less
well developed than that of other viruses. Plant and animal viruses
were well known as disease-causing agents and had been character-
ized as different from other microbes by the turn of the 20th century.
Bacterial viruses were well known by the early 20th century and were
an integral part of the development of modern genetics and molecular
biology. Fungal viruses, however, were not characterized until the
1950s, and there are few laboratories with fungal virology as the
primary research area.

This chapter focuses especially on viruses that infect C. parasitica. A
few examples are included from other systems, but these are not meant
to provide a broad review of fungal virology. For broader reviews, the
reader is directed to Buck (1998) and Ghabrial (1994). For other re-
views on C. parasitica, see Anagnostakis (1982, 1987), MacDonald and
Fulbright (1991), and Milgroom (1995). Several reviews specifically
cover Cryphonectria hypovirus 1 or CHV1 (Dawe and Nuss, 2001;
Nuss, 1992, 1996, 2000).

II. FUNGI AS HOSTS FOR VIRUS INFECTION

Most fungi are culturable and are therefore relatively easy to work
with as experimental hosts for virus infection. Of the fungal hosts,
yeasts are the most tractable. They grow as colonies that are selectable
by a number of methods on solid media and complete sexual reproduc-
tion cycles rapidly and efficiently. Yeasts are natural hosts to several
viruses that have been well characterized. Unfortunately, yeasts have
not yet proven to be good experimental hosts for fungal viruses. Most of
the work that has been done with yeast viruses has been with natural-
ly infected strains, limiting the flexibility of yeasts as virus hosts.
Surprisingly, though, yeasts are beginning to be useful as hosts for
the study of plant and vertebrate viruses. Several single-stranded
RNA (ssRNA) viruses have been shown to replicate in yeast when
introduced as nucleic acid constructs (e.g., Janda and Ahlquist, 1993;
Price et al., 2000), and this host has provided important details of RNA
virus replication.

Filamentous fungi that are well-defined in genetic and molecular
terms and that show versatile growth characteristics are the most
useful for the study of viruses and their infection processes. Desirable
characteristics include: (i) ability to grow rapidly in culture (some
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fungi grow very slowly or are dimorphic and fall naturally into a yeast
phase); (ii) stability of growth (some fungi sector often or naturally lose
virulence in culture); (iii) ability to reproduce sexually (many fungi are
‘‘imperfect’’ with no known natural or experimental sexual cycle, lim-
iting genetic studies); (iv) ability to reproduce through spores asexual-
ly (often a useful way to obtain virus-free, isogenic cultures from
naturally infected isolates); and (v) ability to be transformed easily. A
number of other characteristics are also desirable in a fungal host: (i)
extensive knowledge of host genetics, genomics, developmental, and
molecular biology; (ii) understanding of the population structure and
evolutionary biology of the host; and (iii) economic importance of the
fungal host.

Fulfillment of Koch’s postulates for a virus requires unequivocal
demonstration that it is the agent causing a particular disease. This
has been difficult with fungal viruses because most have been trans-
mitted only by anastomosis (Fig. 1). In such experiments, the virus is
not purified, and Koch’s postulates are not fulfilled. No matter how
carefully experiments involving anastomosis are performed, they can-
not overcome this shortcoming. Within the last 10 years, infection of
fungi with purified particles and especially RNA has become feasible in

FIG 1. Vegetative incompatibility as a barrier to virus transmission in C. parasitica.
(Left) Formation of a barrage between incompatible virus-containing and virus-free
isolates. Acquisition by a virus-free isolate of phenotype is not associated with infection.
(Right) Anastomosis between compatible virus-containing and virus-free isolates. Anas-
tomosis allows acquisition by virus-free isolate of phenotype associated with infection.
Isolates were placed on the edge of culture dishes at marked spots and allowed to grow
for 1 week.
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some cases. The recent progress with Cryphonectria viruses from the
standpoint of host–pathogen interactions has resulted from the ability
to fulfill Koch’s postulates and manipulate the viral genome as well as
the fungal genome.

III. HISTORY OF C. PARASITICA AS AVIRUS HOST

At the turn of the 20th century, Beijerinck was performing ex-
periments that would convince most scientists of the fundamental
difference between viruses and other microbes. At the same time, a
filamentous fungus was beginning to destroy the chestnut stands na-
tive to eastern North America (Anagnostakis, 1987). The fungus was
originally identified as Diaporthe sp. and was later renamed Endothia

parasitica (Shear and Stevens, 1917). Barr would later reexamine the
genus Endothia and place E. parasitica in the closely related genus
Cryphonectria (Barr, 1978). C. parasitica had arrived into the native
American chestnut (Castanea dentata) growing region most probably
on Japanese chestnuts (Castanea crenata). Such trees are highly resis-
tant to the fungus and were most likely not identified as diseased.
C. parasitica quickly ravaged the American chestnut population, kill-
ing virtually all of the highly susceptible trees. By the time the fungus
arrived in Europe in the late 1930s, foresters were well aware of its
destructive potential (Heiniger and Rigling, 1994). Several factors
combined to prevent a recurrence of a pandemic. First, European
chestnut (Castanea sativa) is somewhat less susceptible to C. parasiti-

ca than American chestnut; second, the coppices in which chestnut are
grown in much of Europe are more conducive to disease control; and
finally, a virus that entered the European population at an early stage
slowed the epidemic (Heiniger and Rigling, 1994). The virus would
later come to be known as Cryphonectria hypovirus 1 (CHV1) and has
been the subject of the most intense scrutiny of any filamentous fungal
virus. In the course of investigating this fungus, however, it has be-
come apparent that C. parasitica serves as host to a broad array
of viruses, some of that are closely related to CHV1 and others that
are not.

IV. VIRUSES AS THE CAUSEOF HYPOVIRULENCEANDA DESCRIPTIONOF CHV1

In 1951, the Italian plant pathologist Antonio Biraghi noted that
some infected European chestnut trees in Italy appeared to be
recovering and had cankers that were morphologically distinct but that
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did not result in death of the infected tree (Biraghi, 1951). French
scientist Jean Grente noted that fungal strains isolated from these
non-lethal cankers were morphologically distinct from fungal strains
associated with lethal cankers (Grente, 1965; Grente and Berthelay-
Sauret, 1978). They were white in color, sporulated little if at all, and
grew more slowly than the fast growing, orange, profusely sporulating
cultures normally isolated from dying trees. This turned out to be an
important observation from the standpoint of biologic control of the
fungus and working with the virus—the infected fungus is easily dis-
tinguishable from its virus-free counterpart. Grente took advantage
of this feature to demonstrate that under the right conditions, the
diseased phenotype could be acquired by a normal-looking strain fol-
lowing contact with a diseased strain. He coined the term transmissible

hypovirulence for this phenomenon.
Given that C. parasitica generally causes cankers from a single

point of infection on a tree, it was quickly recognized that hypovirulent
strains able to transmit the agent responsible for the diseased pheno-
type may be useful for control of this fungus, which had been recalci-
trant to chemical control. A program for control of C. parasitica using
hypovirulent isolates was initiated in several chestnut growing regions
of Europe and remains active today. A major factor in the success of
this program turned out to be the relatively low level of diversity
within the European C. parasitica population (Anagnostakis et al.,
1986; Milgroom and Cortesi, 1999). This low level of diversity was
reflected in the low number of different vegetative compatibility
groups found in the population, allowing for relatively efficient virus
transfer within the population.

In the late 1960s, scientists in the United States became aware of the
relative success of hypovirulence research in Europe, and a program
was initiated to try to implement the same type of control in the
American chestnut population. A group at the Connecticut Agricultur-
al Experiment Station led by Dr. Peter Day spearheaded the research,
which was initiated with the same hypovirulent strains as those used
in Europe. The remaining member of the original research group, Dr.
Sandy Anagnostakis, has written very useful reviews that summarize
early work on hypovirulence and this period (Anagnostakis, 1982,
1987). It was quickly recognized that the situation in North America
was more complex than the situation in Europe: the American fungal
population was more diverse than the European population, and trans-
mission of the agent responsible for the distinct hypovirulent pheno-
type from a particular strain to another strain in the American
population was more of a rare event. Despite the practical problems,
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the Connecticut group was the first to focus considerable energy into
determining the basis for hypovirulence. This research was initiated at
a time when virology was well developed as a science but the molecular
biology of RNA viruses was not. The first and most important molecu-
lar observation about hypovirulent fungal strains was that they con-
tain double-stranded RNA (dsRNA), which was not observed in
virulent fungal isolates (Anagnostakis and Day, 1979; van Alfen et al.,
1975). This suggested that the agents responsible for hypovirulence
are viral in nature; however, no classical virus particles could be
isolated. Instead, pleomorphic vesicles that appeared to contain
dsRNA were identified (Dodds, 1978, 1980).

Further investigation of the molecular properties of the virus-like
agents associated with hypovirulence of C. parasitica, now classified in
the virus family Hypoviridae (Hillman et al., 2000b), was hampered by
the limitations of the system and fungal viruses in general. The pleo-
morphic particles that were isolated from hypovirulent fungal isolates
contained no discernable protein component, and they were difficult to
purify (Hansen et al., 1985) (Fig. 2). Most critically, infectivity could
not be demonstrated under any of the conditions examined by various
researchers. This included attempts to infect with the pleomorphic

FIG 2. Diagram of a vesicle associated with viruses in the family Hypoviridae. Most
details are from studies of CHV1, as described in the text. Redrawn from Hillman et al.
(2000b).

VIRUSES OF CRYPHONECTRIA PARASITICA 429



particles and with purified dsRNA to virus-free fungal cultures and
protoplasts isolated from those cultures. Not until the development of
infectious transcripts of RNA viruses and application to this system in
the early 1990s was the infectivity of one of the C. parasitica viruses
demonstrated (see next paragraph).

It is no accident that early experiments with European hypovirulent
cultures yielded positive results fairly quickly because there are sever-
al characteristics of CHV1-infected C. parasitica cultures that render
them particularly well suited for studying virus-induced hypoviru-
lence. As already noted, the European hypovirulent isolates are dra-
matically different from virulent isolates—they are white, in contrast
to the orange-colored uninfected C. parasitica isolates, and can thus be
identified within a few days of infection. Furthermore, this phenotype
is extremely stable in a fungal background that is also very stable
(Anagnostakis, 1981). Such stability is not always the case; many
filamentous fungi sector abundantly, and virus-associated symptoms
are difficult to discern, let alone to confirm experimentally with confi-
dence. The fact that the early work was performed in Europe, where
there are few vegetative incompatibility groups of C. parasitica and a
high probability of being able to transmit virus among strains, further
facilitated early experiments (Anagnostakis and Kranz, 1987;
Anagnostakis et al., 1986; Cortesi et al., 2001, 1996; Milgroom and
Cortesi, 1999). The European isolates contain a great deal of dsRNA
compared to many fungal viruses: recovery of dsRNA is generally in
the range of 3–8 �g/g tissue (wet weight), and yields of 10–20 �g/g
tissue are common (Dodds, 1980; Hillman, unpublished data; Hillman
et al., 1990). These yields are much higher than those from C. para-

sitica isolates infected with most other viruses of this type, which may
be up to 50- to 100-fold less. Working with such high yields of dsRNA
greatly eases confirmation of dsRNA presence in newly infected tissue
and facilitates experiments requiring dsRNA as starting material. In
these respects, C. parasitica isolates infected with CHV1-type viruses
show parallels with other experimental models of historical impor-
tance such as tobacco mosaic virus (TMV), which causes dramatic
and consistent symptoms in its plant host and accumulates to high
concentration in infected plants (Hull, 2002).

Although most research on chestnut blight viruses and hypoviru-
lence has been done with CHV1, the genus Hypovirus of the family
Hypoviridae is now recognized to contain four species that vary in
genome organization, sequence relationships, and effects on the fungal
host. These are referred to in the vernacular as hypoviruses. Following
the convention used for many other fungal viruses, the species were
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designated as CHV1, CHV2, CHV3, and CHV4 in chronological order
of their complete sequence characterization and determination that
they represented individual species (Fig. 3). When the family was
described in 1995 in the Sixth Report of the International Committee
on Taxonomy of Viruses (Hillman et al., 1995), it represented the first
virus family whose members did not contain a capsid. One other such
family, the Narnaviridae, has been described since then. This property
is common among fungal viruses, and other such families will un-
doubtedly be described in the future. A schematic summary of the
range of dsRNA elements discussed in this chapter and their relative
effects on the host fungus is presented in Fig. 4.

FIG 3. Individual species of genus Hypovirus. (A) Schematic diagrams of genome
organizations of the four species of the family Hypoviridae. (B) Neighbor-joining tree
showing relationships among papain-like proteinase sequences of hypoviruses. The
putative CHV4 p27 has not yet been shown have proteinase activity (shown by the ?)
but is based on sequence alignments. Adapted from Hillman et al. (2000a).
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FIG 4. Diagram of composite gel showing relative mobilities of dsRNAs isolated from different virus-infected strains of C.
parasitica and selected properties of the strains. Virulence, orange pigment, and conidia production are relative to EP155, the
most commonly used virus-free strain, and are summarized from various studies.
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V. GENERAL PROPERTIES AND PROCEDURES FOR STUDYING

C. PARASITICAVIRUSES

This section briefly describes a few methods that are central to
C. parasitica virus research.

A. Isolation of dsRNA

Almost all viruses of filamentous fungi are positive-stranded RNA or
dsRNAviruses, so screening for presence of dsRNA, which could either
be in viral genomes or replicative forms, is a rapid way to assess virus
presence directly from infected fungal tissue. A number of methods
have been used to do this, most of them derivative of the simplified
cellulose column procedure (Hillman et al., 1990; Morris and Dodds,
1979). For large numbers of samples, anti-dsRNA monoclonal antibo-
dies have been used (Peever et al., 1997). These only provide informa-
tion about dsRNA presence or absence, rendering the antibodies of
limited value as an analytical tool for examining virus diversity.

B. Virulence Tests

C. parasitica is a canker pathogen, and the natural way to assess
virulence of individual isolates is to inoculate them to live trees. Such
assays are usually not feasible, and rapid laboratory virulence tests
are preferred. Excised stem assays most closely mimic inoculation of
intact stems, and this can be done in a variety of ways (Elliston, 1978;
Jaynes and Elliston, 1980; Lee et al., 1992). The fungus also grows
rapidly and makes lesions on apple fruits, and these provide a readily
available substitute suitable for many studies (Fulbright, 1984).

C. Asexual and Sexual Sporulation

C. parasitica sporulates asexually very readily during infection and
in culture, and the species does so in response to light and nutritional
stimuli (Hillman et al., 1990; Larson and Nuss, 1994). Sexual sporula-
tion usually requires mating between two isolates of different mating
types and has been initiated successfully only on chestnut stems or
related tree species (Anagnostakis, 1979; Marra and Milgroom, 2001).
Inoculation to harvesting of ascospores generally takes 6 to 12 weeks,
considerably longer than yeast or Neurospora, but is a reliable genetic
tool.
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D. Transfection and Transformation

Transfection and transformation of C. parasitica are initiated with
protoplasts, which are relatively easy to make from rapidly growing
liquid cultures. A number of antibiotics can be used as selectable
markers for transformation, and stable transformants can be obtained
within a few days (Churchill et al., 1990). Stable transformation to
initiate infection with a full-length cDNA clone of a hypovirus genome
was accomplished in 1992 (Choi and Nuss, 1992a). Shortly after this
experiment, a transfection method was developed taking advantage of
the rapid regeneration of protoplasts and anastomosis to form a single
colony (Chen et al., 1994). Thesemethods allow for rapid introduction of
foreign genes, knockout or knockdown of host genes, or introduction
of certain viruses into new host backgrounds (Fig. 5).

FIG 5. Transfection of C. parasitica. (Bottom) Fungal protoplasts transfected with a
virus (in this case, the 9B21 reovirus) were plated to a regeneration medium in a small
pool, then allowed to grow into a single colony as described by Chen and Nuss (1994).
(Top) Subcultures from different regions of the primary transfectant colony. These may or
may not contain a virus; those containing a virus are stably infected.
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VI. STRUCTURE AND CHARACTERISTICS OF THE CHV1 GENOME

A. Overview of CHV1 RNA Genome Structure and Replication

The white, hypovirulent strain EP713 was made in the Connecticut
Agricultural Experiment Station in the early 1970s by anastomosis of
a French hypovirulent strain with a North American virus-free strain;
thus, the virus, now called CHV1/EP713, is of French origin, whereas
the genetic background of the host is American (Anagnostakis and
Day, 1979). The genome organization of the CHV1/EP713 was deter-
mined in the beginning of 1990s (Shapira et al., 1991b). As first pre-
dicted based on elements of the genome structure for the related virus
that later became known as CHV3/GH2 (Smart et al., 1999; Tartaglia
et al., 1986), the genome organization of CHV1/EP713 resembled a
positive-strand RNAvirus. Thus, the genome organization is described
in those terms. The 12,712 nucleotide CHV1/EP713 genome is com-
posed of a 50-495-nt noncoding sequence, 11,406-nt coding region, 30-
851-nt noncoding sequence, and a templated poly(A) tract (Fig. 3). As a
component of the dsRNA, the average size of the poly(A) tract was
estimated to be 35 residues (Hiremath et al., 1986), and the comple-
mentary poly(U) tract was estimated to be 20 residues (Hillman et al.,
1989). Because these determinations were made in different labora-
tories with different methodologies, it is not known whether this size
difference is significant. The size of the poly(A) tract as a component of
ssRNA transcripts has not been determined. The poly(A)-containing
strand has two continuous open reading frames, ORF A (623 codons)
and ORF B (3166 codons), encoding two polyproteins, p69 and the large
ORF B polyprotein. Although replication-associated RNA polymerase
and helicase domains are contained within ORF B, there is consider-
ably more information about the expression and functions of the ORF
A proteins. Each of the polyproteins encodes a papain-like proteinase,
p29 and p48 at the N-terminal portion, that release cotranslationally
from their cognate precursors. The p29 and p48 proteinases are para-
logs presumably derived through gene duplication (Koonin et al., 1991)
though it is currently not clear which was the progenitor protein. In
addition to the p29 proteinase, ORF A encodes a basic protein, p40.
ORF B encodes the RNA-dependent RNA polymerase and RNA heli-
case domains in addition to the p48 proteinase, but little is known
about further processing events of the ORF B polyprotein and specific
protein functions. The polyprotein B is thought to be translated from
viral full-length transcript by a termination/reinitiation mechanism
mediated by the UAAUG pentamer as in the case for the dicistronic
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influenza B virus RNA segment 7 (Horvath et al., 1990), a mechanism
that appears to be shared with CHV2 (Hillman et al., 1994). In addition
to the full-length genome, small internally deleted and defective inter-
fering-like RNAs are detected in infected mycelia (Shapira et al.,
1991a) and discussed in Section IX.

CHV1 RNA replication is likely to occur in cytoplasmic vesicles com-
posed of host-derived lipid membranous layers (Hansen et al., 1985;
Newhouse et al., 1983, 1990), other host components, and virus-encoded
replicase proteins. The vesicles are specifically produced in infected
fungal cells, often surrounded by rough endoplasmic reticulum (ER)
(Newhouse et al., 1983), and encapsulate viral dsRNA.As demonstrated
biochemically by Fahima et al. (1993), purified infection-specific vesi-
cles are active in the synthesis of both plus-sense (transcription) and
minus-sense (replication) viral RNA strands. Given the evolutionary
relatedness between hypoviruses and positive-stranded RNA poty-
viruses (Choi et al., 1991a; Koonin et al., 1991), it was of interest to
examine the relative accumulation of positive- and negative-stranded
RNA. Fahima et al. (1993) reported that vesicles isolated from CHV1/
EP713-infected mycelia produced both full-length positive- and nega-
tive-strand RNAs at ratios of between 2 and 8, which is consistent with
the value (2 to 4) estimated for the in vivo accumulation using real-time
PCR (Suzuki and Nuss, 2002). Thus, the positive- to negative-stranded
RNA ratios observed for hypoviruses both in vitro and in vivo are much
lower than the values of 20 to 75 generally accepted for a productive
infection by positive-stranded RNA viruses that are phylogenetically
similar to CHV1 (Baltimore, 1969; Tam andMessner, 1999). The persis-
tent nature of hypovirus infections and the absence of a capsid protein
may contribute to the lower positive-to-negative-stranded ratio, consis-
tent with findings from other positive-strand RNAviruses.

B. 50- and 30-Noncoding Sequences of CHV1

Early in its characterization, the CHV1/EP713 genome was recog-
nized to contain extensive 50- and 30-noncoding regions (Rae et al.,
1989). The 30-noncoding region remains uncharacterized in terms of
structure–function relationships. The 495-residue 50-noncoding region
contains seven AUG codons with in-frame termination sequences
shortly downstream, thus reminiscent of internal ribosome entry site
(IRES) sequences identified in related picornaviruses and other virus-
es (reviewed in Hellen and Sarnow, 2001). Constructs containing the
50-noncoding sequence did not result in protein products for in vitro

translation studies, but removal of this sequence results in efficient
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translation in vitro (Rae et al., 1989). In vivo studies in which the 50-
noncoding region was fused to green fluorescent protein (GFP) or to
�-glucuronidase (GUS) also consistently resulted in no protein expres-
sion, while similar constructs lacking this element resulted in efficient
expression of the reporter genes (Foglia and Hillman, unpublished
data). However, it is now known that residues 496–567, the first 72
nucleotides of ORF A, are required for viability of infectious cDNA
clones (Section VI.C), leading to conjecture that these constitute part
of an IRES. Many such elements are now known to extend into adja-
cent ORFs (reviewed in Lu and Wimmer, 1996), consistent with results
for CHV1. The other hypovirus terminal elements differ in length
(Fig. 3), but all examined thus far contain three or more minicistrons
and appear to be IRES elements.

C. Coding Sequences of CHV1

1. Multifunctional Papain-like Cystein Proteinase, p29

Like the similar HC-Pro of plant-infecting potyviruses, CHV1/EP713
p29 contains at least three functional domains and has a variety of
effects on virus–host interactions. Functions assigned to p29 thus far
include virus viability, autoproteolysis, suppression of host processes
(e.g., laccase production, pigmentation, conidiation, elevation of virus
RNA replication, and vertical transmission of virus through conidia).
The 72 nucleotide coding sequence at the 50-end of the p29 gene is
essential for virus viability and has been conjectured to be part of the
IRES element already discussed (Suzuki et al., 2000), whereas the rest
of the p29 coding domain is dispensable for virus replication (Craven
et al., 1993). The region adjacent to the N-terminal essential domain,
Gly25 through Gln73, is involved in symptom expression as well as in
virus replication and transmission. The C-terminal half of p29 con-
tains the catalytic Cys162 and His215 residues required for cotransla-
tional self-cleavage from the precursor polyprotein p69 (Choi et al.,
1991a,b).

A variety of studies have been done to show that expression of p29
in cis or in trans leads to reduced sporulation and pigmentation and
enhancement of viral RNA accumulation and transmission through
conidia. Before the availability of infectious cDNA constructs to exam-
ine CHV1, C. parasitica was transformed with cDNA constructs ex-
pressing individual viral proteins. Such studies led to the finding that
p29 proteolytic processing occurred in vivo and that p29 alone sup-
pressed pigmentation and asexual sporulation even in the absence of
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FIG 6. Comparison of CHV1 p29 and potyviral HC-Pro and effects of p29 site-directed
mutations on colony morphology. (A) Functional domains of CHV1 p29 and potyviral HC-
Pro (Kasschau et al., 1997; Kasschau and Carrington, 2001). Pale boxes represent
corresponding regions that share amino acid (aa) sequence similarity (Koonin et al.,
1991). (B) Phenotypic characters resulting from p29 cysteine mutants at 1 week follow-
ing transfection. (C) Same phenotypic characters 1 month following transfection. Virus-
free EP155 spheroplasts were transfected with RNA transcripts derived from Cys(38),
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active virus infection (Choi and Nuss, 1992b; Craven et al., 1993).
Craven et al. (1993) demonstrated that the ability of p29 to modify
the fungal phenotype required release from a larger polyprotein but
did not require its intrinsic papain-like proteolytic activity. Deletion of
p29 as well as the C-terminal portion of ORF A, p40, resulted in some
reduction in viral RNA and virus transmission through asexual spores,
and these functions can be complemented in �p29 mutants by expres-
sion of p29 in trans (Suzuki and Nuss, 2002; Suzuki et al., 2003). Using
a series of p29 deletion mutants, Suzuki et al. (1999) showed that the
N-terminal region from Gly25 through Gln73 is a symptom determinant
responsible for suppression of pigmentation and conidiation through
in cis activity. This region contains four cysteine residues that are
conserved among p29 homologues of all CHV1 strains examined to
date as well as in potyviral HC-Pro. Two of the four residues, Cys70

and Cys72, played pivotal roles in the ability of p29 to act as a symptom
determinant in the context of infectious viral cDNA clones (Suzuki
et al., 1999) (Fig. 6) as well as in �p40 backgrounds (Suzuki and Nuss,
unpublished). In these experiments, recombinant virus with
Cys70!Gly resulted in greatly distorted colony morphology and re-
duced colony growth on solid PDA media as well as in liquid PDB
media. After prolonged growth, colonies infected with Cys70!Gly mu-
tants sporulated profusely, in contrast to their wild-type (wt) counter-
parts (Fig. 6C). In contrast, infection with recombinant virus in which
Gly was substituted for Cys72 resulted in colony morphologies that
were indistinguishable from the �p29 virus-infected strains (Fig. 6C).
Mutation at residues 70 and 72 also abolished the in trans acti-
vity of p29 to alter phenotypic characters. That is, transformants
(TCys70, TCys72) with the coding domains for mutant p29 containing
Cys70!Gly or Cys72!Gly showed the same phenotype as nontransfor-
mants (Fig. 6D) in the presence or absence of virus replication. Results
of combined transformation and transfection studies with mutant p29
proteins showed that its ability to suppress pigmentation and asexual
sporulation is linked to its ability to elevate virus replication and
transmission, and Cys70 and Cys72 within the symptom determinant,
Phe25-Gln73, are very likely to be responsible for all of the in cis and

Cys(70), and Cys(72) mutant viral cDNAs that have Cys-to-Gly substitutions at p29
positions Cys38, Cys70, and Cys72, respectively. Colonies infected with Cys(38) and
Cys(72) are indistinguishable from colonies infected with wild-type and �p29 viruses.
(D) Cultures of EP155 that are 1 week old and transformed with only the coding
sequences of wild-type (Twtp29), p29Cys70 (TCys70), and p29Cys72 (TCys72) are shown.
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in trans activities assigned to p29. Mutation at Cys72 results in defects
for all the actions of wild-type p29, whereas mutant p29 with
Cys70!Gly has a qualitatively different role in symptom expression
and viral RNA accumulation when expressed in cis.

Although the p29 protein of CHV1 negatively impacts its own eco-
logical fitness by depressing sporulation, it paradoxically would appear
to increase its fitness by elevating transmission frequency on a per
spore basis under laboratory conditions. Such transmission would
clearly have a major impact on the overall ecology and fitness of host
and virus. Of course, this would have practical impact on these viruses
as biocontrol agents. Rate of virus transmission through conidia de-
pends on combinations of virus strains, fungal host strains, and, when
grown in vitro, culture conditions (Elliston, 1985; Enebak et al.,
1994b). One of the unknown factors is the extent to which the tree
host—the natural substrate for the fungus—affects virus transmis-
sion. Transmission efficiency of CHV1/EP713 is 5% for C. radicalis

and 86% for C. havanensis under moderate light conditions, but 100
and 66% for the same virus–host combinations under high light con-
ditions (Chen et al., 1996a). Peever et al. (2000) found that the rate for
different CHV1/C. parasitica combinations varied in a small range
from 95 to 100%. Further studies are required to determine whether
virus-encoded protein-mediated to enhancement of virus transmission
is seen for other hypovirus–host combinations and what host and other
viral factors affect transmission.

Parallels between CHV1 p29 and potyviral HC-Pro (Fig. 6A), the
first identified viral suppressor of a cellular post-transcriptional gene
silencing (PTGS) antiviral defense response (Anandalakshmi et al.,
1998; Kasschau and Carrington, 1998), are noteworthy. These include
(i) moderate levels of amino acid sequence similarities, including the
conserved N-terminal cysteines and papain-like protease catalytic and
cleavage domains (Choi et al., 1991a; Koonin et al., 1991); (ii) function-
al roles in viral replication processes and symptom expression (Suzuki
and Nuss, 2002; Suzuki et al., 2003); and (iii) the ability to alter host
developmental processes when expressed in the absence of virus infec-
tion (Anandalakshmi et al., 2000; Craven et al., 1993; Suzuki et al.,
2003). These lead to a prediction that p29 exerts its multifunctional
role through suppression of a host PTGS antiviral defense response,
just as many of the functional roles assigned to HC-Pro in viral genome
amplification, vascular virus movement, and symptom severity rely
on HC-Pro-mediated suppression of PTGS (Kasschau and Carrington,
1998).
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2. A Basic Protein, p40, Derived from the C-Terminal Portion of p69

The highly basic nature of p40 (pKa ¼ 11.96) and conservation
between CHV1 and CHV2 (Hillman et al., 1994) suggested an essential
role of this protein in viral RNA binding or replication. Detailed exam-
ination of the roles of the ORF was made possible by the surprising
observation that the ORF was dispensable for virus replication (Suzuki
et al., 2000). Deletion of the p40 coding domain was accompanied by
significant reduction in viral RNA accumulation and vertical transmis-
sion. Gain of function analysis was used to map the p40 functional
domain to a region extending from Thr288 to Arg312. The severity of
virus-mediated phenotypic suppression by p40 deletion and gain of
function mutants was directly related to the accumulation of viral
RNA. Deletion of p40 had little effect on virus-mediated hypovirulence,
but virus-mediated suppression of several other host processes was
significantly affected (Suzuki et al., 2000).

The phenotypic consequences of p40 deletion are strikingly similar
to those reported for deletion of p29 but with several distinctions. For
example, deletion of p29 causes a reduction in the level of virus-
mediated suppression of laccase activity (Craven et al., 1993), while
deletion of p40 does not (Suzuki and Nuss, 2002). Deletion of p29 also
showed greater effect on sporulation and viral replication (Suzuki and
Nuss, 2002). The similarities to potyviral HC-Pro already noted for p29
have not been identified in p40 (Suzuki and Nuss, 2002; Suzuki et al.,
1999).

Unlike p29, p40 does not function in trans as a symptom determi-
nant or to enhance RNA accumulation. Protein p29 is likely to alter
host phenotype directly through action of the protein on host factors
and indirectly by contributing to viral RNA accumulation (Section
VI.C.1). In contrast, p40 appears to act indirectly through its accessory
role in amplifying viral RNA in a highly cis-preferential fashion. It was
proposed that p40 promotes expression of ORF B by facilitating ribo-
some termination and reinitiation at the UAAUG pentanucleotide that
contains the ORF A/ORF B boundary (Shapira et al., 1991b). This
hypothesis was supported by the finding that all in vitro engineered
deletion mutants of CHV1 that lacked p40 activity underwent compen-
satory mutations that converted the genome organization from dicis-
tronic to monocistronic (Suzuki and Nuss, 2002). Conversion to the
monocistronic configuration would increase ORF B expression and,
consequently, promote replication efficiency. Monocistronic progeny
viruses have never been recovered from dicistronic mutant viruses
that contained the p40 activity domain, suggesting that conversion to
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a monocistronic configuration provides no advantage, or is even dele-
terious, in the context of the p40 activity domain.

The four species of the family Hypoviridae differ in organization
(Hillman et al., 2000) (Fig. 3). CHV1 and CHV2 viruses, which have
the dicistronic ORF A/ORF B genome architecture, both encode p40
homologues. In contrast, CHV3 and CHV4 viruses, which have mono-
cistronic genomes, lack the p40 counterpart. These combined observa-
tions have led to the suggestion that p40 functions in cis, perhaps
contranslationally, to enhance ORF B expression and thereby viral
RNA replication by facilitating ribosome termination/reinitiation at
the UAAUG pentanucleotide and ORF A/ORF B junction (Suzuki
et al., 2003).

3. ORF B Domains

Although ORF B of CHV1 occupies more than 2/3 of the coding region
on the viral genome, surprisingly little is known about its expression
and regulation. Like picornaviruses, plant potyviruses replicate to high
titers and have a single ORF whose individual genes are expressed
exclusively via proteolytic processing in cis or in trans. Therefore, all
gene products accumulate in equimolar amounts regardless of their
genomic positions. Because of high levels of expression, proteolytic
processing has been relatively straightforward to study in vitro as well
as in vivo, leading to a clear understanding of potyvirus gene expression
strategies (reviewed in Dougherty and Semler, 1993; Reichmann et al.,
1992). Although the RNA polymerase and helicase domains were iden-
tified shortly after the CHV1/EP713 genome was sequenced (Koonin
et al., 1991; Shapira et al., 1991b), only theN-terminal p48was shown to
be cleaved from the rest of the polyprotein (Shapira and Nuss, 1991).
Using antibodies raised against recombinant protein representing
the core RNA polymerase domain, Fahima et al. (1993, 1994) identified
an 87-kDa protein that copurified with viral dsRNA-containing vesi-
cles and with polymerase activity. No potential cleavage sites, how-
ever, were identified, and to our knowledge there have been no further
reports of cleavage sites downstream from the p48 cleavage site.

Insights into CHV1 ORF B domains involved in symptom expression
were gained through recombination experiments using two viral
strains with over 90% overall amino acid sequence identity, a different
approach than those used for functional analysis of p29 and p40 (Chen
and Nuss, 1999; Chen et al., 2000). The more severe strain of CHV1/
EP713 and mild strain of CHV1/Euro7 were originally isolated from
superficial cankers in southern France in 1966 and in northern Italy in
1977, respectively. Although both strains reduced orange pigmentation,
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CHV1/Euro7 caused less severe phenotypic alterations than CHV1/
EP713. Colonies infected with the CHV1/Euro7 grew slightly faster
on solid synthetic medium than corresponding virus-free strains (Chen
and Nuss, 1999), while CHV1/EP713-infected colonies grew more slow-
ly. Colonies containing CHV1/Euro7 showed moderate levels of conidi-
al formation and virulence as well as incited cankers with a number
of conidia-containing stromata, comparable to cankers caused by vi-
rus-free isogenic strains. This result contrasts with the finding that
CHV1/Euro7 altered only slightly cAMP-regulated host gene expres-
sion and laccase activity (Parsley et al., 2002) which contrasts with the
substantial reduction by CHV1/EP713 (Chen et al., 1996b).

Virus recombination experiments were performed following estab-
lishment of an infectious cDNA clone of CHV1/Euro7 as had been done
with CHV1/EP713 (Chen and Nuss, 1999). When swapping the ORFA
and ORF B coding domains of the two viruses, the ORF B coding
domain was identified as the major contributor to phenotype. By ex-
changing domains within ORF B in the chimeric viruses, Chen et al.
(2000) mapped domains responsible for canker size (2363–5310) and
pustule formation on dormant chestnut stems (5311–9904). The
domain responsible for alteration of cAMP-dependent signaling
(5311–9897) was also identified (Parsley et al., 2002). These studies
demonstrated that hypoviruses can be fine-tuned to optimize the in-
teraction between the pathogenic fungus and its plant host and for
enhanced ecological fitness.

Replication-competent ORF B deletion mutant viruses are currently
unavailable, hampering further functional analysis. Of course, such
experiments are ongoing to try to assign functional roles to ORF B
domains. In fact, mutants lacking the ORF B proteinase, p48, in
the context of �p40 and �p69 backgrounds resulted in no detec-
table virus RNA accumulation (Suzuki and Nuss, unpublished data).
Furthermore, ORF A-engineered replication-competent vector con-
structs with heterologous inserts upstream of the p48 coding domain
underwent deletion of foreign inserts by 9 weeks post-transfection, but
these deletions never included the p48 coding region (ORF B polypro-
tein). Introduction of foreign genes into viral genomes often leads to
deletion of neighboring dispensable viral sequences as well as foreign
sequences (Dolja et al., 1993; Rabindran and Dawson, 2001). This was
not the case for CHV1 recombinants, suggesting that p48 is essential.
Elucidation of ORF B polyprotein processing should provide target
candidates for analyses with recombinant viruses and transgenic
fungal isolates.
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VII. HOST GENES AND SIGNALING PATHWAYS AFFECTED BY

CHV1 INFECTION

Hypoviruses initiate persistent rather than acute infections of their
fungal hosts, and, thus, some of the complications inherent in acute
virus–host defense responses can be avoided by their study (Nuss,
1996). In addition to the reverse genetics systems described previously,
the robust transformation protocol available for the host fungus
(Churchill et al., 1990) allows for foreign gene expression (Choi and
Nuss, 1992b) or targeted disruption of endogenous genes by homolo-
gous recombination-mediated gene replacement (Gao and Nuss, 1996;
Zhang et al., 1993). A recent milestone was the establishment of an
EST library of host genes and its use in microarray analysis to study
regulatory pathways underlying virus–host interactions in a moderate
throughput manner (Allen, 2003; Dawe et al., 2003). Initial identifica-
tion of specific host genes and /or key signaling cascades that were
perturbed by CHV1 was reviewed by Nuss (1996) and more recently
by Dawe and Nuss (2001).

With the conventional Northern blot approach, several genes were
reported to respond to CHV1 infection. The Mat-2 mating type phero-
mone precursor genes, Mf2/1 and Mf2/2 (Powell and van Alfen, 1987;
Zhang et al., 1998), were first shown to be reduced in mRNA accumu-
lation, most likely causing the female fertility defect. Also shown to
be down-regulated were genes responsible for enzymatic activities,
such as laccase, lac-1 (polyphenol oxidase) (Choi et al., 1992; Larson
et al., 1992; Rigling et al., 1989), and cellobiohydrolase, cbh-1
(Kazmierczak et al., 1996; Wang and Nuss, 1995). The gene for crypar-
in, a cell wall hydrophobin (crp-1), was also shown to be down-regu-
lated by CHV1 infection (Kazmierczak et al., 1996). As an extension of
these studies, mRNA differential display was used by Chen et al.
(1996b) to identify over 400 RT-PCR products either up-(296 products)
or down-regulated (127 products) by virus infection. Among the 296
PCR amplicons, product 13-1, whose function is unknown, has been
used in a promoter-GFP reporter construct to monitor perturbation of
the cAMP-mediated signaling (Parsley et al., 2002). Kang et al. (2000)
used a similar differential display approach to estimate that 20% of the
total host genes are affected by CHV1 infection.

These studies were followed recently by moderate-throughput stud-
ies aimed at examining a larger subset of genes. Dawe et al. (2003)
developed a C. parasitica EST library/database by compiling 4,200
sequence files and cataloging 2,200 unique genes. The database covers
approximately 20 to 25% of total C. parasitica genes, assuming that
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the total number of C. parasitica genes is similar to the 10,082 pre-
dicted for closely related Neurospora crassa (Galagan et al., 2003).
Function assignment by simple database search using BLASTX analy-
sis and subsequent classification according to molecular function and
biologic process showed that these genes broadly represent the entire
population of expressed genes of C. parasitica. The EST collection was
used for microarray analysis to identify a number of genes up- or
down-regulated by infection with CHV1/EP713 (Allen, 2003). Of the
295 genes (13% of the total genes deposited with the library), 132 were
increased and 163 were decreased in abundance. Genes whose expres-
sion was constitutively up-regulated included stress response genes,
such as homologues of HSP70 and glutatione-S-transferase (GST), and
transmethylation-involved genes, such as S-adenosyl-L-methionine
sythetase and S-adenosyl-L-homocysteine hydrolase. Examples of
down-regulated genes included three transcriptional regulatory fac-
tors. Functional roles of these genes in virus replication, symptom
expression, antihost defense response of CHV1, fungal host defense
against CHV1 infection, and fungal pathogenicity warrant further
investigation. This system is now well poised for exploration of
transcriptional profiles during infection with the different viruses
described later in this chapter (Sections VIII, X).

Based on the pleiotropic effects of CHV1 infection, a link between
CHV1 infection and the heterotrimeric G protein signaling pathway
was proposed (Dawe and Nuss, 2001). This pathway is prevalent
in eukaryotic cells and plays essential roles in perception of smell,
taste, and light; cell growth and differentiation; embryogenesis; and
development in response to extracellular stimuli (Gutkind, 1998). The
current working model is that CHV1 causes reduced accumulation of
a Gi-� subunit (which possesses inhibitory activities on adenylylcy-
clase activity). CPG-1, one of the three G protein � subunits identified
in the organism, partially neutralizes inhibitory effects by CPG-1 on
adenylylcyclase and elevates cAMP levels in mycelia, which then leads
to alterations in transcription profiles and macroscopic colony pheno-
type. Supporting this model are the following observations: (i) CPG-1 is
decreased post-translationally in CHV1-infected cells (Choi et al.,
1995); (ii) disruption of cpg-1 partially mimics the CHV1-infected
phenotype (Gao and Nuss, 1996); (iii) about 65% of genes affected by
CHV1 infection behave similarly in fungal strains with cpg-1 cosup-
pressed (Chen et al., 1996b); and (iv) cAMP, a second messenger of the
G protein signaling cascade, is increased in fungal colonies infected
with CHV1, such as in colonies cosuppressed for cpg-1 (Chen et al.,
1996b).
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The G protein-linked signal pathways have been shown to play
pivotal roles in the virulence of phytopathogenic fungi (e.g., in Ustila-

go, Magnaporthe, and Fusarium) (Lengeler et al., 2000). Functional
analyses of other G protein signal transduction-associated proteins
of C. parasitica, such as the two other G protein � subunits of CPG-2
and CPG-3 (Choi et al., 1995; Parsley et al., 2003), a beta subunit
CPGB-1 (Kasahara and Nuss, 1997), and a BDM-1 related to the
mammalian phosducin (Kasahara et al., 2000), should contribute to
the picture of the G protein’s perturbation by CHV1 and elucidation
of the pathogenicity of other fungi.

CHV1 also disturbs the IP3-calcium signaling second messenger
system, which positively regulates transcription of lac-1 to reduce lac-
case accumulation in the host (Larson et al., 1992). The IP3-calcium
pathway is assumed to be linked upstream to the CPG-1 cascade.
Reduction in CPG-1 by CHV1 infection may elevate cAMP levels,
activate cAMP-dependent protein kinase, and then inhibit the activ-
ities of the effector, phospholipase C, which thus impairs IP3 generation
and Ca2 mobilization (Gao and Nuss, 1996).

The mitogen activated protein (MAP) kinase cascade is another key
regulatory pathway highly conserved in eukaryotic cells. In response
to external stimuli, this pathway governs a wide range of biologic
processes, such as mating and pseudohyphal growth in yeast, fungal
pathogenicity, cell division and differentiation, and apoptosis in mam-
malian cells. Recently Kim and coworkers characterized two MAP
kinase genes of C. parasitica: cpmk-1 (Park et al., 2003) and cpmk-2

(Jung et al., 2003). The genes cpmk-1 and cpmk-2 showed highest
sequence identities to osm-1 and pmk-1 from the rice blast fungus,
Magnaporthe grisea. The OSM-1 regulates cellular turgor during hy-
perosmotic stress but not during appressorium-mediated plant infec-
tion (Dixon et al., 1999), while PMK-1 is essential for appressorium
formation and infectious hyphae growth. Intriguingly, the CpMK-1
pathway is affected by CHV1 infection particularly in hyperosmotic
conditions. Disruption of cpmk-1 results in a phenotype with a subset
of hypovirulence-associated traits, including partial reduction in viru-
lence. These observations suggest that in addition to the G protein
signaling pathway, the MAP kinase regulatory cascade is involved in
CHV1 symptom expression. It remains unclear whether the two signal
transduction pathways independently contribute to the virus-
mediated alterations in host phenotype and transcript profile or if
there is cross talk between them.

The second MAP kinase pathway, CpMK-2, is not affected by infec-
tion with CHV1 (Jung et al., 2003). The cpmk-2-null mutant strains
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manifest almost all the phenotypic alterations shown by the cpg-1
disruptant. These results suggest that the MAP kinase and G protein
signaling pathways may be interconnected in C. parasitica, as
has been shown for other organisms (Gutkind, 1998; Lengeler et al.,
2000).

A Ser/Thr protein kinase CpPK-1 that was up-regulated by CHV1
infection was recently characterized by Kim et al. (2002). The transge-
nically increased expression of cppk-1 resulted in a subset of hypoviru-
lence-associated traits such as repressed pigmentation, suppressed
conidiation, and female sterility, which are accompanied by a reduction
of the pheromone genes Mf2/1 and Mf2/2. These results suggest that
up-regulation of the CpPK-1-associated signaling pathway in response
to CHV1 infection causes alterations in the host transcriptional profile
and phenotypic characters.

Broad questions concerning CHV1-affected signaling pathways in-
clude: (i) which viral factor(s) interfere with the signaling pathways?
(ii) with what do those viral factors interact? (iii) how and at which
step do the key signal transduction cascades interplay? Unraveling
secondary transcriptional regulation will also be an interesting future
challenge.

VIII. OTHER CRYPHONECTRIA HYPOVIRUSES

A. CHV2

Cryphonectria hypovirus 2 (CHV2) was the second hypovirus
completely characterized and formally named but was not the second
one identified. In 1988, Peter Bedker, a forest pathologist from Rutgers
University, isolated several C. parasitica cultures from a population of
American chestnut in eastern New Jersey. Among the cultures were
several that were morphologically distinct from their virulent counter-
parts. These isolates were brown, had slow growing mycelium that was
distinctly thin, and were extremely debilitated when inoculated to
chestnut stems (Bedker, 1989; Chung et al., 1994; Hillman et al.,
1992). In fact, when tested against other hypovirulent isolates, these
were equally or more debilitated than any tested up to that time. The
hypovirulent isolates from New Jersey were also morphologically
distinguishable from other hypovirulent cultures, including others
identified in North America (Fulbright et al., 1983) (Section VIII.B).

The dsRNA isolated from the brown, hypovirulent cultures from
New Jersey was resolved as a single gel band of about 12 kb, a similar
size to the genomic dsRNA of CHV1 but without the smaller defective
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RNAs normally present in CHV1-infected cultures (Hillman et al.,
1992). Hybridization analysis with dsRNA and a series of cDNA clones
representing the CHV2/NB58 genome was used to examine the rela-
tionships between CHV2 and other hypovirulence-associated viruses
(Hillman et al., 1992). Several clones representing the 30-proximal
portion of the CHV2 genome hybridized to CHV1 dsRNA, but no
hybridization was observed on the 50-proximal half, and no other het-
erologous dsRNA hybridized. This suggested that CHV1 and 2 were
fairly closely related and that the 30-proximal half of the genome was
more conserved than the 50-proximal half. Sequence and translation
analysis of the CHV2 genome showed that it was similar in many
respects to the CHV1 genome, with the conserved RNA polymerase
and helicase domains residing on the 30-proximal half and these se-
quences being easily aligned. However, the 50-proximal sequences were
much more difficult or impossible to align, and CHV2 lacked the ORFA
proteinase, one of the two papain-like protease paralogues present in
CHV1. It was demonstrated, however, that the ORF B proteinase of
CHV2 is functional (Hillman et al., 1994) (Fig. 3). The brown pheno-
type of CHV2 and absence of an ORF A proteinase homologue was
consistent with the evidence that expression of the ORF A proteinase
of CHV1/EP713 alone as a nuclear gene in transgenic, virus-free iso-
lates results in a white phenotype reminiscent of the infected culture.
A cystein-rich region similar to that in CHV1 was identified at the N
terminus of the CHV2 ORF A protein, p50, with the remainder occu-
pied by a basic domain homologous to CHV1 p40. Thus, CHV2 ORF A
is substantially similar in molecular terms to a natural version of
functional deletion mutants identified for CHV1, and cultures infected
with these viruses are also similar phenotypically (Craven et al., 1993;
Suzuki et al., 1999).

Until the mid-1990s, the small population in New Jersey was the
only place CHV2 had been identified. In a survey of Asian chestnut
blight isolates, however, Peever et al. (1998) identified three C. para-

sitica isolates from southern China that had similar phenotypic char-
acteristics and dsRNA that hybridized with CHV2-derived cDNA
clones. These were the only isolates of more than 260 examined in that
study that contained CHV2 dsRNA. Sequences of the CHV2 isolates
identified in China were very similar to the U.S. isolates, indicating a
close relationship between the two. Several questions were raised by
these findings. (i) First why is this virus so limited in distribution? The
answer here may be simply that CHV2 has very low ecological fitness.
Although it sporulates more profusely than CHV1-infected isolates
(Smart et al., 1999), the virus is transmitted in only 2 to 5% of conidia
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and not through ascospores (Hillman, unpublished data), so vertical
transmission is predicted to be very poor in a natural setting. Further-
more, the extreme debilitation of C. parasitica isolates infected with
this virus would be predicted to substantially reduce their competitive-
ness (ii) Second did CHV2 travel directly from China to the United
States? Multiple importations of C. parasitica from Asia are assumed,
and there are records of chestnut trees being imported into the United
States since the late 1800s (Anagnostakis, 1992, 2001). It is possible
that CHV2 became established only in a small, localized area proximal
to the initial site of importation but failed to spread more broadly.

B. CHV3

Following up on reports of the work with transmissible hypoviru-
lence from Connecticut, hypovirulent strains of C. parasitica were
identified in Michigan in the early 1980s (Fulbright, 1984; Fulbright
et al., 1983) and later in Canada (McKeen, 1995; Melzer and Boland,
1999). The virus that came to be named CHV3/GH2 was the first of the
Michigan viruses studied in detail, and it turned out to be quite
different from the European viruses (Fulbright, 1990). Colony mor-
phology of such isolates in culture was aberrant, often with lobed
margins, but there was no apparent reduction in pigmentation and
little reduction in sporulation or laccase activity (Durbahn, 1992,
Smart et al., 1999). When Don Nuss began to turn his attention from
Wound tumor virus to hypovirulence-associated viruses in the mid-
1980s, the first subject of his studies was CHV3/GH2. Shortly after
publication of the study demonstrating the complexity of the CHV3/
GH2 genome (Tartaglia et al., 1986), Nuss’s lab group began focusing
on CHV1 for the reasons mentioned earlier: that is, CHV1 is a much
more tractable virus system. Chris Smart did much of the initial
molecular characterization of the CHV3/GH2 genome with Fulbright
and Nuss (Durbahn, 1992), and it was completed in the Hillman
laboratory (Hillman et al., 2000; Smart et al., 1999; Yuan, 1999; Yuan
and Hillman, 2001).

Characterization of the CHV3 genome revealed the surprising
finding of a single ORF rather than two, as had been found in CHV1
and 2 (Smart et al., 1999) (Fig. 3). Examination of the N-terminal
sequence of the single ORF showed the presence of a homologue of
the CHV1 p29 proteinase, the only proteinase predicted on the CHV3
sequence. By in vitro translation, the predicted 32-kD protein was
shown to cleave autoproteolytically, and the cleavage site was mapped
by mutagenesis (Yuan and Hillman, 2001). Studies of ORF B with
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recombinant CHV1 viruses previously described help shed light on the
biology of CHV3. At least some functional difference between CHV1
p29 and CHV3 p32 is indicated by the different phenotypes elicited by
the two proteins. CHV3-infected cultures do not show the great reduc-
tion in pigment production sporulation associated with CHV1 and p29
(Smart et al., 1999). The activity of p32 has not been examined using
recombinant virus or transformation.

C. CHV4

The first indication that there was a CHV species distinct from
others that had already been characterized came from a study of
dsRNA-containing isolates of C. parasitica from the Appalachian
range in North America that showed little evidence of hypovirulence
and little difference in colony morphology relative to virus-free strains
(Enebak et al., 1994b). A more expansive study of C. parasitica isolates
showed that the virus in these asymptomatic isolates was prevalent
throughout the natural chestnut range in North America (Peever et al.,
1997). This led to the subsequent characterization of the most recently
described member of the Hypoviridae family, CHV4 (Linder-Basso,
2002; Linder-Basso et al., submitted). Viruses in this species are most
difficult to work with because they often cause no symptoms in their
fungal host and because the dsRNA titer is very low; thus, large-scale
experiments with large sample sizes are problematic. As relatively
little molecular analysis of CHV4 has been done, many questions about
this virus species remain about genome expression and specific effects
on the fungal host. For example, amino acid alignments of the N-
terminal domain of CHV4 that is positionally homologous to CHV1
p29 and CHV3 p32 suggest that CHV4 is also most likely a papain-like
proteinase, but this is not clear from the alignments, and it has not yet
been demonstrated by in vitro translation (Linder-Basso, 2002).

One of the intriguing features of the CHV4 genome is the presence of
a glycosyltransferase domain homologue in the 50-proximal third of the
genome (Linder-Basso, 2002; Linder-Basso et al., submitted). A similar
region is also present at the same position of the CHV3 genome, but no
such domain is present in either CHV1 or 2. It is tempting to speculate
that this domain is involved with vesicle trafficking of these hypo-
viruses, but their function is unknown. Regardless of the function of
this domain, its presence in only two of the four hypovirus species
suggests that its function either is specific to CHV3 and 4 or is met
in other ways in CHV1 and 2.
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IX. DEFECTIVE AND SATELLITE RNAS OF HYPOVIRUSES

Defective and satellite RNAs are associated with several hypo-
viruses, but careful studies on their origins and biologic effects are
mostly lacking. Early molecular studies revealed the presence of de-
fective RNAs associated with CHV1 (Hiremath et al., 1986, 1988) and
both defective and satellite RNAs associated with CHV3 (Tartaglia
et al., 1986). To date, no satellite RNAs have been reported for any
CHV1 isolate; however, small (<2 kb, called S-dsRNA) and large
(>8 kb, called M-dsRNA) defective RNAs have been a hallmark of
many CHV1 isolates (Shapira et al., 1991a). Although these defective
dsRNAs often segregate independently in single conidial isolates,
they have not proved to be stable in continued passage or transmis-
sion experiments, and there has not been a reproducibly demonstrable
effect of these defective RNAs on virus symptoms (Hillman and
Nuss, 1988, unpublished data). Molecular investigation of CHV1/
EP713-defective RNAs revealed that they represent heterogeneous
populations (Shapira et al., 1991a). The sequence breakpoints of the
M-dsRNAs have not been reported, but these dsRNAs appear to con-
tain at least the 50-terminal 3.5 kb and the 30-terminal 3.5 kb of the
viral genome. Sequences of three clones representing S-dsRNAs of less
than 0.7 kb revealed that each contain approximately 150 nucleotides
of the viral 50-terminal sequence and 450 nucleotides of the 30-terminal
sequence. All three clones were slightly different at the breakpoints,
two of them containing a nontemplate sequence of unknown origin
(Shapira et al., 1991a). Studies with infectious transcripts of CHV1
genomic RNA appear to reinforce the conclusions from naturally in-
fected isolates: defective RNAs are generated de novo following infec-
tion with genomic RNA alone, but there may be differences in the
defective RNA composition among independent transfectants (Chen
et al., 1994; Choi and Nuss, 1992a; Suzuki, unpublished data).

In contrast to the CHV1 defective RNAs, the CHV3 defective and
satellite RNAs appear to be more homogeneous and stable components.
Continued subculture of CHV3/GH2, which contains one satellite and
one defective RNA (Hillman et al., 2000; Tartaglia et al., 1986), does not
appear to affect the overall dsRNA composition. Sequence analysis of
thesemolecules has confirmed the stability of these subviral RNAs. The
CHV3/GH2 defective RNA contains two discontinuities and is only 90%
identical to the sequence of the genomic RNA (Fig. 7). The CHV3/GH2
defective RNA contains a continuous ORF that encodes a functional
proteinase and a complete helicase domain, suggesting amechanism for
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its preferential amplification (Hillman et al., 2000a; Yuan and Hillman,
2001).

The satellite RNA from CHV3/GH2 does not cross-hybridize with
genomic or defective RNAs, but regions of sequence identity near the
50-end suggest that it likely was derived at least in part from the CHV3
genomic RNA (Hillman et al., 2000a). Similar satellites have been
identified in a number of different CHV3 isolates and in some CHV4
isolates (Hillman et al., 2000a; Melzer and Boland, 1999; Paul
and Fulbright, 1988; Yuan and Hillman, unpublished data; Milgroom

FIG 7. Genomic, satellite, and defective RNAs of CHV3/GH2. (A) Genome organiza-
tions. Arrows show proteinase cleavage sites; the light * on RNAs1–4 indicates position
of sequence shared among all RNAs. (B) Distribution of nucleotide differences between
genomic (upper) and defective (lower) RNAs. Redrawn from Hillman et al. (2000a).

452 BRADLEY I. HILLMAN AND NOBUHIRO SUZUKI



personal communication, 2001). Two satellite RNAs from other CHV3
isolates that have been sequenced completely or partially show little
difference from the CHV3/GH2 satellite sequence, indicating a com-
mon origin for these satellites (Yuan, 1999; Yuan and Hillman, unpub-
lished data). As with the CHV1 defective RNAs, there is no indication
that either the defective or satellite RNAs of CHV3 have any effect on
virus symptoms; however, infectious cDNA clones are not available
and critical infectivity studies have not yet been done.

X. OTHER VIRUSES OF C. PARASITICA

A. Two Reoviruses

In the early 1990s, two viruses were identified in C. parasitica

isolates from West Virginia that had features consistent with their
characterization as reoviruses: each contained 11 segments of dsRNA
in approximately equimolar amounts, the dsRNA segments segregated
in an all-or-none fashion in single conidial isolates, and the dsRNA
segments did not cross-hybridize with each other. Particles approxi-
mately the size and appearance of reovirus cores were identified
though initial purifications were poor (Enebak, 1992; Enebak et al.,
1994a). Initial research was performed largely on the virus from C.

parasitica strain C-18. The virus in this isolate has proven somewhat
difficult to work with because it is easily lost from culture. The reason
for this is still unknown, but this loss occurs in different host back-
grounds. Little work was done on these viruses for several years; when
the projects were taken up again, another reovirus-containing strain
from the same geographic region, 9B21, was chosen because it had a
more dramatic phenotype and because the 9B21 virus was stable. The
9B21 virus was purified, and a complete cDNA library was synthesized
and sequenced, confirming that it is a reovirus (Hillman et al., 2004;
Supyani, Hillman, and Suzuki, unpublished data) (Fig. 8).

A particularly interesting feature of the 9B21 reovirus is that it
results in a phenotype that is quite distinct from the CHV1 phenotype:
virulence is reduced substantially, but pigmentation and sporulation
are reduced little if at all (Hillman et al., 2004). Interestingly, purified
particles from infected cultures were also infectious when introduced
to protoplasts of C. parasitica isolates of different genetic backgrounds
(Hillman et al., 2004), a property unusual among fungal viruses. The
complete 26-kb sequence of the 9B21 reovirus shows that its closest
relative is a similar virus recently characterized from the ascomycete
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Rosellinia necatrix (Osaki et al., 2002; Wei et al., 2003) but that it is
also very closely related to members of the Coltivirus genus of the
family Reoviridae, which includes the tick-borne human pathogen
Colorado tick fever virus (CTFV) (Attoui et al., 2002). In fact, although

FIG 8. Properties of a C. parasitica reovirus. (A) Electron micrograph of particles
isolated from C. parasitica strain 9B21 (Kondo, Hillman, and Suzuki, 2002, unpublished
data). (B) The dsRNA purified from the particle-containing fraction. (C) Unrooted neigh-
bor-joining tree of alignments performed with Clustal V of selected reovirus RNA-
dependent RNA polymerase amino acid sequences. Accession numbers and abbreviations
are C. parasitica reoviruses 9B21 (AY277888) and C18 (C. par-9B21 and C. par-C18)
(Festa and Hillman, 2004, unpublished data); RoselliniaW370 (AB102674);Mammalian

reovirus 1 (MRV1; NC004271); Mammalian reovirus 2 (MRV2; NC004272); Mammalian

reovirus 3 (MRV3; NC004282); Rice Black streak dwarf virus (RBSDV; AY144568);
Nilaparvata ligulans reovirus (NLRV; D49693); Bluetongue virus (BTV; P13840); Banna
virus (BAV; NC004211); Kadipiro virus (KV; NC004210); Rice ragged stunt virus (RRSV;
NC003749); Bombyx mori virus 1 (BMV-1; NC004138); Rice dwarf virus (RDV; Q02119);
Eyach virus (EYAV; NC003696); and Colorado tick fever virus (CTFV; AF004181).
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the fungal viruses will be placed in a new genus (Mertens et al., in
press), they are sufficiently closely related to CTFV that they likely
would have been placed in the same genus were it not for the very
different natures of the hosts (Fig. 8C). Excluding the virus families
that contain retrotransposons, the family Reoviridae is now unique in
having members that infect vertebrate, invertebrate, plant, and fungal
hosts.

The recent continued characterization and sequencing of the C-18
virus shows that it is surprisingly distinct from the 9B21 virus. Al-
though both viruses have 11 segments of dsRNA, the relative segment
sizes in the two viruses are different (reviewed in Ghabrial, 1994,
Fig. 16). Many of the homologous segments of the two viruses do not
cross-hybridize, and the overall degree of nucleotide sequence identity
of the two viruses appears to be less than 50% (Festa and Hillman,
2004, unpublished data). Thus, although the two viruses were isolated
only 20 miles apart from each other, they are much more distantly
related than, for example, Mammalian reovirus 1, 2, and 3 are from
each other (Mertens et al., 2000). Other properties of the two viruses
are similar, including particle infectivity, but there are significant
differences in details.

The fungal reoviruses will doubtless prove to be excellent models for
reovirus host/pathogen interactions. Although the same obstacles will
be faced in the production of infectious cDNA clones as have been faced
with other reoviruses, the rapid growth cycle and ease of transforma-
tion of the host coupled with the ability to introduce the viruses easily
by transfection give considerable advantage to these viruses as targets
for study.

B. Mitochondrial Viruses: The Narnaviridae

In the examination of C. parasitica isolates from American chestnut
in New Jersey, U.S.A., a very small (<3 kb) dsRNAwas identified. The
isolate bearing this small dsRNA, designated NB631, was mildly de-
bilitated, growing slightly more slowly and causing slightly less dis-
ease than dsRNA-free strains from the same area. Cloning and
sequencing of the dsRNA revealed that an ORF could be deduced only
if mitochondrial codon usage was invoked (i.e., assuming that UAG
encodes tryptophan) (Polashock and Hillman, 1994). This suggested
that the dsRNA must be mitochondrial. Although they had not been
characterized in detail, the debilitating or D elements of Ophiostoma

ulmi were known to be associated with mitochondria (Rogers et al.,
1987). Localization experiments confirmed that the NB631 dsRNAwas
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predominately in the mitochondrial fraction, and sexual crosses de-
monstrated that the element was maternally inherited, as would be
expected for a mitochondrial element.

Transmission experiments demonstrated that, like other hypoviru-
lence-associated dsRNAs, NB631 dsRNA was passed from infected to
uninfected mycelium by anastomosis (Polashock and Hillman, 1994).
With passage of the dsRNA, the mild debilitation was seen in the
recipient strains. Thus, the following questions arose: is the population
of mitochondria in the virus-free recipient strain replaced by infected
mitochondria, or does mitochondrial fusion take place? Answers to
these questions were especially important in light of the finding that
senescing mitochondria could cause hypovirulence in C. parasitica

(Baidyaroy et al., 2000; Mananti et al., 1993). Experiments to critically
examine the effects of the dsRNA element on the fungus were not
so straightforward. All of the single conidial isolates from infected
isolates contained virus, so isogenic strains with and without virus
could not be generated through single spore isolation (Polashock and
Hillman, 1994). When virus was transmitted by hyphal fusion, the
resulting recipient strains all contained mitochondria that were re-
combinants of the donor and recipient strains. Therefore, the mildly
debilitated phenotype of NB631 could not reliably be attributed only to
the virus (Polashock et al., 1997). Attempts to initiate infection by
transformation with DNA constructs or by transfection with RNA
generated from cDNA clones have not been successful (Polashock and
Hillman, unpublished data).

A new virus family, theNarnaviridae was described to accommodate
the NB631 virus, Ophiostomamitochondrial viruses, and related yeast
viruses. The yeast viruses are found in the cytoplasm rather than
in mitochondria and were placed in the genus Narnavirus, whereas
the mitochondrial viruses such as the NB631 virus were placed in the
Mitovirus genus (Wickner et al., 2000). The genus now includes five
species and five tentative species (Buck et al., in press). The C. para-

sitica virus has been designated Cryphonectria mitovirus 1/NB631
(CMV1/NB631). Genome organizations, relationships, and selected
properties of some of the RdRp supergroup 2 viruses related to
CMV1/NB631 are illustrated in Fig. 9. It is interesting that this group
includes another fungal virus, Diaporthe RNA virus, which appears
to be membrane associated (Preisig et al., 2000) and includes a plant
virus group with members whose replication is known to be asso-
ciated with mitochondria (Weber-Lotfi et al., 2002) as well as another
plant virus group whose members lack a capsid protein (Murant et al.,
2000).
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C. Partially Characterized Viruses

A number of viruses of Cryphonectria have been identified and
partially characterized. Some of these have little or no effect on their
hosts, but others are somewhat debilitating. Peever et al. (1998) iden-
tified two small dsRNA species in several C. parasitica isolates from
China that suggest a virus of the Partitiviridae family. This virus is
asymptomatic in the host, is transmitted to near 100% of conidial
progeny, but is not transmitted to ascospore progeny (Hillman, unpub-
lished data). These properties are in keeping with other members of
this family of extremely simple viruses that encode only a capsid
protein and RNA polymerase from their two segments (Ghabrial and
Hillman, 1999).

Another virus that is asymptomatic in Cryphonectria contains four
segments of dsRNAwithin isometric particles that sediment as a single
peak in sucrose gradients. The virus has not been found naturally in
isolates ofC. parasitica but rather in several isolates of a new unnamed
species that was found to be sympatric with C. parasitica in several
areas of Japan. Partial sequence analysis of dsRNA isolated from virus
particles from isolateOB5-11 indicates that this virus is amember of the
new family Chrysoviridae (Dynek and Hillman, 2002, unpublished

FIG 9. Properties of a C. parasitica mitochondrial virus CMV/NB631 (L31849; family
Narnaviridae) compared to closely and distantly related viruses of the RdRp supergroup
2. The following is a list of abbreviation definitions and accession numbers: OMV4
(Ophiostoma mitovirus 4; CAB42652; family Narnaviridae); SNV/23S (Saccharomyces

narnavirus 23S; NC_004050; family Narnaviridae); MS2 (phage MS2; NC_001417; fam-
ily Leviviridae); TBSV Tomato bushy stunt virus; NC_001554; family Tombusviridae;
PEMV (Pea enation mosaic virus, NC_003853; genusUmbravirus); DRV (Diaporthe RNA
virus; NC_001278).
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data). Until recently, Chrysovirus was a genus of the family Partitivir-

idae, but presence of four dsRNA segments that encode polypeptides
and distinct RdRp sequences led to the description of the new family
(Ghabrial, in press).

Finally, a virus that has a substantial effect on fungal virulence but
remains poorly understood at the molecular level was identified in
isolate RC1 from Michigan. Strain RC1 is deeply pigmented, slow
growing, and reduced in virulence (Durbahn, 1992). Two dsRNA mo-
lecules were associated with strain RC1: one of approximately 2.8 kb
and another of 1.6 kb (Fulbright, 1984; Fulbright et al., 1983; Smart
and Fulbright, 1995). The larger of the two was in a similar size range
to the mitovirus from isolate NB631, but there is no evidence that
the RC1 virus is associated with mitochondria. Furthermore, sequence
analysis from a portion of the genome has revealed no significant
similarity with mitoviruses (Hillman, unpublished data).

XI. POPULATION BIOLOGY AND EVOLUTION OF CRYPHONECTRIAVIRUSES

A. Molecular Evolution of Hypoviruses

Cryphonectria viruses are interesting from the standpoint of popu-
lation biology and evolution of viruses. The viruses are one component
of a host–parasite–parasite system; therefore, evolution of any of the
three components will affect evolution of the other two. Only recently
have the tools become available to examine either the fungal host or its
viruses.

No thorough study of hypovirus evolution has yet been done, and
many questions concerning the evolution of this group remain. In their
initial description of the relationship of CHV1 to plant potyviruses,
Koonin et al. (1991) suggested five major evolutionary steps required
for evolution of a hypovirus genome from a potyvirus genome. Regard-
less of the genome structure of the progenitor virus, two of the five
steps are pertinent to discussion of hypovirus genome evolution itself:
duplication of the HC-Pro homologue and emergence of the termina-
tion codon between ORF A and B (numbers as in Koonin et al., 1991).
Results already described suggest that evolution of the p40 homologue
and the emergence of the UAAUG termination/initiation sequence are
linked evolutionary steps although it remains unclear which of the
two proteinase paralogs is the progenitor and which is derived from
duplication. Positive-strand RNA viruses have a propensity to recom-
bine, and recombination among hypoviruses has been demonstra-
ted (Carbone et al., 2004; Linder-Basso, 2002; Linder-Basso et al.,
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submitted), so it is equally plausible that the proteinase gene duplica-
tion arose by intermolecular or intramolecular recombination. The two
hypovirus species found commonly in North America, CHV3 and
CHV4, both have a single ORF genome structure. Interestingly, hypo-
viruses with single ORF genome organizations have not been identi-
fied in Asia, presumably where the fungus and hypoviruses began to
coevolve, suggesting that if they exist in that location, they are not
common (Milgroom, personal communication, 2003; Peever et al.,
1998). An interesting possibility is that, for yet unknown reasons, the
single ORF viruses had selective advantage during the rapid spread of
their fungal host through the North American chestnut population,
but CHV1 was more fit for slow movement through the resistant
chestnut population in Asia. A more prosaic explanation is that the
prevalence of the different virus types in different regions simply
reflects expansion of small founder populations.

B. Population Biology of Cryphonectria Viruses

C. parasitica is a fascinating system for examining evolution of a
fungal virus in a rapidly moving epidemic although, in many ways, it is
a post mortem system because the active phase of the epidemic has
come and gone. Elegant work has been done on the evolution of the
fungus in a similar system, the Dutch elm disease fungus, Ophiostoma

ulmi, and O. novo-ulmi (Brasier, 1988, 2001; Cole et al., 2000). There is
considerable information on different viruses in this fungus (e.g., Hong
et al., 1998, 1999) although specifics of virus evolution are not yet
understood.

One of the greatest problems with population studies that attempt to
accurately reflect the natural evolution of C. parasitica viruses is that
the populations in Europe and North America have been tampered
with for many years. Shortly after the chestnut blight epidemic took
hold in North America, efforts to determine the origin of the fungus
and its relationships to similar fungi were initiated. These efforts
included deliberate inoculations of trees in the wild with C. parasitica

isolates from China (Shear and Stevens, 1917). Furthermore, in at-
tempts aimed at biologic control, fungal strains bearing viruses that
have not evolved in a given ecosystem have been introduced into new
areas. Anecdotal examples of such deliberate introductions abound,
particularly in the 1970s and 1980s. In North America, scientists
studying hypovirulence and biologic control were often contacted by a
nursery grower or homeowner for treatment of a dying American
chestnut. The hypovirulent strain provided for treatment may have
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contained a virus that evolved thousands of miles away. If established,
such a virus serves as a reservoir of RNA for recombination with other
viruses that did coevolve in that area. In some cases, such releases
are well documented, but in others they are not (Anagnostakis, 1987;
Anagnostakis and Waggoner, 1981; Anagnostakis et al., 1998;
MacDonald and Fulbright, 1991). Virus-bearing strains cultivated
in North America also have been released in other countries, in-
cluding China. This again serves to confound analysis of the natural
population of the fungus and its viruses.

The first tools available to examine chestnut blight fungal popula-
tions were vegetative compatibility for examining the fungal isolates
(Anagnostakis, 1977) and phenotype changes or dsRNA banding pat-
terns for examining the viruses (Anagnostakis, 1981; Anagnostakis
and Day, 1979; Elliston, 1985). These were blunt instruments with
which to approach complex problems although they have been used
to great advantage in these and later experiments (Milgroom and
Cortesi, 1999; Milgroom et al., 1990). Vegetative incompatibility genes
segregating independently resulted in more than 100 ‘‘anastomosis
groups,’’ so even tests to determine an anastomosis group were time
consuming and often difficult to interpret. In many cases, dsRNA
banding patterns are not stable because of defective or satellite RNAs
that may be lost or gained upon subculture and transmission.

Work on the fungal populations took a major step forward when
Michael Milgroom developed fingerprinting methods to examine the
Cryphonectria population structure (Milgroom et al., 1992). These
methods were applied to populations in North America, Europe,
and Asia (Heiniger and Rigling, 1994; Milgroom, 1995; Milgroom and
Lipari, 1995; Milgroom et al., 1992). These studies indicate that the
fungus was likely introduced into North America from Japan rather
than China. The European fungal population is also more closely
related to the Japanese population although it could not be determined
whether the original introduction into Europe was from Japan or
North America (Milgroom et al., 1996). Unfortunately, these methods
have not found application on the scale of local populations.

C. Lateral Transfer and Origins of Cryphonectria Viruses

Multiple virus introductions must have occurred in C. parasitica. It
is unreasonable to believe that all the viruses were present at the time
of speciation of the fungus and have evolved since that time. Although
fungi have chitinous cell walls and vegetative incompatibility barriers
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that prevent free horizontal gene flow, such horizontal transfer may
occur and may be common. In a study examining transmission and
evolution of CHV1 in Asia and in the laboratory, Liu et al. (2003)
identified another Cryphonectria sp., as of yet unnamed, that is sym-
patric with C. parasitica and that was also infected with CHV1. Phy-
logenetic analysis of virus and host was used to try to distinguish
among hypotheses of interspecies transmission (that the virus moved
across illegitimate anastomosal connections), cospeciation (that the
virus was present at the time of speciation and evolved subsequently),
and ancestral polymorphism (that polymorphisms present in the virus
population prior to speciation were maintained after speciation). Ex-
amination of viral sequences from two naturally CHV1-infected iso-
lates of Cryphonectria sp. revealed that they were substantially
different from each other and that their phylogenies did not corre-
spond to phylogenies inferred from ITS sequence trees of the fungi,
suggesting interspecies transmission as the most likely scenario. Lab-
oratory experiments demonstrated that the virus could be transmit-
ted by anastomosis in the same manner as it is among C. parasitica

isolates.
Circumstantial evidence for horizontal transfer in another ascomy-

cete system was provided in recent work with viruses of the pathogen
Sclerotinia (Melzer et al., 2002). Laboratory anastomosis experiments
similar to those described above demonstrated that the virus could in
some cases move from one Sclerotinia species to another. In a separate
study, determination of the sequence of a Sclerotinia dsRNA showed
that it was nearly identical to one of the dsRNAs inO. novo-ulmi (Deng
et al., 2003). Finally, experimental expansion of fungal host range of
recombinant viruses is being demonstrated with increasing frequency
(Moleleki et al., 2003; Sasaki et al., 2002; van Heerden et al., 2001).
Presumably, such relationships among fungal viruses and evidence for
natural expansion of host range will become more common as more
fungal virus sequences are determined.

In addition to lateral transfer from related fungi, the idea of intro-
duction of viruses into this fungus directly from unrelated sympatric
organisms, such as associated arthropods, must be considered. Several
of the viruses found in C. parasitica have relatives with invertebrate
vectors (Hillman et al., 2004; Koonin et al., 1991). There is no evidence
for such lateral transfer across kingdoms as a recent event, but the
close association of arthropods with the fungus would provide the type
of environment required for such a transfer to occur (Nannelli et al.,
1999; Wendt et al., 1983).
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XII. CONCLUSIONS

The study of many isolates of C. parasitica from chestnut growing
regions worldwide has led to the definition of this as the premier
system in which to examine viruses of filamentous fungi at the molec-
ular and population levels. A great number of isolates have been
screened for dsRNA, and it is not unreasonable to presume that eight
or more families of viruses will have been identified in this fungus once
characterization of viruses in existing cultures is complete. This sys-
tem will continue to provide great insight into eukaryotic viruses, their
ecology, and details of their infection processes.
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