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About This Book

The Annual World Bank Conference on Development Economics is a forum for
discussion and debate of important policy issues facing developing countries.
The conferences emphasize the contribution that empirical and basic eco-

nomic research can make to understanding development processes and to formulat-
ing sound development policies. Conference papers are written by researchers in and
outside the World Bank. The conference series was started in 1989. Conference
papers are reviewed by the editors and are also subject to internal and external peer
review. Some papers were revised after the conference, sometimes to reflect the com-
ments by discussants or from the floor. Discussants’ comments were not revised. As
a result, discussants’ comments may refer to elements of the paper that no longer
exist in their original form. Participants’ affiliations identified in this volume are as
of the time of the conference, May 1–2, 2001.

Boris Pleskovic and Nicholas Stern edited this volume.

Developmental and copyediting services were provided by Meta de
Coquereaumont and Allison Strong of Communications Development, Inc. Cover
design by Communications Development, Inc. Book production and dissemination
were coordinated by the World Bank Publications team.

v
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The Annual World Bank Conference on Development Economics is aimed at
expanding the flow of ideas among development researchers and policymak-
ers from around the world. By fostering a better understanding of develop-

ment and the problems developing countries face, the conference leads to more
informed policymaking at the World Bank. It also provides a forum for exposition
by academics and practitioners as they seek to identify and elaborate on new trends
and issues in development.

The 13th annual conference, held at the World Bank on 1–2 May 2001, brought
together a broad spectrum of people concerned with development—participants
from developing countries, within and outside government, and participants from
universities, think tanks, nongovernmental organizations, and international financial
institutions. The conference focused on two broad themes: globalization and health.
It opened on the first day with remarks by James Wolfensohn, followed by four
papers on globalization and inequality. On the second day it opened with a keynote
address by Nicholas Stern, followed by four papers on health and development. Each
afternoon a variety of workshops provided an opportunity for discussing more spe-
cialized topics.

James D. Wolfensohn, in his opening remarks, outlines the objectives of the World
Bank and the ways in which it seeks to contribute to development. Addressing poverty
is at the core of the Bank’s work, and there is growing recognition that this work must
include many dimensions, such as social justice and issues relating to gender, oppor-
tunity, and safety. While the Bank seeks to tackle many of these issues directly, the
debate suggests that economic growth is a prerequisite of poverty reduction.

The expected growth in the global population over the next quarter century
increases the urgency of addressing questions of poverty and development.
Wolfensohn sees the need to address those issues over the next 25 years in a way that
leads to greater equity, a greater sense of peace, and a greater sense of opportunity.

Introduction

Boris Pleskovic, Nicholas Stern, and F. Desmond McCarthy 

Boris Pleskovic is research administrator at the World Bank. Nicholas Stern is senior vice president,
Development Economics, and chief economist at the World Bank. F. Desmond McCarthy is a consultant
at the World Bank.
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That leads to considerations of globalization—the fear of globalization and the chal-
lenges of globalization, including trade, communications, the environment, health,
migration, drugs, and crime. A key question is how to alleviate the burdens of glob-
alization while taking advantage of its opportunities. Another major concern is
resolving conflict, ranging from issues of fundamentalism in Asia to civil wars in
Africa to serious social unrest in Latin America. 

For the Bank a key concern is how to choose what to do while maintaining a
sense of direction. Decisions cannot be made in Washington about what programs
to offer countries. Programs have to be country based and country owned. To define
roles and responsibilities for all concerned, the Bank must take a broad perspective
and exercise selectivity at the country level through a participatory process involv-
ing government, regional development banks, civil society, and the private sector.  

Nicholas Stern, in his keynote address, details a strategy for development that
draws on a wide range of perspectives. He suggests two pillars as the basis for this
strategy: building an investment climate that facilitates investment and growth and
empowering poor people to participate in that growth. Unlike older stories of capital
accumulation, the notion of investment climate tries to be specific and quantitative
about the environment for entrepreneurship, productivity and investment—gover-
nance, institutions, learning, and interaction are crucial to the story. Stern emphasizes
three types of investment that are important in empowering poor people: investment
in education, in social protection, and in participatory processes and social and eco-
nomic inclusion. Both pillars are essentially processes where learning and participation
are central. He outlines a research program in support of the strategy for development.
The investment climate can be understood in terms of a combination of macroeco-
nomic and trade policies, governance and institutions, and the functioning of infra-
structure. Empirical work at the firm level is crucial to a deeper understanding of the
problems faced by enterprises in developing countries. We also need to probe more
deeply into the challenge of changing institutions and governance. There is also a large
and potentially fruitful theoretical agenda in developing genuinely dynamic analysis of
the processes described. The concept of empowerment suggests a research agenda
focusing on participation, social inclusion, education, health, and social protection.
The role of international financial institutions in resource transfer to developing coun-
tries has become much smaller. They must work to accelerate development and
poverty reduction by serving as agents of change, helping developing countries to
change the way processes work and things are done in both public and private sectors.

Globalization and Inequality

Kevin O’Rourke poses a timely question: Does globalization lead to the world
becoming a more equal place, or does it lead to the rich getting richer and the poor
getting poorer? He analyzes this question by exploring the historical links between
trade, migration, and capital flows, on the one hand, and inequality, on the other.
He distinguishes between two dimensions of inequality, that between countries and
that within countries. 

2 Boris Pleskovic, Nicholas Stern, and F. Desmond McCarthy
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In the 19th century globalization was positively associated with between-country
convergence, while the evidence from the late 20th century is still inconclusive. If
globalization is associated with convergence, why was there so much between-coun-
try divergence in the late 19th and 20th centuries? The evidence points not to glob-
alization, but to superior technological progress in rich countries. 

O’Rourke concludes with a note of optimism. The trend of rising inequality over
the past 200 years, primarily between countries, now appears to have been reversed,
and the experience of the 19th century suggests that increased globalization will
accelerate this decline.

Daniel Cohen also examines inequality but in a somewhat different context. He
focuses on returns to human capital. Noting that inequality rose in the 1980s,
Cohen concedes that globalization alters the distribution of income across agents
and sectors. But he argues that other factors warrant analysis, such as skill-biased
technological progress, labor market deregulation, and changes in the organization
of production. 

Contrary to conventional views about the effects of globalization, Cohen finds
that the social returns to education do not appear to have risen in rich countries and,
if anything, may have risen in poor countries. Among poor countries, the rewards
to human capital differ between closed and open economies. In countries where the
constraints to trade are binding, trade appears to raise the returns to education,
while the returns appear to be uniformly high in open countries. In the countries
that shifted to more open trade regimes, inequality rose—more so in the countries
that initially had low levels of education. Being open or closed does not in itself help
bridge the gap between rich and poor countries.

Richard N. Cooper examines the effect of foreign trade and investment on the
distribution of income, focusing on developing countries. He suggests that a major
disturbance can either reduce or increase average income and can either reduce or
increase income inequality—and that these two effects need not be closely related.
He argues that there are no compelling reasons, theoretical or empirical, to con-
clude that, in general, trade promotes growth. There is some aggregate evidence,
however, that foreign direct investment has a significant growth-enhancing effect,
especially where adequate skills are locally available. 

In the second half of the 20th century the world economy turned in one of its
strongest growth performances, lifting more people out of poverty than ever before.
Cooper contends that while trade liberalization was a major contributor, the
improvement in growth cannot be attributed to trade alone. Many other factors
played a role, including the relatively peaceful period, improved macroeconomic
management, and better international institutions. Cooper suggests that rather than
focusing our interest and research efforts on global inequality, we should focus on
the most efficacious ways to avoid or mitigate its undesirable consequences.

Anthony J. Venables, exploring the relationship between geography and interna-
tional inequality, evaluates the prediction that new technologies mean the death of
distance. He concludes that many of the effects of technological innovation will be
similar to those of the transport revolutions of the 19th century, which led to a con-

Introduction 3
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centration of manufacturing activities in a few countries to benefit from increasing
returns and clustering. New technologies will allow some “weightless” activities to
relocate, but other activities may become more entrenched in established locations,
which have the advantage of dense networks of related activities. 

Thus new technologies will change economic geography—by allowing some
countries to benefit from the relocation of some activities while leaving many other
countries out. Activities that are generally more complex—knowledge intensive and
requiring face-to-face communication—will become more deeply entrenched in
high-income countries, typically in cities. By contrast, activities that are more read-
ily transportable and less dependent on face-to-face communication may relocate to
lower-wage countries. Because of clustering, however, this relocation of activities
may result in rapid development for only a small number of countries.

Health and Development

Morten Rostrup, of Médecins sans Frontières, reviews the role of nongovernmental
organizations in providing health care. Although nongovernmental organizations are
heterogeneous, many receive substantial funding from governments. This, he sug-
gests, raises questions about whether they can maintain operational independence.

Moreover, nongovernmental organizations increasingly are expected to work
within the long-term development perspectives and peace-building activities of var-
ious “strategic frameworks.” Médecins sans Frontières tries to distance itself from
this way of thinking, believing that humanitarian action should be independent of
initiatives that advocate models for development or social change. Rostrup argues
that using humanitarian action as a first step to promoting peace and democracy or
a free market–neoliberal agenda threatens a fundamental principle. Instead, he con-
tends, humanitarian groups should provide aid solely on the basis of need.

Médecins sans Frontières rejects a neoliberal order that risks the lives and dignity
of millions of people in the name of some future economic benefit that, given
enough time, will “trickle down” to the poor. And it seeks to avoid being manipu-
lated to support the system that gave rise to the misery in the first place. 

Finally, Rostrup poses a question: Who should be responsible for delivering
health care? Should the task be left to the politicians responsible for failure in the
first place, or to multinational drug companies whose research and sales are driven
by market concerns? Humanitarian groups, he argues, need to stimulate a sense of
responsibility among governments and the international community so that health
care delivery addresses the needs of all people.

Jean O. Lanjouw focuses on a more specialized topic—the implications of patent
protection for pharmaceutical prices and research and development. She distin-
guishes between two types of global diseases, those specific to developing countries,
such as malaria, and those that affect people everywhere but are generally thought
of as rich country diseases, such as cancer and heart disease. 

Lanjouw outlines salient features of the global pharmaceutical market. Private
pharmaceutical companies devote most of their attention to rich country diseases.

4 Boris Pleskovic, Nicholas Stern, and F. Desmond McCarthy
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Under today’s patent arrangements these companies seek to sell their products in
both rich and poor countries at prices often too high for the poor. They show little
interest in investing in therapies for poor country diseases, expecting to face diffi-
culties in recouping their investment. 

Lanjouw proposes a patent policy that addresses both these concerns. The basic
concept is requiring companies requesting a license to make foreign filings, but not
use that permission to restrict the sale of those drugs in a “poor” country. This
would have the effect of lowering prices of pharmaceuticals in developing countries
on diseases such as cancer and heart disease, while at the same time maintaining
incentives for R&D into diseases such as malaria. The proposed policy, she con-
tends, would have the effect of lowering the prices in developing countries of phar-
maceuticals for rich country diseases while also maintaining incentives for research
and development for therapies for poor country diseases.

Anne Case analyzes the links between income and health. It is generally assumed
that there is a strong relationship between the two throughout the world. But the
direction of causality is an important question for those involved with health policy.
Research on this issue has been limited by the lack of data on the health status of
individuals, as most surveys tend to be based on the household. In addition, to study
the causal effect of income on health, one needs to identify a source of income that
is not determined by an individual’s health status. 

Case resolves the causality issue by considering the role of the state old age pen-
sion, a function only of age, in South Africa, using data from an integrated survey
of individual health and economic well-being. Her empirical analysis shows that
income has a causal effect on health status through several channels, including nutri-
tional status, sanitation and living standards, and reduction of psychosocial stress.
Case concludes that governments interested in improving health status may find the
provision of cash benefits to be one of the most effective policy tools.

Tomas Philipson and Rodrigo Soares note the common concern that while some
countries are getting richer, poor developing countries are falling behind. Per capita
growth rates over the period 1962–97 seem to confirm that poor countries are not
catching up in income. But in other dimensions of welfare, such as life expectancy,
different results emerge. Countries beginning the period with low life expectancy
tended to gain more in longevity than those starting with high life expectancy. Thus
looking only at income to draw conclusions about changes in overall economic wel-
fare across nations may be misleading. 

The United Nations Development Programme has sought to account for nonma-
terial dimensions of welfare through the Human Development Index, which
includes education and longevity as measures of human welfare. Philipson and
Soares argue that this index has limitations because of the “arbitrary way” in which
it is constructed. They propose an alternative, an income-equivalent measure of wel-
fare, based on the value the population attaches to gains in different dimensions of
development. They argue that their proposed measure is less arbitrary than the
Human Development Index. 

* * *

Introduction 5
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As in previous years, the planning and organization of the 2001 conference was a
joint effort. Special thanks are due to François J. Bourguignon for very useful sug-
gestions and advice. We also wish to thank several anonymous reviewers for their
assistance and conference coordinators Julee Allen, Mantejwinder K. Jandu, and
Jean Gray Ponchamni, whose outstanding organizational skills helped ensure a suc-
cessful conference. Finally, we thank the editorial staff for pulling this volume
together, especially Meta de Coquereaumont and Alison Strong of Communications
Development Incorporated.
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Iwould like to welcome you all to this year’s Annual World Bank Conference on
Development Economics. It is a time when several issues of global consequence
have emerged. Of these issues, two in particular—extraordinary poverty and the

fear of globalization generated by global inequality—pose critical challenges today
and important questions for your research. These challenges also emerged at two
recent events that I would like to talk about briefly: the Spring Meetings of the
World Bank and the International Monetary Fund (IMF) and the Summit of heads
of state of 35 countries of the Americas in Quebec City, Canada. 

At this year’s Spring Meetings of the Bank and the IMF, held in Washington, D.C.,
there was a recognition that addressing poverty involves not just dollars, but also
voice, freedom, a sense of social justice, and concerns of gender, opportunity, and
security. This view of poverty emerged from the remarkable work by some Bank
economists and sociologists in the study Voices of the Poor (Narayan and others
2000). There is a much more humane sense today of what goes into the assessment
of poverty and the issues that must be confronted.

We also had the classic debate—made weaker this year by the absence of Larry
Summers—about growth and its role in reducing poverty, that the rising tide of over-
all economic growth will lift all boats. A minister from Brazil noted that growth lifts
all boats except those that have already sunk and those that stand around worrying
about navigation, about getting the boat just right, before they too sink. 

We reaffirmed our commitment to poverty reduction and all agreed that balanced
growth was needed to raise many poor people from living on a dollar day. We all
agree that growth is a necessary condition for poverty reduction, a view not incon-
sistent with the things that the Bank is doing. I also think that we are at a point of
change—a very positive one—in moving toward a more balanced relationship
between macroeconomic and social issues.

Whether the focus is on developing countries or transition economies, there is
now a much greater recognition that social and economic issues are linked.

Opening Address 

James D. Wolfensohn 

James D. Wolfensohn is president of the World Bank Group.
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Policymakers recognize that macroeconomic policy cannot be sound if it does not
have a positive impact on people. And they recognize that while the notion of all
boats rising is true to a degree, other issues also need to be focused on—equity,
social justice, the efficiency of programs.

We are operating in a very challenging environment, if not an atmosphere of near
crisis. Of the 6 billion people alive in the world today, 4.8 billion live in the devel-
oping and transition economies. These 4.8 billion people receive roughly $6 trillion,
about 20 percent, of global GNP. So 80 percent of the world’s people receive only
20 percent of the world’s income. Moreover, within these developing and transition
economies there is significant inequality, and it is increasing in just about every
country. 

That in itself is a significant challenge, anticipated in the international develop-
ment goals that the international community has agreed on. But consider the demo-
graphics of the next 25 years. Another 2 billion people will be added to the planet,
of which just 60 million will be in the developed world. The 4.8 billion in develop-
ing and transition economies will become nearly 6.8 billion. This disequilibrium
between the developed and developing countries is a challenge that must be faced
today, not in 25 years’ time. There is no doubt: poverty is the critical global chal-
lenge of our time.

Another phenomenon of recent times is the fear of globalization; demonstrations
and protests have abounded since the World Trade Organization talks in Seattle in
1999 and are getting bigger. We have to confront the challenges of globalization.
Trade, communications, the environment, health, migration, drugs, and crime all
pose their own special challenges. And globalization cannot be stopped, notwith-
standing the demonstrations and protests. 

Nor is it anything new. Globalization has been going on for millennia. The ques-
tion for us is, how can globalization be managed? How can we alleviate the burdens
globalization imposes—and more important, how can we take advantage of its
opportunities? At the Spring Meetings that question translated into a slightly differ-
ent one: how do we deal with the issues that confront us in that new world of 1.2
billion people in developed countries and 6.8 billion people in developing coun-
tries? How do we address those issues over the next 25 years in a way that allows
us to achieve greater equity, a greater sense of peace, a greater sense of opportunity?
And here we are looking to your deliberations over the next two days, hoping they
will educate us. 

I see that you are going to deal with the question of trade, a central focus at the
Spring Meetings. Perhaps we at the Bank have given trade less attention than we
should have. But we are now increasing our focus on trade issues in a very signifi-
cant way, trying to see where the Bank fits in and looking at the impact of trade on
globalization and on individual countries.

I was just in Canada for the Quebec City meetings in April. As the discussion on
trade among the 35 presidents of the Americas and other participants ensued, it
became clear that there were some realities that we had to deal with. If you take the
United States, Canada, Brazil, Mexico, and Argentina, you find that those 5 coun-

8 James D. Wolfensohn
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tries have 95 percent of the combined GDP of the 35 countries. We were dealing
with 35 countries, yet in terms of capacity and strength to deal with trade issues we
realized that there were enormous built-in inequities. If the United States were to
negotiate a hemispheric trade agreement, there would be 50 people doing it. If it
were Costa Rica, there might be three. If it were Trinidad and Tobago, there might
be half a person. The story for Africa is similar. If you exclude Nigeria and South
Africa, you have 40 states with a minority share in the GDP of the continent.

Thus there are inequities not just in incomes, but also in the capacity to deal with
global issues (like trade). But building the capacity to address global issues is by itself
an enormous challenge. For the World Bank, dealing with 140 individual coun-
tries—helping them set up proper legislation, proper judicial systems, and reason-
ably efficient financial systems and helping them confront corruption and all the
elements in their development strategies—is an enormous task. Clearly, the issues go
beyond just economics and impinge on local politics and demographics. 

How do we deal with conflict? How do we deal with fundamentalism, whether
it be in Afghanistan, Chechnya, or elsewhere? In Africa more than 30 countries are
involved in conflict; in a third of the continent there are real or nascent conflicts. In
many other parts of the world, notably in the Middle East and in places like
Colombia, the problems are really serious. Even in Mexico social unrest enters into
the overall social and economic equation.

Within all that, how does the Bank operate? One thing is certain: we cannot
decide in Washington on the programs we offer countries. They have to be country
based and, more important, country owned. We have decentralized considerably in
line with our thinking on this. The Bank does not have all the special knowledge on
every aspect of the development strategies that countries want to pursue. We are
more like a general practitioner, an institution with an overall view of the economic
health of a country or region. We have discussions with specialists within countries
to help determine what needs to be done and who will do it. Clearly, we will not do
everything.

And while retaining this overall capability, the Bank will exercise selectivity at the
country level through a participatory process involving government, regional devel-
opment banks, civil society, and the private sector. This process will also define roles
and responsibilities for all concerned, including the Bank. And there has been gen-
eral agreement on this as an approach.

I would like to know what you think of what I have outlined above; I would also
like to hear what you have to say on how that relates to what have been called global
public goods. These are issues that affect everybody—issues that from time to time
superimpose themselves on national issues. Here you are discussing two of them,
trade and communicable diseases. Three others are the environment, the interna-
tional financial architecture, and knowledge. And there may be still others. 

The current manifestation of the issue of communicable diseases is, of course, the
debate on AIDS. But the issue is not limited to AIDS. It also incorporates malaria
and tuberculosis and measles. Whatever the local diagnosis is, there is also a global
diagnosis—this is an issue that affects us all. You could say the same about the envi-

Opening Address 9
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ronment, the international financial architecture, and knowledge—and about the
impact of modern technology, which I regard as absolutely central to the next 20
years. I am delighted that Morten Rostrup will be here. He is the head of Médecins
sans Frontières, whose global contribution was recognized with a Nobel Prize.

I hope that I have given you some sense of what it is we are trying to do. You will
discuss two very important global public goods. The agenda also includes issues such
as civil war and community-driven development; I am interested in your ideas on
those subjects too. So don’t limit yourselves. We need all the help we can get. I cer-
tainly need all the help I can get, and I look forward to the results of your deliber-
ations. Thank you.

Reference

Narayan, Deepa, with Raj Patel, Kai Schafft, Anne Rademacher, and Sarah Koch-Schulte.
2000. Voices of the Poor: Can Anyone Hear Us? New York: Oxford University Press.
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My purpose here is to outline a strategy for development and to draw some
implications for the development research agenda. The title I have chosen
deliberately echoes Albert Hirschman’s The Strategy of Economic

Development (1958) and his emphasis on processes rather than prices and quantities.
By leaving out “Economic,” I do not pretend to be broader or more catholic than
Hirschman. But development research has unfolded in many directions since his pio-
neering 1958 book, and today the adjective economic might be interpreted too nar-
rowly for the strategy I outline, one that draws heavily on Joseph Schumpeter’s
(1934) majestic vision of the dynamics of a market economy. I must mention, too,
Amartya Sen, whose work has been central to the broadening of perspective on the
meaning of development and poverty reduction. The title of his book Development
as Freedom (1999) embodies the key idea of development as the enhancement of
individuals’ abilities to shape their own lives. The direct and indirect influences of
Hirschman’s, Schumpeter’s, and Sen’s understanding of the processes and objectives
of development will be clear in the strategy I outline here.

Two pillars form the basis for this strategy for development: building an investment
climate that facilitates investment and growth and empowering poor people to par-
ticipate in that growth. The strategy is, in essence, a strategy for pro-poor growth. I
examine the key links between investment climate and empowerment, as the strategic
pillars, and the goal of poverty-reducing development. The strategy for development
will, I hope, sound very plausible—indeed, almost obvious. But this description is
fairly new and is not universally accepted.

The word investment in the phrase investment climate will evoke memories, for
some, of the development philosophies of the 1950s and 1960s, when the emphasis
was on growth through capital accumulation. The private sector was mistrusted, and
there was little mention of entrepreneurship or social inclusion. Development assis-
tance was seen primarily as the transfer of capital to the countries that had emerged

Nicholas Stern is senior vice president, Development Economics, and chief economist at the World Bank.

Keynote Address

A Strategy for Development

Nicholas Stern 
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from colonialism and aspired to join the ranks of industrial countries. Since those
early days of development economics, we have, I hope, learned much. 

My emphasis here is very different from those of earlier models. It is, first, on
growth driven by the private sector and, second, on the empowerment of poor peo-
ple so that they can participate strongly in the process of growth. Both elements are
crucial for fighting poverty. 

Consider the role of the private sector. Not only is the private sector the main
engine of aggregate growth, it is also the main provider of economic activity for
poor people. Of the 1.2 billion people in the world who live on less than $1 a day,
only a minute fraction work in the public sector. The growth of the private sector is
therefore vital to the reduction of poverty. But that growth will not take place as a
simple translation of investment into increased output. What the notion of invest-
ment climate captures instead is a Schumpeterian view of investment and growth—
a view that what matters is not just how much investment takes place but what
drives it, what its effects are (in particular, its dynamic effects on productivity and
further opportunities), and what happens to the other factors of production and
their productivity. In other words, it tries to capture the entire process of investment
and growth, not just a simple snapshot at the point of investment.

Just as our view of production processes has been usefully broadened by the con-
cept of investment climate, so too has our understanding of poverty expanded. We
have moved to an ex ante rather than an ex post notion. Rather than simply asking
whether a person’s current income level classifies that person as poor, we ask whether,
or to what extent, he or she has the capabilities and environment for action and suc-
cess. Put another way, in the language of the World Bank’s World Development Report
2000/2001 (2000e), do people enjoy opportunity, empowerment, and security? This
trilogy captures both the ex ante “freedom” notion of poverty and the idea that
poverty has more dimensions than lack of income. To attack poverty involves, in large
measure, empowering poor people to shape their own lives—through opportunities to
obtain education and health care, through risk reduction and mitigation, and through
participation in the key decisions that affect them and their families.

The Investment Climate

By investment climate I mean the policy, institutional and behavioral environment,
both present and expected, that influences the risks and returns associated with
investment. The notion of investment climate focuses on questions of institutions,
governance, policies, stability, and infrastructure that affect not just the level of cap-
ital investment but also the productivity of existing investments—indeed, of all fac-
tors of production—and the willingness to make productive investments for the
longer term. 

Seen in this broad way, the investment climate clearly depends on many different
aspects of public and private action. It is useful to group these factors under three
broad headings. First are macroeconomic stability and openness. These embody the
usual sound and sensible, if standard, prescriptions for macroeconomic and trade
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policy. Second are issues that can be grouped under good governance and strong
institutions. These issues, my main focus here, include the following:

• Government institutions and behavior (including limits on bureaucratic
harassment, especially in administering taxes and regulations); the strength of
financial institutions; the rule of law, including law enforcement; and the
control of corruption and crime.

• The effectiveness of the government in providing sound regulatory structures
for promoting a competitive private sector.

• The effective provision of public services or of the framework for such serv-
ices, and the quality of the labor force.

Third is the quality of infrastructure, including power, water, transport, and
telecommunications.

That is a long list, and it looks fairly comprehensive. Let us try to get more con-
crete by exploring what it means for economic activity at the microeconomic level.

Why Is the Investment Climate So Important? 

The key to improving the investment climate can be simply stated as improving the
connection between sowing and reaping. This is not just a point about multinational
corporations and foreign direct investors; it is, even more important, also a story of
the local level, of the microentrepreneur, small businessperson, or farmer. Every day
as they work, these people have to make decisions about the investment of their
efforts and resources. A key to these investment decisions is the investors’ sense of
efficacy—their ability to get on with the job and see the rewards. Can investors carry
out their efforts and reap the benefits, or will their investment be frustrated by
uncertainty, instability, and predation? They will reasonably ask, “Why should I sow
if I will not be able to reap a harvest?”

Government cannot guarantee the harvest against all the natural uncertainties of
investment (although the social organization of insurance can mitigate the risks of
natural adverse events). But government has a fundamental obligation to see that
those who sow are not arbitrarily disrupted in their daily activities or robbed of their
harvest by opportunistic human intervention. This obligation is even more impor-
tant than that to protect existing property, because only where the connection
between investment and return is protected will investors create new property.

Too often we see societies that have stagnated at a low-level equilibrium because
of a dearth of opportunities or incentives for investment. The government may pro-
tect the static accumulated wealth of the past (large landed property, for example),
and in some countries it has acted as the employer of last resort. But unless it takes
steps to encourage entrepreneurial investment in the private sector, or at a minimum
avoids stifling such investment, strong growth and poverty reduction are unlikely to
ensue. 

Consider the Middle East and North Africa, a region that in the 1980s and 1990s
suffered the paradox of high investment in human and physical capital juxtaposed
with stagnation. Gross domestic product (GDP) per capita declined by 0.8 percent a

Keynote Address: A Strategy for Development 13

32416_000i-036  4/8/02  4:18 PM  Page 13



year in the 1980s and increased by only 1.1 percent a year in the 1990s. And yet rates
of investment in both human and physical capital in the region have been impres-
sively high. One of the primary reasons that such high rates of investment generated
so little additional output is that the institutional structure of the labor market sys-
tematically misallocated labor. High government wages attracted the most qualified
personnel to the public sector, and measures designed to protect existing employment
made it difficult for entrepreneurs to start and sustain dynamic businesses.

In many countries that have exhibited slow growth, those who might make entre-
preneurial investments of energy and resources are left to be the prey of “bandits,”
both real and metaphorical. A never-ending stream of arbitrarily imposed rents,
taxes, fees, and outright bribes and confiscations will drown even the most dedicated
entrepreneurs, washing away all the energy and dynamism that power economic
growth and lift people out of poverty. Creating a climate in which entrepreneurs and
firms can do good business is crucial to encouraging the types of investment and
economic activity that lead to long-term, sustainable economic growth.

This is especially true for small and medium-size enterprises. Anyone who
emphasizes the investment climate risks being labeled a narrow-minded advocate for
big business. But it is small and medium-size enterprises—and I include microenter-
prises under this rubric—that account for the majority of firms and a large share of
employment in most developing countries, including (although to a lesser extent, on
average) the transition economies. Furthermore, it is in these enterprises, including
farms, that most of the world’s poor people work. By enabling a dynamic small
enterprise sector in both rural and urban areas, governments can strengthen income-
generating opportunities for poor people while reducing their vulnerability to eco-
nomic risks. 

There are several reasons for this emphasis on small and medium-size enterprises.
First, in rural areas off-farm employment in such enterprises can play a vital role in
income growth and stability. In India, for example, World Bank research has shown
that about a third to a half of rural households’ income comes from nonfarm sources
(Lanjouw and Shariff forthcoming). Much of this income is from micro, small, or
medium-size firms. Nonfarm sources account for a similar share of income in the
village of Palanpur, which my research collaborators and I have been following
closely since 1974 and where our data go back to 1957 (Lanjouw and Stern 1998).
This income comes from a variety of sectors—including commerce, manufacturing,
and services—and from regular and part-time wage employment as well as self-
employment. Village studies reveal that rural households value nonfarm sources of
income highly, not only because they contribute significantly to total income but
also because they can reduce households’ exposure to potentially devastating
income fluctuations associated with bad harvests. A strong investment climate, then,
is central to the off-farm employment that can raise incomes for the poor and diver-
sify economic risks.

Second, small-scale agricultural activities are themselves vulnerable to an adverse
investment climate. They can suffer as much as, or more than, other activities do
from weak governance, malfunctioning infrastructure, and instability.
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Third, urban populations in developing countries are likely to increase by some
2 billion in the next 30 years. Small and medium-size enterprises will need to con-
tinue to provide employment opportunities for these rapidly growing urban popu-
lations.

Fourth, the experiences of the East Asian countries, notably China and Japan, and
of the successful transitions in Hungary and Poland have shown us the great impor-
tance of urban and rural small and medium-size enterprises in economic develop-
ment. In most development success stories the growth of such enterprises has been
central, particularly in providing employment for poor people.

Moreover, the benefits of the growth of small and medium-size enterprises go
beyond economic opportunity. Small firms give breadth and depth to public voice.
They have a stake in sound economic and political governance and thus can gener-
ate real forces for reform.

The Dynamics of the Investment Climate

The new focus on investment climate differs in important respects from an empha-
sis on the ordinary notion of investment. In conventional theory investment is
expected to lead to diminishing returns. As more investments are made in one place,
marginal returns decline and new investment seeks other outlets. The concept of
diminishing returns thus implies that investment is self-limiting in each use, as long
as other key inputs, including technology, remain unchanged.

The investment climate, by contrast, can be positively or negatively self-reinforc-
ing and thus can generate either prosperity or stagnation. Unlike the older stories of
capital accumulation, the notion of investment climate tries to capture some of the
external spillover effects, the complementarities, and the nonrivalrous public nature
of improvements in governance and institutions. As the investment climate improves,
the frontier of opportunity expands: existing investment becomes more productive,
the rewards to productive behavior rise, the “animal spirits” (to use a term of which
Keynes was fond) of entrepreneurs are encouraged, and the economy tends to attract
more investment rather than less. These successful examples of entrepreneurship and
investment show other investors what is possible. But they also foster a greater under-
standing of and commitment to a sound investment climate, thus strengthening the
political and economic forces that work toward improving the investment climate.
Because there will always be vested interests that benefit from the status quo,
strengthening the forces for change is a key part of the process.

A sound investment climate leads to the kind of sustained productivity improve-
ments and vibrant entrepreneurship that induce a virtuous spiral of investment,
growth, and poverty reduction. In contrast, where the climate for productive invest-
ment deteriorates, these processes work in reverse, and both replacement and new
investments can suffer as a pernicious downward spiral sets in. The kinds of dynamic
reinforcement or increasing returns I am describing may not apply as strongly in
richer countries, where a greater part of the framework of a well-functioning mar-
ket economy is in place, but they are unlikely to be entirely absent.
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From this perspective we may ask whether the reforms implemented by transition
economies have enhanced or diminished people’s sense of being able to determine
their own lives. In too many cases governments used the rhetoric of reform to jus-
tify all sorts of half measures and misguided policies that only deepened people’s
cynical view that the more things change, the more they remain the same or deteri-
orate. The chipping away at public trust made later efforts to adopt real reforms—
which rely so critically on credibility and consensus—that much more difficult.
Much of the challenge for those whose job it is to promote development is to under-
stand how to break free of a downward spiral. 

Hirschman strongly emphasized the positive feedback dynamics of induced
demand and learning in the investment process. For example, he wrote that his
“formulation of the development problem . . . calls particular attention to the fact
that the use of different economic resources has very different repercussions or
‘feedback’ effects on the available stocks of these resources” (Hirschman 1958, p.
7). As he put it, investment in the extraction of nonrenewable resources leads to the
depletion rather than the augmentation of those resources and to little feedback
elsewhere in the economy. By contrast, the investment of capital in a satisfactory
investment climate can have significant positive feedback effects. Profits generate
the possibility of more investments, linkages to upstream or downstream industries
will call forth complementary investments, and success will snowball by breeding
confidence in investors and encouraging them to flock with other investors.
Hirschman noted the crucial self-augmenting learning effects: “entrepreneurial and
managerial ability . . . are resources that increase directly with and through use
(much as the ability to play the piano or to speak a foreign language improves with
exercise)” (1958, p. 7). Finally, Hirschman (1958, p. 43) drew the implications for
policy:

The complementarity effect of investment is therefore the essential mecha-
nism by which new energies are channeled toward the development process
and through which the vicious circle that seems to confine it can be broken.
To give maximum play to this effect must therefore be a primary objective
of development policy. 

This effect has indeed played an important role in more recent models of growth
with positive externalities from capital accumulation. It is part of the story of invest-
ment that I am telling—but it is not the whole story. Also central are the forces for
change in building a stronger investment climate. We can see the investment climate
as another and crucial public good for all investors that is distinct from, although
compatible with, the kind of investment externalities and complementarities empha-
sized by Hirschman and modern growth theory.

We can also see a clear difference between the earlier strategy of the international
financial institutions, which emphasized the transfer of capital to developing coun-
tries, and the strategy described here, which focuses on the investment climate. The
volume of investment by these institutions is typically a small part of the total invest-
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ment in a country, and viewed in isolation from complementary external effects, it
might exhibit diminishing returns. But the purpose of investment projects by inter-
national financial institutions is not simply to transfer capital but also to create pow-
erful demonstration effects (promoting “learning by watching” as well as “learning
by doing”) and to enhance the forces for changes in governance. These effects work
on both productivity and the climate of expectations to help crowd in other invest-
ments. The emphasis on advancing the transition from centrally planned to market
economies and on creating demonstration effects has particularly characterized the
approach of the European Bank for Reconstruction and Development (EBRD),
where I was chief economist for six years before coming to the World Bank. The
EBRD has played a pioneering role both in analyzing these ideas and in putting them
into practice. 

The other broad approach, which is particularly appropriate for the World Bank,
is to focus directly on improving governance. Through its programs, the Bank works
to promote the institutional adjustments, anticorruption measures, and policy
changes that will alter the rules and their enforcement, together with the way in
which individuals and organizations behave and function, with the goal of directly
improving the investment climate. As investors, whether domestic or foreign, come
forward, they tend to demand more effective institutions, greater security, and con-
stant improvements in the provision of public goods, which further enhances the
quality of the investment climate. Without such changes in governance and institu-
tions, economic decisions may continue to be dominated or blocked by those who
benefit from (and helped to create) the status quo.

Moving Forward

Mark Twain reportedly said that “everyone talks about the weather but no one does
anything about it.” Today he might well ask, “Everyone is talking about the invest-
ment climate, but who is doing anything about it?”

The first step is to analyze the investment climate, notably through surveys. Strong
analysis and identification of problems not only guide reform but also act as power-
ful spurs to action. Striking figures can be cited to build public support for reform
and help motivate a hesitant government. For example, research carried out by the
World Bank and the Confederation of Indian Industry (CII) showed a large “tax bur-
den” effect in the Indian states with a poor investment climate in comparison with
the states with a good climate (CII and World Bank 2001). This kind of survey
research is crucial for ranking key problems and identifying their nature, both of
which will vary greatly from one location to another. And this information is crucial
for setting priorities, as governments will not be able to tackle everything at once.

Good data and analysis, then, can help to pressure, motivate, and inform gov-
ernments. The next question is, what exactly do we want governments to be moti-
vated to do? The response to this question will vary dramatically by country. But one
constant is that reforming the investment climate will require leadership and pow-
erful advocacy, primarily from governments. 
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Leaders promoting reforms always face a fundamental problem, one given its
classic expression by Machiavelli in The Prince ([1513] 1940, chapter 6):

It must be considered that there is nothing more difficult to carry out, nor
more doubtful of success, nor more dangerous to handle, than to initiate a
new order of things. For the reformer has enemies in all those who profit
by the old order, and only lukewarm defenders in all those who would
profit by the new order. . . . Thus it arises that on every opportunity for
attacking the reformer, his opponents do so with the zeal of partisans, the
others only defend him half-heartedly, so that between them he runs great
danger. 

The reformer’s leadership lies in selecting and strengthening the best initiatives
for reform (drawing on the type of analysis discussed above) and in taking positive
action to overcome the obstacles erected by vested interests. Chandrababu Naidu,
the chief minister of the Indian state of Andhra Pradesh, is fond of quoting this
observation by Machiavelli. As a committed and successful reformer, he has a deep
understanding of how tough reform can be when opposed by vested interests.

But people who are not especially privileged may also be among those disrupted
by the reallocations that are an integral part of reform. Social protection can play an
important role here, but ultimately the best social protection for the great mass of
society is a growing economy. Furthermore, changing the investment climate takes
time; it is not a stroke-of-the-pen reform like eliminating a tax or fee. Thus reform-
ers not only have to argue their case strongly, they also have to prepare their con-
stituents for the long haul.

The international financial institutions have an important role in supporting
improvements in the investment climate. (I return to their role as “agents of
change” when I take up the research agenda in this area.) The World Bank’s focus
on the structural agenda has increasingly led it to address the factors that
together describe the investment climate, particularly as the Bank moves in the
direction of long-term programmatic lending rather than discrete projects or
short-term adjustment loans. Programs addressing macroeconomic stability and
openness are levers for changing the investment climate. Programs focusing on
governance and institutional development are, or should be, concerned largely
with the investment climate. They can influence how difficult or easy it is to reg-
ister and start firms, to move goods in and out of the country through customs,
and to pay taxes in a fair, predictable, and transparent way. The quality of dif-
ferent types of infrastructure—rail, ports, roads, power, and telecommunica-
tions, all of which call for far-sighted, market-oriented action—is another crucial
part of the story. And programs to improve training and education systems
enhance the quality of the labor force, in addition to being valuable in their own
right. So, in short, there is a great deal that governments and international finan-
cial institutions, equipped with serious analysis of the issues in a country, can do
about the investment climate. 
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Investment Climate ➔ Growth ➔ Poverty Reduction

I would like to elaborate on the strong links leading from investment climate to
growth and poverty reduction—not because the links are so surprising but because
they are sometimes questioned and because the accumulated evidence is com-
pelling. 

It is widely agreed that the World Bank should help clients both with a structural
agenda and with a social agenda. Some may be tempted to think of the structural
agenda as for (hard-headed) growth and the social agenda as for (soft-hearted)
poverty reduction, but this is the wrong way to view these issues. The social agenda
of delivering public services, providing effective social protection, and empowering
the poor to participate can contribute strongly to growth. And the structural
agenda—although aimed directly at improving the investment climate—is vital for
poverty reduction. We are not interested in investment or business development
solely for its own sake. Instead, there is powerful evidence that the investment cli-
mate is a crucial ingredient for growth and for poverty reduction. 

What is the evidence? First, consider the connection between the investment cli-
mate and growth. Developing countries that are improving their investment climates
as part of efforts to integrate with the global economy are clearly doing well. The
top tier of developing countries (about a third, including China, India, and Mexico),
as measured by moves to liberalize and expand investment and foreign trade, did
well in the 1990s, while the rest of the developing world as a whole did poorly. The
expansion in investment and trade stemmed in part from liberalization but also from
investing in infrastructure and streamlining government regulations. The factors
contributing to success varied among the countries in this group, as did the style of
reform, but all the countries showed real movement on some dimensions. By con-
trast, a number of studies have shown that Africa’s low involvement in international
trade has much to do with an unattractive investment climate—notably, with con-
flict and with poor and deteriorating infrastructure and governance. Elsewhere,
among large countries that have performed less well—including, for example,
Pakistan and the Russian Federation—severe problems with governance, property
rights, and the rule of law have been prominent. 

Second, consider the link between growth and poverty reduction. On average,
there is a close relationship between growth in per capita income and growth in the
incomes of the poor. Among low-income countries, Vietnam provides a clear exam-
ple of this link. It made strong progress in its investment climate in 1992–97, a
period during which growth accelerated. Survey evidence shows that poverty
dropped sharply: of the poorest 5 percent of households in 1992, 98 percent were
better off five years later. 

In some cases members of poor households obtain employment in the formal sec-
tor firms that expand in a good investment environment. But benefits for the poor
go well beyond this. A good investment climate is also beneficial for the informal
sector, which usually employs far more people. Furthermore, formal sector invest-
ment and employment generation create new demand for informal sector goods and
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services and for more farm output at better prices. In the successful reformers
growth in agricultural productivity and farm income has gone hand in hand with
growth in off-farm employment opportunities. China provides a striking example:
the movement from communes to household operations led to dramatic increases in
agricultural productivity in the early 1980s, with immediate consequences for
poverty reduction. Very soon afterward, driven by the township and village enter-
prises, off-farm employment began to grow rapidly. Its growth has averaged more
than 12 percent annually over the past 15 years. 

I have emphasized small and medium-size enterprises in my arguments here, but
in fast-growing economies, large and small firms tend to prosper and cluster
together. The task is to create a good investment climate for both. 

We are steadily learning more about all these links, not only by comparing coun-
tries and periods but also by comparing regions within countries. Much of what goes
into the investment climate has to do with local institutions and policies, and in large
countries these can vary substantially across regions. I briefly mentioned the
CII–World Bank research in India. Because the investment climate varies greatly
across states, the impact of macroeconomic reform on poverty also varies. Our
recent survey of manufacturing firms ranked 10 states by their investment climate,
and found a similar ranking for poverty reduction by state (CII and World Bank
2001).

Empowerment ➔ Poverty Reduction 

At the outset I outlined a strategy for development and poverty reduction that is
based on two pillars: investment climate and empowerment. A favorable investment
climate can generate strong growth, and where there is growth, poverty reduction
is likely. But that should not be taken for granted, because not all growth is equally
pro-poor. The second pillar, empowerment and investment in people, focuses on
such questions as how health and education services and social inclusion can enable
poor people to take part in growth and development.

Empowerment is both an inherent part of and a means for poverty reduction.
Empowerment can indeed be an instrument for increasing income and for enhanc-
ing the assets, human and physical, of poor people. But it also refers to the ability
of people to shape their own lives. Thus it is an integral part of the standard of liv-
ing—a message that we heard very clearly through the World Bank study Voices of
the Poor (Narayan and others 2000), which drew on surveys of more than 60,000
poor people in more than 60 countries. This perspective has also moved to center
stage in the literature on the meaning of development, notably in the work of
Amartya Sen. These broader notions of development and the role of empowerment
were taken up in World Development Report 2000/2001: Attacking Poverty (World
Bank 2000e).

Three types of investment are of particular importance in empowering poor peo-
ple: investment in education, in social protection, and in participatory processes and
social and economic inclusion.

32416_000i-036  4/8/02  4:18 PM  Page 20



Equipping People through Education

Basic education is critical to participation and productivity in economic life. A
healthy, literate labor force will both increase the amount of growth realized from
establishing a sound investment climate and strongly reinforce the poverty reduction
benefit from that growth. The example of education clearly shows that the two pil-
lars of investment climate and empowerment are closely connected and support
each other.

We know, of course, that promoting education usually goes far beyond supplying
resources. Just as important is organizing the delivery of education and other pub-
lic services. This is an area in which communities around the world are innovating,
and there are many exciting new initiatives. Often these are more decentralized than
past approaches, and local control and parental involvement are emerging as promi-
nent themes. In these cases the means of supplying education demonstrates the role
of empowerment.

Consider just one example. El Salvador’s Community-Managed Schools Program
has been expanding education in rural areas by enlisting and financing community
management teams to operate schools. These teams, made up of parents and elected
by the community, are responsible for hiring and firing teachers and for equipping
and maintaining schools. Their experience demonstrates that community-based
incentives can encourage teachers to perform better. In particular, the program
schools have lower absenteeism among both teachers and students than do tradi-
tional schools. Similar effects have been observed in India’s District Primary
Education Programme (also supported by the World Bank, but conceived in India),
which features strong community involvement and incentives for enrolling girls. 

The role of education in increasing both empowerment and economic growth is
most striking when we look at the evidence on educating women and girls. Raising
women’s schooling levels allows them to participate more broadly and more effec-
tively in the economy and in policymaking, administration, and government. The
effects are deep and wide ranging. First and foremost are the direct implications for
women’s standard of living. But the broader effects are also profound, and they
influence the functioning of the entire economy and society.

The evidence on these effects is extensive and powerful, as is illustrated by the
examples and literature cited in the World Bank’s recent report Engendering
Development (2001a). Recent research reveals that countries with more women in
parliament typically have significantly less corruption, even after the research con-
trolled for national income and other relevant factors, such as the extent of civil lib-
erties and the degree of trade openness. This finding suggests that women are an
effective force both for good government and for business trust. But if women’s par-
ticipation in political decisionmaking is to increase, their educational and literacy
levels must be raised. In brief, more girls need to go to school and to stay in school
longer. 

Women’s empowerment and education yield significant benefits virtually every-
where. There is a powerful relationship between female education and overall
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health—for example, mothers’ education improves children’s nutritional status, life
expectancy, and general welfare. As data from longitudinal studies accumulate, we
see that many of these effects last into later life; mothers’ education is an important
factor in the age-specific mortality rates of their children well into adulthood. 

Greater investments in women’s education, then, yield a healthier, more literate,
more productive, and better-governed society in the long run. However one looks
at the issue of development and poverty reduction, and certainly from the perspec-
tive of the investment climate and empowerment, the education of women and girls
is an investment with outstanding returns.

Protecting People from Shocks

Social protection can be seen as a dimension of empowerment, because it enables
people to adjust to new conditions and to bounce back from economic shocks.
During the adjustment after an opening to foreign trade, some formerly protected
activities will cease to be viable, and some workers and firm owners will lose their
employment and their incomes, even as new productive activities open up. Social
protection measures can smooth this adjustment. Such measures have to be tailored
to country circumstances. While unemployment insurance can be important for for-
mal sector workers, other approaches, such as public work schemes providing cash
or food for work, are much more likely to reach the very poor. 

But we should see social protection as much more than a short-run palliative. It
is an essential underpinning of a market economy, one that helps it to function well
and to involve poor people in the opportunities it creates. Without good social pro-
tection, poor people may be unable to take some of the risks that are part of par-
ticipating in a market economy—even when they stand to gain strongly and to build
their assets in the medium term. From this perspective, social protection is indeed a
crucial element of empowerment.

Including People in Social Organizations

The third dimension of empowerment is participation and inclusion in social organ-
izations—from self-help credit groups to water users associations, from health serv-
ices to the governance of schools. Examples of the benefits of participation stretch
across sectors and countries, and the powerful effects of community participation on
public service delivery are increasingly recognized. I have already given examples
from education, but the effects are seen everywhere. For example, in some countries
where enforcement of environmental pollution regulation is weak, governments
have provided local communities with reliable pollution data (see World Bank
2000b). Poor people living in the vicinity of industrial polluters have then been able
to negotiate better arrangements for compensation and cleanup.

* * * * *
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It is these dimensions of empowerment—equipping, protecting, and including
people—that strengthen the connection between growth and poverty reduction and
turn growth into pro-poor growth.

We can now see the deeper connection between the two pillars of investment cli-
mate and empowerment. To use still more metaphors, investment climate as a lens
brings into focus the reforms that enhance people’s sense of opportunity; if they
sow, they will then be able to cultivate and reap. But these reforms also empower
farmers, workers, and local entrepreneurs and managers to build assets and to take
control of their own lives.

Empowerment should be a self-reinforcing process, as changes in the investment
climate are. But we now recognize that in some countries many actions seen as reforms
have had an adverse effect. In a number of cases they took away the old way of doing
things without providing any replacement, leaving people disempowered and demor-
alized. The people did not participate in reforms; instead, the reform process was cap-
tured by elites, and most people were left to glean what they could from the leftovers.
In those countries the investment climate has tended to spiral downward.

A Research Program in Support of the Strategy

I hope that the pillars of investment climate and empowerment provide a plausi-
ble—indeed, convincing—basis for a strategy for pro-poor growth. But they are not
yet standard, and they constitute a fairly new way of looking at the challenge of
development. This means that they also suggest a program of research that needs to
be done if we are to better understand each of the elements and how they interact.

Analyzing and Measuring the Investment Climate 

The hard-headed economists among you will be saying, “All these notions of invest-
ment climate and empowerment are splendid, but where are the analytics and data?”

Can we be analytical in assessing or measuring the investment climate? We can,
and researchers have already gone a long way toward doing so. The World Bank is
helping its clients develop the skills to evaluate the quality of the investment climate
in their own countries through systematic surveys of private firms, with a particular
focus on small and medium-size enterprises. This research identifies the key prob-
lems in the investment climate. It has already demonstrated dramatically that a hos-
tile investment climate hits small and medium-size enterprises the hardest. 

An important example of this work is the joint EBRD–World Bank Business
Environment and Enterprise Performance Survey, which polled nearly 4,000 firms
in 22 transition economies (Hellman, Jones, and Kaufmann 2000). The survey
broke new ground in quantifying the adverse impact of different forms of corrup-
tion on the performance of firms. It also systematically demonstrated—beyond the
flashy media headlines—the pernicious influence of powerful vested interests,
including the so-called oligarchs, in distorting the investment climate in transition
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economies and undermining growth. Such surveys are a valuable tool, not for lec-
turing other countries about the virtues of Western systems (which have their own
problems), but for giving domestic firms a way of letting their governments know
about the day-to-day obstacles they face in running a business.

Let me also share with you the results of the survey of 1,000 manufacturing and
software firms in India that I mentioned. Through the World Bank’s FACS (Firm
Analysis and Competitiveness Surveys) program, we worked with the CII to inves-
tigate differences in the investment climate in 10 Indian states. We found that the
costs to businesses of a poor investment climate—for example, an unreliable power
supply, onerous regulations, and intrusive and disruptive visits from government
officials—are high. For firms in poor-climate states, such as Uttar Pradesh (which
has a population of 166 million, larger than that of the Russian Federation,
Pakistan, Bangladesh, or Nigeria), those costs are analogous to an additional tax
burden of up to 30 percent, conservatively estimated, compared with costs in
Maharashtra State. 

On examination, it is not difficult to see how one could arrive at such a large cost
estimate. A functioning power grid is a key requirement for a vibrant small business
sector. In India, because of the poor quality of grid-based electricity, most small and
medium-size enterprises that we surveyed have their own power generators. In Uttar
Pradesh 98 percent of firms surveyed had their own generators (they had little alter-
native), while in Maharashtra the share was much smaller, 44 percent. For the eco-
nomic theorist, it is striking that firms surveyed in Uttar Pradesh—one of the
poorest states in India, with very low wage rates—showed higher capital-output
ratios on average than those in some of the richest states. The intrusiveness of gov-
ernment regulation also varied sharply across states; for example, firms in states
with poor investment climates were visited twice as often by government officials as
were firms in states with good climates. 

Thus the variation in investment climate from states like Maharashtra and
Karnataka, at the high end, to Uttar Pradesh and West Bengal, at the low end, is real
and measurable. Not surprisingly, the states with poor investment climates enjoy less
growth and have seen less poverty reduction than those with good climates.
Variations in the investment climate are a key reason that some states remain poor
and struggling while others are beginning to win the fight against poverty. 

This type of firm survey has several advantages: it is systematic, it covers a broad
section of the economy, it is amenable to fairly structured analysis, and it can yield
reasonably robust general conclusions. Another source of information is the direct
experience of international financial institutions as participant-investors in the pri-
vate sector. The International Finance Corporation (IFC) and the EBRD are exam-
ples of public institutions that work as private-oriented investment banks. One of
the great benefits of their activities is that people actually involved in financing and
making investments are also thinking about how to improve the environment in
which the institution is functioning—and their hands-on analysis is from the per-
spective of public policy, not the narrow self-interest of business. This basis for eco-
nomic policy is invaluable. 
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A major item on the research agenda, then, must be to expand the effort to
understand and, to the extent possible, quantify the different elements of the invest-
ment climate. Surveys of firms should stand next to surveys of households as a cen-
terpiece of microeconomic research and statistics in developing countries.

Focusing on Other Areas of Research on the Investment Climate

The investment climate lens brings into focus other areas where research is needed,
on both the theoretical and the empirical front. In a standard neoclassical growth
framework, investment in physical capital is subject to diminishing returns. Yet the
examples of successful reformers, from China to Chile, suggest that the returns to
reforms in the investment climate can help power robust growth for years and even
decades. Understanding what is going on in such cases is a challenge for research on
the investment climate. 

One strong possibility is that when countries launch credible reforms in the
investment climate, they in effect propel themselves into a virtuous circle character-
ized by increasing returns. A better investment climate increases the number of prof-
itable investments. These success stories serve as evidence of the government’s
reform-mindedness, and they motivate other entrepreneurs to take a chance and
commit themselves to investing. That activity in turn builds constituencies for
change and deepens the society’s commitment to reform, and the society accord-
ingly adopts additional reforms that further improve the investment climate. 

A second, and more direct, effect of reforms in the investment climate is an
increase in the (quality-adjusted) supply of other inputs into production, such as
skilled and unskilled labor, entrepreneurship, and technology. 

A third effect is the learning externality story of productivity enhancement that
has become familiar from modern theories of growth. (Of course, the theories of
learning-by-doing and learning-by-watching have been with us for a long time and
are central to Hirschman’s argument.) 

Combining these effects, we see that the observed productivity of capital will not
necessarily fall over time as its supply increases, and the country will thus seem to
have overcome the problem of diminishing returns. Each effect would be welcome
in a country that has stagnated in the past, and each probably plays its part in most
actual cases. It would be useful to disentangle the stories theoretically and concep-
tually and explore their implications for policy and measurement. 

On the empirical side, an initial part of the agenda for research on the investment
climate is to identify more clearly the effects of reforms in this area. In doing so, it
is useful to consider more broadly what metrics we will use in assessing the success
of reforms. Time series of firm survey data will tell us whether investors are becom-
ing less hassled and more optimistic as policies change and will even allow us to
quantify how reforms are affecting obstacles and production. They will not, how-
ever, allow us to gauge the full effects of improvements in the investment climate on
the larger economy. For example, a regulatory framework that prevented new firms
from entering an industry might increase the satisfaction of the owners and man-
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agers of existing firms—even as it reduced the dynamism of the economy as a whole.
But there is, of course, a broader constituency of potential investors and of con-
sumers, now and in the future. We need other metrics to measure the effects of
investment climate on this broader group and on the wider economy.

An obvious measure is the medium-term growth of the economy and the increase
in productivity of all the factors. This GDP metric was used in the research showing
that the top tier of developing country reformers had grown much faster than other
developing countries in the 1990s and faster even than the industrial countries.
Growth in total factor productivity, though hard to calculate with precision (and a
notion that has its conceptual problems), can also give us some insight into how the
investment climate is changing over longer periods, or at least point to its effects.
Indeed, it helps to differentiate the notion of the investment climate from the meas-
urement of quantities of investment only. Growth in total factor productivity will
not capture the induced increases in capital and labor supply, but it will indicate the
extent to which the investment climate supports or hinders the process of combin-
ing factors into final products. 

A second measure, though a crude one, is the incremental capital-output ratio
(ICOR), which focuses more directly on the effects of investment itself. An earlier
generation of development economists tended to view the ICOR as a well-specified
function; although it increased with capital accumulation, it was assumed to remain
constant for any given level of the capital-output ratio (at least with Harrod-neutral
technical progress). But we know that in fact there are large variations in the ICOR,
depending on the degree to which the investment climate is conducive to produc-
tivity and growth. For example, in recent years Poland, with a relatively modest
investment ratio, has grown fairly rapidly, while the Russian Federation has grown
much more slowly despite higher investment ratios. (Recall that the growth rate of
output is the investment ratio divided by the ICOR.) Put simply, the climate in the
Russian Federation was not conducive to productivity either of capital or of other
factors. 

So these measures, when combined with the results of firm surveys, can suggest
whether the investment climate is making a difference. While we should recognize
that this analysis is one of those that “labels the residual” from growth analysis, at
the same time it does try to link the residual to the direct measurement of underly-
ing phenomena that we have good reason to think are genuine drivers of growth.

Now let us turn to research on each of the broad components of the investment
climate: macroeconomic stability and openness, good governance and strong insti-
tutions, and quality of infrastructure. In each case a great deal of “drilling down”
into these concepts and ideas is required.

MACROECONOMIC STABILITY AND OPENNESS. We can be reasonably confident that
improved macroeconomic stability and greater openness will generate more growth.
But in view of the crisis in East Asia in 1997–98 and its reverberations in the Russian
Federation and Latin America, not to mention more recent trouble spots, we have
much to learn from further research on the best policy mixes and time paths for
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domestic macroeconomic policies, exchange rate systems, and capital account man-
agement. Furthermore, successful countries have found their own way, with their
own time paths, in generating growth from more open trade and more stable macro-
economic policies. The adjustment process is not always easy, and it has to be
adapted to local conditions and constructed and led by the country itself. 

All this relates to the larger issue of making globalization more pro-poor. Many
fear that the forces of globalization will sweep through countries, carrying new
riches to the already well off while leaving poor people in stagnant backwaters. Our
job is to find and foster pro-poor growth policies that empower poor people to lift
their own sails and catch this new wind. The World Bank’s Development Economics
group is now preparing a policy research report on globalization and how it can be
harnessed to propel people out of poverty (World Bank 2001b).

GOOD GOVERNANCE AND STRONG INSTITUTIONS. One of the newest and most active
areas of research deals with the role of good governance and strong institutions and
how to build them. In recent years the Bank has moved from barely being able to
mention corruption to undertaking a major effort in research and programmatic
lending on this issue. Surely, little or no research is needed to learn that corruption
is a major impediment to both domestic and foreign investment. In many countries
the age-old problem is the herculean task of cleaning out the public stables. In this,
surely research can help. Tolstoy tells us that every unhappy family is unhappy in its
own way. Each country with a corruption problem, too, seems to have its own story
to tell. Research is needed to understand how corruption works, who benefits the
most, and who suffers the most. This knowledge will allow governments to devise
more effective anticorruption policies.

Closely related to the problems of corruption and governance is the issue of insti-
tutional development. Recent experience in the transition economies has taught us
hard lessons about the importance of institutions. Fair, competitive, and stable mar-
kets will not arise spontaneously out of the confusion of the transition; they require
supporting institutions to administer and enforce property rights, legal codes, eco-
nomic regulations, and taxation of individuals and companies. Those who are ben-
efiting from—or have benefited from—the existing postsocialist system will not
necessarily push to complete the transition to a full market economy. Laws can be
changed overnight, but the bigger challenge is to establish reasonable and responsi-
ble behavior that is consistent with a well-functioning market economy. Changing
behavioral habits takes understanding, positive examples, leadership, and time.

Where the organic processes of building institutions have been torn apart by civil
conflict, the ground is poisoned for future investment. The Bank is undertaking a
new research program, led by Paul Collier, on the economic roots of civil conflict
(including lootable natural resources and land pressures), in accordance with the old
wisdom that an ounce of prevention is worth a pound of cure.

No research in Washington or elsewhere can substitute for public resolve to fight
corruption, or invent a way to “install” new institutions. Yet much can be learned
from the experience of the industrial countries, and perhaps even more from suc-

Keynote Address: A Strategy for Development 27

32416_000i-036  4/8/02  4:18 PM  Page 27



cessful reforms in developing countries. The Bank’s early experience was summa-
rized in Arturo Israel’s 1987 book, Institutional Development. More recently World
Development Report 1997 (World Bank 1997), on the role of the state, set forth the
initial results of research on corruption and on matching the complexity of pro-
posed institutional reforms to the implementation capacity of the state. Several
research studies published before the annual meetings of the World Bank and
International Monetary Fund in Prague in 2000 summarized the Bank’s progress in
anticorruption and public governance programs since World Development Report
1997, focusing on the particularly vexing problem of corruption in the transition
economies. These include Anticorruption in Transition (World Bank 2000a), Helping
Countries Combat Corruption (World Bank 2000c), and Reforming Public
Institutions and Strengthening Governance (World Bank 2000d).

During the entire post–World War II period the World Bank and other interna-
tional financial institutions have been accumulating experience, successful and oth-
erwise, in building institutions. Gathering, analyzing, and distilling policy
recommendations from this experience now constitute an important research effort
in the Bank. Indeed, World Development Report 2002 (World Bank 2001c) focuses
on the institutional foundations of a market economy. 

QUALITY OF INFRASTRUCTURE. Investors, both foreign and domestic, look to the qual-
ity of the power, transport, communications, and even financial infrastructure as an
important complement to investment. Regulatory economics is now enjoying some-
thing of a renaissance as an outgrowth of the new information economics of moral
hazard and adverse selection—pioneered by, among others, my predecessor as chief
economist, Joseph Stiglitz—and also because of the new focus on increasing-returns
phenomena such as network externalities. As Joe always explained, the objective
should not necessarily be deregulation but sound regulation. Despite this new birth
of theory, political economy problems still have to be solved in practice, as we were
rudely reminded by the recent blackouts in California. Thus the Bank’s regulatory
research program has had to walk on two legs. Bank researchers have mined the new
regulatory economics for relevant theoretical and empirical insights, but they have
also helped to set up think tanks on practical regulatory issues in Africa, Latin
America, South Asia, and China. Perhaps these new think tanks can be persuaded to
give a seminar in California.

Understanding Empowerment

The concept of empowerment also carries with it a rich research agenda. We have
seen an extraordinary amount of experimentation with programs to empower poor
people in different countries and at different levels. Think of the overwhelming vari-
ety of approaches to educating children and adults, to reducing and mitigating risk,
and to building social cohesion and inclusion. Our goal as researchers should be to
understand how people have succeeded in empowering themselves—it is not for us
to instruct people on their own empowerment. Rigorous evaluation has a large role
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to play here because it can help us cut through the thicket of promising approaches
and disparate examples to discover which work best and under what circumstances.
In an important sense this research parallels the work on investment climate. In both
cases our goal is to understand how governments can help the individual—or fam-
ily, or firm—acquire the tools needed for success and how they can reduce the
impediments to the fulfillment of the individual’s (or family’s, or firm’s) potential. 

More specifically, the research agenda for this second pillar can be derived from
three important factors that affect empowerment and that I examined earlier: edu-
cation and the delivery of other public services, social protection, and social inclu-
sion and participation.

It should come as no surprise that education has been a strong area of research in
the Development Economics Group, the Human Development Network, the World
Bank Institute, and other parts of the Bank. For example, the Bank has taken the
lead in evaluating the effects of some recent innovations in education, including the
programs that have increased community involvement in managing schools in
Central America and elsewhere. But a great deal remains to be done toward under-
standing the effectiveness of different approaches to schooling. And the problem is
not limited to the education sector; many of the difficulties with education in devel-
oping countries are similar to those that impede the delivery of other public serv-
ices, such as health care. Indeed, the provision of basic services has such an
important impact on poor people that it is likely to be the topic of a future World
Development Report, which will try to structure, summarize, and disseminate the
research findings. Where we find successful practices, we will analyze and publicize
them so that developing countries can learn from one another’s experiences.

A crucial and central topic in current education research is girls’ and women’s
education. As I noted, educating girls and women has effects far beyond the
expected gains in labor force productivity; for example, it improves the health out-
comes of families, and it directly attacks the illiteracy and ignorance that constitute
a key dimension of poverty. Some of the evidence has been brought together in
Engendering Development (World Bank 2001a), which demonstrates the crucial role
of women’s and girls’ education across the economy. But much of the evidence,
although wide ranging, is patchy, new, and tentative. Engendering Development is as
much a research agenda as a research report.

Social protection is sometimes seen, mistakenly, as a charity program for alleviat-
ing the symptoms of poverty. We need a more active perception of social protection
as a springboard to help poor people bounce back from economic shocks. The
dynamism of a market economy is based on risk taking. Social protection is not only
a safety net for those who drop out of the market; it should function as a part of a
broader market economy that allows market participants who are less well off to
take more entrepreneurial risks and to make the adjustments necessary for advance-
ment. This perception of social protection is the topic of active research in the Bank.
But societies develop their own approaches to social protection, and here, as in any
question of institutional change, we should be careful not to urge people to aban-
don the old ways when the path to the new ways is blocked or obscured.
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Participation and social inclusion are among the principles of the Comprehensive
Development Framework (CDF), which have guided the Bank in reappraising and
recasting its relationship with client countries. The basic CDF theme of “the coun-
try in the driver’s seat” entails participation not simply by the government but also
by the social organizations that reach down to the roots of society. Without that par-
ticipation and inclusion, the new policies that might emerge from the CDF and the
Poverty Reduction Strategy Papers would lack the broader ownership necessary for
implementation. At the same time, country ownership does not imply automatic
support for whatever is proposed. If we are serious about poverty reduction, we
must concentrate our investments on the countries and programs that are generat-
ing the changes that can overcome poverty.

How the International Financial Institutions Can Act as 
Agents of Change

This leads directly to the next key area of research: how can the international finan-
cial institutions most effectively help countries implement the two-pillar strategy?
Our answer to this question is different from the one that would have been given
50, or perhaps even 10, years ago. Much has changed since the Bretton Woods con-
ference of 1944. The world economy has moved decisively toward greater integra-
tion, dramatically increasing the flow of private capital to developing countries. At
the same time, the international financial institutions’ understanding of develop-
ment has broadened and deepened. We not only look beyond aggregate income to
its distribution but also recognize that standards of living and thus development
have key dimensions beyond income. And along with this broader perspective, the
international financial institutions have also developed an appreciation of the cru-
cial role of reforming policies and institutions.

The strategy for development outlined here can help clarify the role of the inter-
national financial institutions in this new environment: they must serve as agents of
change. We recognize that the private sector is the driver of development. The inter-
national financial institutions must play a complementary and catalytic role by work-
ing to create new opportunities—that is, helping developing countries extend the
frontier of what is possible. This should be the constant test that they apply to their
activities, and it has at least three implications. First, development assistance should
have the effect of crowding in private investment—for example, by building a sound
regulatory environment or upgrading the skills of the labor force—rather than sub-
stituting for such investment. Second, development assistance must be designed to
help build public resources and raise their productivity rather than merely replace
such resources. Third, international financial institutions should support projects that
have powerful demonstration effects. These can be private sector projects (funded,
for example, by the IFC or the EBRD) that are at the cutting edge of what the pri-
vate sector can do or is willing to do and that thus demonstrate new opportunities.
Or they can be public sector projects that can be replicated by other institutions and
by other provinces or countries. (Indeed, the World Bank works both to find such
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projects and to encourage the learning process.) A fundamental principle should run
through everything we do: the international financial institutions should help finance
the costs of change—and should not cover the costs of not changing.

The international financial institutions should orient their work toward helping
countries improve their investment climate while at the same time supporting coun-
try ownership of and commitment to reform initiatives. How do we do it? Serious
research on this topic begins by recognizing that there is a conundrum in the idea of
being an agent for change, or “helping people help themselves,” to quote the World
Bank’s mission statement. This conundrum runs through all forms of assistance.
Being at once an agent of change, an external catalyst of empowerment, and a helper
who is actually helpful is a subtle matter. If the helping hand is too heavy, the agent
for change can spoil, distort, or suppress initiatives for and commitment to change.

Those offering development advice to a country should not employ, implicitly or
explicitly, a monolithic model of the country and its polity; there are always con-
tending groups with differing views, agendas, and interests. International develop-
ment agencies should, as much as possible, resist the temptation to take sides in
domestic politics. They should offer a range of ideas and good examples, lay out the
evidence as scientifically as possible, and outline the rationales and the costs of the
options. Intellectually self-confident decisionmakers may ask for our opinion, and
we have an obligation to give it, professionally and clearly. A country can be “in the
driver’s seat” and still look for advice from those who are experienced, impartial,
and committed to poverty reduction. Local politics may prevent leaders from
acknowledging the help, but it is nevertheless generally welcome.

As private capital flows have increased and economies have grown, the interna-
tional financial institutions have focused their resources still more on activities that
push the boundaries on both the investment climate and governance and on projects
with powerful demonstration effects. In each case, precisely because expanding the
frontier is of the essence, careful analysis and preparation are vital. Hence the ever-
increasing importance of the Bank’s analytical work, both in supporting broad diag-
nostic analysis of countries and sectors and in preparing projects. The growing
importance of the “frontier” dimension of our work implies ever-stronger emphasis
on the Bank as an ideas or knowledge institution, and thus on research.

The political economy of assistance to reform is a complex art. The agent for
change gains skill by learning from others through case studies, “war stories,” and
apprenticeship, as well as through reflection. Rather than trying to discover or
impose a fixed sequence or time path, the agent for change must be open to sup-
porting travel on many possible roads. Research on this topic should not search for
a blueprint but should seek a “description” of the local landscape, so that dead-end
paths and pitfalls can be avoided and so that we can give encouragement in the gen-
eral direction of the more promising paths to reform.

There will be times when, in pursuit of the goal of poverty reduction, an inter-
national financial institution has to take a chance and support a reform program that
is serious but is under threat. Indeed, it is under these circumstances that condi-
tionality can be most effective. A reformer who is trying to limit the effectiveness of
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the opposition to reforms may seek conditionality as a way of tying a country more
closely into the reforms. Such support has to be supplied judiciously; we have to be
aware that it can backfire and that it may be ineffective where divisions are too deep.
We have to be realistic and assess whether the program has a chance of success.
Conditionality is no substitute for real commitment to reform. But since we hear
often from reforming ministers who quietly ask for conditionality on key issues, I
have no doubt that conditionality can be a substantial help at crucial times in taking
reforms forward.

The international financial institutions can help to strengthen and broaden
reform coalitions. Reform A might be modified to yield a reform A' that would be
more complementary and conducive to reform B, and the beneficiaries of reform B
might therefore be willing to join the coalition. Here conditionalities backed by
resources can play a similar role in helping to build a reform coalition. If reform A
unlocks resources that would allow reform B (or take away the threat to an existing
program B), it may be possible to broaden the reform coalition. The resources sup-
plied by international financial institutions might also cover the costs of adjustments
required by the reform, thus bringing on board some who might otherwise be in
opposition. Eventually the reform coalition might be broad enough to reach the tip-
ping point, so that even indifferent bystanders will want to join the winning team.
By anticipating problems, by being creative in suggesting possible solutions, and by
adding its integrity in support, an international financial institution can help to fos-
ter a “deal for reform” that might not otherwise materialize. If its integrity is to be
maintained and to have a real effect over time, the institution should focus its sup-
port on programs that have a real chance of success and are likely to benefit poor
people.

The effectiveness of an international financial institution as an adviser and agent
of change is based on open, respectful, and long-term relationships with countries.
If the institution asks a country to be open to new learning and experimentation, it
should ask the same of itself. There is no expert quick fix for the problems of social
change, no royal road to learning what works in a country, and no instantaneous
solution or cheap shortcut to institutional development. To be an effective agent of
change, the institution must have a relationship with the country that is a genuine
partnership and that is based on an understanding of local conditions. Because such
an understanding requires local presence, the research to build it should eventually
be generated as much as possible by the knowledge institutions of the country itself. 

The concept of partnership applies to middle-income countries as well as to low-
income countries. If we take seriously the common humanity that binds us all, we
must recognize that significant absolute poverty in a middle-income country such as
Brazil should not be seen solely as Brazil’s problem. Moreover, as a country grows
into the ranks of the middle-income countries, the partnership should change and
mature. The access to capital markets that comes with rising income opens new
opportunities. But while middle-income countries and other emerging markets do
gain access to international private capital flows, that access is intermittent, often at
arm’s length, and sometimes very costly. By contrast, what the international finan-
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cial institutions can provide is a steady, responsive partnership and a steady, flexible
flow of capital in support of needed reforms. The fight for poverty reduction is a
long haul, and the partnership is especially important when the situation is at its
most difficult.

Let me close this discussion on international financial institutions as agents of
change with a word or two to the theorists. Being an effective agent of change
requires some understanding of the dynamic process being influenced. There are
several interesting theoretical questions. First, we have to have some notion of how
to convince and encourage. That can be done in part through information and
incentives, for which we have a fairly standard economic theory. But some of the
convincing—indeed, in development, much of it—has to do with changing prefer-
ences. Second, we have to think about how to act as an external player in a repeated
game if we are to understand how to influence outcomes, especially when the
domestic polity is divided. We have to recognize, too, that the external role
inevitably becomes internal to the game. Third, it would be good to know whether
we should be using a model with high and low equilibria (where a fairly crude shove
in roughly the right direction might achieve the desired result) or a more complex
dynamic model, either equilibrium or disequilibrium. When we try to model explic-
itly, there is always a danger that some misguided or simplistic clot will take us too
literally. But that is a risk that theorists always have to run, and one that is well
worth running if we can gain greater insight into these issues.

Conclusion

I have laid out a strategy for development, based on the twin pillars of investment
climate and empowerment. What are the prospects that developing countries will
implement this strategy and that the industrial world will provide real support for
it? My answer is more positive than it might have been even a few years ago. One
cause for hope is the significant improvement in the quality of macroeconomic and
trade policies in many developing countries. I have mentioned some high-profile
reformers, but the phenomenon is more general. In the developing world as a
whole, many of the policies that make a difference in growth and poverty reduc-
tion—such as controlling inflation and lowering trade barriers—are better than ever
before. For this reason, notwithstanding the recent slowdown in the United States
and the continued economic troubles in Japan, the medium-term outlook for the
developing countries is stronger than it has been in many years. 

Reforms in the developing world thus create opportunities. But are the rich coun-
tries ready to do their part to help developing countries seize those opportunities?
Again, recent trends have strengthened the grounds for optimism. 

First, consider trade policy. The returns to improving the investment climate
depend in significant part on whether reforming countries have access to foreign
markets for their goods. Rich country barriers in key sectors and industries, such as
agriculture and textiles, discourage reforms in the investment climate. But recent
movements to increase market access for developing countries—such as the
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European Union’s Everything but Arms initiative, which eliminates all barriers on
imports from the very poorest countries—are cause for hope that the rich countries
have recognized their responsibility.

Second, the rich countries have increasingly shown that they recognize the need
to reduce the administrative burden of aid on developing countries. One of the best
ways to move in this direction would be for all countries to follow the lead of the
United Kingdom by dropping the practice of tying aid. Another is to improve donor
coordination. 

Third, the most recent data show a small increase in aid volumes from a number
of countries (although, in aggregate, aid as a share of donor country GNP is not
increasing and remains far below its level of a decade ago). 

Finally, both industrial and developing countries have declared their commitment
to the international development goals for progress against poverty over the next
decade and a half.

Together, these recent trends signal significant movement toward support for
more rapid poverty reduction. 

Thus those making political decisions and formulating economic policies have
generated real opportunities for the international financial institutions to help accel-
erate development and poverty reduction. Research has a vital role to play in help-
ing to take advantage of those opportunities. We have learned much about what
works and what does not in economic development. We have learned much, too, in
recent years about how to catalyze and support reforms most effectively. We have
already begun to build this knowledge into our work. But there remains much that
we still have to learn about the investment climate and empowerment and about
how to foster change. 

What I have described is, in many ways, only a structuring of the agenda. Our
work should build on the understanding of the two-pillar approach that itself has
emerged from the research of the past few years. Of course, we have to act on pol-
icy in real time; we cannot afford Hamlet’s agonized approach to decisionmaking.
But today’s research underpins tomorrow’s crucial decisions. The research agenda I
have described not only provides deep intellectual challenge and fascination, it also
can yield powerful returns in our common fight against poverty.
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This article surveys trends in international economic integration and inequality over
the past 150 years, as well as the links between them. In doing so, it distinguishes
among the different dimensions of globalization (trade, migration, and capital flows)
and between inequality between countries and that within countries. International
economic integration has largely followed a U-shaped path during this period, with
late-19th-century integration being followed by interwar disintegration and post-
1945 integration. The post-1945 recovery has been uneven, however, with some
dimensions of integration remaining undeveloped relative to 1913 and with some
countries participating less fully in the recovery than others. Total world inequality
has been on the rise since 1820, driven entirely by a rise in between-country inequal-
ity. However, recent evidence suggests that there may have been a historic turning
point around 1980, with between-country divergence being replaced by convergence. 

Broadly speaking, in the late 19th century both trade and migration (but not cap-
ital flows) made the rich New World more unequal and the (less rich) Old World more
equal. The evidence on the links between within-country inequality and globalization
in the late 20th century is mixed. The balance of evidence suggests that globalization
was a force for between-country convergence in both the late 19th and the late 20th
centuries, with long-run patterns of divergence due to other factors.

Does globalization lead to the world becoming a more equal place, or does it
lead to the rich getting richer and the poor getting poorer? This question has
assumed ever-greater importance with the emergence of the World Trade

Organization as a force for trade liberalization throughout the world, with the
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increased economic integration of Europe, with the collapse of Communism and the
opening of previously autarkic economies, and with the renewed speculation about
the formation of a pan-American free trade area. 

The question is increasingly being raised by opponents of globalization, but pub-
lic debate on the issue can be frustratingly confused. Protestors are often vague
about what globalization is, and fail to recognize that globalization has different
dimensions, which may have different effects on inequality. Most seriously, they
often define globalization as encompassing many different phenomena, some of
which have little or nothing to do with globalization as economists define it (Rodrik
2000). Globalization as economists define it encompasses declining barriers to trade,
migration, capital flows, technology transfers, and foreign direct investment. This
article explores the historical links between trade, migration, and capital flows, on
the one hand, and inequality, on the other.

The article distinguishes between two separate dimensions of inequality:
between-country inequality and within-country inequality.1 If we take the appropri-
ate unit of observation to be the individual citizen anywhere in the world, total
world inequality will clearly depend on both between- and within-country inequal-
ity, with globalization potentially affecting both through quite different channels.
What these channels might be is the subject of a theoretical overview in the follow-
ing section. 

The article then traces the evolution of globalization during the 19th and 20th
centuries, distinguishing between the different dimensions involved. Next, it briefly
documents trends in both types of inequality over the past two centuries. Finally, the
article explores in greater detail the experiences of inequality during the two most
dramatic episodes of globalization, in the late 19th and late 20th centuries, and doc-
uments what is known about the links between globalization and inequality during
these two periods. It concludes with suggestions for further research.

Globalization and Inequality: Theoretical Connections

What does theory have to say about the links between globalization and inequality?
It turns out that globalization should affect within- and between-country inequality
through quite different channels, so these are discussed separately below.

Globalization and Within-Country Inequality

Our intuitions about the links between international economic integration and
income distribution arise for the most part from the static neoclassical trade the-
ory developed by Eli Heckscher and Bertil Ohlin in the early years of the 20th
century. Their basic insight was that trade patterns reflect differences in the dis-
tribution of endowments across countries and that countries export goods
embodying the factors of production with which they are well endowed.
Commodity market integration therefore leads to an increase in the demand for
abundant (and cheap) factors of production, thus raising their price, while trade
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leads to a decline in the demand for scarce (and expensive) factors of production,
thus lowering their price.

In a simple two-country, two-factor, two-good setting, with identical technology
in the two countries, trade and factor mobility should have identical effects on fac-
tor prices and thus on income distribution. If the United States is abundant in skilled
labor, and Mexico in unskilled labor, trade will increase U.S. skilled wages and
Mexican unskilled wages, and it will lower U.S. unskilled wages and Mexican skilled
wages. Thus trade leads to greater wage inequality in the United States and lower
wage inequality in Mexico. It is also true, of course, that the migration of unskilled
workers from Mexico to the United States, or of skilled workers from the United
States to Mexico, will have identical effects on factor prices.

Things get more complicated once we move away from this simple 2x2x2 frame-
work. Consider this example: the U.S. economy has superior technology or superior
endowments of a third factor of production, so that U.S. skilled wages are higher
than Mexican skilled wages, rather than lower. Trade and unskilled migration may
raise wage inequality in the United States and lower it in Mexico, as before, but
skilled migration will be from South to North and will have the opposite effect on
wage inequality in the two countries. In this case some dimensions of globalization
(trade and unskilled migration) have very different implications for inequality than
others (skilled migration). 

Alternatively, it is important to recognize that not all developing countries are
identical: instead, they differ greatly in their endowments of skills, labor, and capi-
tal (Davis 1996). Middle-income countries such as Mexico might be abundant in
skilled labor relative to countries such as China and India. Middle-income countries
might therefore protect sectors abundant in unskilled labor and as a result might see
skill premiums rising with liberalization. There is in fact evidence that sectors inten-
sive in unskilled labor received the most protection in countries such as Mexico and
Morocco before liberalization (Currie and Harrison 1997; Hanson and Harrison
1999).

A third possibility is that liberalization and foreign direct investment might lead to
new skill-intensive activities being introduced in developing countries (Feenstra and
Hanson 1996). Under such circumstances the relative demand for skilled labor would
rise in the South. Finally, capital inflows to the developing countries might increase
the demand for skilled labor, if skilled labor is complementary to capital, and thus
raise wage inequality. Alternatively, if skilled labor and capital are complementary to
some natural resource (such as minerals), liberalization in a resource-rich developing
country might increase skill premiums and overall inequality (Kanbur 1999).

Thus far the discussion has assumed that the only factors influencing the impact
of globalization on inequality are countries’ endowments and their technology.
Another crucial factor should be mentioned: the distribution of those endowments
among a country’s citizens. Take, for example, a positive trade shock in a land-abun-
dant country, which raises the returns to land. Clearly, if landholdings are concen-
trated among a few large landowners, this shock is likely to be a force for greater
inequality. But if the land belonged exclusively to poor peasant proprietors, such a
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shock might well imply greater equality. The fact that trade theory implies a link
between globalization and factor prices, rather than inequality, with the distribution
of endowments intervening between the two, is one of the problems facing applied
researchers seeking to explain the behavior of summary inequality measures such as
the Gini coefficient.

In conclusion, the links between globalization and within-country income distri-
bution are ambiguous. First, globalization affects factor prices differently in differ-
ent countries, for standard Heckscher-Ohlin reasons. Second, different dimensions
of globalization (such as trade and factor flows) may have different implications for
factor prices in a given country. Third, a given dimension of globalization (such as
capital flows) may have ambiguous effects on factor prices in a given country,
depending on, among other things, patterns of complementarity or substitutability
between factors of production. Finally, a given impact on factor prices can have dif-
ferent effects on inequality, depending on the distribution of endowments across
individuals.

Ultimately, these are issues that can only be resolved empirically.

Globalization and Between-Country Inequality

Arguments based on static trade theory suggest that globalization affects factor
prices in the first instance. However, these arguments also have implications for
between-country inequality: other things equal, factor price convergence should
bring per capita incomes closer together. Typically, however, between-country
inequality is discussed in the context of dynamic growth theory rather than static
trade theory. Models developed in the past decade that endogenize the long-run
growth rate are capable of deriving long-run growth effects of a number of policies,
including trade policy. Their conclusion is that the implications of trade liberaliza-
tion for convergence are theoretically ambiguous.

Many examples could be cited, but two will suffice. Both Stokey (1991) and
Grossman and Helpman (1991, chapters 6, 9) assume that North-South trade is
driven by differences in relative endowments of skilled and unskilled labor. Both
also assume that trade drives factor price convergence, with wage inequality rising
in the North and falling in the South. In Stokey’s model the growth mechanism is
individuals investing in human capital: when trade leads to a decline in the returns
to skill in a small developing country, this can reduce the incentive to acquire skills
and thus slow growth in that country. Trade may thus lead to divergence. 

Grossman and Helpman take the endowment of human capital as exogenous and
assume that human capital is useful in that it is an input into research and develop-
ment (R&D), which drives growth. In such a scenario trade that lowers skilled
wages in a developing country, and increases them in a developed country, boosts
technical progress in the developing country and slows it in the developed country.
The reason is that the cost of innovation declines in the developing country (and
increases in the developed country). Thus trade leads to convergence.

Once again, these issues can only be resolved empirically.
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Trends in International Economic Integration

To casual commentators it seems obvious that today’s globalization is unprece-
dented. However, the late 19th century was also a period of dramatic globalization,
and the world economy was extremely well integrated in 1914, even by the stan-
dards of the late 20th century (O’Rourke and Williamson 1999). War brought all
this to an end, and despite the efforts of politicians and organizations such as the
League of Nations, the interwar period saw further retreats into protectionism, the
erection of barriers to immigration, the final breakdown of the gold standard, and
a wave of international defaults. To a large extent post-1945 integration can be seen
as an attempt to recoup the losses of the interwar period. At what point were these
losses finally recouped, and when did integration start to progress beyond the levels
achieved in 1914? 

International Integration of Commodity Markets

The 19th century saw a series of dramatic technological developments, chiefly the
steamship and the railroad, that were to have a profound impact on international
trade. The impact on transport costs was substantial: Harley’s (1988) index of
British ocean freight rates remains relatively constant between 1740 and 1840, then
drops by about 70 percent between 1840 and 1910. Until the 1870s trade policy
reinforced these trends. Britain liberalized from 1815 to 1846, when the country
took a decisive step toward free trade. The years after 1860 saw significant tariff
cutting in Europe. For example, by 1877 Germany “had virtually become a free
trade country” (Bairoch 1989, p. 41). In the late 1870s, however, cheap New World
and Russian grain began depressing European land values, sparking a powerful pro-
tectionist response. In the United States the Northern victory in the Civil War
ensured high levels of protection for the rest of the century. By contrast, in Asia
declining transport costs did not have to contend with rising tariffs: China, India,
Indonesia, Japan, Korea, and Thailand all moved toward free trade, most forced to
do so by colonial dominance or gunboat diplomacy.

What were the combined effects of transport cost and trade policy develop-
ments in the late 19th century? To answer this question we need to focus on inter-
national commodity price gaps, and the evidence is striking (O’Rourke and
Williamson 1999, chapter 3). Trend estimates based on Harley’s (1980) data show
that Liverpool wheat prices exceeded Chicago prices by 58 percent in 1870, by 18
percent in 1895, and by 16 percent in 1913. Nor was this Anglo-American price
convergence limited to the grain market: it can also be documented for tin, coal,
wool, hides, iron, copper, bacon, coffee, and cotton textiles. On the European
continent tariffs impeded international price convergence, but in Asia trade pol-
icy strengthened the impact of technological developments: the cotton price
spread between London and Bombay fell from 57 percent in 1873 to 20 percent
in 1913, while the jute price spread between London and Calcutta fell from 35
percent to 4 percent, and the rice price spread between London and Rangoon fell
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from 93 percent to 26 percent (Collins 1996). Commodity market integration in
the late 19th century was both impressive in scale and global in scope. Indeed,
developing economies were becoming more rapidly integrated with the rest of the
world than were their Atlantic economy counterparts during this period
(Williamson 2000).

Transport costs continued to fall during the 20th century, but at a slower rate.
Isserlis (1938) provides an index of British tramp freight rates from 1869 to 1936.
Between 1869 and 1914 real trend freight rates fell by 34 percent. They increased
sharply during the war, remaining abnormally high until 1920. While they fell up to
1925, they never attained their prewar levels, and they rose thereafter, with the
trend between 1921 and 1936 being broadly flat (at a level roughly equal to the
1869 level; Findlay and O’Rourke 2001).

What of the post-1945 period? In the most careful study of the subject to date,
Hummels (1999) concludes that ocean freight rates have actually increased. By con-
trast, air freight rates declined dramatically in the 1950s, 1960s, and 1980s,
declined more slowly in the 1990s, and rose in the 1970s. The result, predictably
enough, has been a more than tenfold increase in the ratio of air to ocean shipments
in the years since 1962. 

It thus follows that trade liberalization played a much greater role in commodity
market integration in the late 20th century than in the 19th century. Data on aver-
age tariffs on manufactured products are available for a number of countries back
to 1913 (table 1). These data show the interwar rise in protection and the decline in
tariff barriers since 1950. They also show that for most of these countries tariffs are
much lower today than in 1913. There are exceptions, however, notably the United
Kingdom and certain Asian countries. Both China and India, for example, have
much higher tariffs now than in 1913—an extremely important qualification, given
these countries’ share of world population. Tariffs are much higher now in devel-
oping than in developed countries, while the opposite was true in the late 19th cen-
tury (although there have been substantial declines in Latin American tariffs since
the early 1980s, and smaller declines in East Asia; Rodrik 1999).

Moreover, emphasizing industrial tariffs overstates the extent to which industrial
countries today have moved toward free trade, for two reasons. First, agricultural
protection is very high in many rich countries (and higher than in 1913). Coppel
and Durand (1999) report that it raises prices received by farmers by about 60 per-
cent in Japan, 40 percent in the European Union, 20 percent in the United States,
and 15 percent in Canada. Second, nontariff protection (such as quotas, voluntary
export restraints, and technical barriers to trade) is much more prevalent today than
a hundred years ago.

What has been the combined impact of the transport cost and trade policy devel-
opments documented above? Price gaps for identical commodities in different mar-
kets remain the best measure of market integration, but little work has been done to
document these for the 20th century. Moreover, obvious international sources of
price data (such as the commodity price data in the World Bank’s World
Development Indicators or the International Monetary Fund’s International
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Financial Statistics) reveal no discernible general trend toward commodity price
convergence during the past four decades (O’Rourke 2002).

Overall, what can we conclude about commodity market integration over the
past 150 years? First, the late 19th century probably saw more dramatic progress
toward commodity market integration than did the late 20th century.2 Second, com-
modity markets are probably even better integrated today, but we lack the empirical
evidence to document this. Clearly, we need further research on this important issue.

International Integration of Capital Markets

Capital exports from the center to the periphery were enormous in the late 19th
century (O’Rourke and Williamson 1999, chapter 11). The share of British wealth
overseas was 17 percent in 1870, and it increased to an impressive 33 percent in
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Table 1. Average Tariffs on Manufactured Goods, Selected Economies and Years,
1913–99

Economy 1913 1931 1950 1980 1998–99

Austria 18 24 18 14.6 n.a.
Belgium 9 14 11 n.a. n.a.
Denmark 14 — 3 n.a. n.a.
France 20 30 18 n.a. n.a.
Germany 13 21 26 n.a. n.a.
Italy 18 46 25 n.a. n.a.
Netherlands 4 — 11 n.a. n.a.
Spain 41 63 — 8.3 n.a.
Sweden 20 21 9 6.2 n.a.
United Kingdom 0 — 23 n.a. n.a.
European Union n.a. n.a. n.a. 8.3 4.1 

Russia 84 n.a.a n.a.a n.a.a 13.4b

Switzerland 9 19 — 3.3 3.2c

Australia 16 — — — 6.0 
Canada 26 — — — 4.9 
Japan 25–30 — — 9.9 5.5 
New Zealand 15–20 — — — 4.4 
United States 44 48 14 7 4.5 

Argentina 28 — — — 14.0 
Brazil 50–70 — — — 15.2 
China 4–5 — — — 17.4 
Colombia 40–60 — — — 11.4 
India 5d — — — 34.2
Iran, Islamic Rep. of 3–4 — — — —
Mexico 40–50 — — — 12.6 
Thailand 2–3 — — — 47.2e

Turkey 5–10 — — — 0.3

— Not available.
n.a. Not applicable.
a. Refers to the Soviet Union, which ran such a restrictive trade policy that average tariffs were irrelevant.
b. Refers to 1997.
c. Refers to 1996.
d. Approximation.
e. Refers to 1993.
Source: Bairoch 1989, 1993; World Bank, World Development Indicators 2000.
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1913. The flows were extremely large during peak years: as a share of British GDP
they were 7.7 percent in 1872, 6.9 percent in 1888, and 8.7 percent in 1911. No
Organisation for Economic Co-operation and Development (OECD) country,
including the United States, exported capital to that extent in the late 20th century.
For example, German and Japanese current account surpluses in the mid- and late
1980s peaked at around 4 or 5 percent of GDP.

Foreign capital flows were equally important at the receiving end. To give just one
example, net inward foreign investment ranged from 10 to 20 percent of gross fixed
capital formation among the major developing country importers in the decade
before 1984, though it was less than 10 percent of investment in developing coun-
tries in the early 1990s (World Bank 2000, p. 121). The same statistic for the four
decades between 1870 and 1910 was 37 percent for Canada (Jones and Obstfeld
1997), about 70 percent for Argentina,3 and perhaps as much as 75 percent for
Mexico. By some measures, international capital flows have never been as important
as they were in the late 19th century, despite all the rhetoric about the unprece-
dented nature of today’s globalization.

Capital flows diminished during the 1920s, but things would soon get worse. The
onset of the Great Depression was followed by a wave of default in developing coun-
tries, where capital flows remained limited for decades thereafter. Between 1945 and
1972 most of the limited capital flows that occurred took the form of direct govern-
ment and multinational institutional investment abroad. Since 1972 the global capi-
tal market has become increasingly important. But historical data for 14 countries
place current trends into their proper context. While the average current account
(absolute value) for these countries has been on the rise as a share of GDP since the
early 1970s, it is still only half what it was in the late 1880s (figure 1).

The sample of countries biases the picture somewhat, however; it consists of 13
OECD countries plus Argentina. In the late 20th century current account deficits
were much greater in some developing countries. Between 1991 and 1997 they
averaged 5.1 percent of GDP in Romania, 6.0 percent in Thailand, 6.1 percent in
Malaysia, 13.5 percent in Singapore, and 18.9 percent in Sudan. By contrast, the
equivalent figure for Argentina between 1910 and 1913 was 11.0 percent, while it
was 14.5 percent in Canada. Clearly, capital flows involving certain developing
countries were very high in both periods.4

So much for the size of flows. What about the extent of integration? Standard
measures tell a consistent story: capital markets were highly integrated in the late
19th century, disintegrated during the interwar period, and are only now recovering
the levels of integration experienced in 1913. This U-shaped pattern is apparent in
data on real and nominal interest rate differentials (Obstfeld and Taylor 1998,
2001). Taylor (1996), applying the Feldstein-Horioka (1980) test to historical data,
finds that global capital markets were better integrated between 1870 and 1924 than
they were between 1970 and 1989.

What of the composition of the capital flows? Dunning (1993) estimates that
about 35 percent of the stock of international long-term debt in 1914 consisted of
foreign direct investment. By contrast, foreign direct investment accounted for only
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16.8 percent of private capital flows in 1973–81, but 50.3 percent of private capi-
tal flows in 1990–97 (World Bank 2000, p. 126). According to both Jones (1996, p.
32) and Bairoch and Kozul-Wright (1998, p. 46), the stock of foreign direct invest-
ment reached more than 9 percent of world GDP in 1913, a figure exceeded only
in the early 1990s (the figure stood at 16 percent in 1999; UNCTAD 2000, p. xvi).
Foreign direct investment is more important now, but we are talking about a quan-
titative, not a qualitative shift.

What proportion of these flows went to developing countries? Between 1907 and
1913 British overseas lending was split evenly between what we would now consider
to be rich countries (in North America, Australasia, and Europe, including Eastern
Europe) and the rest of the world (Taylor and Williamson 1994). In 1914, 62.8 per-
cent of foreign direct investment was in developing countries, with 32.7 percent in
Latin America, 20.9 percent in Asia (including 7.8 percent in China), and 6.4 per-
cent in Africa (table 2). These figures might suggest that 19th-century capital flows
were largely directed toward poor countries and were thus a force for convergence.
Looks can be deceiving, however: late-19th-century capital flows were predomi-
nantly toward the resource-abundant New World and were thus a source of diver-
gence (Clemens and Williamson 2001).5

Still, the late 19th century saw a greater share of foreign direct investment going
to developing countries than did the 20th century. Developing countries still hosted
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Figure 1. Capital Flows, 1870–1992

Note: Sample consists of 13 OECD countries and Argentina.
Source: O’Rourke and Williamson 1999 (figure 11.2, p. 213).
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Table 2. Regional Distribution of Stock of Foreign Direct Investment, Selected Years,
1914–99
(percentage of total stock of foreign direct investment)

Foreign direct investment by origin

Country group or country 1914 1938 1960 1999 

Developed countries 100.0 100.0 98.9 89.9 
North America 19.2 30.4 52.0 27.5 

Canada 1.0 2.7 3.8 3.7 
United States 18.2 27.7 48.3 23.8 

Western Europe 75.4 63.9 42.1 54.1 
France 12.0 9.5 6.2 6.3 
Germany 10.3 1.3 1.2 8.8 
United Kingdom 44.6 39.8 16.3 14.0 
Other Western Europe 8.6 13.3 18.3 25.0 

Japan 2.1 2.8 0.8 6.2 
Russia 2.1 1.7a 0.0a 0.2 

Developing countries 0.0 0.0 1.1 9.8 

Total 100 100 100 100 

Foreign direct investment by host

Country group or country 1914 1938 1960 1999 

Developed countries 37.2 34.3 67.3 67.7 
North America 16.0 16.8 37.6 26.3 

Canada 5.7 9.4 23.7 3.5 
United States 10.3 7.4 13.9 22.8 

Western Europe 7.8 7.4 22.9 36.8 
United Kingdom 1.4 2.9 9.2 8.3 
Other Europe 9.9 1.6 0.9 2.4 

Australasia and South Africa 3.2 8.0 6.6 3.5 
Japan 0.2 0.4 0.2 0.8 
Russia 7.1 0.0 0.0 0.3 

Developing countries 62.8 65.7 32.3 30.1 
Latin America 32.7 30.8 15.6 10.2 
Africa 6.4 7.4 5.5 2.0 
Asia 20.9 25.0 7.5 17.7 

China 7.8 5.8 0.0 6.4 
India and Sri Lanka 3.2 5.6 2.0 0.4 

Middle East 2.8 2.6 2.8 1.3 

a. Refers to the Soviet Union.
Source: Dunning 1993; UNCTAD 2000.

almost two-thirds of investment in 1938, but their share collapsed to less than one-
third by 1960. By 1999 the figure stood at 30.1 percent (see table 2). Nor is this pat-
tern limited to direct investment: according to Obstfeld and Taylor (2001), a smaller
proportion of internationally mobile capital was located in poor countries in 1997
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than in 1913, illustrating “an important dimension in which the globalization of
capital markets remains behind the level attained under the classical gold standard”
(p. 51).

Most investment in the late 19th century was being used for social overhead
investment, as is true in the developing world today. About 70 percent went into
railroads, municipal sewerage, telephones, and other social overhead investments.
Railroads alone accounted for about 41 percent of the total in 1913 (Feis 1930, p.
27). The debt was issued largely by governments, as was also true of the developing
world during most of the postwar years. But governments’ share of the borrowing
was not much larger then than now: they accounted for maybe 40 percent of the
investment flows in the late 19th century. By 1930 or so, 62 percent of London-
based lending, and 80 percent of New York lending, was going to governments.
Governments got 80 percent of the flows as late as 1980, but only 33 percent in
1997 (World Bank 2000, p. 127). In this respect, once again, the late 20th century
returned to late-19th-century patterns. 

The sectoral distribution of capital flows broadened, however, with far more
going into industry and finance in the late 20th century than in the earlier period.
Of the accumulated stock of foreign direct investment in 1914, about 55 percent
was in the primary product sector, 20 percent in railroads, 15 percent in manufac-
turing, and 10 percent in trade, distribution, public utilities, and banking (Dunning
1993, p. 116). By contrast, in the 1990s only about 6 percent of foreign direct
investment from the European Union went to the primary sector, but 31 percent
went to manufacturing, and 63 percent to services (Baldwin and Martin 1999, p.
19). About half of U.S. foreign direct investment is in services, and about 35 percent
in manufacturing (Bordo, Eichengreen, and Irwin 1999).

The issue is important, since foreign direct investment can serve as a vehicle for
technology transfer and thus hasten international convergence, as it did in Ireland
during the 1990s. The changing sectoral composition of foreign direct investment
over time suggests that such investment probably played a more important role in
this regard in the late 20th century than it did in the late 19th (although this is mere
speculation).

The composition of portfolio flows has changed dramatically. In the late 19th
century bonds accounted for an overwhelming share of such flows. During the lend-
ing boom of the 1970s, by contrast, bank lending accounted for almost two-thirds
of total flows, with both bond issues and portfolio equity flows being minimal.
During the 1990s the composition of portfolio flows became far more balanced,
with a fairly equal division among bank lending, bond issues, and equity finance
(World Bank 2000, p. 126).

This broader range of financial assets traded clearly distinguishes the late 19th
and late 20th centuries, as does the greater share of investment today in manufac-
turing and services. Other differences, highlighted by Bordo, Eichengreen, and Kim
(1998), include the huge volume of gross capital flows today. Although clear evi-
dence on the late 19th century is lacking, it seems certain that the ratio of gross to
net capital flows is much greater now than then, reflecting greater volumes of short-

Globalization and Inequality: Historical Trends 49

32416_037-172  4/3/02  11:56 PM  Page 49



run capital flows. Presumably, however, net long-run flows matter more than gross
short-run flows for growth and income distribution. Finally, while much foreign
direct investment in the late 19th century was undertaken by “free-standing compa-
nies,” incorporated in the core to carry out business in the periphery, foreign direct
investment today occurs mostly within multinational corporations that do business
in both home and host countries.

International Migration

It is in migration that the late 19th century seems most clearly to have seen more glob-
alization than today. Although barriers to immigration were being erected by the end
of the period (O’Rourke and Williamson 1999, chapter 10), the late 19th century
stands out as a relatively liberal interlude in terms of migration policy. Once transport
costs had fallen sufficiently relative to the average wage, the inevitable consequence
was a huge intercontinental flow of people. Between 1820 and 1914 roughly 60 mil-
lion Europeans emigrated to the New World. European emigrants averaged 300,000
a year in the three decades after 1846, more than doubled in the next two decades,
and exceeded a million after the turn of the century (Hatton and Williamson 1998). 

Some of the country-specific migration rates were enormous. During the 1880s
the decadal emigration rate per thousand was 141.7 in Ireland and 95.2 in Norway,
while the immigration rate per thousand was 221.7 in Argentina and 85.8 in the
United States. In the first decade of the 20th century decadal emigration rates of
107.7 per thousand were recorded in Italy, while immigration rates per thousand
were 291.8 in Argentina, 167.6 in Canada, 118.4 in Cuba, and 102.0 in the United
States. There were also significant migrations within Europe and the New World,
and emigration from Asia.

The United Nations has estimated that the world stock of migrants was 2.3 per-
cent of the world population in both 1965 and 1990 (Zlotnik 1999). In Western
Europe the share of migrants in the total population increased from 3.6 percent to
6.1 percent in 1965–90, while in North America the share increased from 6.0 per-
cent to 8.6 percent (Zlotnik 1999, table 1a, p. 47). By contrast, in 1911 the foreign
born accounted for 14.7 percent of the U.S. population and 22.0 percent of the
Canadian population (U.S. Department of Commerce 1975, p. 14; Urquhart and
Buckley 1965, p. 19). 

Annual immigration to the United States averaged 770,000 in 1990–94 and
814,000 in 1995–96, implying decadal immigration rates of roughly 30 per thou-
sand. Immigration in the early 1990s was proportionally higher in Canada, which
saw decadal immigration rates of 70–80 per thousand in the early 1990s. Rates of
around 80 per thousand were also recorded in Germany in 1990–94, while rates of
around 50 per thousand were recorded in Australia and Germany in 1995–96.
These flows, although fairly substantial, are dwarfed by those of the late 19th and
early 20th centuries.

Once again, however, a caveat is in order. Labor market integration cannot be
measured by the size of flows alone; the responsiveness of migration to wage dif-
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ferentials is a better measure. Several papers have compared the responsiveness of
interregional migration across countries in the context of the debate on the
European Monetary Union (such as Eichengreen 1993; and Obstfeld and Peri
1998). But hardly any have calculated the changing responsiveness of migration to
incentives over time. An exception is Hatton and Williamson (2001), which com-
pares African (intracontinental) migration elasticities between 1977 and 1995 with
the (intercontinental) elasticities in late-19th-century Europe and finds little differ-
ence between the two periods. More work along these lines is needed before we can
make definitive statements about trends in labor market integration.

Mass migration will have the greatest impact on between-country inequality if it
transfers population from poor to rich countries. In the late 19th century migra-
tion was clearly of this form, since Europe was significantly poorer than the New
World; however, emigration was initially higher from the richer European regions,
with the poorer southern and eastern regions becoming involved only with a lag.
Something similar appears to have taken place in the late 20th century (Chiswick
and Hatton 2001). For example, the share of developing country migrants in total
U.S. immigration rose from 50 percent in the 1960s to 63 percent in the 1970s, 86
percent in the 1980s, and 80 percent in the early 1990s (Zlotnik 1999, table 3).
Similar trends are apparent in Australia, Canada, and Europe (where immigration
from Eastern Europe has increased over time). In both periods, then, mass migra-
tion was increasingly involving poorer countries and thus potentially making a big-
ger contribution to convergence. The big question for the 21st century is to what
extent Africa will begin participating in mass, intercontinental migration (Hatton
and Williamson 2001).

The impact of migration on within-country inequality depends largely on the skill
mix, as suggested above. In the late 19th century migration involved predominantly
young, unskilled adults with very high labor force participation rates; it thus had a
large potential impact on inequality, lowering it in Europe and raising it in the New
World. As the late 20th century progressed, the picture became increasingly similar,
at least for the United States: the skill profile of immigrants, relative to that of the
native born, has declined dramatically since the mid-1960s (Borjas 1999, chapter 2).6

In several countries, however, policy has responded by encouraging more immigra-
tion of skilled workers, often through temporary work permit programs. In princi-
ple, this could lead to greater inequality in emigrant economies and greater equality
in immigrant countries—the opposite of what occurred in the late 19th century.

Trends in Inequality

The previous section documented a U-shaped trend in international economic inte-
gration, with integration in the late 19th century followed by disintegration in the
interwar period and a recovery since World War II. The recovery has been uneven,
however, with some dimensions of integration remaining undeveloped relative to
1913 (such as migration) and with some countries participating less fully in the
recovery than others (in particular, certain developing countries). The question now
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arises, what has been the experience of inequality over the past two centuries, and
to what extent can this experience be related to trends in globalization?

The benchmark study of trends in world income inequality over the past two cen-
turies is Bourguignon and Morrisson (1999), which uses data on population, real
GDP per capita, and income shares by vintile (a 20th of the population) for 33
groups of countries between 1820 and 1992. The resulting Theil coefficients for
world inequality, and a decomposition into the part explained by between-country
inequality and the part explained by within-country inequality, point to several key
lessons (figure 2).

First, world inequality has increased substantially since 1820. Between 1820 and
1910, a period of rapid growth and globalization, the Theil coefficient rose from
0.533 to 0.799, a rise of 0.266 (0.030 per decade), or 50 percent. Inequality
remained fairly stable between 1910 and 1960, dipping during the 1950s before
resuming its rise after 1960, another period of rapid growth and globalization.
Between 1960 and 1992 the Theil coefficient rose by 0.093 (0.029 per decade,
roughly the same rate as in the 19th century), or by 12 percent.

Second, the rise in total inequality in 1820–1992 was driven entirely by a rise in
inequality between countries; indeed, within-country inequality declined over the
period. Between-country inequality rose continuously from 1820 to 1950; it fell
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during the 1950s and 1970s, but rose during the 1960s and 1980s and rose over the
post-1960 period as a whole. This confirms Pritchett’s (1997) finding that diver-
gence, rather than convergence, characterizes the long-run aggregate growth record.

Third, the cessation of the trend toward greater overall inequality during the
interwar period was not due to more favorable trends in between-country inequal-
ity, since between-country inequality continued to rise rapidly. It was due instead to
a dramatic decline in within-country inequality, which fell from 0.500 in 1910 to
0.323 in 1950, a decline of 0.177 (35 percent) in four decades, or 0.044 per decade.
This interwar experience seems to have been an aberration, since within-country
inequality trended gently and continuously upward both before 1910 and after
1950. Over the period 1820–1992 as a whole, within-country inequality declined
sharply, as a result of this apparent step decline during the interwar period. This is
in clear contrast to between-country inequality, which increased sharply.

Fourth, while within-country inequality was the dominant force driving total
world inequality in 1820, its relative importance has declined over time. Since
World War II between-country inequality has been the most important factor in total
inequality. For those concerned about world inequality, this suggests that while their
focus should have been on domestic redistribution in the early 19th century, now it
should be firmly focused on policies designed to help poor countries achieve macro-
economic convergence with the rich.

Such convergence may at last be happening. While the long-run evidence clearly
points to between-country divergence, recent papers suggest that this trend was
replaced by convergence at the end of the 20th century. Melchior, Telle, and Wiig
(2000) calculate (population-weighted) Gini coefficients for world income distribu-
tion, using per capita income data for 115 countries. They find that the Gini coeffi-
cient fell from 0.59 in 1965 to 0.52 in 1997, with China’s catch-up being crucial.
Schultz (1998) finds that between-country inequality started falling in the mid-
1970s; Boltho and Toniolo (1999) find that it started falling in 1980. A common
feature of these papers is their use of income data adjusted for purchasing power
parity; the implication is that there has been what Lindert and Williamson (2001)
refer to as an “epochal turning point.” According to Schultz, the convergence since
the mid-1970s has been strong enough so that overall world inequality (both
between- and within-country) has also started to decline.7

To what extent has globalization been responsible for any of these trends? I turn
first to the globalization boom of the late 19th century.

Globalization and Inequality in the Late 19th Century

As we have seen, the late 19th century was characterized by dramatically declining
transport costs, by mass migration from the Old World to the New, and by large
transfers of capital from the Old World to the New. How did each of these dimen-
sions of globalization influence income distribution within and between countries?
Let’s look first at the evidence on factor prices, and begin with the within-country
evidence.
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Trends in Factor Prices

We have abundant evidence on relative factor prices in the late 19th century, com-
piled by O’Rourke, Taylor, and Williamson (1996) and by Jeffrey Williamson in a
series of papers summarized in Williamson (1998, 2000). These papers present data
on w/r, the ratio of the unskilled, urban wage to the returns to agricultural land. This
ratio was the key relative factor price in an era in which agriculture was still an
important part of the economy and in which intercontinental trade was dominated
by the exchange of resource- and land-intensive products for labor-intensive prod-
ucts such as manufactured goods. 

The metaphor that motivated Heckscher and Ohlin in the first place was one of
the land-abundant New World exchanging food for European manufactured goods.
Their logic suggests that in times of globalization w/r should have converged inter-
nationally. In land-abundant New World economies, where w/r was high, it should
have declined; and in land-scarce European economies, where w/r was low, it should
have increased. Moreover, in absolute terms low European wages should have
caught up with high New World wages, while low New World land prices should
have caught up with high European land prices. By and large, these suppositions
hold true for the late 19th century.

Between 1870 and 1910 real land prices increased by more than 400 percent in
Australia and by more than 250 percent in the United States. Moreover, in three
European countries—Britain, France, and Sweden—land prices fell, in Britain by
more than 50 percent. There was certainly absolute convergence in the returns to
land during this period. Meanwhile, wages in Europe were converging on New
World wages (Williamson 1995), although this absolute wage convergence was more
modest in scale and there were poor countries that did not participate in the con-
vergence. 

The net result was that the 40 years after 1870 saw substantial convergence in rel-
ative factor prices, with wage-rental ratios rising in Europe and falling in the New
World, just as Heckscher and Ohlin would have predicted (Williamson 2000, table
3). By 1910 the Argentine ratio had fallen to a fifth of its mid-1880 level, the
Australian ratio to a quarter of its 1870 level, and the U.S. ratio to half of its 1870
level. In Europe by 1910, the Irish ratio had increased by a factor of 5.6 over its
1870 level, the Danish ratio by a factor of 3.1, the British ratio by a factor of 2.7,
and the Swedish ratio by a factor of 2.6. The increase was less pronounced in pro-
tectionist economies: the ratio increased by a factor of 2.0 in France, 1.4 in
Germany, and not at all in Spain.

The Heckscher-Ohlin logic was also well borne out by the experience of the
developing countries that participated in the late-19th-century global economy
(Williamson 2000, table 4). In land-scarce economies such as Japan, Korea, and
Taiwan the wage-rental ratio increased substantially, while it plummeted in land-
abundant food exporting economies such as Argentina, Burma, Egypt, the Punjab,
Siam, and Uruguay. Relative factor price convergence was not limited to the pres-
ent-day OECD countries, it appears.
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What was responsible for these trends, particularly for the impressive convergence
in wage-rental ratios? O’Rourke, Taylor, and Williamson (1996) explore this issue
econometrically, using data for seven countries between 1875 and 1914: Australia,
Britain, Denmark, France, Germany, Sweden, and the United States. The results sup-
port Heckscher and Ohlin: the ratio of agricultural to manufacturing prices has the
expected negative effect on wage-rental ratios for five of the seven countries, the
exceptions being Australia and Denmark. It appears that commodity market integra-
tion was important in driving factor price convergence during this period. 

Other dimensions of globalization also contributed to the convergence in wage-
rental ratios. In particular, migration increased wage-rental ratios in Europe and
lowered them in the New World. However, international capital flows were proba-
bly a force for divergence rather than convergence during this period. Capital
flowed from low-wage Europe to the high-wage New World, exacerbating rather
than moderating differences in wage-rental ratios.

Factor Price Convergence and Inequality in the Late 19th Century

What were the implications of these factor price movements for inequality? To a
large extent they depended on who owned the land. Landowners were typically at
the top of the income distribution, so the globalization forces that raised wage-rental
ratios in Europe should have made Europe more equal, while the same forces that
lowered wage-rental ratios in the New World should have made those societies more
unequal. Presumably the inequality impact was greater where landholding was more
concentrated, such as in Latin America, than where the family farm predominated,
such as in the northern United States or in Burma. Meanwhile, intercontinental
migrants were typically unskilled. Thus immigration would have lowered unskilled
wages and raised inequality in the New World, but raised unskilled wages and low-
ered inequality in Europe. Broadly speaking, globalization should have made the
relatively poor Old World more equal, but at the expense of higher inequality in the
affluent New World—precisely the correlation that Heckscher-Ohlin thinking
would predict today.

Complete income distributions are typically unavailable for the late 19th century,
but Williamson (1997) constructed an alternative measure of inequality: the ratio of
the unskilled wage to GDP per worker hour, w/y. This measure compares the
income of those at the bottom of the distribution with a weighted average of all
other relevant factor prices—skilled wages, but also returns to such factors as land
and capital, which were highly relevant both 100 years ago and in the developing
world of the late 20th century. Williamson found that inequality fell dramatically
(w/y increased, from 100 in 1870 to 153 or 154 in 1913) in poor European coun-
tries like Denmark and Sweden, where w was initially low. But it rose substantially
in rich New World economies like the United States and Australia, where w was ini-
tially high (w/y fell, from 100 in 1870 to 53 or 58 in 1913). Inequality remained
more stable in the richer European economies and in peripheral economies that
remained aloof from globalization (such as Iberia).
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The OECD evidence is thus consistent with what the Heckscher-Ohlin model would
have predicted: globalization should have raised inequality in rich, equal societies and
lowered it in poor, unequal societies. The developing world evidence is more mixed,
however. Where data are available, they show w/y falling during the late 19th century—
in Argentina, Brazil, Burma, India, Indonesia, Japan, Mexico, the Philippines, Taiwan,
Thailand, and Uruguay (Williamson 2000, tables 4, 5). For Latin America there is an
explanation consistent with that given for other New World economies—globalization
lowered wage-rental ratios, which should boost inequality. Furthermore, countries such
as Argentina were not low wage by late-19th-century standards. 

The case of Asia is more puzzling. First, inequality rose everywhere, even in indis-
putably poor countries. Second, inequality rose not only in land-abundant areas such as
Burma and Thailand, where wage-rental ratios fell, but also in land-scarce economies
such as Japan and Taiwan, where wage-rental ratios rose. Presumably this anomaly is due
to the fact that inequality trends were determined not just by globalization (and wage-
rental ratios), but also by other factors, such as demographic and technological change.

To summarize, there appears to be a causal relationship between globalization
and within-country inequality in the late 19th century. Trade did have an impact on
wage-rental ratios, just as theory says it should have. Moreover, Williamson (1997)
shows that there is a strong relationship between migration flows and movements in
w/y, with w/y rising more (falling less) in countries that experienced more emigra-
tion (less immigration). However, the episode shows that the links between global-
ization and distribution are subtle and varied, just as was suggested earlier. 

First, globalization had different effects on factor prices and inequality on differ-
ent continents: trade raised w/r in Europe and lowered it in the New World, and
migration raised w/y in Europe and lowered it in the New World. This has to be
borne in mind when inspecting the average inequality trends in figure 2: the dra-
matic egalitarian trends in some European countries during this period, and the
equally dramatic inegalitarian trends in some New World countries at the same time,
all of which were closely linked to globalization, largely canceled each other out in
the aggregate. Thus a regression of inequality on some measure of globalization that
failed to take account of the very different links between the two variables on dif-
ferent continents might well incorrectly conclude that on balance there was no link
between globalization and inequality. 

Second, different dimensions of globalization had different effects on distribu-
tion, with migration raising European wages, for example, and capital flows lower-
ing them. And third, the impact of a given factor price change on inequality (for
example, a rise in the returns to land in land-abundant countries) depended on the
distribution of endowments, as the contrast between Burmese peasant landowners
and Argentine estancia owners makes clear.

Globalization and Between-Country Inequality

Between-country inequality rose substantially during the late 19th century, a period
of rapid globalization (see figure 2). Moreover, while relative factor prices were con-
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verging internationally, and while there was absolute factor price convergence
within the Atlantic economy, globally there was absolute factor price divergence, at
least for real wages. Real wages in Burma, India, Indonesia, Japan, Taiwan, and
Thailand all fell further behind British wages during this period, reflecting superior
European growth (Williamson 1998, tables 1, 2). Was globalization responsible?

O’Rourke and Williamson (1997, 1999) explore the links between globalization
and convergence for a sample of European and New World economies between
1870 and 1913. Their first finding mirrors a late-20th-century one: while there may
have been divergence for the world as a whole, there was convergence for this
smaller sample of rich countries, although the convergence was weak. However, it
is the variety of country experiences that stands out, rather than this general pattern:
while some countries, like Ireland and Italy, converged on the leaders of the day (like
Britain and the United States) at about the expected rate, others (like the
Scandinavian countries) converged much faster than expected, and still others, like
the Iberian countries, did not converge at all.

O’Rourke and Williamson then quantify the trade, migration, and capital flow
shocks that hit these economies during the late 19th century and calculate the con-
tribution of each of these forces to the patterns of convergence and divergence that
the data reveal. In each case the methodology is the same: Calculate the impact of
trade, or migration, or capital flows on real wages in a peripheral country and in
Britain and the United States. Infer the impact of the shock on the real wage gap
between the core and the periphery, and express this change as a percentage of the
total change in the wage gap. Mass migration and international capital flows explain
a third to a half of the Scandinavian countries’ catch-up with Britain and about a half
to nine-tenths of their catch-up with the United States. These forces explain more
than two-thirds of Ireland’s and Italy’s catch-up with Britain and all their catch-up
with the United States. The Iberian countries’ failure to converge on the leaders can
be attributed in large part to their failure to import enough capital and send out
enough people.

Globalization thus helped several peripheral European countries converge on the
core, while insufficient globalization helps to explain Iberia’s failure to converge.
The crucial factor was migration, which accounted for some 70 percent of the total
convergence in the Atlantic economy during the period (Taylor and Williamson
1997). Trade may have been important for within-country distribution, but it played
a much smaller role in between-country distribution. (And, as mentioned, capital
flows were a force for divergence.) The rising between-country inequality of the late
19th century seems not to have been due to globalization.

Globalization and Inequality in the Late 20th Century

The Heckscher-Ohlin model provides a good guide to the experience of the late
19th century, in which trade was dominated by the exchange of food for manufac-
tures, the two key regions were the Old and New Worlds, and the two key factors
of production were land and labor. In the context of the late 20th century the
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debate has often assumed that the two key factors are skilled and unskilled labor,
and the two key regions the North and South. Heckscher-Ohlin logic implies that
under these conditions globalization should lead to rising skill premiums and
inequality in the North and falling skill premiums and inequality in the South
(Wood 1994).

These predictions have not been borne out. For example, although the
Heckscher-Ohlin predictions were largely vindicated by the East Asian experience
of the 1960s and 1970s, skill premiums seem to have widened in several Latin
American countries following liberalization in the 1980s (Robbins 1996; Wood
1997). Beyond this small, often-studied group of countries, the most comprehensive
evidence on wage dispersion comes from the International Labour Organisation’s
October Surveys, summarized in Freeman and Oostendorp (2000). Consistent with
many other studies and with Heckscher-Ohlin theory, Freeman and Oostendorp find
sharply rising wage inequality in the United Kingdom and the United States in the
1980s and 1990s. However, just as many advanced countries saw wage dispersion
falling as saw it rising during this period. Moreover, through regression analysis,
Freeman and Oostendorp find wage differentials falling in high-income and upper-
middle-income countries in the 1980s and 1990s, and rising in lower-middle-
income countries (as well as formerly Communist countries)—a correlation opposite
to what theory would predict.

Inequality has been increasing in most OECD countries since the 1970s, particu-
larly since the mid-1980s (Burniaux and others 1998). Here again, however, there
are exceptions, such as Canada, Denmark, and France. The increased inequality is
due mostly to widening gaps in labor earnings. As Lindert and Williamson (2001)
point out, if labor earnings gaps are widening but wage differentials are not, unem-
ployment and reductions in hours worked must be playing a large role in driving
inequality trends in the OECD countries.

Among developing countries the picture is mixed. Inequality has been steadily
declining in Latin America since the 1960s, despite what happened to skill premi-
ums in the 1980s (table 3). The patterns in Africa and the Pacific Rim are erratic,
with inequality rising between the 1960s and 1970s, falling through the 1980s, and
rising again between the 1980s and 1990s. Inequality has been rising in China and
India since the mid-1980s, and this should dominate any population-weighted
inequality index for developing countries (Lindert and Williamson 2001). Again,
this trend of rising within-country inequality in the South is not what simple 2x2
Heckscher-Ohlin models would lead us to expect. 

Of course, these trends do not on their own disprove simple trade theory, since
distribution is driven by many factors other than globalization. For example, politi-
cal developments disfavoring unions, or the entry of China with its vast reserves of
unskilled workers into the world market, or the simultaneous and unrelated intro-
duction of new technology disfavoring unskilled workers might account for the
increased wage inequality in Latin America (Wood 1997). Alternatively, such factors
as democratization, demographic changes, educational developments, or the col-
lapse of Communism might have been the most important factors behind inequality
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trends. As always, we need multivariate analysis to disentangle these effects, and it
is to such studies that we now turn.

Within-Country Inequality and Globalization: Cross-Country Studies

Since the publication of Deininger and Squire’s (1996) data set on income inequal-
ity, there has been a proliferation of articles exploring the determinants of late-20th-
century inequality across countries and over time. Many ask whether there is
support for Kuznets’s (1955) prediction that in the initial stages of growth inequal-
ity will increase as a result of structural change, while in the later stages it will mod-
erate. 

It is the relationship between inequality and openness that concerns us here, how-
ever, and the literature provides ambiguous answers. For example, when Higgins
and Williamson (1999) regress inequality on openness (using the Sachs and Warner
[1995] dummy variable), together with the Kuznets variables and cohort size, the
coefficient has a negative but insignificant sign. When, in addition, they interact
openness with dummy variables indicating whether a country is in the bottom or top
third of the international labor productivity distribution, the coefficient on openness
becomes negative and significant, while the interaction terms are insignificant. This
finding suggests that the standard Stolper-Samuelson theory is not applicable; the
negative effect of openness on inequality suggests that globalization has a benign
effect on income inequality. This effect turns out to be modest, however.

By contrast, Barro (2000)—using an expanded version of the Deininger-Squire
data set and a synthetic openness measure based on regressions of trade share on
population, land area, and trade policy—finds that openness is positively related to
inequality. Moreover, an interaction term between openness and GDP per capita is
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Table 3. Inequality in the Late 20th Century

Country group 1960s 1970s 1980s 1990s

OECD
Gini coefficient 0.347 0.336 0.326 0.330 
GAP 6.9 6.6 6.2 6.5
Number of countries 12 19 20 13

Africa
Gini coefficient 0.453 0.498 0.416 0.464
GAP 12.2 17.5 9.6 12.9
Number of countries 4 4 11 15

Latin America
Gini coefficient 0.536 0.504 0.501 0.500 
GAP 21.2 17.0 16.2 13.3
Number of countries 6 12 12 10

Pacific Rim
Gini coefficient 0.374 0.390 0.385 0.392
GAP 8.3 9.0 7.9 8.1
Number of countries 6 9 10 7

Note: GAP is the ratio of the income earned by the top income quintile to the income earned by the bottom quintile.
Source: Higgins and Williamson (1999), based on Deininger and Squire (1996).
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negative and significant: openness raises inequality below per capita incomes of
about $13,000 (1985 U.S. dollars) and lowers it at per capita incomes above that
amount. This finding is of course at odds with the Heckscher-Ohlin prediction relat-
ing to trade and skill premiums.

Spilimbergo, Londoño, and Székely (1999) provide the empirical analysis of the
Deininger-Squire data set most closely related to Heckscher-Ohlin thinking. Factor
prices are related to endowments and prices of traded goods, and these prices
depend on world endowments and trade policies. In the empirical specification
inequality is related to country endowments of capital per worker, arable land per
worker, and skill intensity, relative to the “effective” world endowment of the fac-
tor in question, to these endowment variables interacted with a synthetic trade
openness measure, to openness, and to income and income squared.

Spilimbergo, Londoño, and Székely find that openness is positively correlated with
inequality, although this finding is not robust to the choice of openness measure.
Openness increases inequality in skill-abundant countries, consistent with the Anglo-
American evidence and with the Heckscher-Ohlin model. However, openness
reduces inequality in land- and capital-abundant countries, inconsistent with the
Heckscher-Ohlin intuition that trade should increase the returns to land and capital
in such countries and thus raise inequality if these resources are unequally distributed.

The existing cross-country studies leave unanswered many questions about the
links between openness and inequality. Spilimbergo, Londoño, and Székely find that
the sign of the effect depends on the choice of openness indicator. And while
Higgins and Williamson find that openness is negatively associated with inequality,
Barro finds a positive association. The results do not seem to be robust to the spec-
ification of the equation or to the choice of openness indicator. Further research
clearly seems warranted, although the finding that openness has at most a modest
impact on inequality (in either direction) seems fairly robust.

Moreover, as O’Rourke and Williamson (1999) emphasize, cross-country regres-
sions can conceal as much as they reveal, and the diversity of country experience is
as interesting as average correlations. As we have already seen, differing relation-
ships between openness and inequality in different countries may cancel one another
out in the aggregate. Furthermore, there are many dimensions of openness, as we
saw above, and each may have different effects on income distribution. We need to
distinguish among these dimensions of openness, see to what extent globalization
has affected countries along each of these dimensions, and compute the effects of
each of these shocks on inequality using well-specified economic models.

Between-Country Inequality and Globalization

An earlier section argued that there was no causal link between late-19th-century
globalization and between-country divergence; instead, globalization—in particular,
migration—was a force for convergence. Is the same true of the late 20th century?
If convergence has indeed replaced divergence since the mid-1980s, could global-
ization be responsible? In an often-cited study Ben-David (1993) shows that there
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was substantial convergence among the original six members of the European
Economic Community (EEC) after 1950 and argues that there is a link between
intra-EEC trade liberalization and this convergence. For example, dispersion among
Denmark, Ireland, and the United Kingdom increased until the mid-1960s, when
these countries started to liberalize their trade with one another; dispersion among
the three declined after 1973, when they joined the EEC. Turning to the world as a
whole, Sachs and Warner (1995) find a strong tendency toward convergence among
countries pursuing open trade policies, but not among more closed economies.

However, these arguments are entirely post hoc, ergo propter hoc. Moreover,
Ben-David’s argument that postwar convergence must have been due to liberaliza-
tion, since there was no convergence before 1945, is incorrect, as O’Rourke and
Williamson (1999, chapter 2) show and as Rodríguez and Rodrik (2001) point out.
These correlations are fascinating and suggestive. But we need rigorous model-based
analysis if Ben-David’s argument is to be made convincingly, especially since
Slaughter (2001), using a more sophisticated difference-in-differences analysis, finds
no relationship between trade liberalization and convergence.8

The dimension of globalization that had the greatest impact on convergence a
hundred years ago was not trade, but labor flows—and political reality suggests that
mass intercontinental migration will not be allowed to play the same role in the
future. Capital flows and technology transfers, operating through trade or foreign
direct investment, will have to take up the slack (see, for example, Coe and
Helpman 1995; and Keller 2001). Work by Alan Taylor on Latin America (for exam-
ple, Taylor 2000) suggests that capital flows, where policy allows them, can have a
major impact on peripheral economies. Unfortunately, capital markets of the late
20th century seem to have done less well in channeling savings toward developing
countries than those of the late 19th century. Ensuring that developing countries
benefit from these flows will be crucial for convergence in the future.

Conclusion

What have we learned thus far? We have learned that globalization can have an
important impact on within-country income distribution, and that it did so in the
late 19th century. However, for the reasons outlined at the start of the article, the
relationship between globalization and inequality will vary depending on the coun-
try being considered, the dimension of globalization involved, and the distribution
of endowments. The experience in the late 19th century illustrates these points
clearly, and there is no reason to suppose that things were different in the 20th cen-
tury. It follows that searching for average relationships between summary measures
of globalization and inequality across countries is a hazardous enterprise: results are
likely to be sensitive to the countries chosen and the openness indicator used. In this
light, the failure of the cross-country regressions surveyed above to yield robust cor-
relations should come as no surprise.

We have learned that in the 19th century globalization was positively associated
with between-country convergence. But a generally liberal world environment does
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not ensure that poor countries will catch up with the rich: Iberia remained relatively
isolated from international factor markets during this period and paid the price. The
evidence from the late 20th century remains inconclusive. If globalization is indeed
associated with convergence, why was there so much between-country divergence in
both the late 19th century and the late 20th (at least until the 1980s)? The answer,
presumably, is superior technological progress in rich countries. Globalization was
not the culprit. 

Lucas (2000) describes, in the context of a simple general model, how divergence
might coincide with globalization. The model assumes that countries randomly leave
behind a preindustrial past and embark on modern industrial growth, with the prob-
ability that this occurs depending on world income. The model further assumes that
when countries do embark on such growth, they catch up with the economic lead-
ers—a phenomenon that may, as Lucas suggests, be due to the diffusion of resources
or ideas across borders (and, by implication, be positively related to international
economic integration). The model predicts a worldwide Kuznets curve, and the
recent papers surveyed above suggest that while we were on the upward slope of the
curve until recently, we may now have reached the turning point and be experienc-
ing convergence.

We have learned that in many respects we simply do not know enough about
globalization and convergence and the relationship between them. First, we lack the
commodity price data required to document the evolution of international com-
modity market integration across the 20th century. If the 19th century can yield such
information to diligent scholars, surely the 20th century can do the same.

Second, we need more information on factor prices, which, according to theory,
are what should be linked to globalization in the first place. Moreover, we need data
not just on different categories of wages, but on the returns to land and capital. It is
the availability of such factor price data that has allowed economic historians to
uncover the links between international integration and income distribution in the
19th century. Aggregate measures of inequality, such as Gini coefficients, are too
crude and influenced by too many different factors for relationships to emerge
cleanly from the data.

Third, we need to carry out cross-country growth regressions in ways more con-
sistent with trade theory. We need to interact our openness indicators with more
country-level characteristics, as Spilimbergo, Londoño, and Székely (1999) do.
Perhaps even more important, we need to enter different openness measures into
our regressions and see whether different dimensions of globalization have different
effects. And it would be helpful to run regressions with factor price ratios, rather
than aggregate inequality indicators, on the left-hand side.

Fourth, we need to supplement cross-country exercises with more country stud-
ies, since the impact of globalization on inequality differs so greatly across countries.

Finally, we have learned that the evidence may provide grounds for some opti-
mism about future trends in inequality. The rise in inequality over the past 200 years
has been due mostly to a rise in between-country inequality, which is now the dom-
inant cause of overall inequality. This trend may now have been reversed, and the
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experience of the 19th century (and arguably of the late 20th as well) suggests that
increased globalization will accelerate this decline. 

Notes

1. In so doing the article follows in the footsteps of Lindert and Williamson (2001).
2. Indeed, Baier and Bergstrand (2001) report that two-thirds of the trade boom in the late

20th century can be accounted for by income growth, suggesting that commodity market inte-
gration had little to do with it. O’Rourke and Williamson (2001) find something similar for
the period 1500–1800, which saw little or no commodity market integration. There is no
similar accounting for the rapid globalization of the 19th century, however.

3. This statistic, based on data kindly supplied by Alan Taylor, refers to 1885–1910.
4. These data are based on the World Bank’s World Development Indicators 1999, and on

data kindly supplied by Alan Taylor.
5. Crucially, Latin American countries such as Argentina were relatively rich (and resource

rich) then. 
6. Indeed, a higher proportion of immigrants were high school dropouts in 1998 than in

1990, reversing a steady downward trend in this figure since 1960 (Borjas 1999, p. 21).
7. But see Milanovic (1999) for a contrary view, though one based on data for only two

years (1988 and 1993). See also Dowrick and Akmal (2001).
8. Furthermore, Rodríguez and Rodrik (2001) have cast doubt on the Sachs-Warner dummy

variable, while it is always possible that countries that pursued open policies shared some
other characteristic that made them more likely to converge on the core.
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This article builds on the Mincerian approach to human capital to document the
returns to education over time and across countries. Analysis of cross-sectional
macroeconomic data shows that the social returns to education do not appear to have
risen in rich countries, staying around 10 percent for the past three decades. But the
returns do appear to have risen in poor countries. This finding contradicts two bits of
conventional wisdom: that technological progress has been biased in favor of skilled
workers in rich countries and that poor countries should experience a decline in their
returns to education as globalization raises the demand for low-skilled workers in the
South. The article shows that, in fact, openness raises the returns to education in poor
countries. It also shows that the countries that opened their economies in the past
two decades experienced a significant increase in inequality, while those whose
economies were already open did not.

All over the world globalization has raised fears that the market could rend the
social fabric of societies. Antiglobalization protestors proclaim that “the world
is not for sale.” French Prime Minister Lionel Jospin tried to draw a line in the

sand, saying on television that he would go for a “market economy but not for a mar-
ket society.” Many more quotations, from all quarters, would point to the same idea:
globalization, these days, is not being warmly welcomed. And quotations from cen-
turies past would show that fears about globalization have long been prevalent. Back
in the time of the Roman Empire Pliny the Elder was already complaining about
“India, China and Arabia robbing our Empire one hundred million sesterces every
year.”
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Nor should it be surprising that complaints about globalization are heard from
both the North and the South, for globalization is a shock that alters the distribu-
tion of income among agents and sectors. More surprising perhaps is that the same
fears about rising inequality are often expressed in both the North and the South.
The simplest model of North-South trade, such as that encompassed in, say, the
Stolper-Samuelson model, would argue that globalization is potentially a vector of
rising inequality in the North but of declining inequality in the South, because it
drives down the demand for unskilled labor in the North and the demand for skilled
labor in the South. This argument has received much attention, especially in the
North. Ross Perot’s characterization of the effect of the North American Free Trade
Agreement (NAFTA) as a “giant sucking sound,” from U.S. markets being gobbled
up by Mexican production, generated a large literature—though one that more
often than not has concluded for the “small hiccup” hypothesis. So the search is on
for other culprits in the rising inequality in the North and South during the 1980s. 

Two key candidates have emerged: skill-biased technological progress and labor
market deregulation. A wealth of literature in favor of the first has developed since
the pioneering paper by Katz and Murphy (1992). Similarly, a series of papers after
Di Nardo, Fortin, and Lemieux (1996) has argued that labor market deregulation,
such as that triggered by the decline in unions, the lowering of minimum wages, and
the like, is the key factor underlying the trend toward greater inequality. To these two
traditional explanations can be added a third: the rise of new organizational patterns.
More than technologies alone, the way an economy organizes its factory system has
a critical bearing on the way it rewards labor (see, for example, Askenazy 1999). 

Do these views on globalization originating in the North have a bearing on the
debate in the South? Interestingly, many papers have argued that the rise in inequal-
ity in many countries in the South can be understood in terms of the debates in the
North. Robinson (2000), for example, asserted that the rising inequality in Latin
America should be interpreted along the same lines as in Di Nardo, Fortin, and
Lemieux. At any rate, as we shall see, the 1990s were not years of declining inequal-
ity in the South.

In this article I first compare the private returns to human capital in poor and rich
countries and look at how they have evolved. The returns appear to be marginally
higher in poor countries, and there are some indications that private returns to edu-
cation might have declined over the past decade. Using cross-sectional macroe-
conomic data, I then replicate the empirical results at the aggregate level. The social
returns to education do not appear to have risen in rich countries. Instead, if any-
thing, they have risen in poor countries. This finding contradicts two bits of con-
ventional wisdom: that technological progress has been biased in favor of skilled
workers in rich countries and that poor countries should experience a decline in
their returns to education as globalization raises the demand for low-skilled work-
ers in the South. 

To analyze more specifically how globalization affects the returns to education, I
divide the sample of countries into two groups: open and closed. The open group
experiences social returns to education that are fairly similar to the private returns,
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while the closed group appears to annihilate such returns. This result lends support
to the view that in closed economies education is a useful private asset to the extent
that it allows a person to reach a certain position in society, but a useless social asset
to the extent that the knowledge a person acquires is not used productively. In con-
trast, open economies, perhaps because of the pressure of markets, make good use
of their members’ knowledge. From this perspective, opening an economy is more
than merely a change in the relative supply of and demand for existing skills—it is
a change in regime that may dramatically improve the allocation of resources.

Rewards to Human Capital

The concept of human capital is a fundamental nexus in many of the debates about
the effects of globalization. Does globalization raise the returns to human capital in
the North and lower them in the South? Does globalization help transform growth
in human capital into growth in output?

Schooling and Experience

The standard analytical approach to human capital is from the work by Mincer
(1974), which analyzes human capital through two inputs: education and experi-
ence. The inputs are, in Mincer’s work, two sides of the same coin—an investment
purchased by an agent, before working and while working, to enhance her produc-
tivity. After a given point in time the worker stops accumulating experience, and the
decline in her stock of accumulated experience progressively reduces her earnings.
In its simplest form the functional equation can be written as a log quadratic func-
tional expression:

where logHit is the log of the human capital of a worker i at a given time t, YSit is
the number of years of schooling, and EXPit is the experience the worker has accu-
mulated since starting to work, usually proxied by the age of the worker minus years
of schooling minus 6.

For returns to schooling, the benchmark can be taken to be the United States,
where they are 9.3 percent (table 1). The returns to the first year of experience in
the United States are about a third that, at 3.2 percent, and the marginal returns to
experience become nil after 33 years. 

Results averaged over country groups—Africa, Asia, Latin America, and the
OECD—show some disparities, although they are rather small, especially when
compared with differences within groups. Cross-country data would show that the
greatest dispersion occurs among OECD countries, some of which achieve
extremely low returns to education, such as Austria (3.9 percent) and Sweden (2.6
percent, although this result is based on data from 1981, a time that the structure of
wages was very compressed). Returns in Asia, Latin America, and even Africa
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(except for Côte d’Ivoire, where the returns to education are abnormally high at 20
percent) are all within the range of 8.5–15.0 percent, with average returns very close
to those in the United States. The returns to the first year of experience are almost
always higher than those in the United States, both in absolute terms and relative to
the returns to education. The ratio between returns to experience and returns to
education stands closer to 1 to 2 than to the U.S. ratio of 1 to 3.

Changes in the Patterns of Reward

In a new set of studies at the World Bank François Bourguignon and associates
attempt to explain how patterns of inequality in developing economies could be
analyzed from a Mincerian approach to income. These studies analyze schooling,
experience, and labor force participation rates to simulate how the distribution of
income has shifted over the years. Here I simply stick to the Mincerian equations
that they reach, putting them in the format of the standard log-linear model pre-
sented above to ease comparison. The World Bank studies include Argentina, Brazil,
Indonesia, Malaysia, Mexico, and Taiwan (China). For comparison, I add France
and the United States. I focus on urban male workers, since this is the group for
which results are most comparable across economies. 

Argentina experienced a rise in inequality in recent decades, with its Gini coeffi-
cient exploding from 0.350 in 1974 to 0.448 in 1999. This rise in inequality was
due more to the rise in unemployment and residual inequality than to a change in
the returns to education or experience, which appeared to remain remarkably sta-
ble (table 2). In Brazil inequality fell marginally as the returns to schooling declined
but the education level increased. In Mexico the pattern was similar to that in Brazil:
the returns to education fell, but in contrast to Brazil, inequality in earnings rose by
0.08 and inequality in income by 0.06. The increase in inequality resulted from a
(new) convexity of the earnings function that has benefited high-income more than
low-income groups. 

In Indonesia inequality rose moderately (with the Gini coefficient up from 0.384
to 0.402 between 1980 and 1996), but as a result of powerful forces working in
opposite directions. In particular, a rise in the average level of schooling, usually
expected to be a good thing as far as inequality is concerned, had an unequalizing
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Table 1. Private Returns to Schooling and First Year of Experience in Major Country
Groups and the United States, Various Years, 1980s and 1990s 

Country group or country Schooling Experience Max EXP (years)

Africa 0.131 0.052 31.1
Asia 0.095 0.046 42.1
Latin America 0.109 0.055 39.7
OECD 0.069 0.043 31.1
United States 0.093 0.032 33.0

Note: Max EXP is the upper limit to the accumulation of experience.
Source: Bils and Klenow 2000; and author’s calculations.
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effect. The main reason is that the schooling variable is convex, so that groups that
were initially better endowed typically gained more than others. In addition, resid-
ual inequality has been rising. In Malaysia inequality fell in 1984–89 (with the Gini
coefficient declining from 0.486 to 0.461) and then rose in 1989–97 (with the Gini
coefficient increasing to 0.499). A decline in the returns to education was among the
key equalizing factors in the first period, yet had only a marginal effect in the sec-
ond. Finally, in Taiwan (China) the returns to education rose from a very low value
to an average level. Throughout the period inequality remained stable, with a Gini
coefficient of around 0.300. The rise in the returns to education coincided with a
dramatic growth in the supply of educated workers, which canceled out the
unequalizing effect of the increase in these returns.

In sum, the World Bank studies portray several conflicting trends. The returns to
education remained stable in Argentina and Malaysia, rose in Taiwan (China), and
fell in Brazil, Indonesia, and Mexico. In the three countries where the average
returns dropped, the change in inequality was the outcome of complex phenomena:
the fall in the returns to secondary education (as opposed to general education, to
which I refer elsewhere in the text) was accompanied by a growing convexity of the
reward curve that worked in an opposite direction with respect to inequality. In
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Table 2. Private Returns to Schooling and First Year of Experience for Urban Male
Workers, Selected Economies and Years

Years after which 
Schooling Experience income declines

Beginning End Beginning End Beginning End 
Economya of period of period of period of period of period of period

Asia
Indonesiab 

(1980, 1996) 0.084 0.049 0.072 0.0854 36.1 35.6
Malaysiac

(1984, 1997) 0.0624 0.0623 — — — —
Taiwan (China)
(1979, 1994) 0.0325 0.0582 0.0694 0.0641 24.8 26.7

Latin America
Argentina
(1974, 1999) 0.062 0.060 0.040 0.041 50 50
Brazilb

(1976, 1996) 0.134 0.101 0.075 0.085 35.7 38
Mexicod

(1984, 1996) 0.099 0.078 0.071 0.064 39 32

France
(1982, 1998) 0.073 0.079 0.042 0.043 30.5 36.1
United States
(1984, 1996) 0.107 0.112 0.0349 0.324 35.7 28.5

— Not available.
a. Years in parentheses refer to beginning and end of period for each economy.
b. Returns to schooling refer to first five years of education.
c. Returns to secondary education are not comparable.
d. Returns to schooling refer to first 5 years of education.
Source: World Bank and Inter-American Development Bank data.
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Taiwan (China) the effect on inequality from the rise in the returns to education was
offset by the growth in the supply of educated workers. With Indonesia excluded,
there is a mild pattern of convergence toward average returns to education of about
6 percent. The two countries that started at this level, Argentina and Malaysia,
stayed there. Those above that level, Brazil and Mexico, dropped. And the economy
below it, Taiwan (China), rose.

In France and the United States the returns to schooling and experience remained
stable, at least early in the period. But in the United States there was then a decline
in the returns to experience as captured in the quadratic terms: in the late 1990s
careers seemed to end early. This may be a sign that labor force reorganization
wiped out the benefits of earlier on-the-job training.

Social Returns to Human Capital

The studies discussed in the previous section are fascinating investigations of the rise
and fall of private returns to human capital. But they do not shed light on the extent
to which the changes in the returns to schooling and experience are a result of social
factors—such as new labor market environments—or underlying macroeconomic
and technological changes. Moreover, case studies do not provide a convenient
means for comparing experience across countries. In this section I attempt to fill this
gap by applying at the aggregate level the Mincerian approach that has been devel-
oped in the case studies. 

Theoretical Benchmark

Let’s start with a simple neoclassical production function following the approach of
Mankiw, Romer, and Weil (1992). Production can be expressed as:

where Kt is aggregate physical capital, Ht is aggregate human capital (human capital
per capita multiplied by the population), and At is technological progress. Physical
capital is accumulated according to the usual law of motion:

where the dot is time derivative, d is the depreciation rate of capital, and s is the sav-
ings rate. Assume that µ is the rate of growth of technological progress and that n is
the rate of growth of aggregate human capital. In the steady state of this revised
Solow model, one can write:

One can then rewrite the expression as:
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or equivalently:

(1)

In the standard neoclassical case where α = 1/3, one should then find that
0.5. In this case the dynamics of capital accumulation should be fairly rapid, so that
the steady-state assumption is not too extreme.

The critical question is how one should proxy human capital. Mankiw, Romer,
and Weil (1992) have addressed this question indirectly by focusing on a presumed
law of motion of human capital, under which human capital is accumulated in a
manner that is perfectly collinear to the accumulation of physical capital.
Specifically, they write: 

where d, the depreciation rate for human capital, is taken to be identical to the
depreciation rate for physical capital, sH is essentially equal to the secondary school
enrollment ratio, and Qt is total output. Mankiw, Romer, and Weil then indirectly
measure human capital as the steady state of this law of motion. This formulation
implies that the dynamics of per capita income do not depend on the composition
of human and physical capital, an assumption that is rejected by the data (see Cohen
1996, which shows that human capital accumulation relies more on human capital
than on output).

An alternative method is simply to proxy human capital by the number of years
of schooling (as in Benhabib and Spiegel 1994). This method seems innocuous, but
it has significant implications for the rate of growth. In this article I simply follow
the Mincerian approach to human capital, which shows that a log-linear model
should be favored in cases where agents optimally choose the number of years of
study, an investment that pays constant returns over their lifetime. This Mincerian
approach has gained preeminence in macroeconomic studies, after the work by Bils
and Klenow (2000, but circulated as a working paper in 1998) and Heckman and
Klenow (1997). Hall and Jones (1999), Krueger and Lindahl (2000), and Bloom and
Canning (2000) have also adopted the Mincerian approach. Pritchett (forthcoming,
but circulated in 1996) was among the early such formulations. In its simplest
macroeconomic form the model can be written as:

(2)

where logHt is the log of the human capital of a country at a given time t, and YSt
is the number of years of study. (I ignore the role of experience in this article.)
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The Role of Education

In this section I test equations 1 and 2, drawing on a new data set developed with
Marcelo Soto at the Organisation for Economic Co-operation and Development’s
(OECD) Development Centre. The cornerstone of our data set for high-income
countries is the detailed information published by the OECD on educational attain-
ment since the end of the 1980s, based on reports from member and nonmember
countries. This information refers to the population ages 15–64, broken up into dif-
ferent age groups. The main advantage of the OECD’s data is that they are based on
a standard method across countries. Our effort has been aimed at extending the data
set to missing periods and countries. (See Cohen and Soto 2001 for details and the
appendix for a summary of the sources.) In what follows I distinguish high- and low-
income countries (also referred to as rich and poor countries), based on the World
Bank’s classification. 

In 2000 workers in high-income countries had an average of 12.1 years of school-
ing, while those in poor countries had an average of 5.7 years (table 3). Note the
contrast between the average growth in schooling in poor countries and the absolute
increase in 1960–2000. In relative terms there was a mild pattern of convergence,
as the ratio of years of schooling in poor countries to those in rich countries
increased from 1 to 4 to 1 to 2. But the absolute difference between rich and poor
countries stayed essentially constant over the years: no catch-up is embodied in the
accumulation of human capital.

I estimate equation 1 in levels and take logH as in equation 2. Total factor produc-
tivity is proxied by the lagged urbanization rate (URBAN), regional dummy variables
(one for each region), and time dummy variables. To my knowledge this specification,
which simply matches that of Mankiw, Romer, and Weil (1992) and Mincer (1974),
has not been tested directly. Hall and Jones (1999) and Bils and Klenow (2000) cali-
brate but do not directly test this regression. Krueger and Lindahl (2000) estimate only
a growth version. Heckman and Klenow (1997) do not use investment.

The regressions presented throughout the article are obtained by generalized
method of moments (GMM). The instruments include lagged degree of urbaniza-
tion, lagged child mortality, lagged population growth, and measures of policy dis-
tortion such as the relative price of investment and the Easterly-Levine ethnicity
index (which measures the degree of ethnic diversity within countries; see Easterly
and Levine 1997). All lags are 10-year periods. Africa is excluded from the sample,
for reasons to which I return and that have to do with the fact that the steady-state
assumption for capital accumulation is not appropriate for that region. The log of
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Table 3. Average Years of Schooling in the Labor Force, Selected Years, 1960–2000

Country group 1960 1970 1980 1990 2000  

Rich 8.7 9.8 10.9 11.6 12.1  
Poor  2.1 2.9 3.7 4.8 5.7  

Source: OECD Development Centre data. 
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per capita income is regressed on lagged urbanization, the number of years of
schooling, and a dummy variable, POOR, for all developing countries. Similar point
estimates would be obtained by focusing only on poor countries or only on OECD
countries; the intercept would differ, however, which is why I have incorporated the
POOR dummy variable.

This regression is almost miraculous. First, as already reported in a different for-
mat by Mankiw, Romer, and Weil (1992), the coefficient of
exactly fits its theoretical value, 0.5 (table 4). (In the regression I use the domestic
investment rate rather than the savings rate.) Second, the returns to education, 8.4
percent, are in line with the average returns obtained from microeconomic data.
Other things equal, however, poor countries experience a 45 percent gap in income
relative to rich countries, which can be interpreted as a technological barrier. 

Cohen and Soto (2001) present results based on a different modeling strategy.
Rather than relying on the rich-poor dichotomy, the analysis splits the world into
five areas and gets the following discrepancy in per capita income with respect to
rich countries: –27 percent for Eastern Europe, –29 percent for the Middle East and
North Africa, –52 percent for Latin America, and –66 percent for South Asia.
Averaging per capita income across the poor regions, the analysis finds the same
result: a 45 percent gap between poor and rich countries. Cohen and Soto (2001)
also use a different instrumenting strategy, based on a beginning-of-the-century
schooling variable (the paper explains why this is a useful instrument). That strategy
yields results identical to those presented here (all are quite similar to the ordinary
least squares results, with measurement problems more of an issue than endogene-
ity). I return to this critical question below.

Human Capital and Globalization

In this section I look at how the returns to human capital have evolved over the
years and the extent to which the changes may be associated with globalization. 
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Table 4. Per Capita Income (in Log)

Variable Results

URBAN 1.02 · 10–2

(5.27)
POOR –0.45

(–3.35)
Log [INV/(d+n+µ)] 0.51

(4.5)
YS 0.084

(2.6)
R2 0.84

Note: INV is the domestic investment rate. Time dummy variables are omitted. t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 

log s
d n+ + µ
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Time Patterns in the Returns to Human Capital

To analyze how the returns to education have evolved over time, I first split the sam-
ple into poor countries and rich countries. I leave aside investment (that is, the effect
of education on investment). 

One critical feature that emerges is the decline in the returns to education in rich
countries in the past two decades (table 5). This result refutes the view that
skill-biased technological progress has raised the returns to education, at least at the
aggregate (social) level. In contrast, in poor countries the returns to education have
risen, to levels similar to those observed in OECD countries. This rejects the view
that increasing globalization, if this is taken to be a characteristic of our times, has
depressed the returns to education in poor countries.

I also investigate how returns to the other component of human capital, experi-
ence, have evolved over time (but do not report the results here). The returns to
experience appear to have declined somewhat in the 1990s. This may be taken as an
indication that reorganization of production, more than skill-biased technological
progress, was the driving force behind the rise in inequality. Given the difficulty in
analyzing experience, however, I now focus on education alone.

Income and Openness

To analyze more directly the relationship between globalization and human capital,
I introduce two important policy variables. The first is the Sachs-Warner dummy
variable (SW) (Sachs and Warner 1995). This variable assigns the value 1 to coun-
tries regarded as “open,” with openness measured by many things, ranging from tar-
iff levels to black market disequilibria. (I discuss below whether this variable is more
an all-encompassing policy variable than, strictly speaking, a measure of trade open-
ness.) The second variable, recently put forward by Forteza and Rama (2001), meas-
ures labor market rigidities (FR).

Starting with the SW variable, I rely here on the distinction between open and
closed as defined in 1970. Sorting the sample countries by this variable results in a
relatively balanced split: 29 countries that are open and 30 that are closed. To see
how these two groups fit the model estimated above, I run the simple regression of
income on education (leaving aside the role of experience for the moment), along
with the other variables (urbanization and the POOR dummy variable). (I drop the
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Table 5. Returns to Education, 1979 and 1997

Country group 1979 1997

Rich 0.131 0.089
(6.4) (3.9)

Poor 0.065 0.138
(1.8) (2.6)

Note: t-statistics are in parentheses. Other factors are not reported.
Source: Author’s calculations based on OECD Development Centre data. 
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investment term here, so as to capture the full impact of human capital on income.)
The regression is obtained using the same GMM estimator as before. 

The regression yields strong results (table 6). While the (total) returns to educa-
tion appear to be about 13 percent for the open economies, they fall to absolute
insignificance for the closed economies. Thus globalization, as measured by SW,
does seem to be correlated with returns to education. There is clearly a risk, how-
ever, that the SW split introduces a sample selection bias. I attempt to correct this
bias with Heckman’s two-step procedure, estimating a probit equation for the deci-
sion to be open. Education is strongly positively significant; the POOR dummy vari-
able is significantly negative, though per capita income is not. When I control for
the Mills ratio for each subgroup, the results are essentially identical; in fact, they
are somewhat more extreme for the closed economies (where the returns to educa-
tion appear to be significantly negative). 

The SW variable, however, is a proxy for many other choices that have a bearing
on the internal organization of an economy. Thus I add to the analysis the FR vari-
able, again for each subgroup of countries. To do so, I interact education with the
FR variable (interestingly, the level itself is not significant). 

The results show that labor market rigidities do not help to explain the low
returns to education in the closed countries (table 7). But such rigidities are highly
significant in the open countries. So, for a country with an open trade regime, it pays
to liberalize the labor market. But for an otherwise closed economy, freeing the
labor market will have insignificant (and marginally negative) effects. Conversely, it
pays to open to trade for a country with a flexible labor market, but not for one with
a rigid labor market. This shows that the SW variable captures a specific dimension
that is somewhat complementary to labor market rigidity rather than collinear to it.

Is It Really Globalization?

What does the Sachs-Warner variable actually capture—openness or something else?
To address this question, I first regress openness (imports plus exports as a fraction
of GDP) against the set of variables used previously (urbanization and the POOR
dummy variable) and against the inverse of the square root of population
(1/SRPOP), land area (LAREA), and distance to the sea (DIST) (table 8).

Fear of Globalization: The Human Capital Nexus 79

Table 6. Income and Education

Variable Open countries Closed countries

URBAN 2.0 · 10–3 2.88 · 10–2

(2.1) (11.4)
POOR –0.67 –0.57

(7.8) (–2.5)
YS 0.127 –0.039

(7.8) (–1.24)
R2 0.88 0.72

Note: t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data.
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Creating a variable, OPF, that is the fitted value of the above regression, I then
analyze how the returns to education interact with this value along with the FR vari-
able. The results show that openness, as predicted by the regression results in table
8, appears to play no role in the group of countries characterized as open by SW, but
is highly significant in the closed countries (table 9). This suggests an interesting
explanation. In the group of countries with open trade regimes, the volume of trade
itself is not important, while in the group of countries with constrained trade, relax-
ing the binding constraint does matter for the returns to education. This can be
taken as confirmation that globalization does raise the returns to education when-
ever trade barriers are relaxed.

The Rise in Inequality

Has openness, as captured by SW, been associated with a rise in inequality? During
the 1980s and 1990s poor countries experienced a significant rise in inequality.
Theil indexes such as those measured by James Galbraith (2001) increased from 5
percent to 8 percent for poor countries during that period. A rise in the returns to
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Table 7. Income and Education with Labor Market Rigidities 

Variable Open countries Closed countries

URBAN 0.44 · 10–2 2.8 · 10–2

(3.01) (9.8)
POOR –0.95 –0.70

(–7.5) (–2.5)
YS 0.11 –0.047

(5.4) (–1.0)
YS*FR –4.7 · 10–4 –5.8 · 10–5

(–2.6) (–0.1)
R2 0.87 0.64

Note: t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data.

Table 8. Openness

Variable Results

URBAN 1.78 · 10–3

(2.8)
POOR –0.22

(–4.3)
1/SRPOP 8.5

(4.9)
LAREA –1.9 · 10–2

(–1.99)
DIST –1.7 · 10–2

(–2.5)
R2 0.48

Note: t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 
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education is likely to generate an increase in inequality if there is no corresponding
increase in years of education for the least educated group. Other things equal, a rise
in the returns to education means that the existing distribution of educational
achievements is multiplied by a larger number. More specifically, the income of indi-
vidual i in country s can be expressed as:

where YS represents, as before, the number of years of schooling of individual i and
the residual includes all forms of correction, whether resulting from redistribution
or other factors. One can draw from this equation that

After some manipulation, the partial derivative of the variance in income with
respect to the returns to education can be derived as

This is likely to be positive, unless the private returns to education are totally at
odds with the social returns.

To investigate whether openness has been associated with a rise in inequality, I
start with a simple cross-country analysis of inequality in the 1990s. I analyze the
role of education, income (LRGDP), income squared (LRGDP2), the POOR dummy
variable, the SW dummy variable, and a new dummy variable, MOVER, which takes
1 if a country was described as closed in the 1970s and open in the 1990s. The data
are from the database of James Galbraith (2001). The index is a Theil inequality
measure drawn from national surveys. 

The results are telling (table 10, regression 1). Neither urbanization nor being
poor or rich seems to matter much, nor does the SW variable. However, the results
yield a Kuznets curve that describes an inverted U-shaped curve with income. Years
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Table 9. Per Capita Income

Variable Open countries Closed countries

URBAN 0.47 · 10–2 2.7 ·10–2

(2.7) (9.2)
POOR –0.88 –0.34 · 10–2

(–5.6) (–1.08)
YS 0.093 –0.07

(4.2) (–1.46)
YS*FR –7.8 · 10–4 –4 · (10–4

(–2.95) (–0.64)
YS*OPF 0.056 0.17

(1.14) (2.6)
R2 0.87 0.69

Note: Africa is excluded. Time dummy variables are omitted. t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 

log y a bYSis is is= + + ε
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of schooling have a negative effect on inequality, although this effect is not significant
at the 5 percent threshold. An important finding is that the countries that shifted
from being closed to being open experienced a significant increase in inequality.

Ideally, one would want to correlate the rise in inequality with a measure of the
covariance term that appears in the equation. This term is itself likely to be corre-
lated with the variance in schooling. Lacking such data, I can take as an assumption
that a country experiences greater inequality at low levels of education than at high
levels. I then simply interact the MOVER variable with the level of education (table
10, regression 2). The results show that all the action comes from this interaction
term. The higher the education level is in a country, the less important is the effect
on inequality of switching from being closed to being open. 

To investigate this relationship further, I estimate the same equation in first dif-
ferences for the poor countries only (table 10, regression 3). The same result
emerges: countries that liberalized trade experienced an increase in inequality, but
this increase was smaller if the country was initially highly educated. 

The fact that countries that were already open did not experience rising inequal-
ity in the past two decades, while those that changed their trade regime did, can be
interpreted from many different angles. Following Banerjee and Duflo (2000), one
could argue that a change in either direction is associated with a rise in inequality. But
the fact that the outcome is mitigated by the level of education points to a specific
channel: countries with a low level of education have been more prone to experience
an increase in inequality resulting from rising returns to education. One potential
explanation is that higher education is correlated with lower variance in educational
attainment. Another is that it is a better predictor of an increase in educational at-
tainment. It is not possible to go much beyond these conjectures at this stage.
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Table 10. Inequality

Regression 3 
Variable Regression 1 Regression 2 (variation, poor countries)

URBAN –3.8 · 10–5 –1.3 · 10–4 –4.7 · 10–5

(–0.07) (–0.28) (–0.08)
POOR –0.05 –1.1 · 10–2

(–1.50) (–0.40)
LRGDP 0.065 0.045

(2.93) (2.32)
LRGDP2 –0.5 · 10–2 –0.48 · 10–2

(–2.27) (–2.2)
SW 0.94 · 10–2 –0.3 · 10–3 –0.02

(0.40) (–0.17) (–1.03)
MOVER 0.068 0.25 0.19

(3.2) (4.1)
YS –0.7 · 10–2 0.35 · 10–2

(0.70)
MOVER*YS –2.9· 10–2 –2.0 · 10–2

(–4.35) (–2.70)
R2 0.45 0.62 0.49

Note: t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 
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The Convergence Debate Revisited

Now let’s see how much bearing the previous discussion has on the impact of glob-
alization on the distribution of income across countries.

Growth and Education

As a first test of the robustness of the results obtained above, I run the previous
equations in first differences. I focus here on the role of education to make the
results comparable with those of previous studies. To directly address the potential
endogeneity of the right-hand-side variables, I lag the growth of human capital (the
increase in the number of years of schooling, or GS) by one decade and estimate the
growth equations by ordinary least squares (regression 1, table 11). I find a fit per-
fectly in line with the returns to education found before, with average returns to
education of about 10 percent.

Why have I obtained this regression while other researchers have apparently
denied its existence? (See de la Fuente and Doménech 2000 and Cohen and Soto
2001.) First, I chose a log-linear specification, along the lines of the Mincerian
approach, while many formulations have used a log-log specification. With my spec-
ification, a log-log specification would not be statistically significant. Indeed, many
poor countries start with little education. Growth rates of education may therefore
appear to be very high even though the actual numbers remain quite small. 

Second, there is a difference in the quality of data. The importance of this is
emphasized by de la Fuente and Doménech (2000), who show that the results are
quite sensitive to the quality of the data. First differences of growth rates are quite
badly measured. The data set I use builds on improvements made possible by the
work of many researchers and by a specific effort at the OECD and the OECD
Development Centre. With Barro-Lee (1993) estimates such as those available in
1996, for example, the results would go nowhere.

Fear of Globalization: The Human Capital Nexus 83

Table 11. Growth of Per Capita Income 

Regression 3
Variable Regression 1 Regression 2 (variation, poor countries)

URBAN –2.63 · 10–4 –2.07 · 10–4 –2.0 · 10–4

(–2.99) (–2.39) (–2.41)
POOR –1.09 · 10–2 1.6 · 10–3 –5 · 10–3

(–2.74) (0.3) (–1.05)
GS(–1) 0.104 –2 · 10–2 0.079

(2.64) (–0.40) (1.37)
GS(–1)*SW 0.146 0.08

(3.98) (2.11)
GS(–1)*FR –1.7 · 10–3

(–3.0)
R2 0.20 0.26 0.32

Note: Africa is excluded. Time dummy variables are omitted. The number of observations is 161. t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 
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Finally, perhaps the most substantial difference originates from my inclusion of
the POOR dummy variable, which follows my favored specification in the estimates
of the previous section. I now try to extend our understanding of this variable.

I begin by adding as an explanatory variable the interacted term SW with the
growth rate of education (interestingly, the variable alone is not significant). The
results are striking: the point estimate of the growth rate of education alone falls to
insignificance, and all the variation is captured by the interaction term that goes with
the SW variable. The POOR dummy variable also falls into insignificance. These
results suggest two facts. First, the ability to channel growth in education into
growth in output seems to be highly correlated with a set of policy measures prox-
ied by the trade liberalization dummy variable. And second, this phenomenon seems
to explain the difficulties of poor countries.

Now I add the other measure of policy distortion, the labor market rigidity vari-
able (FR). The results are in line with those obtained in the previous section. When
I run the regressions separately for open and closed countries (not reported here), I
find that growth in the open subgroup is highly correlated with the growth of edu-
cation and with its interaction with the labor market rigidity index. In contrast, for
the closed economies the results are essentially negative: the returns to schooling are
not significant, nor is the labor market term. Interestingly, the mirror exercise of split-
ting the countries into two groups, one with low labor market rigidities and one with
high rigidities, and controlling for the residual explanatory power of the SW variable
yields the same type of results. Merging these results, I run a single regression in
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Table 12. Income Growth

Variable Results

URBAN –1.88 · 10–4

(–2.2)
POOR –3 · 10–3

(–0.6)
GS –4 · 10–2

(–0.8)
GS*SW 19 · 10–2

(4.42)
GS*RIG*SW –15 · 10–2

(–2.6)
R2 0.29

Note: RIG = 1 if the FR (labor market rigidity) index for a country is above the mean for its reference group, and 0 otherwise. t-
statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 

Table 13. Returns to Growth in Education

Nature of labor market Open countries Closed countries

Flexible 0.15 –0.04
Rigid 0 –0.005

Source: Author’s calculations based on OECD Development Centre data. 
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which both policy variables are interacted. More specifically, I discretize the FR vari-
able, using 1 when a country is above the mean for its reference group (rich or poor).

The results capture the features obtained above: the SW variable is highly signif-
icant in the group with flexible labor markets, while it is not in the group with rigid
labor markets (table 12). Moreover, the POOR dummy variable is insignificant.
These results, summarized in table 13, confirm my previous results and point to
strong complementarities between internal and external policy choices.

Total Factor Productivity

Now let’s focus on the rate of growth of technological progress. From the produc-
tion function (equation 1), I can simply define the Solow residual as

where LINV is the log of investment. 
The results show that while total factor productivity has been on the rise in the

OECD countries, it has stagnated in the poor countries, even when Africa is
excluded (table 14). Only the Asian countries appear to have registered an
increase—about 25 percent over the past two decades. To analyze the dynamics
behind these patterns, I regress the rate of growth of the residual on its initial value
and on the factors that I analyzed above. 

The results reveal a pattern of convergence similar to that found in many previ-
ous studies of convergence, with a “β-convergence” of 2.1 percent (table 15). Two
specific features should be acknowledged, however. First, I control for the POOR
dummy variable, which accounts for all developing economies. Second, I obtain this
conditional convergence while controlling for essentially nothing else, neither
school enrollment nor any policy variables. When I run the same regression with the
growth rate of GDP as a dependent variable and initial income on the right-hand
side, the regression goes nowhere (not reported here). 

Many studies have attempted to demonstrate that key policy mismanagement
problems are behind the failure of poor countries to catch up to the rich. Drawing
on a key study by Easterly and Levine (1997), but again leaving aside Africa, I incor-
porate two other determinants of policy mismanagement in addition to the SW

Residual = − −log / . * . *Q L LINV YS0 5 0 10

Table 14. Total Factor Productivity, 1979 and 1997

Variable 1979 1997

OECD 8.47 8.96
POOR without Africa 8.02 7.96
AFRICA 7.93 7.40
ASIA 7.66 7.91
LATINCA 8.21 8.00

Source: Author’s calculations based on OECD Development Centre data.
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dummy variable for trade liberalization and the FR variable for labor market rigid-
ity: ethnic diversity (EL, from Easterly and Levine 1997) and distortion of invest-
ment measured by the price of investment relative to that in the United States (PISH,
from Summers and Heston 1991).

These variables are reported in the regression but do not add much by them-
selves. To further explore the role of the SW variable, I run the same regression for
the subsample of countries that liberalized and for the subsample that did not.

OPEN ECONOMIES. Two striking findings emerge for the open economies (table 16).
One is that the speed of convergence is now about twice as fast as the average. The
other is that the steady state remains virtually unchanged, since the point estimate
of the POOR dummy variable is about twice as large. At this stage one would then
argue that economic integration appears to speed the convergence of productivity,
which can be good for the growth of poorly endowed countries, yet seems to have
little effect on the final outcome. But as we shall see, things are not quite so simple.
To look further into what might cause the discrepancy in the POOR dummy vari-
able, I interact that variable with the policy variables. One variable turns out to be
highly significant: the price distortion variable PISH.

The fit improves significantly, with about 10 percent of variance additionally
explained. The POOR dummy variable becomes insignificant (the point estimate
actually becomes positive), with all the action carried out by the interaction term.
Thus I can tentatively conclude that the ability to converge rests on the ability to cre-
ate the proper incentives to invest, once the other policy measures encompassed in
SW are taken care of.
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Table 15. Growth of Total Factor Productivity

Variable Regression 1 Regression 2

URBAN 2 · 10–3 0
(1.4) (0.31)

POOR –3.6 · 10–2 –3.5 · 10–2

(–4.8) (–3.5)
LATINCA –0.9 · 10–2 –0.3 · 10–2

(–1.51) (–0.5)
Residual –2.1 · 10–2 –2.1 · 10–2

(–3.01) (–2.6)
SW 0.6 · 10–2

(0.8)
FR –0.0 · 10–2

(–0.04)
EL –0.4 · 10–2

(–0.41)
PISH 0.4 · 10–2

(0.5)
R2 0.40 0.40

Note: Africa is excluded. Time dummy variables are omitted. The number of observations is 161. t-statistics are in parentheses.
Residual is beginning of period total factor productivity.
Source: Author’s calculations based on OECD Development Centre data.
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CLOSED ECONOMIES. Now let’s focus on the pattern of productivity growth in the
closed economies. My previous analysis suggested that schooling was somewhat
wasted in these countries and did not show up as a determinant of growth. So I try
another definition of the residual:

which does not take account of schooling. The results show that although conver-
gence is slower in closed than in open economies, it is still fairly rapid, at about 3.2
percent (table 17). For the closed economies, the POOR dummy variable and the
interaction term with the price of investment are hardly significant. 

The lesson seems to be that distortion of investment is less important in closed
economies. The results also suggest that the claim that open economies converge
more rapidly is somewhat exaggerated: closed economies also converge rapidly to a
lower steady state. It is when the two groups are merged that the picture becomes
blurred. 

I also report the regression obtained by conditioning on productivity as defined
for the open economies, that is, net of school attainment. The results show that pro-
ductivity so defined has no predictive power. Symmetrically, when I run a similar
regression for the open economies (not reported here), the opposite happens (resid-
ual B has no predictive power, t = 0.2), providing additional confirmation that pro-
ductivity is properly defined for each subgroup.

Thus this exercise confirms that proper use of human capital is a critical factor in
the analysis of the effect of globalization. I do not find, however, that human capi-
tal is enough to break the technological barrier between rich and poor countries. It
also takes the ability to increase the incentive to invest (see Rodrik and Rodríguez
2000 for a similar conclusion).
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Table 16. Growth of Total Factor Productivity in Open Economies

Variable Regression 1 Regression 2

POOR –5.4 · 10–2 2.24
(5.3) (1.22)

LATINCA 0.5 · 10–3 0.0
(0.46) (0.0)

EL 0.8 · 10–2 –1.3 · 10–2

(0.8) (1.22)
FR 1.1 · 10–4 1.4 · 10–5

(0.98) (0.13)
PISH 0.55 · 102 2.98 · 10–2

(0.33) (1.90)
PISH*POOR –0.11

(–4.6)
Residual –4.5 · 10–2 –3.8 · 10–2

(–4.7) (–4.4)
R2 0.46 0.57

Note: t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 

Residual B Q L LINV= =log / . *0 5
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The Case of Africa

Now let’s look briefly at the case of Africa, which had to be dropped from the sam-
ple primarily because of its much lower capital-output ratios. To take a first glance
at the data, I write the following simple decomposition:

Using data for a number of countries from the Summers-Heston database, I find that
African countries appear to be very different from the others. The capital-output
ratios for African countries are a third to a half that of the United States, while Latin
American ratios are about the same as the U.S. ratio and Asian ratios are a bit lower
(table 18).

The approximation according to which capital could be thought of as in its steady
state could not be taken without reservation for Africa, unless capital is significantly
less productive in Africa than elsewhere (as Easterly and Levine [1997] suggest). I
nevertheless fit my model to the case of Africa, without taking account of invest-
ment. I first regress income on education and then interact education and openness
as for closed economies. 

Africa appears to exhibit large returns to education, and these returns appear to
be driven essentially by exposure to trade (table 19). From this perspective, African
countries do not appear to differ too much from the others.

Conclusion

Building on macroeconometric evidence, I have found several results that go against
many of the conventional ideas about globalization and technological progress. To
start with, I have found no evidence of rising returns to education in rich countries.
If anything, it appears instead that the returns to experience have declined, suggest-
ing a change in the organization of production rather than skill-biased technologi-
cal progress. Among poor countries I have found a stark contrast between the
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Table 17. Growth of Total Factor Productivity in Closed Economies

Variable Regression 1 Regression 2 Regression 3

URBAN 0.9 · 10–3 0.9 · 10–3 1.0 · 10–2

(3.8) (3.9) (3.7)
POOR –2.2 · 10–2 –1.3 · 10–2 –2.7 · 10–2

(–1.6) (0.88) (–1.4)
Residual B –3.2 · 10–2 –3.2 · 10–2 –4.1 · 10–2

(–3.92) (–3.92) (–1.91)
POOR*PISH –0.9 · 10–2

(–1.15)
Residual 0.9 · 10–2

(0.42)
R2 0.53 0.54 0.55

Note: t-statistics are in parentheses. Residual is beginning of total factor productivity.
Source: Author’s calculations based on OECD Development Centre data.
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returns to education in open economies and those in closed economies. In countries
where the constraints to trade are binding, trade appears to raise the returns to edu-
cation, while those returns appear to be uniformly high in open countries. I take this
as confirmation of the counterintuitive view that in poor countries international
trade raises the returns to education rather than reduces them. This finding contra-
dicts the naive version of the North-South trade model in which the returns to skills
are depressed in poor trading economies. In the countries that changed their trade
regimes, I have found that inequality rose, more so in the countries that initially had
low levels of education.
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Table 18. Capital and Output

Economy Q/L Q/K K/L K/Q

Africa
Kenya 1.9 2.3 0.8 0.4
Mauritius 10.2 2.3 4.4 0.4
Nigeria 2.1 2.8 0.7 0.35
Sierra Leone 2.5 1.0 0.2 0.09
Zambia 2.1 1.5 1.35 0.66
Zimbabwe 2.4 0.7 3.4 1.4

Asia
Hong Kong (China) 22.8 1.6 14.0 0.6
India 3.2 1.6 2.0 0.6
Malaysia 1.2 2.9 0.4 0.35
Philippines 4.8 1.33 3.6 0.75
Thailand 6.7 1.15 5.8 0.87

Latin America
Bolivia 5.3 1.0 5.3 1.0
Chile 11.8 1.0 11.3 1.0
Colombia 10.1 0.8 12.7 1.3
Mexico 17.0 1.2 13.7 0.8
Peru 6.8 0.8 6.5 1.2
Venezuela, República Bolivariana de 17.4 0.95 18.3 1.05

OECD
France 30.3 0.8 37.5 1.2
Germany 30.1 0.1 41.2 1.4
Japan 22.6 0.5 41.2 1.8
United States 36.7 1.7 36.0 1.0

Source: Summers and Heston 1991.

Table 19. Income Growth in Africa

Variable Regression 1 Regression 2

URBAN 2.1 · 10–2 1.3 · 10–1

(2.07) (1.9)
EDUC 0.16 –0.11

(5.6) (–1.8)
Y*OPF 0.78

(5.8)
R2 0.70 0.56

Note: t-statistics are in parentheses.
Source: Author’s calculations based on OECD Development Centre data. 
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Although openness appears to be critical to the ability of a country to build on its
human capital base, it is not the only factor. Domestic labor markets also appear to
play an important role. The two factors appear to be intertwined: it takes both inter-
nal and external openness to build on human capital accumulation. When the analy-
sis is plugged into the pattern of inequality, countries whose economies are already
open do not appear to be more unequal, yet countries that are opening their
economies appear to experience rising inequality—all the more so if their initial
endowment in education is low.

Being open or closed does not in itself appear to help bridge the gap between rich
and poor countries, however. The returns to education appear to converge between
rich countries and open countries, but this does not narrow the technological gap.
The extent to which this gap is bridged seems to be highly correlated with the dis-
tortion of investment. More work is clearly needed to analyze the extent to which
such distortion is due to poor internal credit markets. Altogether, the findings sug-
gest that globalization is still full of risks, promises, and mysteries.

Data Appendix 

In my work with Marcelo Soto, we have built a database drawing from three main
sources: the OECD database on education, national censuses or surveys published
in UNESCO’s Statistical Yearbook, and censuses obtained directly from the Web
sites of national statistical agencies.

To fill the gaps in the data available in the OECD database, we first split the pop-
ulation into five-year age groups (15–19, 20–24, and so on) for each of the years
1960, 1970, 1980, 1990, and 2000 from the United Nations population statistics
database; we also include 2010 estimates from a forecast of the U.S. Bureau of the
Census. We then estimate school attainment in each age group using an OECD,
national, or UNESCO census wherever such a census exists. When no such census
is available for the period being considered, but a later one is, we extrapolate back-
ward all relevant information from the latest census by making the assumption that
the school attainment of the population age T in one census is the same as that of
the population age T – 10 in the census performed 10 years earlier. 

For the data still missing from such backward computations, we extrapolate,
whenever possible, the data available from an earlier census. Consider the case of a
country for which no direct information exists for the age group 60–64 in 1980. If
possible, we first try to extract the information from the 1990 census by consider-
ing the age group 70–74 in 1990. If this information is unavailable, we then try to
extract the information from the 1970 census by considering the age group 50–54.
When no relevant census exists, we rely on school enrollment data to fill in the miss-
ing information. To take the same example, if the entrance age for primary school
is six, the age group 60–64 in 1980 was at the age to start primary education
between 1922 and 1926. By calculating the ratio of new entrants in first grade to
the population of six-year-olds—the net intake rate—in, say, 1924, one can estimate
the share of the population ages 60–64 in 1980 that attended primary school. The
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same procedure provides an estimate of the fraction of each age group that went
through each education level for which no census information is available. 

Several sources are used to determine the net intake rate. The main source is
Mitchell (1993), who has published long series on primary, secondary, and tertiary
enrollment for most countries, starting in the second half of the 19th century. This
information is combined with data from UNESCO’s Statistical Yearbook, which
publishes systematic data on enrollment at different levels of education since 1950.
The two sources generally coincide, but when important differences arise UNESCO
data are used. Population tables by age are taken from Mitchell, the United Nations
Demographic Yearbook, the U.S. Bureau of the Census, and national agencies. 

Other authors (see Nehru, Swanson, and Dubey 1995) have already used
Mitchell’s series to build education indexes but have been criticized because they do
not use census data. As a result, some of their country indexes bear little relation-
ship to data taken directly from censuses. Moreover, de la Fuente and Doménech
(2000) have noted some implausible results in Nehru, Swanson, and Dubey’s (1995)
database. In 1960, for example, Ireland’s population is given 14 years of average
schooling. Since most studies (including Nehru, Swanson, and Dubey’s) assign less
than 14 years to most countries with high levels of education in 1990, this figure
must be an error. One important difference between Nehru, Swanson, and Dubey’s
approach and ours is that we use Mitchell’s data only to fill missing cells in existing
data rather than for the entire database. The only region for which we rely prima-
rily on Mitchell’s data is Africa, one reason that the region is dropped from the
econometric analysis.

Two assumptions underlie the use of censuses to infer educational attainment
before and after a census. First, it is assumed that the mortality rate is distributed
homogeneously within each age group, independent of the education level of those
in that age group. Although it can be argued that mortality rates are lower among
more educated people than among less educated ones, the error introduced by the
assumption of “death homogeneity” must be of the second order. 

Second, and more troublesome, the methodology assumes that immigrants have
the same education level as the corresponding age group in the host country. If this
is not the case, and assuming that the host country’s population is on average more
educated than immigrants, the education level for the years prior to immigration
will be understated if the immigration takes place before the census. An additional
bias is introduced when net intake rates rather than census data are used to compute
the education level. Since the historically observed intake rates are used to compute
current education levels for some age groups, immigration by people with relatively
low education will induce an overstatement of the education level for those age
groups. 

Similar arguments may be applied to countries with important flows of emi-
grants, though in these cases the distortions are arguably lower. The reason is that
emigrants plausibly have an education level close to that of their compatriots. In any
case the lack of information on the education level of migrants makes it impossible
to take the effects of migration into account. 
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The articles by Kevin O’Rourke and Daniel Cohen are fascinating and full of
valuable ideas that will enrich the discussions about globalization and inequal-
ity in Latin America. The two articles are also quite complementary. While

Cohen looks at the effects of trade on the rewards to human capital, O’Rourke con-
siders the effects of the integration of goods and factor markets on the rewards to all
factors of production. While Cohen estimates small samples using cross-sectional
data for the past two decades, O’Rourke takes a historical perspective on two cen-
turies through simulations of general equilibrium models. But both focus on captur-
ing the distributive effects of globalization through the evolution of returns to factors
of production.

General Observations

Cohen brings simple messages: Education leads to growth in the countries that have
maintained open trade systems and flexible labor markets. In the countries that have
not met those conditions, education has had little effect. Greater trade openness is
associated with greater inequality only in the countries in which capital has been
scarce, education limited, and the incentive to invest small.

O’Rourke bears a more complex and challenging message: The globalization of
the past two decades is not so new as is commonly believed, nor is it more intense
than the globalization that took place in the 19th century. The relationship between
globalization and inequality is not simple or straightforward, since globalization has
many dimensions, each of which has many possible links with inequality. Rather than
average relationships, what needs to be sought is the association between the inequal-
ity in a country, its resource endowments, and the movements of goods, workers, or
capital. O’Rourke finds an important difference between the 19th and 20th cen-
turies: while in the 19th century the changes in distribution within countries were
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greater, in the 20th century there was more convergence among countries. And in
this convergence the integration of factor markets—through migration in the 19th
century and capital movements in the 20th—has had as significant an impact as
trade.

Both articles leave some loose ends—some hypotheses that are not fully checked
out. Cohen, in suggesting that the returns to human capital in the developed coun-
tries have fallen with globalization—a hypothesis that runs counter to much of the
North American literature of the 1990s—rules out the possibility of a technological
change involving more intensive use of human capital. Cohen leans instead toward
a huge reorganization of production, whose characteristics he has not properly doc-
umented. 

O’Rourke, citing a recent study by Lucas (2000), goes so far as to suggest that in
the 1990s humanity passed through a new “Kuznets-Lucas” turning point at which
globalization would happen only if accompanied by greater equality and conver-
gence among countries. I do not believe that there is as yet any empirically justified
basis for this optimism.

Implications for Latin America

The two articles provide a general framework for discussing the possible links
between globalization and inequality in the postwar period for the particular case of
Latin America. To do so, I make intensive use of a study written with two coauthors
(Londoño, Székely, and Spilimbergo forthcoming).

What Explains Inequality and Trade in General?

In a comparison of the world’s regions, no direct connection is apparent between
their degree of openness to trade and their measure of income inequality (Gini coef-
ficient). Countries in Asia have less inequality than countries in other regions,
although those in East Asia are more open and those in South Asia less so. Europe
has the same relative intensity of trade as Africa, but its Gini coefficient is only about
half that of Africa (figure 1).

O’Rourke and Cohen invite us to examine this apparent national and regional
diversity as it relates to the development of resources. As Cohen wonders in his arti-
cle, will we find that Latin America is undercapitalized and that it has accumulated
human and physical capital more slowly than expected?

The relationship between trade, globalization, and income inequality can be
examined empirically using a database that Miguel Székely, Antonio Spilimbergo,
and I have built, with more than 3,000 observations for 1960–95. Using this data-
base, we have established firm empirical relationships between inequality and glob-
alization through the resource endowments of economies.

The intensity of trade, in the midst of a growth trend, is inversely related to the
size of a country, in terms of both area and population, and to its distance from
developed country markets (table 1). These economic geography variables explain a
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third of the variance in trade. The land, human capital, capital, and labor endow-
ments of each country relative to the world average explain another third: greater
intensity of any factor of production tends to be associated with greater trade, as in
any Ricardian model.

Income inequality, beyond being correlated with the intensity of trade (as is usual
in the literature) or the level of income (as in the Kuznetsian variants), appears to
have a specific regional component closely linked with the relative intensity of fac-
tors (table 2). The countries with greater abundance of primary resources, such as
land or unskilled labor, tend to have greater inequality, while those better endowed
with accumulable resources, such as human and physical capital, tend to have less.

In Latin America income inequality is pronounced and has remained relatively
stable rather than declining (figure 2). How can this be, given the region’s relative
resource endowment?

Latin America has a greater abundance of the resources associated with higher
inequality, and less of the accumulable factors associated with lower inequality.
Compared with the world average, it has more natural resources but much less
human capital—a situation that tends to be associated with greater inequality (fig-
ure 3). But its relative resource differences are smaller than those of other regions;
indeed, its resource portfolio appears to be well in line with the world average. This
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relative equilibrium in resource endowments tends to be associated with a lower
intensity of trade.

The Case of Latin America

Contrary to what O’Rourke believes, Latin America has not been characterized by a
structural trend toward lower income inequality. The Gini coefficient dropped in
the 1970s, increased in the 1980s, and stabilized in the 1990s—all while continuing
to fluctuate around a level close to 0.550. The intensity of trade, although it has
increased over the past 30 years, has done so more slowly than was expected.

What shift in the relative factor endowment can explain the persistence of the pro-
nounced inequality and the low intensity of trade in Latin America? Until the 1970s
Latin America had a growing relative intensity of land and unskilled labor together
with a declining relative intensity of capital per worker (figure 4). But since then the
picture has changed radically. The integration of Asia and China into world trade has
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Table 1. Trade, Geography, and Resource Portfolio, 1960–95
(dependent variable: trade intensity)

Economic geography Relative factor endowments

Variable (1) (2) (3) (4)

Constant 155 –1,163 –1,765 –1,872
(29.4) (13.5) (10.3) (10.8)

Area –6.0 –5.4 –7.3 –6.8
(23.3) (21.9) (15.0) (14.9)

Size –2.9 –4.1 –5.1 –6.8
(10.0) (14.3) (8.9) (11.4)

Distance –12.2 –13.9 –16.4 –15.1
(12.6) (15.2) (12.6) (10.5)

Time 0.7 1.0 1.1
(15.3) (11.5) (12.0)

Land 2.5
(5.1)

Human capital 19.0
(6.2)

Capital 5.5
(3.8)

Unskilled labor 1.6
(1.6)

Factor disequilibrium 3.4
(8.3)

Adjusted R2 0.35 0.37 0.71 0.72
F-test 460 440 243 188
N 2,930 2,930 436 436
Method Huber Huber Huber Huber 

correction correction correction correction

Note: t-statistics are in parentheses. Area is in square kilometers, size in millions of people, and distance (from
developed country markets) in kilometers (all in natural logarithms). Panel data analysis was based on Huber
correction method, using Stata.
Source: Londoño, Székely, and Spilimbergo forthcoming. 
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reduced Latin America’s relative abundance of unskilled labor. The integration of the
Russian Federation has tended to lessen its relative abundance of land. This relative
reduction of primary factors should have diminished inequality in the region.

But Latin America has lagged increasingly behind in the relative accumulation of
factors associated with lower inequality. The intensity of physical capital increased
more rapidly in developed countries. And the intensity of human capital grew more
quickly in other developing countries, especially those in Asia. As a result, Latin
America lost its relative abundance of human and physical capital.

This development in Latin America’s resource portfolio could reasonably explain
the persistence of inequality and the low intensity of trade. A simulation of the
changing influences on inequality shows that a rise in income and the reduction in
the intensity of primary factors lowered inequality in Latin America, but this effect
was more than offset by the relative scarcity of accumulable factors (figure 5). As a
result, inequality could not have declined.
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Table 2. Trade and Inequality, 1960–95
(dependent variable: Gini coefficient)

Regional effects
Trade Income

Variable (1a) (2a) (3a) (3b) (3c) (4)

Constant 33.9 –49.9 –26.5 –12.6 –61.5 –55.7
(57.6) (1.6) (0.8) (0.6) (0.8) (2.1)

Trade intensity 0.02 0.02 0.01 0.04 –0.01
(2.4) (2.5) (1.0) (1.8) (0.2)

Log (income) 23.5 17.6 5.8 29.5 22.3
(3.0) (2.2) (1.2) (1.5) (3.3)

Log (income)2 –1.57 –1.21 –0.4 –2.1 –1.3
(3.3) (2.5) (1.2) (1.7) (3.2)

Asia 4.8
(3.4)

Eastern Europe –6.4
(6.1)

Middle East 10.6
(6.8)

Latin America 
and the Caribbean 18.6

(18.0)
Land-rich 3.8

(4.3)
East Asia 5.6

(4.6)
Africa 15.9

(9.3)
Method Huber Huber Huber Within Between 

effects effects Huber
R2 0.002 0.09 0.09 0.006 0.17 0.64
N 565 565 565 565 565 565

Note: t-statistics are in parentheses. 
Source: Londoño, Székely, and Spilimbergo forthcoming.
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With the incorporation of more developing countries into the world trade sys-
tem, the shift of the center of the world economy from Europe to the United States,
and the reduction in transport costs since the 1960s, Latin America’s trade intensity
should have increased. In fact, the sum of exports and imports rose from 54 percent
of GDP in the 1960s to 90 percent in the 1990s (figure 6). But this growth in trade
was less than expected. Despite the reduction in obstacles to trade, the gap between
projected and actual trade for Latin America widened in the 1990s. Perhaps the
region’s trade policies were less to blame than its resource portfolio. As Latin
America’s relative abundance of primary resources steadily declined, the region
failed to build up a relative abundance of capital—a situation consistent with less
trade.

Conclusion

The insights O’Rourke and Cohen provide are most helpful for examining Latin
America’s experience in the postwar period. The analysis of inequality needs to go
beyond the static two-factor trade models. The key lies in the factor markets—in the
general accumulation of capital.
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Why has inequality remained high in Latin America? Perhaps the answer has less
to do with the greater or lesser opening to trade that the critics make so much of
than with the low accumulation of physical and human capital in Latin America in
the past 20 years compared with that in other regions. As Nick Stern suggests in his
keynote address, the key for both trade and inequality appears to lie in the invest-
ment climate—for human capital as well as for machinery and equipment. And this
theory is consistent with the explanations put forward by O’Rourke and Cohen in
their stimulating articles.
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Kevin O’Rourke and Daniel Cohen both seek to identify the relationship
between globalization and income inequality. Why income inequality? Why
are they interested in the size distribution of income—the fraction of national

income accruing to a particular share of the population—and not, for example,
poverty?

Several reasons come to mind. For developing country policymakers inequality is
a concern because it may lead to civil conflict. Inequality is also a concern if the tal-
ent in an economy is assumed to be normally distributed and the distribution of
income is skewed, so that there appear to be losses resulting from suboptimal allo-
cations between talent and outcomes. Correcting for such distributional inequalities
might improve economic performance.

For members of civil society in industrial countries the notion of great disparities
in the distribution of income may be morally repugnant. That is probably why we saw
a lot of shouting in Seattle and in Washington, D.C. That is also a valid reason for
social scientists like us to study the size distribution of income or income inequality.

For economists there is also a theoretical reason. Economists build conceptual
models to understand how the world functions, and an important model—the
Heckscher-Ohlin-Samuelson model—does not work the way these other models pre-
dict that it would.

The Heckscher-Ohlin-Samuelson model suggests that economic integration, or
globalization, will drive down the wages of unskilled labor in high-wage countries
but drive up unskilled wages in low-wage countries. In other words, income inequal-
ity should worsen in high-wage countries and improve in low-wage countries. That
is a prediction of a powerful model that economists use as our conceptual framework
for thinking about international trade issues.

There has been some evidence of the first implication of the Heckscher-Ohlin-
Samuelson model—a widening dispersion in wage rates in industrial countries—in
the United States, for example. People with only a high school education in the
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United States have lost both absolutely and relatively. There is some evidence that
the Stolper-Samuelson effect accounts for the wide dispersion of wages.

There is no evidence of a reduction in the dispersion of incomes in developing
countries, however, and this is a puzzle. Experience in Argentina, Chile, Colombia,
and Costa Rica has shown that after trade liberalization—after the comparative
static effect of tariff reduction—wage inequality increases.

The discrepancy between the data and the Heckscher-Ohlin-Samuelson model is
another reason that economists might be interested in inequality rather than poverty.
This discrepancy is highlighted by both O’Rourke and Cohen, and it bears more dis-
cussion because some observers believe that the interest economists have in increas-
ing inequality may be misplaced. 

These comments focus on the article by Cohen, who tackles the theoretical puz-
zle relating to the Stolper-Samuelson effect—the widening and shrinking of income
dispersion. His hypothesis is that skill-biased technological progress might be one
cause of the persistent inequality in developing countries, much as in the developed
world. He thinks that labor market rigidities might be another.

Globalization and the Returns to Human Capital

The question Cohen poses is this: Does globalization raise the returns to human cap-
ital in the North and lower them in the South? And is there any evidence that glob-
alization speeds the transformation of human capital into growth?

So Cohen’s article is an empirical one. I would agree with everything he says
about the robustness of these kinds of correlations between globalization and
income inequality. The consensus is that it is very difficult to get robust and believ-
able results. Having said that, however, I will tackle some of the issues having to do
with Cohen’s empirical analysis.

When Cohen looks at the returns to education, he draws a useful distinction
between human capital gained through formal schooling and that gained through
experience. As a baseline, he finds that the returns to schooling are higher than the
returns to experience in Asia, Africa, Latin America, the United States, and other
OECD countries. Furthermore, he ranks these groups or economies in descending
order by the returns to education: Africa, Latin America, Asia, the United States, and
the OECD. However, Cohen gives no reasons for this ranking or for its outcome.

The empirical question has to do with the quantity or quality of schooling, a
question that can be addressed through the choice of variables. The average number
of years of schooling is also important. Clearly, when one looks at the average, one
ignores the second moment, and the variance may play a much more important role
in developing countries. 

Cohen’s measure of experience may be less satisfactory than one would like. He
uses as a proxy for experience the life horizon of a worker entering the labor force—
life expectancy at five years of age minus average years of schooling. This measure
clearly does not take into account the fact that in the North, although there has been
a large increase in life expectancy, as Cohen correctly points out, there has been an
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even greater fall in the average retirement age. As a result, people in developing
countries may work longer relative to their life span than do those in developed
countries. So the measure of experience may need a little more fine-tuning.

Cohen discusses the returns to education as a central plank in his understanding
of the human capital nexus between globalization and inequality. However, he does
not explain why the returns to education are so much larger than the returns to
experience. This is an interesting point that deserves more attention.

Moreover, perhaps a different measure of experience should be used. While it could
be argued that education profiles are similar even across countries, experience profiles
may differ significantly within the population of a given country and across countries.

Cohen concludes that his empirical results refute the view that skill-biased tech-
nological progress has increased the returns to education over the past two decades,
at least at the aggregate (social) level. 

Theoretical Insights and Empirical Analysis

Having analyzed the returns to education, Cohen goes on to discuss whether poorer
countries are continuing to converge with richer countries. What I find intriguing in
his article is that although it is motivated by the fact that a theoretical model does
not match the data, it lacks a sense that what might be useful is for theoretical
insights to drive the empirical results. I will explain what I mean.

In the standard Heckscher-Ohlin-Samuelson two-good, two-factor model the rise
in the relative price of the labor-intensive sector following economic liberalization
causes an increase in the real wage rate. In the current models this does not occur
in the poorer countries. So we need to develop at least a theoretical framework that
will organize our thinking—one that will give us a clear comparative static result
consistent with both divergence in industrial countries and greater divergence in
developing countries.

Edward Leamer (1999) establishes such a model, one that reinforces Cohen’s
main point. It is a Heckscher-Ohlin-Samuelson model, but it includes effort and
endogenizes it as an important variable in the production function. So effort appears
in place of the usual total factor productivity. By making effort endogenous, the
model confirms Cohen’s results. The model can explain both the divergence in the
North and the divergence in the South with a simple comparative static Stolper-
Samuelson magnification effect.

The model can also show that labor market rigidities are another important fac-
tor in this divergence—and that capital market constraints are yet another. So theo-
retical insight drives an empirical analysis that will help establish consistency
between theory and empirical analysis. 
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The article, a survey of theory and evidence, addresses the influence of foreign trade
and investment on inequality, with a focus on developing countries. Since growth
affects the level of poverty and the distribution of income, the trade-growth nexus is
also addressed. The findings are inconclusive, perhaps leading to an agnostic view of
the relationship of foreign trade and investment to world economic growth and its dis-
tribution. There are no compelling theoretical reasons to believe, in general, that trade
promotes growth (as distinguished from an increase in real income), and the empiri-
cal work purporting to make a connection at the country level has been criticized on
methodological grounds. The theoretical case that foreign investment should stimu-
late growth and diminish world and host country inequality of income is stronger, and
some aggregate evidence credits foreign direct investment (FDI) with a significant
growth-enhancing impact.

Despite the ambiguity of theory and evidence, it strains credulity to believe that
trade liberalization did not play a significant role in the growth of the world economy
in the last 50 years and hence in the great reduction in poverty. The article suggests
the (rebuttable) presumption that a country wanting to develop should ensure that
exports remain competitive and that domestic production not be insulated from for-
eign competition.

Global inequality should not be a focus of great interest or research. Undesirable
consequences may well flow from greater inequality in particular circumstances, espe-
cially if the growth in inequality lacks legitimacy because of the way it was generated.
Greater global inequality, on the usual measures, is a natural consequence of uneven
growth—and uneven growth is better than none. The key question is whether people’s
lives are improving. 
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This article addresses the influence of foreign trade and investment on inequal-
ity or, more generally, on the distribution of income, with a focus on devel-
oping countries. The influence on economic growth of economic openness to

the rest of the world has been a topic of scholarly debate. Since growth affects the
level of poverty and the distribution of income, the trade-growth nexus is also
addressed.

Distribution of income has different meanings, apart from the different measure-
ments used to describe it. Economic theory has been concerned mainly with the
functional distribution of income, with the returns to identifiable factors of produc-
tion and their respective shares in total income of a particular country, such as the
share of labor income in national income. Popular and political discourse is more
concerned with the size distribution of income, such as the fraction of national
income accruing to the top or bottom 10 percent of residents, and with changes in
inequality. In recent years, concern with the size distribution of income has extended
to its global distribution, with observations by country grouped by per capita
income, rather than by individuals.

The two concepts of distribution are related by the ownership of the factors of
production, especially land in a predominantly agrarian economy and capital in a
modern economy. If ownership of land and capital were evenly distributed across a
population, even significant changes in the functional distribution of income would
have little impact on the size distribution of income. Somewhat surprisingly, simu-
lated empirical models suggest that the size distribution of income, while signifi-
cantly influenced by a country’s overall development strategy and its institutional
structure, is little influenced by economic shocks or by modest changes in policy
within a given strategy (Adelman and Robinson 1989).

The article starts with a simple parable of economic change, to fix ideas about the
possible consequences for inequality of a single significant shock. Next, it selectively
reviews why and how foreign trade might affect the (mainly functional) distribution
of income. It also addresses the possible impact of foreign trade on economic
growth. A similar review covers inward foreign investment. The article then sum-
marizes some of the empirical work on the impact of foreign trade and investment
on growth and income distribution. Finally, the article suggests a simple paradigm
for characterizing world economic growth over the past half century and, within this
paradigm, questions whether we should be concerned with the global size distribu-
tion of income.

A Parable of Change

Assume a coastline with many traditional fishing villages, each economically identi-
cal but autarkic. The only (nondomestic) economic activity is fishing. There are
three kinds of fishermen (only males fish): ordinary, superior, and energetic.
Superior fishermen have special, nontransferable fishing skills—for example, they
have better than average instincts about where to find fish. Energetic fishermen
work harder (longer hours) than other fishermen. And then there is an element of
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luck affecting the daily and annual harvest by each fisherman, luck being distributed
randomly.

Ordinary fishermen earn an ordinary (basic) annual wage in fish, adjusted up or
down in any given year by good or bad luck. Superior fishermen earn a superior
wage, also adjusted up or down by luck. Energetic fishermen earn the basic wage
augmented by their additional effort, again adjusted up or down by luck.

The observed distribution of income among fishermen in any given year is thus
determined by the skill premium of the superior fishermen, along with their num-
bers; the extra effort by the energetic, along with their numbers; and by an element
of chance.

Introduction of Change and New Opportunities

This ecological/economic equilibrium is now disturbed by the arrival of foreign (to
the villagers) ships engaged in some offshore activity that does not directly involve
the villagers. But the ships need a local shore base, for resupply of food and fresh
water, repairs, and crew rest and recreation. They choose one of the villages, per-
haps because of its deeper channel, but to the villagers it is by chance; perhaps the
foreign shipowners pay a distant government for the right to use the shore base and
pay subsequent royalties as well. The distant government neither collects taxes from
nor provides services to the villagers, beyond protecting them from marauders or
invaders.

Now suppose that the regular coming and going of ships destroys the fishing
activity, perhaps by driving the fish away, and thus deprives the villagers of their tra-
ditional livelihood. Their activity does not directly affect fishing in other villages.

The ships and their crews need unskilled labor and local services in the form of
food preparation, repairs, eating establishments, and the like, skills not initially avail-
able in the village. The opportunity set facing the villagers has thus been drastically
altered. Suppose further that the energetic fishermen recognize the possibilities and
take steps to acquire the required skills, which command a premium wage. The wage
is paid in money, which is used, at least initially, to buy fish from neighboring villages.
With an elastic supply of fish, those villages are in competition, but they charge for
delivery and use the money to import new goods, thus ending their autarky.

What is the new equilibrium, and how does it compare with the initial situation?
Two cases can be distinguished, depending on whether the new demand for labor at
the initial basic wage falls short of (case A) or exceeds (case B) the number of fish-
ermen available.

In case A the basic wage will fall enough to employ all the fishermen (since they
now need income). Superior fishermen will earn the new (lower) basic wage, since
their fishing skills are not transferable to the new activities. Energetic fishermen will
earn a new skill premium over the basic wage, which may leave them with either
lower or higher income than they earned as fishermen.

In case B the basic wage will rise enough to ration the limited supply of labor. Real
income will rise if the new basic wage is sufficient to cover the delivery cost of fish
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from neighboring villages, which will be assumed. Superior fishermen will earn this
new basic wage, and energetic fishermen will earn this wage plus a skill premium.

Thus, overall, in case A both ordinary and superior fishermen will be worse off
than they were initially; energetic fishermen may be better off, if the skill premium
is sufficiently high. The distribution of income, however defined, may be more or
less unequal than initially, depending on the various wage premia before and after
the change and depending on the number of fishermen in each category, but the
element of chance (in this parable) will have been eliminated.

Neighboring villages will clearly be better off, on average, since their incomes will
have risen by supplying the new demand for fish (presumably at the expense of
other fish predators, micro and macro). If the additional fish are provided solely by
the energetic fishermen in other villages, the distribution of income may have
become less equal there.

In case B all ordinary workers in the directly affected village are materially better
off. Superior fishermen will be worse off if the basic wage has not risen enough to
cover their loss of skill premium plus the cost of fish delivery. Energetic fishermen
will be better off if the new skill premium exceeds their previous extra fishing effort,
making no allowance for their leisure or the cost of acquiring the new skills. The
distribution of income may be more or less equal than initially, but the relative posi-
tion of superior fishermen will have deteriorated. The position of neighboring vil-
lages will have improved even more than in case A.

Effects of Change on Income Distribution

The arrival of the ships was a major disturbance, destroying previous livelihoods in
the village, but also creating new opportunities. In case A this drastic change leaves
the directly affected village worse off, although perhaps with a more equal distribu-
tion of income. In case B it leaves the village materially better off (it can consume
more fish), although perhaps with a less equal distribution of income. In both cases
neighboring villages are on average better off, although perhaps with less equal dis-
tribution of income.

Case B, in my scale of values, is superior to case A, even if it involves greater
inequality; and it may well be superior to the initial condition, even though a tradi-
tional way of life has been destroyed. Those who especially enjoyed fishing are big
losers, although they can perhaps regain that enjoyment by migrating to one of the
other villages. Those who especially disliked fishing are gainers. Such gains and
losses in utility are not captured by the conventional economic measures of output
and consumption.

This parable, especially case B, while necessarily oversimplified and perhaps over-
dramatic, captures the essence of economic change brought about by modern tech-
nology and globalization. That is, new and better economic opportunities are
created for those willing to take advantage of them, but traditional methods of earn-
ing a living will generally be made less attractive and in extreme cases (as here) may
become unviable. The aged and the inflexible are likely to be losers, but the young
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and the more flexible face new opportunities, and on average the gainers will out-
weigh the losers. The task of organized society is to ensure that they do.

The parable could be extended in several directions. One might be to allow immi-
gration of labor from neighboring villages, thereby damping the wage increase in the
directly affected village but also creating rental incomes there, thus introducing land
ownership as a factor. Another might be to allow village women to produce a mar-
ketable product, such as woven baskets, used both in fishing and by the ships. The new
level and distribution of income will then also depend on the price of baskets and on
the distribution of basket-weaving effort and talent and its covariance with pre- and
postimpact skill premia. But that would take us further afield than necessary.

The “growth” portrayed in case B may be accompanied by a less equal distribution
of income, however measured. Is that necessarily undesirable, assuming that no worker
is precluded by law or practice from acquiring the new skills? An element of chance may
exist (being in the right place at the right time), but over time effort should prevail. As
people acquire modern skills, the inequality of income distribution may rise, perhaps
for a long time, before it falls, as Kuznets (1966) conjectured. For example, if income
distribution is measured by the ratio of income earned by the top quintile in the distri-
bution to that earned by the bottom quintile, where that quintile is engaged in tradi-
tional activities, the distribution will worsen until the income of the second decile (the
top half of the bottom quintile) begins to rise more rapidly than average.

In every society some workers are more malleable than others. Malleable labor
can adapt more easily to new opportunities. Nonmalleable workers will gain only
insofar as demand for their labor rises. Local elites may have special talents that are
well suited to the preimpact situation but not easily adapted to change. Thus
Chinese scholar-officials of the 19th century generally resisted economic change,
since it rendered their specialized knowledge largely obsolete. In our parable the
superior fishermen can be expected to oppose the new activity, if they have anything
to say about it, unless they are “bribed” by those favoring the change (the shipown-
ers, the distant government, or even the local gainers) to accept it. 

The main lesson from this parable is that a major disturbance can either reduce
or increase average income and either reduce or increase inequality of income. And
the two effects need not be closely related.

Influence of Foreign Trade on Growth, Inequality, and Poverty: Some
Theoretical Considerations

In a country open to the world economy, the level and composition of its foreign
trade, like GDP, distribution of income, growth of output, and a host of other vari-
ables, are determined by the underlying social and political structure, technological
possibilities, factor endowments, and household and government preferences across
available consumption possibilities. Thus trade is endogenous, like many other eco-
nomic variables, and jointly determined by the structure and exogenous variables
affecting the economy under consideration, where “exogeniety” is itself determined
by the ambition of the structural characterization of the economy. Thus it is not pos-
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sible in such a framework to discuss the influence of trade on the distribution of
income; both are jointly determined by other factors.

Since one purpose of the Annual World Bank Conference on Development
Economics is to discover what policy guidance the World Bank and other advisers
should give developing countries, we will take an easier route of considering the
incremental consequences of liberalizing a country’s imports by eliminating import
quotas or reducing tariffs—or both. This act of import liberalization is the exoge-
nous change.

Consider a small increment to imports made possible by tariff reductions (for
concreteness, think of imports of cut flowers into Europe and the United States).
The exogenous change opens up a new range of choices. This development
inevitably makes those who initially take advantage of it prospectively better off;
otherwise they would not knowingly have taken advantage of it. (If the purchases
were merely exploratory, those who initially took advantage of it will stop if pur-
chasers do not like the results.)

The gain is initially in (usually nonmeasurable) utility or satisfaction. There is no
necessary impact on the level of output, much less on the rate of growth.

What about the distribution of income? The new possibility for trade enlarges the
menu of choice, often (but not always) by lowering price. (For example, cut flowers
may be imported profitably only during seasons when domestic production is not
available.) If the price of a good falls, that benefits consumers, but it hurts domestic
producers of the good or of close substitutes for it. Thus domestic producers of close
substitutes will experience a worsening of their terms of trade and hence of their real
income. Inequality will increase if these producers are poorer than average; it will
decline if they are richer than average. Poverty will rise if the domestic producers
are initially just above the poverty line, however defined. 

Over time, resources may be reallocated and the structure of domestic output
altered as a result of this new trade. Domestic producers may exit production of the
import-competing product in favor of now more lucrative productive pursuits. In
doing so, they will certainly improve their position with respect to their condition
after arrival of the imports (otherwise they would not make the change), and they
might even improve their position with respect to the status quo ante, before the
new imports arrived. This depends on how lucrative the new pursuits are, which in
turn will depend among other things on the new export opportunities opened up—
indeed made necessary—by the requirements for restoring macroeconomic equilib-
rium, e.g., through depreciation of the currency.

If the country is freshly importing a new product, one or more other countries
must be exporting it, and that will affect relative prices and the distribution of
income there as well, and usually output. 

Economic Growth

With a reallocation of resources, the level of the country’s output will rise when
measured at world prices. When measured at pretrade domestic prices, it may actu-
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ally fall, but need not. (This important distinction is usually neglected in empirical
work on trade and growth.1) GDP at the new prices will of course rise as the real-
location takes place. But once the reallocation occurs, this GDP “growth” will cease
unless it is sustained by one or more of five factors:2

• The redistribution of real income raises the national savings rate, leading
directly or indirectly (through the capital market) to a higher rate of invest-
ment.

• The relative price of investment goods is reduced, so that a given level of
national savings finances greater real investment.

• Productive foreign investment flows into the country in greater amounts on
a sustained basis.

• The redistribution of income or new competitive pressure leads people to
attain higher levels of economically useful skills.

• The efficiency of labor and capital is continually improved as a result of the
new imports, which may convey useful information from abroad as well as
exerting greater competitive pressure on domestic producers (leading, in our
example, domestic producers of cut flowers to improve their efficiency in
production or to discover new products to sell).

The first four of these factors could, of course, have negative signs, leading to a
reduction in subsequent growth, following the gains from the initial reallocation of
resources. Full employment is assumed to prevail.

A new trading possibility, brought about by import liberalization or by changes in
the prices of foreign goods, is closely analogous to an improvement in technology
at home: both enlarge the menu of choice, raise the utility of consumers of the prod-
ucts in question, and worsen the terms of trade of producers of competing products.
If technical change were substituted for new imports in the discussion above, the
logic would be similar, except that a change in technology would necessarily lead to
some change in the cost structure of domestic output. 

That raises the question of why public debate draws a sharp distinction between
imports and technical change. The answer, no doubt, is complex, arising in part
because new imports are often more easily identified with changes in policy, while
technical change is thought to be less political in origin (which may or may not be
the case), and in part because technical change (by assumption here) is domestic in
origin, whereas imports necessarily come from foreigners, who are easier to stigma-
tize and who have little or no voice in domestic politics.

Technical change can boost the growth rate through a stream of innovations, but
a single innovation generally would follow the pattern sketched above. Similarly, the
rate of growth should increase (at world prices) during a continuing process of trade
liberalization and for a time thereafter, due to response lags, as resources are reallo-
cated.

This discussion assumes that there are no serious market distortions.3 Market dis-
tortions can either reinforce or weaken (and even reverse) the impact on output
(measured at undistorted prices) of an exogenous change. With market distortions,
incentives may guide the behavior of both firms and households—which are
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assumed to respond to the actual incentives they face—in the wrong direction for
maximizing output. This important point is taken up again in the discussion of for-
eign investment below. 

The focus so far has been on small policy-induced increases in trade. Comparing
free trade with autarky brings another consideration into play: the limited size of the
domestic market for all products. If economies of scale or indivisibilities are signif-
icant in any sector, this limitation can be important for all but the largest countries.
Overall growth under autarky will be limited by growth in the slowest sectors. Trade
can help to break bottlenecks and permit a country to enjoy economies of scale
whether they occur at home or abroad. This point is not an argument for free trade,
but for some trade. The example of the Democratic People’s Republic of Korea,
once richer and more developed than the Republic of Korea, should warn everyone
of the disadvantages of autarky, pursued there in the name of jusen (self-sufficiency),
although of course many policies are involved, not just severe restrictions on
imports.

To sum up the argument so far: there is, in theory, no systematic link between
trade and sustained growth. Just as there is no single, simple connection between
growth and trade (see Cooper 1996b and the references cited therein), there is no
single or simple connection between trade and growth. The impact of new trade on
growth may well be powerful in some countries, but it can as well be negligible or
even negative in others. There is no reason to believe that the impact will be the
same everywhere. Controlling a cross-country analysis of growth for real investment
captures the first three of the five growth-sustaining factors listed above, but only by
transferring to investment some (much?) of the impact of trade.4

This lack of systematic, theoretical connection between trade and growth is
potentially important, because growth over time is probably the surest and most
effective way to reduce poverty defined against an absolute standard, if not income
inequality.

There is, however, an alternative view relating trade, in particular exports, to
growth. This view stresses that growth may be constrained by inadequate demand
or inadequate availability of foreign exchange. This is an old model, not intellectu-
ally fashionable these days, but not wrong for that reason.

Export growth can be the leading sector of a growing economy, stimulating
investment. Exports can grow because world demand for them is growing smartly
or because the country in question is able to increase steadily its share of the world
market through a suitable combination of competitive price and quality.

Export production, of course, is constrained in the short run by installed capac-
ity and labor force. But it need not be constrained in the medium run if the supply
of relevant labor is elastic; the supply of investible funds is responsive to the public
demand for them, either through national (public and private) savings or through
funds from abroad; and any serious bottlenecks can be broken by imports of mate-
rial inputs, machinery, or disembodied technology.5

Within this framework, an effective policy for growth would ensure that 
• Exports are competitive, with strong implications for exchange rate policy.
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• Supplies of relevant labor and capital are adequate, with implications for
policies toward transportation, education, housing, and financial intermedi-
ation.

• Requisite imports are readily available, not subject to high tariffs or import
restrictions. 

As a rough generalization, these seem to be the policies pursued by such rapidly
growing economies as the Republic of Korea, Taiwan (China), Singapore, and more
recently Mexico and China—each with significant national idiosyncrasies. Some
high-income countries have also relied heavily on export-led growth, and Japan con-
tinues to do so, as its accumulation over time of an extraordinary $350 billion in
foreign exchange reserves—through market intervention to inhibit appreciation of
the yen—testifies.

Distribution of Income

Trade can affect the distribution of income directly, without the mediation of its
influence on economic growth. It does so by affecting relative commodity prices,
which affect the real value of consumption and may also affect the relative and
absolute rewards to factors of production. According to the celebrated Stolper-
Samuelson theorem (1941), opening a (simple) economy to foreign trade will
increase the real income of the owners of the factor of production used intensively
in production of the export good and will reduce the real income of the owners of
the factor of production used intensively in production of the good now subject to
competition from imports, assuming both goods continue to be produced, regard-
less of the consumption pattern of either factor. (Whether this change increases or
reduces inequality depends on initial ownership of the factors of production.)

This remarkable and elegant result, and the closely related factor price equaliza-
tion theorem, both arising from the insights of the Swedish economists August
Heckscher and his student Bertil Ohlin, have received far more attention from pro-
fessional economists than they warrant. The Stolper-Samuelson theorem assumes
competitive markets for goods and factors of production, two goods and two fac-
tors with one used intensively in the production of each good, and no specialization
in production. It also assumes homogeneous factors of production—labor and cap-
ital, or (these days) unskilled labor and skilled labor—combined in known and sta-
ble production functions with constant returns to scale and unique factor intensities.

In the short and medium run skilled labor and capital are both specialized, not
easily transferable to other uses, so they earn rents to their specialization, which may
be high or low and which in a dynamic economy will generally change over time. In
the long run all factors may be completely malleable—unskilled labor may be
trained, amortized capital may be reinvested in different forms. But in dynamic
economies the underlying production function changes over this same long run,
often in unpredictable ways. Thus there is a serious mismatch in the Heckscher-
Ohlin framework between the assumption of homogeneous factors of production
and the assumption of an unchanged production function.
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The 2x2 dimensionality of the Stolper-Samuelson result is also problematic.
Attempts to generalize the theorem to m commodities and n factors of production
have produced weaker results. For m = n in a competitive economy with constant
returns to scale, a rise in any one commodity price will unambiguously improve the
real return to at least one factor of production and unambiguously worsen the
return to at least one other factor of production, although it may be difficult in a
complex economy to identify prospectively exactly which factors those are. The real
returns to other factors will depend on their patterns of consumption and could go
either up or down in response to a change in commodity price. The same proposi-
tion holds for m < n (Jones 1977, 30–31). For m > n, the link between commod-
ity and factor prices is further attenuated, and stronger assumptions are required to
reach generalizations (Leamer 1995). 

A case of special interest is n = m + 1, in which each commodity uses in its pro-
duction a factor specialized to it, while sharing a common factor (unskilled labor,
for example) with all other products. The percentage change in rewards to special-
ized factors, up or down, will be greater than the percentage change in prices of the
commodities in whose production they are used. This case is of particular interest
since, as noted above, many factors, both skilled labor and capital, are likely to be
specialized in the medium run of 5–10 years or even longer.

Propositions deriving from the Heckscher-Ohlin framework assume that a suffi-
cient number of identical products (or for some propositions, all products) are pro-
duced in the trading countries. In reality, countries typically specialize, partly
because of geographic advantage (natural resources, climate), partly because endow-
ments of common factors are too imbalanced to sustain the production of all goods.
The consequence is that price movements in at least some imported goods can occur
without affecting factor prices in the importing country, thus permitting all factors
to garner a rise in real income from a decline in the price of those imported goods.6

Influence of Foreign Investment on Growth, Inequality, and Poverty:
Some Theoretical Considerations

A similar agnosticism, or indeterminacy, applies to the influence of foreign invest-
ment on economic growth as applies in the case of foreign trade. That is at first sur-
prising, since economic growth is strongly and systematically associated with the
rate of investment; insofar as foreign investment augments national investment, it
should contribute to growth in economic output. And so it probably does, in gen-
eral. But not without qualification. And its influence on the distribution of income
in the host or receiving country is problematic.

It is useful to distinguish among several different types or motives for foreign
investment: loans from governments or international organizations (foreign aid),
export credits, bank loans, portfolio investments in marketable securities by for-
eigners, and foreign direct investment. Foreign direct investment can be subdivided
into resource investments, production slicing for reexport, and investment for local
sale, the last usually involving a differentiated product of some kind.
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All foreign investments except those directly associated with the importation of
goods or services (amounting to deferred payments on imports) augment the spend-
ing power of the receiving country (unless offset by macroeconomic policy, which
will be assumed not to occur in what follows), which in general will be divided
between imports and domestic goods and services. This spending may or may not
change relative prices; if it does, considerations such as those discussed in the pre-
vious section come into play.

Capital Inflows

In general, an inward flow of capital would be expected to lead to a rise in the prices
of nontradable goods and services relative to imported goods and services. If the
country is a price-taker on world markets, the price of nontradables will also rise
relative to export products. This change will affect incomes (such as urban land
rents) of factors that are used intensively either in nontradables or in tradables. 

A specialized literature discusses possible influences of foreign investment on the
terms of trade (export prices relative to import prices; Eaton 1989; Cardoso and
Dornbusch 1989). An induced change in terms of trade affects real income for any
given level of real output, which may or may not be affected. The terms of trade
might improve if the capital inflow leads to a currency appreciation and the domes-
tic prices of export goods do not fall correspondingly (the country faces a down-
ward sloping foreign demand curve for its export products). The terms of trade
might deteriorate if the foreign investment augments export supply into a world
market with supply-sensitive prices. Or the terms of trade may (and for most coun-
tries, are likely to) remain unchanged. Unchanged terms of trade do not, however,
imply unchanged relative prices, since, as noted above, the price of nontradables will
generally rise relative to the prices of imports and exports. This effect generates the
“Dutch disease” phenomenon: resources are drawn from tradables to nontradables,
and exports fall as part of the macroeconomic reequilibration of the economy in
response to (continuing) capital inflow, with corresponding changes to factor
demand and prices. Distributional effects in turn flow from these changes.

Eaton (1989, pp. 1317–47) provides a masterful review of the theory of interna-
tional capital movements inserted into models of international trade and growth. It
is impossible to summarize the results concisely. Not surprisingly, the range of pos-
sible outcomes widens with the complexity of the model and with the presence of
distortions from competitive market equilibrium. Capital inflows may, but need not,
raise real national income. Even when they do, they may, but need not, raise the
average national wage.

Mainline classical analysis of a net capital inflow suggests that the capital stock of
the receiving country will be augmented. That in turn will depress the returns to
capital (assumed to reflect, under competitive conditions, the marginal product of
capital) within the country and raise the marginal product of labor and hence the
real wage. The foreign investor will be paid the world interest rate or, if the physi-
cal capital is directly owned, the (now lower) domestic marginal product of capital,
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less any taxes paid to the host government. This arrangement works to mutual
advantage so long as the marginal product of capital (net of host country taxes)
exceeds the world interest rate. The impact on the host country distribution of
income depends on the distribution of ownership of domestic capital. If capital
ownership is more concentrated than is labor income, the capital inflow should lead
to a more equal distribution of income as well as to a higher national income.7

This happy picture disappears in the presence of import restrictions protecting a
domestic capital-intensive industry in a small economy. An analysis foreshadowed by
Johnson (1967) and developed by Brecher and Diaz-Alejandro (1977) shows that
capital inflows under these circumstances (and under assumptions similar to those
required for the Stolper-Samuelson theorem) will lower national income measured
at world prices. This perverse result arises because in addition to the foreign capi-
tal, domestic resources (labor) are drawn into the protected industry from the rest
of the economy. The (favored) return to capital and hence wages will remain
unchanged, output in the capital-intensive industry will rise, output in the export
industry will fall, payments will be made to foreign investors at the protected rate
of return, and real national income will fall. This possibility is not merely of theo-
retical interest, since protectionism continues to be pursued by many countries,
sometimes with the explicit objective of attracting foreign investment.

A second example of foreign capital inflows having potentially perverse results for
national income and for the distribution of income concerns commodity aid, especially
food aid extended on credit at concessional terms. Food aid, other things remaining
unchanged, may depress the price of food in the receiving country below the level it
would otherwise be. That benefits the urban poor, indeed all net consumers of food.
But unless countered by policy it also depresses prices received by domestic food pro-
ducers. That will lower rural land rents and agricultural wages, thus encouraging
migration to the cities. The effects on the distribution of income obviously depend on
the relative weights of farm-dependent and other, especially urban, populations; on
the ownership of agricultural land; and on institutional factors influencing the rela-
tionship between urban and rural wages. But it is not difficult to construct plausible
scenarios in which food aid makes the distribution of real income less equal, especially
where food production absorbs a large fraction of the labor force.

Foreign assistance for infrastructure should raise national income. If it is devoted
to the purchase of imported equipment, it will simply augment the domestic stock
of capital, raising factor incomes all around except for capital in direct competition
with the new investment. If it is devoted in part to local construction, it will raise
demand for labor during the period of construction, both for unskilled workers and
for workers with construction skills. That will be a transitory effect, but for large
projects it may last for many years. When such aid flows continue over decades, they
can create the basis for an indefinitely enlarged construction industry.

However, large public construction projects notoriously provide occasions for
rake-offs by politicians and officials, as do large direct government or government
enterprise purchases of imported equipment, usually on credit. Such effects also
need to be included in reckoning the impact of capital inflows on the distribution of
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income. Bribery and “commissions” are often large and are enjoyed by relatively
few, often already privileged, individuals.

Foreign Direct Investment

Foreign direct investment (FDI) introduces a wider set of issues. Inflows of capital
usually accompany FDI, but in some cases they may be its least important feature.
FDI also may bring improved management, new production techniques, quality con-
trol, and access to foreign markets that would otherwise be difficult to develop, as
well as exerting competitive pressures on local producers, in the markets for labor
as well as for goods and services.

These days much new FDI in developing countries occurs in process manufactur-
ing, with some part of a production sequence undertaken offshore, usually because
of lower labor costs. The host country imports unfinished components and exports
either assembled finished products or more refined components for further process-
ing elsewhere.8 This type of FDI typically adds little to the host country capital stock,
apart from work in progress. It hires and often trains local labor, providing employ-
ment and typically raising local wages, at least for those working for the foreign firm.
Since employment by foreign firms is rarely more than a small fraction of the labor
force, the impact on the distribution of income will be limited unless the national
labor market is tightly integrated, which it rarely is in developing countries.

Thus while this type of FDI might in theory raise wages across the board, thereby
reducing income disparities, in practice it is more likely to raise wages for a small
fraction of the labor force, thereby perhaps widening income disparities by creating
a favored local group. More generally, the likely result will be to improve the
absolute and relative positions of a group of workers who were already well above
the lowest paid, but way below the highest-income residents. Thus it reduces the
income shares of both the lowest decile and the highest.

Traditionally, most FDI has not been in process manufacturing but in exploitation
of the natural wealth of the host country (minerals, or climate and land suitable for
agriculture); in manufacturing of branded products for local sale and possibly
regional export (such as soft drinks, cosmetics, and pharmaceuticals); and in main-
tenance and repair units for complicated and branded imported equipment (high-
rise elevators, for example). For these cases the analysis is more complicated,
because rents are typically earned in all three activities, and competition is imper-
fect—sometimes very imperfect—in the manufacturing of branded products for
local sale and in maintenance and repair activities. 

The economic rents can be shared in various ways, subject to taxation and
explicit or implicit bargaining. How the rents are shared affects both the total gains
to the host country from the FDI, and the domestic distribution of those gains. For
instance, mineral extraction may be heavily taxed, with the revenues disposed of in
many different ways. Or the foreign firm may pay exceptionally high wages and
commissions in order to build worker loyalty and local political support. As noted
above, however, if the FDI was stimulated by protection against imports, its contri-
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bution to real national income may be negative, even while it is privately profitable
because of the high domestic product prices.

Caves (1999), observing that firms are much larger in rich than in poor countries,
considers the obstacles to growth of domestic firms and addresses the potential for
spillovers from FDI that could benefit domestic firms by reducing obstacles to
growth. He conjectures that the most helpful spillover may be simply demonstrat-
ing to domestic firms what is feasible and that this effect is likely to be greater in
countries pursuing an outward-oriented trade strategy than in countries relying
heavily on import substitution.

Empirical Evidence on Trade, Investment, and Inequality

Theoretical considerations address the impact of trade or investment on the distri-
bution of income within rather than between countries. This section first addresses
the impact of trade (mainly U.S.) on domestic income distribution and then looks at
the evidence for distribution across countries, the influence of openness on growth,
and the distributional impact of foreign investment.

Domestic Income Distribution

From the mid-1970s to the mid-1990s the distribution of income widened substan-
tially in the United States. Some of this involved changes in family structure, toward
more single-parent families, and thus is in part a measurement or definitional
issue—and may be related to higher incomes and employment opportunities for
women. But dispersion also increased considerably in the earnings of full-time male
employees. The ratio of male earnings at the ninth decile to those at the first decile
increased from 3.18 in 1979 to 4.35 in 1995 (Freeman 2000, p. 38) (This trend
seems to have reversed in the late 1990s). The figures have been analyzed from
many perspectives. Wage dispersion increased not only across educational levels, but
also within skill categories. Indeed, people at the bottom of the scale, without high
school education, experienced a decline in real income, an extraordinary develop-
ment in an economy at high levels of employment and with 50 percent growth in
real per capita output over the two decades.9

To what extent can this increased dispersion be attributed to foreign trade? The
first point to note is that foreign trade developments experienced by the United
States, especially the rapid growth of imports of manufactured goods from develop-
ing countries, were also generally experienced by Europe and Japan, albeit to lesser
degree. With the notable exception of Germany, other rich countries also experienced
some widening in dispersion of male earnings over the 1980s, though generally con-
siderably less than that in the United States (Freeman 2000, p. 38). However, in Japan
and many European countries, unlike in the United States, unemployment grew over
this period, suggesting that pressures similar to those leading to wider wage disper-
sion in the United States may have led instead to increased unemployment in Europe
and Japan, also concentrated among those with lower education or skills.
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An extensive literature has developed on the reasons for increased wage disper-
sion in the United States, in particular on the portion that foreign trade might
explain.10 The motivating thought is that increased imports of manufactures from
developing countries—due partly to continuing trade liberalization in the importing
countries but mainly to policy changes in the exporting countries leading to greater
engagement with the world economy—in effect enlarged world “endowments” of
unskilled labor. Imports of labor-intensive goods put downward pressure on the
wages of unskilled labor in rich countries, leading to unemployment in countries
where for institutional reasons relatively low wages could not be reduced further.
The Stolper-Samuelson theorem was at work.

This is an attractive hypothesis, but it cannot stand close scrutiny. The Stolper-
Samuelson theorem operates on factor prices through changes in commodity prices,
and the changes in commodity prices required to explain reduced wages of unskilled
workers cannot be robustly observed. Hypotheses about less straightforward chan-
nels of causation linking trade (especially imports of manufactures) to pressure on
unskilled wages have not fared much better in the empirical literature. 

Cooper (1996a) examined U.S. imports, production, and employment in textiles,
apparel, and leather industries—the tradable sectors that rely most heavily on
unskilled labor—and concluded that during the 1980s imports could explain only
about 10 percent of the relative decline in wages of unskilled workers, who are also
widely employed in the nontradable retail sector. Other studies, very different in
approach, produce results of similar magnitude. Most studies attribute the bulk of
the increased wage dispersion to technical change that has increased the premium
for greater education. Some of the technical change can be identified directly at the
plant level (see, for example, Krueger 1993 and Jensen and Troske 2000), but tech-
nical change is difficult to measure adequately and much of the attribution is infer-
ential or anecdotal. 

Blanchflower and Slaughter (2000, p. 78) conclude their review of the impact of
foreign trade on wage dispersion by noting that

The methodological issues surrounding the proper way to gauge trade’s role
have not been resolved. Nevertheless, what is important to emphasize is
that the large majority of studies to date—regardless of their methodol-
ogy—find only a small role for international trade in rising U.S. income
inequality. Product prices, labor shifts, trade flows: All these data have been
analyzed in different ways, and the recurring conclusion is that trade has
not mattered much. 

Immigration has also been an important feature of the U.S. economy in recent
decades, on a much larger scale than had been experienced since before 1920.
Numerically, much immigration has been of relatively uneducated, unskilled work-
ers, mainly from Mexico and other countries in Latin America. There is also a sub-
stantial literature on the impact of immigration on U.S. wage dispersion, again
relying on a variety of methodological approaches. It has been summarized by
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Camarota and Krikorian (2000), who in their own work find a negative impact of
7–10 percent on the wages of unskilled workers; other studies show a somewhat
larger impact. But that is a different channel from foreign trade or investment.

In the Heckscher-Ohlin framework, policy-induced increases in labor-intensive
exports would be expected to lower the demand for labor-intensive production in
capital-rich importing countries, which would reduce demand for unskilled labor,
leading to a reduction in the unskilled wage and an increased dispersion of income.
But the same forces would be expected to increase production of labor-intensive
goods in the exporting countries, and that in turn under similar conditions should
increase the relative wages of unskilled workers and thus reduce income dispersion
in those countries. 

This does not seem to have happened. Wages of unskilled manufacturing work-
ers in developing countries with rapidly growing exports do seem to have risen, and
poverty has declined, but wages of skilled workers seem to have risen even more,
contrary to expectation within the Heckscher-Ohlin framework. Chile, Colombia,
Mexico, Turkey, and Venezuela, among others, have experienced increased wage
dispersion based on education (Wood 1994; World Bank 2001). 

A number of explanations are available, but all involve compromising the
Heckscher-Ohlin framework in significant ways. Mexico experienced a substantial
increase in wage dispersion in the late 1980s, following trade liberalization but
before the North American Free Trade Agreement (NAFTA). The premium on edu-
cation rose significantly, and the wages of nonproduction workers rose relative to
the wages of production workers in the northern part of the country, where FDI
tends to be concentrated. Since the United States is by far Mexico’s largest trading
partner, this is difficult to interpret in conventional Stolper-Samuelson terms, unless
trade liberalization was concentrated in labor-intensive industries (which it was) and
the relative price of labor-intensive products, mainly apparel, declined (which they
did not; see Craig and Epelbaum 1996; Feenstra and Hanson 1997; and Hanson
and Harrison 1999). 

Argentina is a case in which foreign trade arguably had a strong influence on the
distribution of income. The country has historically been a successful exporter of
grain and beef, two products that also comprised “wage goods” of the Argentine
population. A liberal trade policy could be expected to raise the domestic price of
these wage goods and the rental returns to productive agricultural and grazing land.
Land ownership was concentrated, so a liberal foreign trade policy would redistrib-
ute income from many workers, especially urban workers, to fewer farmers and
landowners. It has been argued that this structural characteristic might explain
Argentine protection against imports for decades following the 1930s (Diaz-
Alejandro 1970; Findlay 1984; Leamer 1987). That explanation of course implicitly
assumes that the rental income could not have been effectively taxed and used to
finance public expenditure and even some domestic redistribution. One of the
world’s rich countries in 1950, Argentina grew at only about half the world’s aver-
age rate during the next four decades.
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Distribution of Income Across Countries

Complaints are frequent that the world distribution of income has become more
unequal in recent decades, meaning that the gap between rich and poor has not been
closing. How the gap is measured is not always specified, but sometimes the gap
explicitly refers to the difference between average income in one or more poor
countries and average income in one or more rich countries (see, for example,
World Bank 2001, p. 51, which compares per capita GDP in the 20 poorest and the
20 richest countries). By this standard the gap is not only widening but will continue
to widen for a long time, short of some global catastrophe. Growth of a robust 10
percent in a country with a per capita income of $1,000 means an initial annual
increase of $100—the same as that in a country with a per capita income of $10,000
that grows at a meager 1 percent. Any growth higher than 1 percent will initially
widen this gap between the two countries.

Economists usually focus on growth rates rather than arithmetic increments. If
the second country grows at a reasonable 3 percent, the arithmetic difference in
incomes in the two countries will continue to grow for 16 years. But in the long run
higher growth rates win, and the poor country will have been converging on the rich
country from the beginning in geometric terms—the ratio of the second country’s
income to that of the first will decline continuously (at unchanged growth rates).
After 35 years income in the two countries will equalize at $28,000.

Have national per capita incomes been converging in this geometric sense? Put
another way, have countries that were relatively poor 30 or 40 years ago experi-
enced higher growth rates than those that were relatively rich? An extensive litera-
ture examined this question in the 1990s, stimulated partly by the growing
availability of national income and related data for many countries, cumulated over
a period long enough to examine economic growth empirically. Also contributing to
this interest was the (re)discovery of endogenous growth theory, which posits that
economic growth is not determined solely by growth in the labor force and the cap-
ital stock augmented by autonomous technical change, but also by economies of
scale or endogenous technical change, brought about through learning-by-doing or
growth-induced expenditures on applied research, so that growth itself sustains fur-
ther growth (Romer 1986).

Barro (1997) reviews the results of this research and draws on a sample of more
than 80 countries to test whether per capita income in 1960 had a negative impact
on the growth in per capita income during 1960–90. Convergence, or catch-up,
implies that poorer countries should on average grow faster than richer ones. Initially,
the results show that poorer countries did not grow faster on average than richer
ones; there is no statistically significant relationship. But poorer countries are found
to have grown faster once several growth-relevant variables are controlled for. This
has been called conditional convergence—conditional on having similar steady-state
growth paths, which in the empirical work are assumed to depend on such variables
as level of secondary education, life expectancy (as a proxy for general health), rule
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of law, democracy (a rough proxy for freedom), fertility, government consumption (a
proxy for tax and other policy distortions), and inflation (the last three entering with
negative influence). Some convergence is evident after controlling for these basic fac-
tors, although it takes place slowly, at 2.5 percent a year (so that half of a given gap
would be closed in 27 years). Investment rates are known to be highly correlated with
growth rates, but they may be determined by the same underlying factors as growth,
so Barro does not consider them a primary determinant of growth.

Barro is careful to point out that a tendency toward convergence does not auto-
matically imply a move toward greater equality among nations. That depends also
on the disturbances to which economies are constantly subjected. For a given distri-
bution of disturbances, persistent convergence is consistent with a constant degree
of inequality, just as regression of the heights of sons relative to their fathers toward
the population mean does not imply that eventually all men will be the same height.

This analysis accords little or no role to foreign trade, investment, or trade pol-
icy. The only open economy variable in Barro’s analysis that produces a statistically
significant result is the terms of trade, which directly affect real income, not output.
But empirically an improvement is conducive to higher growth, in part by stimulat-
ing more investment.

Openness and Growth

An extensive literature has also developed on the influence of openness or outward
orientation on growth rates across countries. This literature is of interest here
because differential growth rates among countries affect the global distribution of
income over time and because growth rates affect the reduction of poverty, and pos-
sibly the distribution of income, within countries. 

To take the second point first, Dollar and Kraay (2000) have demonstrated a
robust relationship between average income in the lowest quintile and mean
national income within 80 countries over a period of four decades. Concretely, poor
people (defined as those in the lowest quintile) in rich countries are materially bet-
ter off than poor people in poor countries, with high reliability. More relevant for
the discussion here, growth in average per capita income (on a purchasing power
parity basis) can reasonably be expected to raise average income in the poorest quin-
tile roughly in proportion, indeed by proportionately slightly more. This general
result does not seem to vary over time, between rich and poor countries, or between
crisis and noncrisis periods (where crises are measured at five-year intervals).
Moreover, this result does not seem to be very sensitive to the usual determinants of
growth, such as those discussed in the preceding section. 

In short, growth seems in general to be good for the poor, both in reducing their
poverty and in maintaining their position in the income distribution. Empirical gen-
eralizations of course are not universal laws; examples can be found where income
of the poorest fifth did not keep up with growth in average income. But these cases
are not typical. Moreover, there is only one case in the sample where income of the
poor grew significantly (12 percent) while average income fell by more than 1 per-
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cent. The generalization could thus be rephrased to “growth is almost always nec-
essary for serious alleviation of poverty, even if not always sufficient.”

What, then, is the contribution of trade to growth? A number of researchers,
using different approaches, have found growth to be enhanced by foreign trade, or
openness, or trade liberalization (Dollar 1992; Sachs and Warner 1995; Edwards
1998; Ben-David, Nordstrom, and Winters 2000, based on earlier work; among
others).

A general methodological problem arises in determining the impact of trade on
growth because trade and output are determined simultaneously. Each researcher
has developed surrogates for measuring the degree and character of openness, and
each surrogate is open to disputation. Indeed, Rodríguez and Rodrik (2001) have
provided a withering critique of the studies mentioned in the preceding paragraph,
raising serious doubts about whether the authors have demonstrated their claim that
pursuit of liberal trade policies has enhanced growth. Rodríguez and Rodrik per-
suasively find fault with the surrogates, with choice of data, or with specifications
of the model to be fitted.

Frankel and Romer (1999) also find a significant impact of openness on levels of
per capita income. To avoid the problem of simultaneity, they construct an index of
trade possibility based on geographic factors and find that it is strongly correlated
with per capita income. They also find that actual trade is positively correlated (r =
.62) with trade possibilities and that trade possibilities enhance income through
three diverse channels: greater stock of capital, greater stock of education, and
higher total factor productivity. But they explicitly caution against using their results
to draw inferences for trade policy, which brings different issues into play.

Drawing on the new growth theory, Ades and Glaeser (1999) conjecture that
greater openness, by relaxing constraints imposed by the extent of the domestic
market, should be associated with higher growth. More particularly, they hypothe-
size that initial levels of per capita income should have a greater (positive) impact
on growth for more closed economies than for more open ones, since more open
economies are less bound by domestic market size. Data for 1960–85 for 66 coun-
tries, half relatively closed and half open based on the ratio of trade to GDP, broadly
confirm their hypothesis: the relationship of growth to initial per capita income is
statistically significant for closed economies and insignificant for open ones. 

In view of the discussion in the section above on the influence of trade on growth,
it would be surprising if all instances of trade liberalization led to greater growth, as
distinguished from a once and for all rise in output. It could happen, of course. The
model of export-led growth, in either its demand or its supply (bottleneck easing)
version, could be generally applicable. Or “liberal trade policy” may simply be a
proxy for a complex of more liberal policies, with fewer distortions and less gov-
ernment intervention in the functioning of markets.

Rodríguez and Rodrik provide mainly a technical critique of a number of studies
that have concluded empirically that liberal trade fosters growth. They suggest that
alternative specifications and definitions of variables would be preferable. In fact,
however, their critique generalizes to virtually all country cross-section regressions.
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Thanks to the patient and persistent encouragement and pressure by international
organizations on member countries to provide economic (and other) data in a stan-
dardized format, data in ever lengthening time series are now available for more
than 100 countries. The data have proved irresistible to analysts wishing to test
broad generalizations that earlier were supported only by theory backed by anec-
dotes or case studies. And they have been useful for debunking some of those gen-
eralizations, as Dollar and Kraay (2000) have done with the widely held view that
modern economic growth leaves the poor behind.

But the countries for which observations are available have very diverse political
arrangements, the only common element being their seats in the United Nations and
other international organizations. Some are cohesive units for collective decision-
making. Others are conglomerations of miscellaneous leftovers from European bar-
gaining on imperial boundaries, unable even to maintain domestic order, the prime
requisite for functioning government. Most lie between these extremes. So as far as
formulation and execution of policy are concerned, the data are not drawn from the
same universe, even though they may appear in the same accessible database. 

In addition to data from the same (relevant) universe, proper analysis requires a
general equilibrium framework, with joint determination of most economic vari-
ables. Even the policy variables, normally considered exogenous in economic mod-
eling and estimation, may be endogenous. Some countries take International
Monetary Fund/World Bank advice, while others offered that advice spurn it—or
accept its rhetoric but not its implementation. In a comprehensive model this dif-
ference between acceptance and rejection should be explicable; but from an econo-
metric perspective that fact implies specification error and biased estimates (see
Lundberg and Squire [2001] on the problem of simultaneity). 

The key policy issue is whether for each country, starting where it is, some liber-
alization of trade (or foreign investment) would improve its economic performance.
The answer lies not in cross-section country regressions, however carefully speci-
fied, but in detailed analysis of each country under study.

Foreign Investment, Growth, and Inequality

Far less empirical work has been done on foreign investment than on foreign trade,
in part because data are neither so copious nor so detailed. Dobson and Hufbauer
(2001) estimate conservatively that cumulative foreign investment (mainly FDI)
contributed over 6 percent to the GDP of emerging market countries by 2000. This
significantly outweighs the damage that foreign investment (mainly bank loans) may
have contributed through banking or foreign exchange crises, which amounted to
about 3 percent of the GDP of emerging markets (if half the estimated loss in GDP
were attributed to foreign investment, an estimate the authors consider high).

The rich countries provided over $700 billion (in dollars of 1995 purchasing
power) in economic assistance to poor countries during 1970–95. A World Bank
study (1998) finds that economic aid alone did not foster economic growth—an
appalling result, even allowing for the fact that much aid was given for political sup-
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port to particular countries or governments, not necessarily to increase growth or
reduce poverty. From the perspective of economic development, much aid seems to
have been simply wasted. However, aid given to countries that pursue effective eco-
nomic policies can boost economic growth significantly. Aid can contribute to
growth in a policy environment that encompasses good management of economic
policy and the setting of suitable development objectives. Aid alone cannot ensure
the right policy environment; the government must desire economic development,
or improvements in health or education, and act accordingly. Vigorous economic
growth, in turn, always reduces poverty, even when it enriches some people more
than others. 

Borensztein, De Gregorio, and Lee (1998), examining the influence of FDI on
economic growth in 69 developing countries for 1970–89, find, after controlling for
other variables, that FDI makes a positive contribution. But the more significant
finding is that this contribution interacts strongly with the amount of secondary
school education. At the average level of secondary schooling in their sample (0.9
years for males over age 25 in 1980) “an increase of 0.005 in the FDI to GDP ratio
(equivalent to one standard deviation) raises the growth rate of the host economy
by 0.3 percentage points per year”(p. 125). This link to schooling is not present for
domestic investment. The authors also find that FDI has a positive effect on domes-
tic investment, not a negative one. Kant (1996) finds FDI to be associated with a sig-
nificant reduction in capital flight as well. 

Moran (1998), summarizing the work of others, reports that FDI in manufac-
turing is found overwhelmingly in highly concentrated industrial sectors (where
competition is low). He summarizes three detailed studies on the impact of FDI
on national income. Reuber (1973) found that nearly three-quarters of 45 sub-
sidiaries in 30 (mostly rich) countries had production costs higher than those of
their parents, suggesting that the firms could have satisfied host country demand
from home country production, but did not because of restrictions on imports.
These are circumstances in which FDI can actually lower host country GDP. Lall
and Streeten (1977), on examining 88 subsidiaries in six developing countries,
found that two-thirds had a positive effect on national welfare but that one-third
had a negative effect. Encarnation and Wells (1986) evaluated 50 proposed direct
investments in a single country, valuing inputs and outputs at world prices, and
found that roughly two-thirds (the exact ratio depending on assumptions about
shadow prices) would have increased the country’s welfare, and roughly one-third
would have reduced it. In all three studies, the negative effects arose in areas of
low competition.

These studies are all dated, and in particular they predate the tremendous growth
in FDI in developing countries (and in developed countries) in the 1980s and espe-
cially the 1990s. They also largely predate the extensive growth in FDI associated
with locating different production processes for a single end product or class of end
products in different countries, according to their costs of production. Some for-
merly poor economies began direct investment abroad, most notably Hong Kong
and Taiwan in China. During this period considerable trade liberalization also
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occurred as a result of the Tokyo (1979) and Uruguay (1994) Rounds of multilateral
trade negotiations and the extension of free trade areas, most notably NAFTA and
the association agreements of the European Union with prospective members. But
the antidumping charges and rules of origin associated with regional trade agree-
ments create new opportunities for trade diversion and hence the socially subopti-
mal location of foreign investment. Thus FDI should be reviewed again in the much
altered current environment. 

Apart from its effect on GDP, FDI can also have distributional and other local
effects. It is widely accepted that firms with FDI in developing countries typically
pay higher wages (and better fringe benefits) than domestic firms in the same indus-
try and location. Whether this narrows or widens the distribution of income
depends on all the other factors that influence the distribution of income, but in
some cases it seems to have created an economic elite of favored workers. Foreign
firms are also more likely to pay local taxes, except when (as often in developing
countries) they have been granted tax holidays or other special revenue privileges
(Hanson 2000). 

Foreign firms may bid up the price of relatively skilled labor in the host country
and thus bid such workers away from domestic firms. In the long run this may
encourage educational attainment, but in the medium run it may worsen the eco-
nomic condition of domestic firms and depress the local return to capital, with dis-
tributional implications. Aitken and Harrison (1999) find on examining data for
more than 4,000 plants in Venezuela between 1976 and 1989 that foreign partici-
pation raises productivity in recipient plants, especially those with fewer than 50
employees. They also find, however, a negative effect on the productivity of domes-
tically owned plants, thus providing no support for the argument that FDI creates
positive spillovers for domestic firms. They summarize that “on balance, our evi-
dence suggests that the net effect of foreign ownership on the economy is quite
small” (p. 617). They report similar results from a comparable study of Indonesian
firms, with the difference that the positive effects on joint venture firms seem more
decisively to outweigh the negative ones on domestically owned firms.

It seems difficult to generalize the distributional impact of foreign investment. To
the extent that it stimulates growth, it is likely to reduce poverty. But the impact on
the distribution of income in a country will also depend on how much local wages
rise, how much local returns to capital fall, and how income is initially distributed
among the relevant groups. 

Should We Be Concerned About Global Inequality?

It is often simply taken for granted that global inequality is undesirable and that an
increase in global inequality is therefore undesirable. Rarely is anything said about
why that is so or whether the way it was brought about makes any difference. Yet
how global inequality is increased is important for how we evaluate it. In particular,
global inequality brought about by an uneven process of economic growth, as each
country finds its own way toward development, may not be undesirable—and is cer-
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tainly less undesirable than global inequality brought about in other ways, such as
through war and conquest, or preserved through lack of growth in richer countries.

Consider a world with two groups of countries: group A countries are rich and
growing, and group B are poor and stagnant. The two groups are connected through
mutually beneficial trade. Growth requires a complex array of conditions to be met,
in particular a stable social system (low domestic turmoil) with widespread educa-
tion and growth-supporting incentives for effort, saving, and risk-taking. Any small
country can benefit by engaging in foreign trade to avoid some of the bottlenecks to
growth that arise under autarky. And all countries can benefit from importing suc-
cessful technology and management techniques, to avoid having to rediscover all
improved techniques at home (although some rediscovery is probably useful and
more likely to result in productive local adaptation).

Suppose that one by one, countries establish the conditions for growth and switch
from group B to group A. During the switching transition they will experience an
exceptionally rapid period of growth. What are the consequences of this simple
process for the global distribution of income? Measured conventionally as the ratio
of the top quintile or decile to the bottom quintile or decile or as the share of the
bottom quintile in world income, the world distribution of income becomes increas-
ingly unequal as more countries switch from group B to group A until some coun-
tries in the bottom quintile themselves begin the switch.

This is the history of the world economy, broadly characterized, during the last
half century. In 1950 relatively rich countries were largely confined to western
Europe and the former British regions of settlement: Australia, Canada, New
Zealand, and the United States. Then some countries began to grow rapidly, making
the switch from group B to group A. A number of countries now unambiguously in
the rich category were relatively poor 50 years ago—Italy, Japan, and Spain, to name
three large ones—although even then they were richer than some other parts of the
world. Over the intervening decades many countries have made the switch, includ-
ing the poorer European countries and a number of east Asian economies. Others
look as if they have joined the process, including some Latin American countries,
China, and possibly India. 

A crude calculation of world income growth and inequality can be made by pre-
tending that every resident of every country earns the average per capita income of
that country (admittedly a gross simplification, in view of the substantial income dis-
parities within countries and the large variation among countries in degree of dis-
parity). Population estimates plus Maddison’s (1995) estimates of per capita income
can then be used to calculate median world income (50th percentile) and income at
the 20th and 90th percentiles. On this basis median world income grew 3.5-fold, or
more than 3 percent a year, between 1950 and 1992—no mean achievement.11

Income at the 20th percentile grew 2.0 percent a year, a respectable rate by histor-
ical standards but well below the median. Per capita income at the 90th percentile
grew 2.3 percent a year, slower than the median but faster than for the poorest
group. The 90/20 ratio rose from 11.5 to 13.3 over this 42-year period, indicating
less equal distribution of income in 1992 than in 1950, but the 90/50 ratio fell from
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7.8 to 5.8, indicating a narrowing of (geometric) disparities between the well-to-do
and the median world citizen.12 These figures support the notion of gradual switch-
ing from group B to group A.13

Setbacks are still possible, but the process as a whole takes on an inexorable char-
acter. People want to be richer. We now know more or less how to achieve greater
wealth, and the hard tasks are in the details of implementation. A major lesson of
recent experience has been that ultimately the key to prosperity is a well-educated
and disciplined but flexible populace, not, as used to be thought, a generous endow-
ment of natural resources. Natural resources can be helpful in starting the process,
but excessive reliance on resource rents can inhibit durable growth and prosperity.

The process, while inexorable, has also been uneven, because recognition and
establishment of the conditions for growth have occurred in different countries at
different times. The result has been an increase in global inequality on the measure-
ments indicated above, or on their transformations, such as the variance of per
capita income across countries, which has risen over recent decades.

But is this something we should worry about? It would be nice to have all coun-
tries move from group B to group A, and very likely that will eventually occur. But
the necessary conditions cannot be imposed from outside; they must be discovered
and embraced by each country or other collective decisionmaking entity. In the
meantime, we certainly do not want to slow the switching process, even though for
some decades that will imply growing inequality in global income distribution.

Some people may argue that this worsening will threaten the switching process.
It would take this article too far afield to expound the possible mechanisms and to
present the evidence against that argument. Apart from some possible local effects
(for example, two contiguous countries, only one of them growing), I am not
inclined to give the argument much credence.14

Growing inequality can be blunted or even reversed by income transfers from
rich to poor. That suggestion implicitly lay behind many of the proposals in the
1970s of the Group of 77, a coalition of developing countries formed at the con-
clusion of the first United Nations Conference on Trade and Development in 1964.
But ongoing income transfers (as distinguished from episode-related humanitarian
assistance, technical assistance to foster development, or loans to help build infra-
structure) create a climate of dependence and ultimately resentment that is not
healthy for donors or recipients. And in any case income transfers on the vast scale
necessary to affect the usual measures of global income inequality would, at least in
the near future, be politically inconceivable.

Conclusions

The results of this survey of theory and evidence are inconclusive, perhaps leading
to an agnostic view on the relationship of foreign trade and investment with world
economic growth and its distribution. There are no compelling theoretical reasons
to believe, in general, that trade promotes growth (as distinguished from an increase
in real income), and the empirical work purporting to make a connection at the
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country level has been heavily criticized on methodological grounds. The theoreti-
cal case that foreign investment should stimulate growth, and even diminish world
and host country inequality of income, is stronger, but the history of foreign assis-
tance, some of it supposedly targeted on improving growth, is disappointing. And
FDI historically has been drawn by natural resources, trade barriers, and low domes-
tic competition—which gives little confidence that FDI has enhanced growth or
reduced inequality in income distribution. Nonetheless, some aggregate evidence
credits FDI with a significant growth-enhancing impact, especially where adequate
skills are locally available.

Despite the overall ambiguity of theory and evidence, it strains credulity to
believe that trade liberalization did not play a significant role in the growth of the
world economy in the second half of the 20th century. As a whole, this period offers
the best economic performance in human history, far better than the often-cited sec-
ond half of the 19th century. More people, and a higher proportion of them, were
lifted out of poverty than ever before, as reflected in the sharp decline in the pro-
portion of workers engaged in agriculture. 

To be sure, factors other than trade contributed. Despite numerous conflicts,
1950–2000 was a relatively peaceful period. Thanks to the macroeconomic per-
spective of the Keynesian revolution in economic thinking, macroeconomic man-
agement was markedly better than earlier. And in the late 1940s the world installed
a formal framework for economic cooperation among countries, embodied institu-
tionally in the General Agreement on Tariffs and Trade (the GATT, absorbed into
the newly created World Trade Organization in 1995), the International Monetary
Fund, and the International Bank for Reconstruction and Development. Trade lib-
eralization was of course an important product of this cooperative framework, espe-
cially the GATT. (The World Bank, however, financed many import-substitution
projects, especially in the 1960s and 1970s.)

Given that trade grew twice as rapidly as gross world product, it is difficult to
believe that trade was wholly a product of economic growth. Or, put another way,
it is difficult to believe that the world economy would have grown as rapidly had
trade barriers remained at the high levels of 1950.

It is of course possible to argue that the trade barriers of a country’s trading part-
ners are important to its growth, while its own barriers are not. That would be con-
sistent with the export-led approach to growth, so long as the import barriers do not
restrain exports through any of the channels by which they might do so—overval-
ued exchange rate, macroeconomic imbalance, diversion of resources from produc-
tion for export, or obstruction of imports crucial to export performance. That case
can perhaps be maintained for any single country, or group of economically small
countries, who thus become free riders on a liberalizing world economy. More ques-
tionably, it could be tenable for all developing countries so long as the rich countries
grow, maintain open markets, and continue to dominate the world economy. But
future growth of the world economy will depend increasingly on developing coun-
tries, especially with the aging of Europe and Japan. Thus trade liberalization by the
larger and more rapidly growing developing countries is increasingly necessary for
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others to thrive. Both logic and empirical evidence suggest a strong link between
economic growth and alleviation of poverty. 

While cross-country studies linking trade liberalization to economic growth have
been persuasively criticized on methodological grounds, I would nonetheless offer
the rebuttable presumption that a country wanting to develop should tie itself to the
world economy. It should ensure that exports remain competitive in price and qual-
ity and that domestic production not be severely insulated from foreign competi-
tion, which otherwise would result in misuse of scarce capital (including foreign
capital) and rent-seeking behavior by businesspeople who should be concentrating
on improving their businesses.

The presumption is rebuttable in that circumstances in a particular country at a
particular time might lead to unwanted and unacceptable consequences from such
an opening, possibly of a distributional nature.

Finally, inequality itself, especially global inequality, should not be a focus of great
interest or research. Undesirable consequences may well flow from greater inequal-
ity in particular circumstances in particular locations, especially if the growing
inequality lacks legitimacy because of the way it was generated. The focus then
should be on the most efficacious ways to avoid or mitigate the undesirable conse-
quences, or on the lack of legitimacy, not on the inequality as such. Greater global
inequality, on the usual measures, is a natural consequence of uneven growth. Even
growth is not possible since not all countries are ready to sustain it at the same time.
Uneven growth is better than no growth. The key questions are whether people’s
lives are improving and whether they can look forward with hope to further
improvement for themselves and their children. That is the perspective of most indi-
viduals, who are not concerned with aggregate statistics on global inequality. 

Notes

1. Maddison (1998, 151) finds that China’s growth over 1952–78 would be 4.7 percent a
year using 1987 value-added weights, compared with an official growth rate of 6.1 percent.
Chinese figures weighted manufactures much more highly than agriculture than would be
warranted either by world prices of the 1950s or by postreform Chinese prices, imparting a
significant upward bias to measured growth. Maddison also recalculated Chinese inflation,
resulting in a further reduction in his measure of Chinese growth over this period to 4.4 per-
cent a year.

2. Here growth is defined as the commonsensical increase in output over time, not in terms
of growth rates of a hypothetical economy in steady-state conditions. That second measure,
beloved of growth economists, is sensitive only to labor force growth and autonomous
improvements in techniques of production.

3. Such that there is a divergence between market prices and social costs and benefits.
4. The “new growth theory” and its open-economy counterparts emphasize endogenous

sources of growth: self-reinforcing economies of scale, external economies that stimulate
production of competing or upstream and downstream firms, learning by doing, induced
applied research, and the like: in short, any factors that prevent diminishing returns to capi-
tal from setting in. Any change in factor prices that can help stimulate one or another of these
processes of course contributes to future growth, while changes that inhibit these processes
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will detract from growth. See Romer (1986), Helpman (1990), Grossman and Helpman
(1991), Krugman (1995), and Gomory and Baumol (2000). Greater openness can contribute
to this process by increasing the extent of the market, permitting economies of scale, of what-
ever nature, to be enjoyed more readily. See Ades and Glaeser (1999).

5. A formal variant of this approach, focusing on supply rather than demand constraints,
involves opening the von Neuman growth model, with its noted turnpike theorem, to foreign
trade. This model emphasizes input-output relationships, and with elastic supplies of labor
(indeed no factors in fixed supply) it can be shown that a maximum growth rate can be
achieved by organizing production and reinvestment in a particular way for most of the jour-
ney between two points of time not too close together—moving the economy to the fast-
paced “turnpike” for most of the journey. For an economy facing fixed world prices, opening
the economy will in general result in a higher maximum growth rate. The reason is simple:
the possibility of trade, of exporting some products and importing others, widens the range
of transformation technologies and thus reduces bottlenecks to period-to-period growth. See
Bliss (1989, 1230–34), and the references there cited.

6. Jones (1998) offers a nice example of how, within the Heckscher-Ohlin framework, spe-
cialization can lead to results the opposite of the conventional intuition. If two freely trading
countries, A and B, each produce two of three possible goods with unique factor intensities
under competitive conditions, labor growth in A will lead A to produce more of the most
labor-intensive good and less of its capital-intensive good (the middle good in the world econ-
omy). Lower world supply of the capital-intensive good will raise its price (unless offset by
an altered structure of demand). The higher price will lead B to produce more of that good,
which is B’s labor-intensive good, thus raising wages in B. Here an expansion of labor in A
(and in the world) has led to an increase of wages in B, contrary to the usual expectation. 

7. In the case of a small open economy with homogeneous factors of production and no
nontradables, where commodity prices are fixed in the world market and techniques of pro-
duction are unchanged, a capital inflow will raise national output and result in a shift in the
composition of output toward the capital-intensive industry but will leave factor returns and
hence the distribution of income unchanged: GDP will rise but GNP will not. This result
flows from the Rybczynski theorem, a dual of the Stolper-Samuelson theorem. Relying on an
analogous mechanism, capital accumulation has been invoked to explain the decline in agri-
cultural employment in developing countries. See, for example, Martin and Warr (1993).

8. Sometimes trade policy discourages the purchase of local inputs, other than labor. Foreign
firms are given duty-free import rights for their inputs, while comparable domestically pro-
duced imports are protected against competition for domestic sale. Import liberalization can
then increase domestic value added. See Hertel and Martin (2000).

9. It is frequently claimed that average U.S. earnings showed no increase from the mid-
1970s to the mid-1990s. This contention is difficult to reconcile with the fact that consump-
tion per capita in the United States, in real terms, increased by 2.2 percent a year over the
same period. For a partial reconciliation that casts doubt on the claim of no real increase in
average earnings, see Cooper (2001). What is important here, however, is not the average
level of U.S. earnings, but the indisputable increase in their dispersion.

10. See, for example, Lawrence and Slaughter (1993), Sachs and Schatz (1994), Wood
(1994), Cooper (1996a), Cline (1997), and Fishlow and Parker (2000).

11. Median world income grew more rapidly than average (mean) growth in per capita
income of 2.2 percent a year because population was growing considerably more rapidly in
poor countries than in rich ones.

12. The median world citizen, on the assumption made here, was Indonesian in 1950 and
Chinese in 1992. The 20th percentile was Indian in both years. The 90th percentile was
British in 1950 and French in 1992. These positions were calculated from population data
and per capita income in 1990 international (purchasing power parity) dollars in Maddison’s
(1995, p. 194–206) sample of 56 countries from all continents. Bhalla (2002) has made a
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much more refined estimation of the world distribution of income since 1950. He finds that
a Gini coefficient for the world drops significantly after 1980—i.e., moves toward greater
world equality. More importantly, poverty (on the World Bank definition) in developing
countries drops steadily from 63 percent of their population in 1950 to 35 percent in 1980
to under 10 percent in 1999.

13. A similar calculation for 1987–99, drawing on World Bank data, suggests that the 90/50
ratio dropped from 7.7 in 1987 to 6.6 in 1999. During this period and using this data set,
however, the 90/20 ratio also dropped, from 17.1 to 10.2. The countries at the 20th, 50th,
and 90th percentiles in 1987 were India, Indonesia, and Japan; in 1999 they were India,
China, and France. Calculated from World Bank (1997 and 2001, annex table 1).

14. See Homer-Dixon (1999), and Zimmerman in Gurr (1980) for the influence of intra-
country inequality on violence.
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Richard Cooper’s article reflects the conflict among academic economists today
about foreign trade and growth. Most of us have the feeling that free trade
policies lead to faster growth or significantly higher income levels, and yet we

lack good theories for how this happens or evidence in support of that basic intu-
ition. 

Trade Policy and Total Factor Productivity

We should not be thinking about the impact of trade on growth, but rather about the
impact of trade policy on income levels. The more reasonable and fruitful way to
think about country growth is that in steady state all countries grow at the common
world growth rate (thanks to technology diffusion), with countries’ relative income
levels determined by their policies (Klenow and Rodríguez-Clare 1997a). Thus,
countries with more liberal trade policies would be expected, other things being
equal, to have higher relative income levels, but not necessarily higher growth rates.
Differences in growth rates are transitory phenomena that depend on differences
between current income levels and steady-state levels, and thus it would be changes
in trade policy that would affect temporary growth rates. This is also related to the
finding by Easterly and others (1993) that policy is persistent whereas growth rates
are not, making it impossible for differences in policies to explain differences in
growth rates.

The relevant question then is how trade policy affects relative income levels. To
advance this issue, it is important to understand the factors behind differences in rel-
ative income levels. After some debate there is an emerging consensus that it is dif-
ferences in total factor productivity levels, rather than factor endowments, that
explain most cross-country income dispersion (Klenow and Rodríguez-Clare 1997b;
Parente and Prescott 2000). We can thus state the key question more precisely: how
does trade policy affect relative total factor productivity levels?
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Before we can have fruitful empirical research, we need a better theoretical
understanding of how trade can have a significant effect on total factor productiv-
ity levels. We need calibrated models to see how large these effects can be.
Calibration exercises of this kind have shown, for instance, that conventional trade
theory implies very small effects of trade on income levels, because Harberger tri-
angles are small. 

Some recent theories look promising. Romer (1994) shows that when variety is
endogenous, trade can have a more significant impact by affecting the variety of
inputs available (Dupuit triangles can be large). In fact, using data from Costa Rica,
Klenow and Rodríguez-Clare (1996) showed that lower trade barriers tend to
increase the variety of goods imported, although the quantitative welfare implica-
tions are still not clear.

Cooper mentions another interesting avenue in his conclusion: the importance of
competition for improving productivity among domestic firms. This insight, shared
by most economists, has recently been developed theoretically by Melitz (1999),
who shows that international trade leads low-productivity firms to exit and high-
productivity firms to expand through exports. This finding is consistent with the
evidence on the impact of trade on firm entry and exit behavior, but it remains
unclear whether this channel is quantitatively significant. It would be interesting to
calibrate this model to see the significance of the implied effect of trade on total fac-
tor productivity at the general level. Holmes and Schmitz (1998) and Parente and
Prescott (2000) have conducted research along similar lines. Other potential chan-
nels for trade effects on income levels have also been explored theoretically, includ-
ing the price and quality of capital goods (Jovanovic and Rob 1996;
Rodríguez-Clare 1996; and Eaton and Kortum 2001) and technology diffusion
(Keller 2001).

Limits of Cross-Country Empirical Research

Without this theoretical work we can keep running regressions without achieving
real progress, as Cooper documents. Consider the research by Frankel and Romer
(1999), which appears to show that trade leads to higher income levels. That study
received considerable attention because it used geographic variables to generate an
instrument for trade, thus getting around the endogeneity problem that has plagued
this literature. But then Rodríguez and Rodrik (2000) showed that such geographic
variables have a direct effect on income levels, thus negating the validity of the
instrument proposed by Frankel and Romer. For instance, when distance from the
equator is included in the regression, the coefficient of the trade instrument becomes
insignificant in the income equation. 

There are two important problems that make it difficult to learn much from this
debate. First, Frankel and Romer (1999) find that “a rise of one percentage point in
the ratio of trade to GDP increases income per person by at least one-half percent.”
But what is the mechanism through which trade has such a significant impact on
income levels? Without knowing this, we have a correlation but not much under-
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standing of the relationship between trade and productivity. Second, it is not clear
that the methodology used by Rodríguez and Rodrik (2000) is a valid way to demol-
ish Frankel and Romer’s results. With such a small number of countries and such a
large set of variables, it is always possible to find a variable that will eliminate another
variable’s significance level in a cross-country regression (Sala-i-Martin 1997).
Moreover, what is the significance of distance from the equator? Why is it a relevant
variable in a regression for income levels? Can we choose any variable without spec-
ifying the mechanism through which it has an effect on the dependent variable?

I am thus skeptical about the progress we can make from cross-country empirical
research at this stage without more theoretical work about how trade affects total
factor productivity levels. Still, I would not go so far as Cooper seems to go, when
he argues against cross-country regressions on the grounds that the data are “not
drawn from the same universe.” This would have the extreme consequence of negat-
ing the validity of any cross-country regression, no matter how carefully done or
how tightly integrated it was with theory. More significantly, it would render futile
the search for a theory of development that could explain differences in income lev-
els across countries.
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Of the many contemporary economic issues and theories related to trade,
investment, and inequality addressed by Richard N. Cooper in his article, I
would like to discuss just a few here. 

What Determines Malleability?

Cooper recounts a parable of change in an economy to fix our attention on the pos-
sible consequences for inequality of a single significant shock. The initial ecological
and economic equilibrium of his hypothetical traditional fishing villages is disturbed
by the arrival of foreign ships engaged in (noncompeting) offshore activities. The
ship owners select one of the villages to supply them with various food and nonfood
items. The disturbance caused by the regular coming and going of the ships directly
affects the traditional livelihood of the supplier village (but not that of the neighbors)
by driving the fish away. At the same time opportunities are opened up by new
demands for goods and services whose production requires skills (with a premium
wage) that are not initially available in the village. The villagers vie for the new
opportunities, and some of the villagers, especially the energetic ones, take steps to
acquire the required skill. The question is: what is the new equilibrium, and how
does it compare with the old one? 

Cooper argues that if the new demand for labor, at the basic initial wage, exceeds
the number of fishers, the new equilibrium leaves the village better off, albeit with a
less equal distribution of income. But if the demand falls short, the village would be
worse off, albeit with a more equal distribution of income. By and large the neigh-
boring villagers would be better off, as will the ordinary workers and the energetic
workers in the supplier village. The superior fishers, with nontransferable skills,
might suffer a setback.

The analysis is analogous to that for many disturbances that economies are
required to deal with. For example, trade liberalization hurts some industries but
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helps others; immigrants depress wages but create new demand. The message seems
to be the same everywhere: old opportunities are lost, but new ones emerge. In the
process, young and more flexible workers tend to win while the aged and the inflex-
ible face hardship. On average, however, the gainers would outweigh the losers. 

Cooper’s parable of change offers some pertinent lessons of practical importance.
First, some trade is better than no trade. Trade is a two-way street that affects the
relative prices of commodities and factors of production among partners engaged in
exchange. Trade presents new challenges by disturbing the existing equilibrium, but
at the same time it opens windows of opportunity. Malleability is especially impor-
tant. In this connection, Cooper’s message is crystal clear: “In every society some
workers are more malleable than others. Malleable labor can adapt more easily to
new opportunities.” Local “elites” may have special talents, well suited to the pre-
impact situation, but not easily adapted to change.

Since malleability matters most in reaching a new equilibrium, an important ques-
tion is what determines the degree of malleability? There are many possibilities, but
three appear to top the list: technology, training, and transport and communication.
Technology usually follows from openness of the economy and the other two from
investment in social and physical infrastructure. A country, therefore, should focus
its policies and programs on the development of these factors to diffuse the negative
impacts of the disturbance. 

However, Cooper’s conclusion about the outcome of the disturbance (graduation
from traditional to modern activities) focuses mainly on economic factors. Recent
experience in developing countries points to the importance of noneconomic factors
in accelerating economic growth, such as law and order, educational attainment, pri-
vate property rights, and sociopolitical factors. These deserve serious attention. Also,
the sources of growth need to be considered. The loss of a traditional way of life can
be costly in the future if those traditions tend to preserve and protect the environment
(especially when natural resources are an input rather than an amenity). In that case,
the same disturbance that delivers benefits today could turn out to be destructive
tomorrow. Cutting trees might raise per capita income in the short run but reduce it
in the long run. And finally, what would have happened had there been more than one
significant shock to the villagers? And would a different path of growth have emerged
had the foreign boats been involved in competing fishing activities?

“In Defense of Inequality”!

Cooper argues that as people acquire new, modern skills, income inequality may
rise, perhaps for a long time, before it falls. He goes on to say that “inequality itself,
especially global inequality, should not be a focus of great interest or research.
Undesirable consequences may well flow from greater inequality in particular cir-
cumstances in particular locations, especially if the growing inequality lacks legiti-
macy because of the way it was generated.”

These observations appear to be close to the views held by many economists. The
following remarks by another economist (Welch 1999) are representative of this
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perspective: “Inequality is an economic ‘good’ that receives too much bad press. All
of economics results from inequality. Without inequality of priorities and capabili-
ties, there would be no trade, no specialization, and no surpluses produced by coop-
eration. Incidentally, there would be no economics, and we would all be selling
insurance! Actually not—without inequality, there would be nothing to insure.”

The core of the concern in Cooper’s article, as elsewhere, is legitimacy, a concern
about how inequality is generated, not why. I concur fully with this view. There
should be no inequality in access to opportunities. Inequality is destructive only
when people, especially, those at the low end of the income ladder, view access to
opportunities, mobility, and malleability as unfair. Policymakers and politicians need
to guarantee equal access for all. 

Cooper is correct in saying that new technology and new skills would initially
widen inequality in the economy. Several studies have shown how and to what
extent the technology revolution has created wage differentials in U.S. society. These
studies also observe that the gap could be bridged through appropriate investments
in training and other means to broaden access to new technologies (Caselli 1999, p.
98; Krueger 1993, pp. 54–56). If computer illiteracy, for example, is a cause of
inequality, there is no point in cursing computers. Empirical research in Bangladesh
has shown that the Village Pay Phone program, which makes mobile phones avail-
able to villagers, tends to generate more consumer surplus for the poor than for the
nonpoor (Bayes, Von Braun, and Akhter 1999). From a policy perspective, then, the
concern should be to prevent a widening of the opportunity gap between rich and
poor by adopting, to the extent possible, broad-based technology and skills that are
pro-poor. But it is not just the technology itself that will reduce inequality. Also
important for income distribution are institutional arrangements and ownership of
the technology. 

Globalization and Global Inequality

Trade liberalization is the focus of intense concern today, vilified not only in devel-
oping countries but even in the developed countries that once so vigorously cham-
pioned its virtues. Foreign trade and the influx of imports of manufactures from
developing countries are blamed for the substantial widening of the distribution of
income in the United States from the mid-1970s to the mid-1990s, for example. It
is alleged that the imports of labor-intensive goods have put downward pressure on
the wages of unskilled labor in rich countries. This outcome is exactly what would
be predicted from the Stolper-Samuelson theorem. If the sun sets in the United
States, it has to rise somewhere else—and vice versa. Under some conditions the rel-
ative wages of unskilled workers would rise in exporting countries, reducing income
dispersion in those countries. 

Empirically, however, there is very little evidence for the claim that cheap imports
from developing countries affect the wages of unskilled workers in developed coun-
tries. Cooper (1996) concluded that only about 10 percent of the relative decline in
wages of unskilled labor over the 1980s could be explained by imports. Other stud-
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ies have also found that international trade has had only a small influence on the ris-
ing inequality of income in the United States.

Cooper deals eloquently with this issue, but mostly in relation to developed coun-
tries. But I expected more on the widespread allegations that trade liberalization is
leading to the marginalization of many developing countries. One school of
thought, found mostly in developing countries, alleges that trade liberalization is “of
the rich” and “for the rich” but “by the poor” and that governments should there-
fore not open up the economy but rather should slow economic reforms and trade
liberalization. By and large, trade liberalization and globalization are treated as a
monster. Polemics are overtaking economics.

Trade liberalization has been associated with the marginalization of a large num-
ber of developing countries, including the least developed ones, but correlation is
not the same as causation. During 1980–96 industrialized economies’ share in world
merchandize exports increased from 64 percent to 68 percent, that of the G13
economies soared from 10 percent to 21 percent, and that of the “other” develop-
ing countries shrank from 21 percent to 8 percent (Ghose 2000, pp. 285–86). So
while there is marginalization, it might not have been caused by trade liberalization.
Ghose (2000) argues that marginalization is partly explained by the failure to liber-
alize trade in agricultural commodities, which are major export items for many of
the marginalized economies. Ghose argues further that in the absence of a substan-
tial shift in the commodity composition of these countries, marginalization would
have occurred whether liberalization occurred or not. 

So why are so many countries being marginalized? There are many reasons, and
some of them have already been mentioned in the discussion of the malleability of
labor and inequality of income. A host of researchers blame the low level of devel-
opment of infrastructure, both physical and social. Trade liberalization, they tend to
say, has little to do with the downturn. Research in Bangladesh (one of the least
developed countries) on business constraints faced by entrepreneurs ranks trade lib-
eralization well below such factors as business environment and physical infrastruc-
ture (World Bank 1999, pp. 38–39). 

In fact, both Cooper and Ghose (2000) suggest that trade liberalization, by induc-
ing two-way trade in manufactures, contributed to the process of convergence
between industrialized and developing countries. Nonetheless, it may be that the
pace of liberalization might need to be slowed until other reforms catch up with
trade reforms. 

Convergence and Convulsions

There is no denying that over the past four decades or so incomes in some devel-
oping countries have been converging toward those in developed countries and that
once several growth-relevant variables are controlled for, even more countries
exhibit convergence. However, there are still only about 17 converging countries,
accounting for about 74 percent of all developing country exports (87 percent of
manufacturing exports) and 82 per cent of the foreign direct investment flows into
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developing countries (Ghose 2000, p. 285). So saying that developing countries are
converging is to commit the fallacy of composition. 

The recent financial crises that swept some of these economic “tigers” has again
thrown convergence into serious question. Cooper could have touched on the tur-
moil created by the crises and let us know whether such convergences are sustain-
able—that is, whether these economies have to depend on bailouts to survive or can
rely solely on their own internal dynamics. 

In Support of Growth

Cooper concludes with the observation that “uneven growth is better than no
growth. The key questions are whether people’s lives are improving and whether
they can look forward with hope to further improvement for themselves and their
children. That is the perspective of most individuals, who are not concerned with
aggregate statistics on global inequality.” Cooper appears to have jumped to this
conclusion, which rests on very little evidence in his article. Still, there should be no
disagreement about the necessity for growth. Growth is the key to poverty reduc-
tion, but growth is only a necessary condition. The sufficient conditions also need
to be met for growth to become enduringly poverty reducing. Again it is perhaps
true that individuals are not concerned with inequality (global or even domestic)—
but only so long as inequality is not “illegitimate” and does not seriously affect inter-
personal utility in any society.
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Some writers have predicted that new technologies mean the “death of distance,”
allowing suitably skilled developing economies to converge with high-income coun-
tries. This article evaluates the prediction, arguing that geography is important for
international interactions and for international income inequalities. Firms in remote
locations—or served by poor infrastructure—can compete only if wages are low.
There is empirical evidence that distance from established centers is a major determi-
nant of per capita income levels.

New technologies will change the costs of distance in several ways. Some activities
will become “weightless,” so shipping costs become irrelevant. However, these will
probably account for only a small percent of world GDP, and for most activities ship-
ping costs on imported inputs and on exports of finished products will remain sub-
stantial. New technologies will facilitate management of remote operations and
supply chains, as already seen in the growth of foreign direct investment and produc-
tion networks. However, for many activities information is complex and hard to cod-
ify, so face-to-face communication will remain important. For some activities, such
as just-in-time processes and products where demand changes fast, new technologies
will actually increase the cost of distance, as being close to customers becomes more
important. For these products new technologies provide information enabling suppli-
ers to respond rapidly, providing they are close enough to consumers to meet rapid
delivery times.

The analysis suggests that new technologies will allow some activities to relocate—
those that are weightless or that are simple enough for relevant information to be eas-
ily codified and digitized. Other activities may well become more entrenched in
established locations that have the advantage of dense networks of related activities.
Activities that do relocate to lower-wage countries are themselves likely to cluster,
suggesting that a relatively small group of countries will be beneficiaries. New tech-
nologies will therefore change economic geography by allowing some countries to
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benefit from the relocation of some activities, but will leave many other countries
outside this process.

New information and communication technologies offer many benefits to
developing countries. Costs of establishing communications networks have
been slashed, and with the savings comes the prospect of better provision of

education, health care, and a host of other services. Some writers go further, argu-
ing that information and communication technologies presage the “death of dis-
tance.” In the words of Cairncross (2001, p. 16):

To allow communications to work their magic, poor countries will need
sound regulations, open markets, and, above all, widely available education.
Where these are available, countries with good communications will be
indistinguishable. They will all have access to services of world class qual-
ity. They will be able to join a world club of traders, electronically linked,
and to operate as though geography has no meaning. This equality of access
will be one of the great prizes of the death of distance.

This article evaluates this claim, asking, what are the prospects that information
and communication technologies will lead to the death of distance? It finds that at
present geography matters a great deal for economic interaction and for the spatial
distribution of income. It considers how new technologies might change this, and
what they might do for the location of economic activity and for international
inequalities. 

Conceptual Framework

The conceptual framework for addressing this question is based on the profitability
of production in different countries, knowing that a change that increases prof-
itability will tend to attract firms and bid up wage rates. The profitability of a loca-
tion is determined by many forces: labor costs and efficiencies, the social
infrastructure of the economy, and geography—location relative to sources of sup-
ply and to markets. The fact that firms tend to locate close to their markets creates
a force for international inequality. Established economic centers offer large mar-
kets, attracting firms and hence supporting high wages—which in turn support the
large market size. Pulling in the opposite direction are international wage differen-
tials (or primary factor costs more generally). Obviously, the lower are primary fac-
tor prices, other things being equal, the more profitable is production in the country,
a force for international equality.

The tradeoff between these forces provides a simple relationship between costs
of distance and international inequalities. As the following section shows, there are
international wage gradients, with wages falling as a function of remoteness from
markets. Insofar as new technologies reduce the costs of distance, they might be
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expected to flatten these gradients and reduce international inequalities. If trade
were to become perfectly free—the limiting case of textbook international econom-
ics—distance would be dead, goods markets perfectly integrated, and factor price
equalization would hold. Perfectly free international trade means that similar factors
get paid the same price, regardless of location, although per capita income levels
may differ as individuals own different amounts of human and physical capital. 

This view of the effects of information and communication technologies is mislead-
ing, for at least two reasons. First, new technologies will have a mixed and complex
effect on the costs of distance. Some activities can be digitized and supplied from a dis-
tance, but most cannot. Second, geography determines firms’ profitability not only
through ease of access of markets but also through access to a cluster of related activi-
ties. The propensity of economic activity to cluster is widely documented (for example,
Porter 1990) and attributed to a range of forces. One is the development of dense local
networks of suppliers of specialized goods and services for industry. A second is devel-
opment of local labor markets with specialist skills, probably arising because of the
training activities of other firms in the industry. A third is the benefit of being close to
research centers and to the knowledge spillovers that firms derive from proximity to
other firms: “the mysteries of the trade become no mystery; but are, as it were, in the
air” (Marshall 1920 [1890], p. 271). Finally, it may simply be easier to manage and
monitor activities in an established center where firms have local knowledge and can
benchmark their performance on that of other firms in the same location.

How does new technology change these clustering forces? Some are likely to be
weakened by new information and communication technologies. For example,
proximity may come to matter less for the flow of knowledge between firms and for
the supply of business services (at least to the extent that the relevant knowledge can
be codified and digitized). But other clustering forces—such as those arising from
labor market skills—are likely to be unaffected. Determining the overall effects of
information and communication technologies on location and international inequal-
ities therefore requires taking into account the fact that distance may die for some
functions in some industries while remaining important for many other functions
and activities. Thus some activities will no longer need to be close to consumers and
will go in search of lower-cost locations. But low costs depend on wages, social
infrastructure, and access to the benefits of a cluster of related activities.
Consequently, some activities may tend to move to low-wage economies, while oth-
ers become more deeply entrenched in high-wage economies.

These effects are illustrated by the experience of previous communications revo-
lutions. The transport revolutions of the 19th century led not to the dispersion of
economic activity but to its concentration—in relatively few countries and, within
those countries, in large and often highly specialized cities. Lower transport costs
reduced the value of being close to consumers, who could instead be supplied from
cities in which production exploited the advantages of increasing returns to scale
and agglomeration externalities. So too with new technologies we might expect to
see changes in the economic geography of the world economy, but not necessarily
changes toward the “integrated equilibrium” view of the death of distance.
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This article develops these arguments in three stages. First, it shows that geog-
raphy matters greatly for many economic interactions—be they trade, investment,
or knowledge transfers—that are overwhelmingly local, falling off sharply with
distance. The costs that cause interactions to fall off across space have major
implications for world income distribution. Measures of distance based on the
intensity of economic interaction between countries show that distance can
account for a large part of international inequalities. Poor countries are poor, in
part, because distance inhibits their access to the markets and suppliers of estab-
lished economic centers.

Second, it considers the effects of information and communications technologies
on the costs of international transactions. To do this, it looks more deeply at why
distance is costly, examining the costs of searching and matching (identifying poten-
tial trading partners), moving inputs and outputs (direct shipping costs), monitoring
and management, and time taken shipping to and communicating with distant loca-
tions. Information and communication technologies reduce some of these costs for
some activities, but the effects are ambiguous and can in some cases increase rather
than reduce the value of proximity.

Finally, the article examines the likely effects of these cost changes on the loca-
tion of activities and hence on wages and income levels. Will centers of economic
activity deconcentrate, with activities relocating to lower-wage economies? This will
occur for some activities, but for others concentration in central regions may well
be reinforced. Furthermore, activities that relocate will tend to cluster in relatively
few new locations. Thus new technologies may change the pattern of inequalities in
the world economy but not necessarily reduce them. In this way new information
and communication technology may be like previous rounds of infrastructure devel-
opment, such as that for canals, railways, and road networks, which permitted deag-
glomeration of some industrial activities but probably reinforced rather than
diminished centralizing tendencies (Leamer and Storper 2000).

Does Distance Matter? 

Almost all economic interactions fall off very rapidly with distance. Some of the rea-
sons for this are presented later, after a simple outline of the facts. 

Distance and Economic Interactions 

The standard framework for quantifying the effect of distance on economic inter-
actions is the gravity model, which relates interactions between a pair of countries
to their economic mass and to a measure of the cost of the interaction between
them. This framework has been applied in a number of different contexts, most of
all to trade flows. Thus, if yij is the value of exports from country i to country j, the
gravity relationship takes the form

(1)
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where si denotes exporter (supplier) country characteristics, mj denotes importer
country characteristics, tij is a set of between-country factors measuring the costs of
trade between the countries, and θ is the elasticity of trade flows with respect to
these between-country factors. This between-country term is typically proxied by
distance and perhaps also by further between-country characteristics such as a treaty
relationship or a common border, language, or history. Exporter and importer coun-
try characteristics can be modeled in detail, including income, area, population, and
geographica features such as being landlocked. However, if the main interest is the
between-country term, tij, then si and mj can simply take the form of dummy vari-
ables whose values are estimated for each country.

Extensive data permit the gravity trade model to be estimated on the bilateral
trade flows of 100 or more countries. Studies find an elasticity of trade flows with
respect to distance of –0.9 to –1.5. The decline in trade volumes with distance
implied by this relationship is extremely steep. If θ = –1.25, then relative to 1,000
kilometers volumes are 82 percent lower by 4,000 kilometers and 93 percent lower
by 8,000 kilometers (table 1). 

Similar methods have been used to study other economic interactions. Portes and
Rey (1999) study cross-border equity transactions during1989–96, using data for 14
countries accounting for around 87 percent of global equity market capitalization.
Their main measure of country mass is stock market capitalization, and their base-
line specification gives an elasticity of transactions with respect to distance of –0.85.
This indicates again how much—controlling for the characteristics of the coun-
tries—distance matters (column 2 of table 1). 

Other researchers have studied foreign direct investment and technology flows.
Data limitations mean that the set of countries is once again quite small, and the esti-
mated gravity coefficient is smaller, although still highly significant. Di Mauro (2000)
finds an elasticity of foreign direct investment flows with respect to distance of –0.42.
Keller (2001) explores the effect of distance on technology flows, looking at the
dependence of total factor productivity on research and development (R&D) stocks
(cumulated R&D expenditures) for 12 industries in the G-7 countries for 1971–95.
The R&D stocks include both own-country stock and foreign-country stocks
weighted by distance. Both own- and foreign-country stocks are significant determi-
nants of each country’s total factor productivity, as is the distance effect, with R&D
stocks in distant economies having much weaker spillover effects on total factor pro-
ductivity than do R&D stocks in closer economies (last column of table 1).1

Distance and Real Income 

If, as argued above, distance matters greatly for economic interactions, how does
that feed into the distribution of income across countries? Several mechanisms
might be at work, including the effects of investment flows and technology trans-
fers. Here, to illustrate the effects, attention is focused just on the way that trade
flows and the implicit trade costs demonstrated by the gravity model can generate
international income gradients. 
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The effect of distance on factor prices is seen through a simple example.
Suppose that country 1 represents the high-income countries from which country
2, a developing country, imports intermediate goods and to which it exports man-
ufactures. The cost of producing manufactures in country 1 is given by c(w1,r1,q),
where w1 and r1 are the unit costs of labor and capital and q the cost of interme-
diate goods.2 The developing country has to import the intermediate good, and
imports are subject to trade costs at proportionate rate t.3 (These trade costs con-
sist of a number of different elements, discussed in the following section.) Trade
costs at rate t mean that the price of intermediates in country 2 is tq, so country 2’s
units costs are c(w2,r2,tq), given its factor prices, w2 and r2.

4 It sells in the devel-
oped country market but faces trade cost factor t in shipping to this market. 

For country 2 to compete with production in country 1, the following equation
must therefore hold:

(2)

Country 2’s wages (expressed as a proportion of country 1 wages) are shown in
figure 1 as a function of trade costs, computed from this relationship with the
assumption that r2 = r1. The curves can be thought of as illustrating the wage gra-
dient for different countries at increasing distances (increasing trade costs) from the
center. In the three cases illustrated, two-thirds of value added is labor and one-third
capital. In the upper line there are no intermediate goods, while in the other two
lines intermediates account for 25 percent and 50 percent of country 1’s costs. The
figure shows how rapidly wages get squeezed at more remote locations with higher
trade costs. Thus if trade costs are 30 percent of the value of output (t = 1.3) and
intermediate inputs are 50 percent of costs (bottom curve), wages drop to about
one-tenth their level in the center. Trade costs of 30 percent are not that high (the
median cif/fob ratio for all countries reporting bilateral trade is 1.28). Furthermore,
if the price of capital were higher in more remote locations (r2 > r1), wages would
be depressed further.

To establish in fact the importance of distance for international inequalities that
is suggested theoretically in figure 1 requires generalizing it to many countries and
to the full set of trade relationships between them. Market access of country i, 
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Table 1. Economic Interactions and Distance 
(Flows relative to their magnitude at 1,000 kilometers)

Distance Trade Equity flows Foreign direct investment
(kilometers) (θ = –1.25) (θ = –0.85) (θ = –0.42) Technologya

1,000 1 1 1 1
2,000 0.42 0.55 0.75 0.65
4,000 0.18 0.31 0.56 0.28
8,000 0.07 0.17 0.42 0.05

a. Includes own-country stock and foreign country stocks weighted by distance (exp[– θ distanceij]). 
Note: See text for details.
Source: Author’s computations based on Redding and Venables (2000) for trade, Portes and Rey (1999) for equity flows, Di
Mauro (2000) for foreign direct investment, and Keller (2001) for technology.
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replaces simple measures of transport costs. Recall that mj meas-
ures the economic mass of an importer country, and tij

θ the rate at which its effect
falls off with distance. MAi is therefore a measure of country i’s access to demand
from all countries. It provides a generalization of the old idea of market potential
(Harris 1954), which takes GDP as economic mass and the reciprocal of distance as
the measure of spatial decay. Analogously, the supplier access of country i is defined as 

where sj represents the economic characteristics of exporting countries, such as
manufacturing output, and SAi can be used to measure country i’s access to suppli-
ers of intermediate goods. Thus a high value of SAi means that country i is close to
exporting countries and so has relatively cheap access to intermediate goods.

These concepts can now be used to express the rate of return to production in
country i as a function of its wage and its market and supplier access:

(3)
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Wages relative to central wages

Figure 1. Relationship of Trade Costs and Wages, at Different Costs of
Intermediate Goods
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Note: Two-thirds of value added is labor and one-third is capital.
Source: Authors’ illustration.
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Suppose that economic activity locates in a manner that equalizes the rate of
return across countries. Equation 3 then constitutes a set of equations linking each
country’s wage to its market and supplier access, generating an estimating equation
of the form

(4)

The final term, ui, is an error term to which are assigned, for the moment, all other
influences on wages. Redding and Venables (2000) estimate this relationship in a two-
stage procedure using a cross-section of data on 101 developed and developing coun-
tries.5 At the first stage a gravity trade model (equation 1) is used to estimate mj, si , and
θ, from which measures of market access and supplier access can be constructed for
each country. The full specification of market access and supplier access requires includ-
ing each country’s own market and supply, as well as the effect of all foreign markets
and suppliers. Here, only the foreign market access effects,
and foreign supplier effects, are discussed (Redding and Venables
[2000] deal with the full case). 

At the second stage, equation 4 is estimated econometrically. Before looking at
regression results, it is instructive to look at a scatter diagram that plots the log of
foreign market access and the log of GDP per capita, a proxy for manufacturing
wages (figure 2).6 The diagram shows the importance of market access in determin-
ing wages—the empirical analogue of figure 1. Clearly, there is a strong positive
association between foreign market access and per capita income. There are outliers
such as Australia, Hong Kong (China), Japan, New Zealand, Singapore, and the
United States. For two of these, Japan and the United States, sheer population mass
means that domestic market and supplier access are extremely important relative to
foreign access. For the rest of the sample the relationship holds within as well as
between regions. Thus there is a European wage gradient passing from the core
countries down through Spain and Portugal to Greece. And there is an Eastern
European gradient, lying below the Western European gradient, indicating that
these countries have lower per capita incomes than their location alone would jus-
tify. Similar gradients can be pulled out for other regions. 

The regression results using these data are reported in table 2. The estimated
coefficient for foreign market access alone is positive and highly statistically signifi-
cant; foreign market access explains 35 percent of the cross-country variation in
income per capita (column 1 in table 2). The results are similar for foreign supplier
access alone (column 2). The theoretical specification calls for the inclusion of both
market access and supplier access. Although separately identifying the coefficients
on these two variables is difficult given the high degree of correlation between them,
theory suggests a restriction across the two coefficients based on the relative shares
of labor and intermediates in costs. The estimates here assume that the intermediate
goods share of costs is 50 percent higher than the labor share (column 3). Once
again, results are highly significant, with the measures explaining 36 percent of the
variation in the cross-country income distribution.
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Of course, geography is not the only cause of cross-country variations in income.
The final column of table 2 includes other variables, such as those used by Gallup,
Sachs, and Mellinger (1999).7 Endowments of hydrocarbons per capita have a pos-
itive and significant effect, as would be expected, while the proportion of land in the
tropics has a negative but insignificant effect. Former socialist rule and involvement
in external wars have negative and significant effects. Gallup, Sachs, and Mellinger
(1999) have argued that malaria can have a pervasive productivity-reducing effect,
and indeed the variable measuring the prevalence of malaria (a dummy variable tak-
ing a value of 1 in countries where malaria is endemic) has a significant, negative,
and quantitatively important effect. Together with the foreign market access meas-
ure these variables explain around two-thirds of the cross-country variation in per
capita income. From the current perspective, the main point is that the foreign mar-
ket access measure remains highly significant, making the point that distance mat-
ters for per capita income, as suggested by the theory.
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Source: Authors’ computations based on data from Redding and Venables (2000).
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What Determines Distance Costs, and How Are They Changing?

The section above argues that geography is an important determinant of per capita
income. Despite the presence of large cross-country wage differences, it is not prof-
itable for firms to relocate, moving away from markets and suppliers. This section
looks in more detail at the determinants of the costs of distance and at the effects of
new technologies on these costs. This can best be addressed through the following
thought experiment. A firm is considering where to source its supplies or where to
locate its production. How is the decision to outsource to a low-wage economy
deterred by distance, and how might information and communication technology
mitigate this deterrent effect?

The distance effects can be divided into four main elements. First, making any
sort of trade involves finding a trading partner, a process of search and matching
that turns on the availability of information. Second, inputs and outputs have to be
transported. These depend on country and commodity characteristics, and there is
some evidence that they are changing. In “weightless” activities new technologies set
these costs essentially at zero, but such activities amount to only a small percentage
of total expenditure. Third, the supply chain has to be managed; for outsourced sup-
ply this involves a process of information exchange and monitoring, and for own
investment it involves management of the entire project. And fourth, new technolo-
gies, by speeding up aspects of production and management, affect costs by affect-
ing time in transit. This could either increase or decrease the benefits of proximity
and the costs of distance. 
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Table 2. Regression Results for GDP per Capita and Foreign Market and Supplier
Access, 1996 

Variable (1) (2) (3) (4)

Log foreign market access 0.476 0.319 0.277
(0.076) (0.063)

Log foreign supplier access 0.532 0.182
(0.114) (0.040)

Log hydrocarbons per capita 0.026
(0.016)

Fraction of land in geographic tropics –0.139
(0.253)

Prevalence of malaria –1.496
(0.268)

Socialist rule, 1950–95 –0.743
(0.156)

External war, 1960–85 –0.344
(0.170)

R2 0.346 0.377 0.361 0.671
F (·) 52.76 57.05 54.60 55.63
Number of observations 101 101 101 99

Note: Dependent variable is log GDP per capita . First-stage estimation of the trade equation using Tobit. Numbers in parenthe-
ses are bootstrapped standard errors (200 replications). 
Source: Author’s computations, based on data from Redding and Venables (2000). 
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Searching and Matching

A major reason why transactions fall off with distance is that firms simply know less
about potential trades with people on the other side of the earth than about poten-
tial trades with their neighbors. Relatively little is known about the magnitude of
these information barriers, although a number of researchers have attempted to
establish their existence. For example, Rauch and Trindada (1999) use a gravity
trade model to show how the existence of ethnic Chinese networks seems to
increase trade volumes.

It seems likely that new technologies—the Internet in particular—significantly
reduce search and matching costs. The Internet means that distance ceases to be
important in advertising, and business-to-business exchanges facilitate search and
matching across space. From my desktop a search engine will produce about 10,300
matches for the search string “garment+export+china+ltd”, at least the first 10 of
which are trading houses or Chinese firms offering supply. The most heavily
researched examples of searching and matching through the Internet have a national
rather than international focus. For example, in the U.S. automobile market in 1999
more than 40 percent of buyers used the Internet to seek out price and model infor-
mation—although only 3 percent of sales were made on the Internet (Cairncross
2001, p. 113). This example makes a point that many dotcom companies have dis-
covered and that surely applies even more in an international context: the Internet
is excellent for acquiring information, but information is a necessary but by no
means sufficient condition for completing a trade. 

Moving Inputs and Outputs 

An international transaction requires moving outputs and traded inputs across
space. This can be done by different modes—surface, air, or for some activities, dig-
itally. How large are these costs, and in what ways—and for how large a share of
trade—are new technologies expected to reduce them?

Data on shipping costs indicate a very wide dispersion of transport costs across
commodities and countries. Thus in 1994 freight expenditure was only 3.8 percent
of the value of imports for the United States, but 7.3 percent for Brazil and 13.3 per-
cent for Paraguay (Hummels 1999a, from customs data). These values incorporate
the fact that most trade is with countries that are close, and in goods that have rel-
atively low transport costs. Looking at transport costs unweighted by trade volumes
gives much higher numbers; thus the median cif/fob ratio, across all country pairs
for which data are available, is 1.28 (implying 28 percent transport and insurance
costs). Looking across commodities, an unweighted average of freight rates is typi-
cally two to three times higher than the trade-weighted average rate. 

Estimates of the determinants of transport costs are given in Hummels (1999b)
and Limao and Venables (2001). These studies typically find elasticities of transport
costs with respect to distance of 0.2–0.3. Limao and Venables find that a common
border substantially reduces transport costs, that overland transport is seven times
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more expensive than sea transport, and that being landlocked increases transport
costs by approximately 50 percent. Infrastructure quality (as measured by a com-
posite of index of transport and communications networks) is important; for exam-
ple, while the median cif/fob ratio is 1.28, the predicted value of this ratio for a pair
of countries with infrastructure quality at the 75th percentile rises to 1.40.

How are transport costs changing? In looking at the evolution of the costs of
ocean shipping, air freight, and transmission of digitized information, there are
three main points to notice (figure 3). First, the costs of sea transport declined dur-
ing the 1940s and 1950s, but since then there has been no trend decline, although
there have been substantial fluctuations driven largely by oil prices. This seems
superficially surprising, but less so after noting that the variable reported is shipping
cost relative to a goods price index. Thus there has been technical progress in ship-
ping, but it has been no faster than the average in the rest of the economy. Second,
the cost of air freight fell more and continued to fall for a longer period, but this
too essentially bottomed out in the 1980s. Third, the most dramatic fall has been in
the cost of transmitting digitized information, which can now be regarded as close
to zero. For investigating international inequalities the important question is: what
share of world expenditure is now “weightless” and can be digitized and transmit-
ted at close to zero cost?

This question is hard to answer, because it is typically particular economic func-
tions that can be digitized, rather than the whole production sectors that are the
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basis for data collection. There are numerous examples of activities that have been
digitized and relocated. Airline ticketing services and the backroom operations of
banks are the standard ones. Call centers, architectural drawings, transcription of
medical notes, and cartoons and computer graphics for the film industry are further
possibilities.

One way to get a quantitative estimate is to look sectorally. These numbers look
rather small. Consider U.S. household consumption of information and communi-
cation-based products and services. By 1998, 50 percent of Americans had a per-
sonal computer and 30 percent were regular Internet users. But total consumption
of information and communication-based products and services, including voice
telephony, was only 2.4 percent of consumer expenditure, a large part of which is
devoted to upkeep of the network, a largely nontradable activity (Turner 2001). On
the supply side the U.S. Bureau of Labor Statistics foresees employment in the infor-
mation and communication industry growing from 3.7 percent of the U.S. total in
1998 to 4.9 percent in 2008, with the increase concentrated almost entirely in com-
puter processing and software services (Turner 2001). The Organisation for
Economic Co-operation and Development (OECD 1999) estimates that all soft-
ware- and computer- related services in 1996 accounted for 2.7 percent of U.S.
GDP—and half that in other OECD countries studied. Software products and com-
puter services combined accounted for just 0.8 percent of U.S. exports in 1996.

Other sectors contain functions that are information technology enabled, such as
call centers (customer interaction centers), medical transcriptions, and finance and
accounting services. An estimated 17–24 percent of the cost base of banks can be
outsourced (“Back office to the world” 2001), a share that seems low for an activ-
ity that is fundamentally weightless. 

Another way to get a feel for the magnitude of these activities is to look at the
recent experience of the highly successful Indian software and information technol-
ogy-enabled services sectors. The total output of software and related services in
India in 2000 was around $8 billion, of which exports were $4 billion. Information
technology-enabled services had exports to the United States of $0.26 billion in 1999
that are predicted to grow to $4 billion by 2005 (The Economist, 5 May 2001). With
total Indian exports of $45 billion in 2000, these are substantial activities for India
but constitute less than 1 percent of total U.S. imports of around $950 billion.

Although it is difficult to quantify the share of the economy that is, or is likely to
become, weightless, one fundamental point can be made. Codifying and digitizing
not only enable an activity to be moved costlessly through space, but also typically
lead to large productivity increases and price reductions. Thus the effect of infor-
mation and communication technology on, say, airline ticketing has been primarily
to replace labor by computer equipment and only secondarily to allow remaining
workers to be employed in India rather than the United States or Europe.
(Technology that can capture voice or handwriting will make Indian medical tran-
scription obsolete.) This suggests that even if more activities become weightless, the
share of world expenditure and employment attributable to these activities will
remain slight—perhaps as little as a few percentage points of world GDP.
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Monitoring and Management

Recent years have seen the rapid growth of both outsourcing and foreign direct
investment, with the associated development of production networks or production
chains.8 Foreign direct investment has grown faster than either income or trade. The
growth of production networks has been studied by a number of researchers. One
way to measure its growth is by looking at trade in components. Yeats (1998) esti-
mates that 30 percent of world trade in manufactures is trade in components rather
than final products. Hummels, Ishii, and Yi (2001) chart trade flows that cross bor-
ders multiple times, as when a country imports a component and then reexports it
embodied in some downstream product. For 10 OECD countries they find that the
share of imported value added in exports rose by one-third between 1970 and 1990,
reaching 21 percent of export value. 

Both foreign direct investment and outsourcing involve, in somewhat different
ways, a fragmentation of the structure of the firm, as production is split into geo-
graphically or organizationally different units. From an international perspective
this fragmentation offers the benefits of enabling particular stages of the production
process to be moved to the lowest-cost locations—labor-intensive parts to low-wage
economies, and so on. However, as well as involving potentially costly shipping of
parts and components, this fragmentation creates formidable management chal-
lenges. Product specification and other information has to be transferred, and pro-
duction schedules and quality standards have to be monitored. Do new technologies
reduce the costs of these activities?

To the extent that pertinent information is codifiable, the answer is likely to be yes.
The use of information and communication technology for business-to-business trade
is well documented, although it is reported to often reduce rather than increase the
number of suppliers a firm uses.9 In mass production of standardized products,
designs can be relatively easily codified; the production process is routine, daily or
hourly production runs can be reported, and quality data can be monitored. Dell
Computers offers the classic example of the use of new technologies to outsource to
order, getting components from suppliers at short notice. However, it is instructive
that Dell’s business practices, while held up as a model, have not been widely emu-
lated (“A revolution of one” 2001). They work because personal computers are made
almost entirely from standard parts, available from many sources, so there is no need
to order special components in advance. And consumer customization falls within
very narrow limits—speed and memory, but not color or trim. The product range and
set of options are vastly less complex than those for a motor car.

For many activities the pertinent information cannot be codified so easily. There
are two sorts of reasons for this. One is the inherent complexity of the activity. For
example, frequent design changes or an ongoing process of product design and
improvement (involving both marketing and production engineering) may require a
level of interaction that—to date—can be achieved only by face-to-face contact.

The second reason has to do with the fact that contracts are incomplete, and peo-
ple on each side of the contract (or in different positions within a single firm) have
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their own objectives. It is typically expensive or impossible to ensure that these peo-
ples’ incentives can be shaped to be compatible with the objectives of the firm. This
issue is the subject of an extensive economics literature. Part of the literature has its
origins in analysis of the boundaries of the firm (Coase 1937), asking what transac-
tion are best done within the firm and what by the market. Following Williamson
(1975, 1985), this analysis is typically modeled as a tradeoff between the efficiency
gains of using specialist suppliers (or suppliers in locations with a comparative
advantage or low labor costs) and the problems encountered in writing (enforceable)
contracts with them. Another part of the literature looks at the problems of incen-
tives in organizations, asking how employees can be induced to meet their firm’s
objectives.10

While new technologies may reduce the costs of monitoring, it seems unlikely
that the problems of incomplete contracts are amenable to a technological fix. What
evidence is there? On the one hand there has been a dramatic increase in the out-
sourcing of activities to specialist suppliers in recent years, suggesting that difficul-
ties in writing contracts and monitoring performance have been reduced. On the
other hand a number of empirical studies point to the continuing importance,
despite new technologies, of regular face-to-face contact. Gaspar and Glaeser (1998)
argue that telephones are likely to be complements, not substitutes, for face-to-face
contact as they increase the overall amount of business interaction. They suggest
that, as a consequence, telephones have historically promoted the development of
cities. The evidence on business travel suggests that as electronic communications
have increased so too has travel, again indicating the importance of face-to-face con-
tact. Leamer and Storper (2000) draw the distinction between “conversational”
transactions (which can take place at a distance using information and communica-
tion technology) and “handshake” transactions, which require face-to-face contact.
New technologies allow the dispersion of activities that require only conversational
transactions but might also increase the complexity of the production and design
process, increasing the proportion of activities requiring handshake communication. 

Overall, then, it seems that there are some relatively straightforward activities for
which knowledge can be codified, new technologies will make management from a
distance easier, and relocation of the activity to lower-wage regions might be
expected. But for more complex activities, monitoring, control, and information
exchange still require contact that involves proximity and face-to-face meetings.
Perhaps nowhere is this more evident than in the design and development of the new
technologies themselves.

Time in Transit

New technologies provide radical opportunities for speeding up parts of the overall
supply process. There are several ways this can occur. One is simply that basic infor-
mation—product specifications, orders, invoices—can be transmitted and processed
more rapidly. Another is that information about uncertain aspects of the supply
process can be discovered and transmitted sooner. For example, retailers’ electronic
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stock control can provide manufacturers with real-time information about sales and
hence about changes in fashion and overall expenditure levels. For intermediate
goods improved stock controls and lean production techniques allow manufacturers
to detect and identify defects in supplies more rapidly. These changes pose the inter-
esting question, if some elements of the supply process become quicker, how does
this affect the marginal value of time saved (or marginal cost of delay) in other parts
of the process? In particular, if one part of the process that takes time is the physi-
cal shipment of goods, will time-saving technical changes encourage firms to move
production closer to markets or allow them to move further away? 

The importance of the costs of time in transit is highlighted by recent work by
Hummels (2000), who analyzes some 25 million observations of shipments into the
United States by air and sea (imports classified at the 10-digit commodity level by
exporter country and district of entry to the United States for 25 years). Given data
on the costs of each mode and the shipping times from different countries,
Hummels is able to estimate the implicit value of time saved by using air transport.
The numbers are quite large. The cost of an extra day’s travel is around 0.3 percent
of the value shipped for imports as a whole and 0.5 percent for manufacturing sec-
tors. These costs are about 30 times larger than the interest charge on the value of
the goods. One implication of these figures is that transport costs have fallen much
more through time than suggested by freight charges alone. The share of U.S.
imports going by air freight rose from zero to 30 percent between 1950 to 1998,
and containerization approximately doubled the speed of ocean shipping, reducing
shipping time by 26 days, equivalent to reducing shipping costs by 12–13 percent of
the value of goods traded.

Given the magnitude of these costs, how might a time-saving technology influence
the location of production? There are several mechanisms.11 One relates to comple-
mentarity between shipping time and time for other parts of the supply process that
are speeded up by information and communication technology. When activities are
in parallel, with the total time taken set by the slowest part of the process, there is
extreme complementarity. If information and communication technology speeds up
one part of the process, the value of speeding up other parts is increased.
Alternatively, when activities are strictly in sequence (say, transmitting information,
followed by production and shipping), no complementarity is present. The total time
taken is simply the sum of the parts. Reality is probably somewhere between these
extremes, in which case there is some complementarity between activities, and infor-
mation and communication technology increases the value of proximity.

A second mechanism is that the cost of time is increasing and concave in total
time taken. This arises because of discounting. If information and communication
technology speeds up the supply process, any further speeding becomes more valu-
able, as completion of the whole process occurs sooner and is therefore less heavily
discounted. It also arises because information and communication technology may
make it possible to react more quickly to changes in demand. Suppose that a firm
produces a fashion-sensitive product, and under the old retail stock-control tech-
nology it was impossible to detect consumer response to this season’s fashion until
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it was too late to change production for the season. The firm produced all stock in
advance and could do this in a low-wage location. Under the new retail stock con-
trol the firm can learn about sales and consumer response to fashion instantaneously
and so has the opportunity to change production plans in line with fashion prefer-
ences. However, this opportunity is valuable only if production can be shipped to
the market very rapidly. The new technology therefore causes production to move
closer to the market, to exploit the advantage of more rapid market information.

An example is the highly successful Spanish clothing chain, Zara (“Floating on
air” 2001). Zara uses real-time sales data, can make a new product line in three
weeks (the industry average is nine months), and commits only 15 percent of pro-
duction at the start of the season (the industry average is 60 percent). It also does
almost all its manufacturing (from fabric dyeing through the full manufacturing
process) in-house in Spain, with most of the sewing done by 400 local cooperatives
(other firms in the industry engage in extensive outsourcing). 

Other examples occur in intermediate goods supply, where new technology might
make it easier to detect faults rather than to detect changes in fashion preferences.
The supplier would then want to move production closer to the market and cut
delivery times so that fewer faulty items were in the delivery chain. 

Evidence comes from studies of just-in-time technologies, which have allowed
much improved stock control and ordering, and a consequent movement of suppli-
ers toward customers. In a study of suppliers to the U.S. automobile industry Klier
(1999) finds that 70–80 percent of them are located within one day’s drive of the
assembly plant; any closer location is limited by the fact that many suppliers serve
several assembly plants. He also finds evidence of increased concentration of sup-
plier plants around assembly plants since 1980, a timing consistent with the intro-
duction of just-in-time production methods. The leader in the application of
just-in-time techniques is Toyota, whose independent suppliers are on average only
59 miles from its assembly plants, to which they make eight deliveries a day. By con-
trast, General Motors’ suppliers in North America are an average of 427 miles away
from the plants they serve and make fewer than two deliveries a day. As a result,
Toyota and its suppliers maintain inventories one-fourth the size of General
Motors’, when measured as a percentage of sales (Taylor III and Kahn 1997).

Where Will Activities Move?

The preceding section suggests that information and communication technology will
change the costs of distance in quite different ways for different types of activity. For
many activities both face-to-face contact and proximity to markets or a cluster of
related activities will remain important. These are activities for which complexity
makes it difficult to codify information and write complete contracts, uncertainty
makes rapid response to changing circumstances important, or transport costs
remain important. Other sorts of activities can be fully digitized (the weightless
activities) or may be sufficiently simple that information flows required in produc-
tion control and monitoring can be codified and implemented remotely. 
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Activities for which face-to-face contact and proximity to markets or a cluster of
related activities are important are likely to remain spatially concentrated—and their
concentration might even increase because of complementarities in the value of time
and the possibility of spatially separating some activities from more routine parts of
the supply process. Suppose that financial services require both frontroom opera-
tions (which tend to cluster) and backroom operations (which are intensive in
medium-skilled labor and office space). If the front- and backroom operations have
to be located together, the overall clustering force might be quite weak—firms that
are not in London, Tokyo, or New York lose out on the benefits of being in a clus-
ter, but have the benefits of cheaper labor and office space. But once the backroom
operations can be separated from the frontroom, the agglomeration forces on front-
room activities become overwhelming. All these activities will therefore be further
concentrated by new technologies. It is perhaps to be expected then that financial
services—in some ways a prime example of a weightless activity—are strongly con-
centrated in a few centers, with no prospect that technology will cause the dissolu-
tion of these centers.

What about the more routine and codifiable activities? These now have the pos-
sibility of moving out of established centers, but where will they go? They might
spread rather evenly through many locations, bringing modest increases in labor
demand in many countries. Or if there is some propensity for these activities to clus-
ter, they might move to just a few countries. The propensity may be quite weak—
the point is simply that as activities leave established centers in search of lower-wage
locations, it is likely that a location that has some similar activities will look more
attractive than one that has none.

The effects of reductions in trade costs in a world where manufacturing is inter-
nationally mobile but subject to some clustering forces can be illustrated with a vari-
ant of the new economic geography models of Fujita, Krugman, and Venables
(1999). Suppose that there are many countries, arranged in a linear world with a
well-defined center and pair of peripheries. Each country is identical (apart from in
its location), being endowed with the same quantity of two factors of production
(labor and land). There are two production activities. One is called “agriculture,”
although it can be interpreted as a wider aggregate of all the perfectly competitive
sectors of the economy. This sector uses labor, land, and manufactures to produce a
perfectly tradable output. The other sector is manufacturing. This sector uses labor
and manufactures to produce manufactures, operating with increasing returns to
scale in a monopolistically competitive market structure. 

The manufacturing sector has forward and backward linkages, as manufacturing
firms use inputs from other manufacturing firms and supply outputs to other man-
ufacturing firms. These linkages encourage agglomeration, so that typically manu-
facturing operates only in the central locations, while peripheral locations are
specialized in agriculture. The wage implications are illustrated in figure 4. At an ini-
tial position with high trade costs, low-wage countries have agriculture only, as do
a corresponding set of countries on the other side of the center (concealed in the
diagram). Wages are much lower in these countries than in industrialized countries,
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and wages peak in the central region, which has the best market access and best sup-
plier access.

At lower trade costs (a movement to the right in figure 4) it becomes profitable
for some firms to relocate to lower-wage countries. But these countries are relatively
close to established centers, and as they attract industry, a process of cumulative cau-
sation commences. Forward and backward linkages between firms in the country
mean rapid “takeoff ” for these countries, as indicated by the steepness of the wage
gradient. The bold line AA illustrates the wage path of a country located midway
between center and edge as transport costs fall. This country is initially in the
periphery, with no manufacturing and low wages, but lower trade costs cause man-
ufacturing to spread away from the center, industrializing this country and causing
the rapid wage growth illustrated.

The point of this example is that even for activities that can relocate from
established centers, the presence of (weak) agglomeration forces means that they
will move to just a subset of possible new locations. As a consequence some coun-
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tries will experience a rapid increase in labor demand and wages, while others
remain in the periphery, essentially untouched by the process. New technologies
change the pattern of inequalities in the world economy but do not uniformly
decrease them.

The predictions of this theoretical model seem to be broadly in line with what we
know about recent sectoral relocations. Much software production has left the
United States—but only to concentrate largely in Ireland and Bangalore. At a
broader level there has been growth of production networks, with production of
components outsourced to lower-wage countries. But this growth of vertical spe-
cialization and parts and components trade is concentrated in a few countries neigh-
boring existing centers—in Asia, Europe, and America.

The growth of trade in production networks and its geographica concentration
are illustrated in table 3, which looks at countries’ exports of telecommunications
equipment (final equipment and parts and components), a set of commodities for
which outsourcing to lower-wage countries has grown rapidly. The 68 countries in
the sample are divided according to initial (1983–85) per capita incomes. The share
of low-income countries in world trade in telecommunications equipment rose from
5 percent in the early 1980s to 19 percent in the late 1990s. The share of telecom-
munications in exports exhibits a very skewed distribution: telecommunications
equipment production and trade have become important for just a few low-income
countries (they account for more than 10 percent of exports for one country and
6.6–10 percent for another) while remaining unimportant for the vast majority. This
pattern is repeated in other sectors, generally with the same set of countries being
the main exporters.
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Table 3. Exports of Telecommunications Equipment, Final and Parts, 1983–85 and
1995–97
(number of countries)

1983–85 1995–97

Low- Middle- High- Low- Middle- High-
income income income income income income 

Share countries countries countries countries countries countries

Telecommunications’ share in country’s exports

<3.33 percent 36 9 14 32 7 11
3.3–6.6 percent 1 1 3 3 4 5
6.6–10 percent 0 2 1 1 1 2
>10 percent 0 0 1 1 0 1

Countries’ share in all telecommunications exports (percent)

5 12 83 19 11 70

Source: UN Comtrade database.
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Conclusions

Speculating on the implications of new technology is a notoriously risky activity.
Still, the analysis here suggests several conclusions. Some activities will become more
deeply entrenched in high-income countries—and typically in cities in these coun-
tries. These activities will generally be complex—knowledge intensive, rapidly
changing, and requiring face-to-face communication. But they will also include the
supply of nontradables and of produced goods for which shipping is costly or time
consuming. Other activities that are more readily transportable and less dependent
on face-to-face communications may relocate to lower-wage countries, and this will
be an important force for development. However, since these activities may cluster,
development is likely to take the form of rapid advance for a small number of coun-
tries (or regions) rather than a more uniform process of convergence. Although new
technologies facilitate the relocation of these activities, the proportion of world
GDP that can “operate as though geography has no meaning” (Cairncross 2001) is
likely to be small.

New technologies will not mean the death of distance, but the contribution of
these technologies to economic development will nevertheless be important. It will
come primarily from allowing individuals greater access to knowledge, education,
and basic services, not from rewriting the rules of economic geography.
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Appendix Table A.1 Economies in Figure 2 And Table 2

1. Albania (ALB) 28. Estonia (EST) 55. Morocco (MAR) 82. Singapore (SGP)
2. Argentina (ARG) 29. Ethiopia (ETH) 56. Moldova (MDA) 83. El Salvador (SLV)
3. Armenia (ARM) 30. Finland (FIN) 57. Madagascar (MDG) 84. Slovak Republic (SVK)
4. Australia (AUS) 31. France (FRA) 58. Mexico (MEX) 85. Slovenia (SVN)
5. Austria (AUT) 32. Gabon (GAB) 59. Macedonia (MKD) 86. Sweden (SWE)
6. Bangladesh (BGD) 33. United Kingdom (GBR) 60. Mongolia (MNG) 87. Syria, Arab Rep. (SYR)
7. Bulgaria (BGR) 34. Greece (GRC) 61. Mozambique (MOZ) 88. Chad (TCD)
8. Belgium/Luxembourg (BLX) 35. Guatemala (GTM) 62. Mauritius (MUS) 89. Thailand (THA)
9. Bolivia (BOL) 36. Hong Kong China (HKG) 63. Malawi (MWI) 90. Trinidad & Tobago (TTO)

10. Brazil (BRA) 37. Honduras (HND) 64. Malaysia (MYS) 91. Tunisia (TUN)
11. Central African Republic (CAF) 38. Croatia (HRV) 65. Nicaragua (NIC) 92. Turkey (TUR)
12. Canada (CAN) 39. Hungary (HUN) 66. Netherlands (NLD) 93. Taiwan, China (TWN)
13. Switzerland (CHE), 40. Indonesia (IDN) 67. Norway (NOR) 94. Tanzania (TZA)
14. Chile (CHL) 41. India (IND) 68. Nepal (NPL) 95. Uruguay (URY)
15. China (CHN) 42. Ireland (IRL) 69. New Zealand (NZL) 96. United States (USA)
16. Côte d’Ivoire (CIV) 43. Israel (ISR) 70. Pakistan (PAK) 97. Venezuela (VEN)
17. Cameroon (CMR) 44. Italy (ITA) 71. Panama (PAN) 98. Yemen, Rep. of (YEM)
18. Congo, Rep. Of (COG) 45. Jamaica (JAM) 72. Peru (PER) 99. South Africa (ZAF)
19. Colombia (COL) 46. Jordan (JOR) 73. Philippines (PHL) 100. Zambia (ZMB)
20. Costa Rica (CRI) 47. Japan (JPN) 74. Poland (POL) 101. Zimbabwe (ZWE)
21. Czech Republic (CZE) 48. Kazakhstan (KAZ) 75. Portugal (PRT)
22. Germany (DEU) 49. Kenya (KEN) 76. Paraguay (PRY)
23. Denmark (DNK) 50. Kyrgyz Republic (KGZ) 77. Romania (ROM)
24. Algeria (DZA) 51. Korea, Rep. of (KOR) 78. Russia (RUS)
25. Ecuador (ECU) 52. Sri Lanka (LKA) 79. Saudi Arab. (SAU)
26. Egypt (EGY) 53. Lithuania (LTU) 80. Sudan (SDN)
27. Spain (ESP) 54. Latvia (LVA) 81. Senegal (SEN)
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Notes

1. To identify the channels through which technical knowledge is transmitted, Keller (2001)
investigates not just distance between countries, but also the volume of trade between them,
their bilateral holdings of foreign direct investment, and their language skills (the share of the
population in country i that speaks the language of country j). Adding these variables renders
simple geographic distance statistically insignificant; around two-thirds of the difference in bilat-
eral technology diffusion is accounted for by trade patterns, and one-sixth each by foreign direct
investment and language. However, all these variables are themselves declining with distance. 

2. Of course, there are many intermediate goods, but here their prices are summarized in
a single price index, q.

3. This is a trade cost factor, thus t = 1.2 means that trade costs are 20 percent of the value
of goods shipped.

4. Technologies are assumed to be the same in all countries—geography is the only source
of difference between countries.

5. They also derive the wage equation and the market access and supplier access from eco-
nomic fundamentals, based on Fujita, Krugman, and Venables (1999).

6. A similar pattern is observed using data on manufacturing wages per worker. See
Redding and Venables (2000) for further details.

7. Here only variables that can be reasonably regarded as exogenous are used, so, for exam-
ple, measures of countries’ human or physical capital stock are not included.

8. A good example of outsourcing is Nortel Networks, a Canadian company that special-
izes in high-performance communications networks. In 1998 it sold off its production plants
to separate companies with which it now has long-term contracts, in order to concentrate on
network installation and on production of the most sophisticated components (Cairncross
2001, p. 150).

9. British Airways expects to reduce the number of suppliers from 14,000 to around 2,000
as it implements on-line procurement (Cairncross 2001, p. 38).

10. See Holmstrom and Roberts (1998) and Gibbons (1998) for surveys of these two areas.
11. A simple model of this is presented in a fuller version of this article, available at

http://econ.lse.ac.uk/staff/ajv.
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Anthony Venables’s article offers clear thinking in an area saturated with spec-
ulation. The common wisdom is that falling transportation costs reduce the
importance of distance. But things are much more complicated than that.

True, falling transportation costs make it less costly for manufacturers to locate far
from consumers. This could favor developing countries, since manufacturing could
locate in developing countries to benefit from lower wages. However, manufactur-
ing firms may prefer to remain in locations with high wages, to benefit from the
agglomeration economies that arise from the networks of specialized input suppliers
(clusters) found in such locations. 

The question is thus whether new technologies that lower communication costs
weaken agglomeration economies and thus lead manufacturing firms toward devel-
oping countries. This is precisely the question Venables examines, in a simple and
useful way. 

I have a few specific remarks. First, Venables presents data that appear to show
that distance matters. For instance, in a regression of income per capita on measures
of foreign market access and foreign supplier access (where distance is the key vari-
able), these two access variables explain 36 percent of the variation in income per
capita. But it seems important to know the results, as well, when other variables are
included in the regression (see equation 5 in table 2). 

In any case there should be at least some discussion of alternative explanations for
the same phenomenon. For example, Acemoglu, Johnson and Robinson (2000) argue
that today’s geographic pattern of development reflects not the importance of dis-
tance, but—at least for an important set of countries—the way institutions developed
in the colonial period. Along the same lines it seems important to verify that other
implications of the distance-matters theory are consistent with the data. For exam-
ple, is it true that distant countries, other things being equal, specialize in lighter and
less bulky goods or in goods that use intermediate goods less intensively? Is it true
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that for a given good, distant countries (those with lower supplier access) produce
with a lower percentage of imported intermediate goods than countries with better
supplier access? Are the implications of this model for trade between developing
countries consistent with the data?

Second, before embarking on an analysis of the way new technologies affect the
importance of distance, it would be useful to have a description of those new tech-
nologies and how they are being implemented at the micro level. Are we talking
about the rise of the Internet, the falling cost of telecommunications, the advance of
video conferencing, or wireless e-mail—or all of these technologies? Presumably,
different technological advances will have different impacts on the importance of
distance for development.

Third, it would be interesting to see whether the aggregate data show that dis-
tance is becoming more or less important. Certainly the lack of convergence across
countries in the last decades does not appear to support the “death of distance.” But
Keller (2001) presents empirical evidence (although only for high-income countries)
suggesting that distance had less of an effect in limiting the diffusion of technology
in 1983–95 than in 1970–82. It would also be interesting to see whether economic
activity is becoming more or less concentrated in the United States, for example,
using the “dart board” approach proposed by Ellison and Glaser (1997). 

Fourth, it seems important to note that even if new technologies make distance
less important as a determinant of economic development, some developing coun-
tries could be negatively affected, at least during the transition. For example, the
Central American countries could lose the advantage they now enjoy from being
close to the U.S. market, facing stronger competition in that market from low-wage
countries like China. 

Finally, it seems important to discuss the policy implications of Venables’s find-
ings. At a first level, the advice that developing countries should promote investment
in infrastructure (telecommunications, ports, roads, airports, railroads) seems to get
additional support. At another level Venables suggests that countries should not
expect automatic benefits from the new technologies. If developing countries con-
tinue doing the same things, not much will change. Venables suggests that develop-
ing countries will experience fast growth only if they implement policies that allow
industrial clusters to develop. 
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Nongovernmental organizations (NGOs) are a very heterogeneous group. Though
generally considered a part of civil society, many receive substantial government
funding. Some people argue that such arrangements tie humanitarian action to the
foreign policy agenda of governments, in effect making such NGOs government sub-
contractors. Increasingly, NGOs are expected to work within the long-term develop-
ment perspectives and peace-building activities of various “strategic frameworks.”
Médecins sans Frontières tries to distance itself from this way of thinking, believing
that humanitarian action should be independent of initiatives that advocate models
for development or social change. Using humanitarian action to promote peace and
democracy or a free market-neoliberal agenda threatens a fundamental principle:
humanitarian aid should depend solely on need, not on political agendas. 

Nor should NGO assistance compensate for a failure to seek the political solutions
needed to achieve real progress in health and society. Attention to poverty alleviation
tends to focus on economic inequity but not on the political role in creating and sus-
taining inequity. Humanitarian assistance must not be manipulated to support a sys-
tem that gave rise to the misery in the first place. Providing humanitarian assistance
to populations in distress thus also involves moral dilemmas. One reason people die
of diseases like AIDS, tuberculosis, and malaria is that life-saving medicines are too
expensive. National and international authorities have abdicated responsibility in
favor of the pharmaceutical industry. NGOs have a clear role in pushing for change
and political responsibility.

Thus the fact that Médecins sans Frontières delivers health care in the world today
is a sign of serious failure and suggests several questions: Should NGOs compensate for
the state’s retreat? Is it really an NGO’s role to provide health care as part of a per-
manent solution? Aren’t NGO activities lacking in continuity and coordination? Isn’t
the state’s legitimacy being eroded by privatization of fundamental public services?
And what does such a role for NGOs do to their transparency and accountability?
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Nongovernmental organizations (NGOs) come from different national polit-
ical cultures and belief systems and face different institutional pressures.
Some have multiple mandates. Their world views, responsibilities, capaci-

ties, roles, and actions all differ. Some have a clear mission to build up certain sys-
tems and promote sustainable development and peace, based on specific political
analysis. Some work from the bottom up, while others contract with their own
national governments or are work as implementing partners for the United Nations
system. Many NGOs operate only in their own country, while others are interna-
tional. Thus NGOS are a very heterogeneous group.

Using Humanitarian Organizations to Achieve Other Objectives

The term used for these organizations—nongovernmental organizations—describes
not what they are but what they are not. They are not businesses. They are viewed
as voluntary and nonbureaucratic, as representing the private initiative of citizens
taking affairs into their own hands, contesting the state, and holding it accountable.
NGOs are also seen as providing an alternative to the state, using a self-help initia-
tives to fill in gaps left by the deficiencies of the state. 

But the extent to which NGOs really constitute a part of civil society differs con-
siderably. Some NGOs are genuine independent initiatives of civil society. They have
a clear social basis, and they try to maintain their independence from the state.
Other NGOs have emerged from political parties or other power groups. Even the
classic humanitarian NGOs differ. They share the common objective of alleviating
the suffering of victims of conflict, marginalization, discrimination, or oppression,
but there are differences in ideology. Their implementation of humanitarian princi-
ples of neutrality and impartiality may differ, as may their modes of assistance of
vulnerable populations. Based on the experience of its founding doctors during the
Biafra crisis, Médecins sans Frontières has put the right of all people to medical
assistance above concerns of state sovereignty. Oxfam defends justice in its opera-
tions, based on its early experience during the British blockade of Greece in 1942.
CARE focuses more on technical aspects of aid.

Another important characteristic of NGOs today is their financial dependence on
official donors. If an NGO receives 90 percent of its funding—or anything more
than half—from government sources, can it be called “nongovernmental”? Some
NGOs argue that they can maintain their operational independence despite sub-
stantial government support. Others argue that government funding necessarily
links humanitarian action to the foreign policy agenda of governments and that such
NGOs are really government subcontractors. Some NGOs argue, however, that eco-
nomic ties are an efficient vehicle for lobbying and information sharing. From
Médecins sans Frontières’ perspective such financial dependence, along with
increased demands for strict U.N. coordination in the field and implementation of
strategic frameworks, threatens a core identity of humanitarian NGOs: their inde-
pendence of action. The narrow, short-term view of humanitarian action as trying
to preserve life and alleviate suffering while protecting human dignity is perceived
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as politically incorrect. Criticism of this approach comes from both politicians and
solidarity movements. Increasingly, humanitarian action is supposed to work under
a certain framework of long-term development perspectives and peace-building
activities. 

Sierra Leone is a good example of this blurred vision of humanitarian assistance.
A coordinator of the U.N. Office for the Coordination of Humanitarian Affairs
(OCHA) argues in the “Consolidated Inter-Agency Appeal 2001 for Sierra Leone”
(OCHA 2001, p. 1) that humanitarian assistance should “contribute towards lasting
peace and economic development.…We must build an army of genuine humanitar-
ians who will help to disseminate value systems crucial for the success of any peace
process.” Later the appeal comments that “U.N. agencies—working closely with
[the National Commission for Reconstruction, Resettlement, and Rehabilitation],
Government line ministries and non-governmental partners as well as [the United
Nations Mission in Sierra Leone]—remain committed to not only providing imme-
diate relief to the population, but also to investing time and resources in creating the
conditions for a return to normalcy” (p. 13).The appeal also states that the human-
itarian agencies agree that “assistance will be provided within the context of efforts
to achieve sustainable peace” (p. 19).

The increasing use of humanitarian action as a first step in promoting peace and
democracy threatens the principle that humanitarian aid should be provided solely
on the basis of need not political agendas, whether national or multinational, as in
the “strategic frameworks” of the United Nations. In this perspective humanitarian
action should exist and be financed only as long as it contributes to higher political
objectives such as peace, respect for human rights, or the promotion of good gov-
ernance and democracy. Such initiatives all share a desire to obtain secondary bene-
fits from humanitarian action. They force a system of principles and priorities on
humanitarian action that is foreign to it. Humanitarian assistance must be provided
to those in need without conditions. The beneficiaries, who suffer from intense
need, have a right to such assistance, and the absence of conditions avoids any need
to negotiate with those in need. 

However, humanitarian action may have political effects without having political
intent. Increasingly, humanitarian action is being used as an instrument of foreign
policy to imply to constituencies that governments are active when they are not, that
their actions are moral by association, or that they are pursuing other goals through
humanitarian action, such as crisis containment or curtailment of refugee flows.
Independent humanitarian actors are not opposed to political actors meeting the
needs of their constituencies. But this must be done openly and transparently and
through the proper channels. 

Attempts to use humanitarian action to promote free market neoliberalism are
increasing as well. A prominent example is the response of the international com-
munity to the socioeconomic crisis in Africa that began in the 1980s, prompted in
part by the collapse of export prices (primary commodities) and the rising cost of
essential imports such as oil. Recognizing that the state-led development model
introduced after independence in the 1960s was failing, the International
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Monetary Fund and the World Bank introduced structural adjustment programs to
restore economic growth. The underlying philosophy was neoclassical liberalism,
with its belief that private economic forces competing in free markets can maximize
both individual benefits and public welfare. The ensuing rollback of the state was
not, however, restricted to economic affairs, but extended to budget cuts affecting
social services. 

Critics of structural adjustment sharply denounced the state’s withdrawal and
cutbacks in social services expenditures. During the 1990s the World Bank seemed
to acknowledge that the state should continue to play a vital role in socioeconomic
development, discarding the extreme position that a smaller state is necessarily a
better state. World Development Report 1997: The State in a Changing World called
on the state to fulfill at least five fundamental tasks: establish a foundation of law,
maintain sound economic policies, invest in social services and infrastructure, pro-
tect the vulnerable, and protect the environment, without which “sustainable,
shared, poverty-development is impossible.” However, despite the change in policy,
problems with social sector funding continued. Helen Keller International reported
growing health problems, including anemia and malnutrition, after Indonesia
adopted a structural adjustment program during the economic crisis in 1997.
Vaccinations for common childhood diseases were found to be too costly for poor
families.

Along with these policy changes came an increased focus on poverty eradication,
as the key objective of liberal economic reform efforts, and social services, as a nec-
essary investment to increase productivity and combat poverty. And civil society—
generally seen as comprising a free media, civic and nongovernmental organizations,
trade unions, and possibly political parties—has taken on a new prominence. 

But even with social services again recognized as a core responsibility of the state,
requiring increased attention and funding, many concerns remain. Reducing and
redefining the state’s role and increasing the participation of NGOs and the local
population still motivates many national governments and international organiza-
tions. 

Attention to poverty alleviation tends to focus on economic inequity while ignor-
ing the political role in creating and sustaining inequity and the need for political
solutions—beyond good policy—to generate real progress in health and society.
NGOs cannot compensate for this broader failure by providing technical or mate-
rial assistance. They can shine a bright light on the need to politicize the under-
standing of human society, conflict, progress, and equity—in which economic
analysis plays an important but not exclusive role.

For Médecins sans Frontières several crucial questions emerge from this back-
ground: Should NGOs compensate for the state’s retreat, especially in social serv-
ices? Is it really an NGO’s role to provide health care as part of a permanent
solution? Aren’t NGO activities fragmented, lacking in continuity and coordination?
Isn’t the state’s legitimacy being eroded by privatization of fundamental public serv-
ices? And what does such a role mean for NGO transparency and accountability to
beneficiaries?
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Médecins sans Frontières—A Medical Humanitarian Organization

Médecins sans Frontières is a medical humanitarian organization. But humanitarian
action is more than simple generosity. Médecins sans Frontières seeks to relieve suf-
fering, to restore autonomy, to bear witness to injustice, and to insist on political
responsibility. It strives to enable individuals to regain their rights and dignity as
human beings. Toward these ends Médecins sans Frontières also works to provoke
change and reveal injustice.

Thus Médecins sans Frontières is not just a service provider. It is not trying to
replace political and local responsibility for developing political society and provid-
ing welfare services. On the contrary, it is trying to demonstrate the failure of the
state to fulfill its responsibilities. Médecins sans Frontières sets up services and
derives lessons for the construction of new models of service delivery, but it does not
try to cover part of the national service network or to ensure access to complete and
equitable services for some segment of the population outside of a national frame-
work. It is not part of the liberal economic agenda to replace government responsi-
bilities with private responsibilities. Rather, it tries to stimulate government and
international responsibility. The fact that Médecins sans Frontières delivers health
care in the world today is a sign of serious political failure, nothing else.

The definition Médecins sans Frontières uses to describe its framework was for-
mulated in the early 1990s by Rony Brauman, who said that “Médecins sans
Frontières helps the members of a society to survive a period of crises—defined as
a disturbance of a previously existing equilibrium” (personal communication). This
definition intentionally distanced Médecins sans Frontières from a more develop-
ment-oriented way of thinking and from initiatives that promote models for devel-
opment or for society. 

The core activities of Médecins sans Frontières are practical work in the field.
This is an effective approach for relief operations, and it is contrary to what might
be termed a globalizing approach. It is not the mission of Médecins sans Frontières
to eradicate poverty, as it is that of the World Bank (“To fight poverty with passion
and professionalism for lasting results”) or Oxfam (“To work with others to over-
come poverty and suffering”), for example. The poverty objective for Médecins sans
Frontières is to depoliticize it. Poverty is a lack not only of resources but also of
political capital and voice. Humanitarian action does not problematize poverty or
respond to poverty. Humanitarian action problematizes and responds to suffering—
and explicitly recognizes the “abnormality” of that suffering and the duty of all
human beings to respond to that suffering. 

Powerful institutions like the World Bank, the International Monetary Fund, and
the World Health Organization see the eradication of extreme poverty within 10
years as the foundation on which “Health for All” will be built. Thus, the health
problem of today is defined as the absence of economic development, rather than
individuals’ lack of access to effective treatment. Major pharmaceutical companies
seem to concur. While waiting for this prosperous future to arrive, there is appar-
ently no need to offer effective pharmaceuticals at reasonable prices since the eco-
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nomic conditions for using them are not in place. For Médecins sans Frontières this
attitude represents an unacceptable response that will lead to the decline of medi-
cine. It cannot accept a neoliberal order that excludes, marginalizes, and sacrifices
the lives and dignity of millions of people in the name of some future economic ben-
efit that will “trickle down” to the poor, given enough time. As long as there are
patients in the field, Médecins sans Frontières has to insist on proper treatment. 

Médecins sans Frontières, therefore, has a clear duty to struggle for the quality of
care on the ground. The obligations of its doctors are clearly defined by the cir-
cumstances of their patients. Most patients in the developing world have few
choices. Their precarious position results from the indifference, marginalization,
discrimination, and violence they are subjected to. They do not have the luxury of
choosing a new doctor if the first fails to meet their needs. It is therefore alarming
to see that doctors themselves have increasingly internalized the failures of medi-
cine, reducing their aspirations by accepting these constraints. They do not demand
more. A medical humanitarian organization like Médecins sans Frontières must not
fall into this trap or allow itself to become passive. It must hold firm to its mission:
to provide quality health care, and to do it today, for those who need it most. Who
will provide effective medicine and treatment to the poorest of patients if their own
doctors do not demand it?

Consider the HIV/AIDS pandemic. The draft declaration for the special June
2001 U.N. General Assembly session on the HIV/AIDS pandemic clearly states that
“prevention must be the mainstay of our response” (point 47). Treatment of people
with HIV/AIDS is not given the same priority. Médecins sans Frontières considers
this unacceptable. All people have the right to adequate medical care. HIV/AIDS is
a medical condition, and life-prolonging and life-saving treatment exists. This treat-
ment is feasible today, even in resource-limited settings. Prevention and treatment
are mutually dependent and inherently linked, and no one is served by pitting one
against the other. Winning the battle against the HIV/AIDS pandemic requires a
global commitment from countries to comprehensive programs that provide a con-
tinuum of care, including fully integrated prevention and treatment. This goal
should clearly be spelled out in the U.N. declaration of commitment.

Médecins sans Frontières is best known for its emergency interventions, and
assisting the victims of natural catastrophes, epidemics, and armed conflicts is still
an important part of its work. It is active today in more than 400 projects in almost
90 countries, relying on some 3,000 international volunteers a year and more than
15,000 local staff. 

In January 2001 in Guinea, Médecins sans Frontières dealt with a major yellow
fever outbreak. More than 1 million people needed to be vaccinated. At the time,
Guinea was in the midst of one of the worst refugee crises in the world, with more
than 100,000 refugees trapped in a war zone, with no possibility of fleeing and no
access to health care. 

Médecins sans Frontières is also active in countries in chronic conflict, such as
Afghanistan, Angola, and Sudan, where it supports health structures with medical
and logistical personnel and drugs. These activities are simple substitutes for gov-
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ernment action in countries where government investment in the health system is
clearly inadequate. In Angola Médecins sans Frontières documented a marked dete-
rioration in medical and nutritional status in 2000, a clear result of government neg-
lect. The report was based on more than 400 witness statements. Despite the
country’s rich resources, the government has consistently failed to invest in the well-
being of its population. At the same time the international community is promoting
a vision of peace just around the corner and a government that is making progress.
This notion of a return to normalcy is dangerous because it may lead to inappro-
priate action. And it is totally wrong. War continues, and its consequences are visi-
ble in the field daily. Angola is one of the largest operations to date for Médecins
sans Frontières, with more than 80 international staff supporting primary and sec-
ondary health structures in 9 of 18 provinces. Without that presence, a large part of
the health system would collapse. 

In more stable contexts Médecins sans Frontières can carry out innovative med-
ical work, such as the mother-to-child HIV prevention program in South Africa.

Negative Effects of Health Care Provision by NGOs

NGO provision of health care may also have negative effects. Countries may come
to depend on NGO provision, thereby slowing or halting government initiatives.
Moreover, such aid may be manipulated to support the system that gave rise to the
misery in the first place. 

Médecins sans Frontières was the first independent humanitarian organization
to enter the People’s Democratic Republic of Korea in 1995. It ran into significant
problems. Prevented from gaining access to the populations it wanted to assess, it
was unable to identify the vulnerable or document a nutritional or health crisis.
While allowed to distribute drugs to health facilities, it was unable to verify
whether the population had free access to these health centers. Despite independ-
ent reports of major famine in some areas (areas to which Médecins sans Frontières
was denied access), Médecins sans Frontières’ feeding centers had very low num-
bers of malnourished children. Concluding that its assistance could not be given
independently of influence by state authorities and that the most vulnerable were
likely to remain so since food aid supported the very system that had created vul-
nerability and starvation among millions, Médecins sans Frontières left in the fall
of 1998. 

Humanitarian action must be based on the freedom to assess, deliver, and moni-
tor assistance so that the most vulnerable can be assisted first. Because this was not
the case in the People’s Democratic Republic of Korea, where humanitarian actors
were unable to serve those in need and were used in a political bargain, leaving was
the lesser of bad options. While there likely was a real crisis, the government was
trying to cover it up. And foreign governments were succumbing to nuclear black-
mail and supporting Korea with vast quantities of aid. Aid should not be allowed to
mask the causes of suffering or to be simply an internal or foreign policy tool that
creates rather than counters human suffering. 
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During the genocide in Rwanda in 1994 roughly half a million people fled across
the border into Zaire over a period of about 10 days. Initially they had no shelter,
no clean water, no food, and no sanitation. Epidemics spread rapidly, causing death
and disease on an unimaginable scale. Médecins sans Frontières and other organiza-
tions responded quickly to bring the epidemics under control. More than 1 million
refugees settled in camps in the Democratic Republic of Congo and Tanzania. By
mid-1994 humanitarian organizations had successfully controlled the epidemics and
developed basic systems and supply lines for delivering food and other essential
services. However, military groups soon began to reorganize, take control of refugee
camps, retrain, and reequip. 

As the need lessened and aid increasingly became coopted by a growing military
structure that was guilty of the genocide in Rwanda in 1994, Médecins sans
Frontières began to question its role and the perversion of humanitarian assistance.
Médecins sans Frontières and other groups repeatedly called for the separation of
those guilty of genocide from the legitimate refugees. But as Médecins sans
Frontières tried to register the refugees, it was denied access by the camp authori-
ties, and its attempts to deliver food directly to the people were forcibly prevented.
Though adequate food was being delivered, there was still malnutrition. It was evi-
dent that there was diversion on a major scale by an organized and militarized
authority responsible for the genocide. Again, Médecins sans Frontières had to with-
draw even though there were still unmet medical needs.

These and other experiences clearly show that providing health care and other
kinds of humanitarian assistance to populations in distress involves moral dilemmas.
There are limits to the willingness to compromise humanitarian principles even
when trying to provide access for people in need. Humanitarian organizations need
freedom to independently assess the needs of the population; to gain unhindered
access to them; to conduct, monitor, and evaluate the distribution of aid commodi-
ties; and to guarantee security for personnel and property. In many combat zones it
may be very difficult to meet all these standards. In such situations the need for the
humanitarian aid—and its effectiveness—must be weighed against the potential
harm that the aid may do.

Infectious Diseases and Access to Essential Drugs

Gaining access to patients and avoiding negative effects from interventions are some
of the major concerns Médecins sans Frontières faces today as a medical humani-
tarian organization. Overcoming the barriers to access to essential drugs is another.

An estimated 800 million people lack access to basic health care, 1.3 billion people
(the extreme poor) live on less than $1 a day, and 2.6 billion lack access to safe and
effective water and sanitation—the most basic indicator of access to health care.
Among these people treatable or curable infectious diseases are the leading cause of
death. Each year infectious diseases kill 14 million people, 90 percent of them in poor
countries. One reason is that life-saving medicines are too expensive—because of
patent protection, a lack of research on the diseases that afflict the poor most heavily,
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or abandonment of drugs by manufacturers because the return on investment is too
low. These factors are linked to the failure of national and international authorities to
strongly support the right to access health care, an abdication of responsibility for the
problem in favor of the multinational pharmaceutical industry, and the weakness of
the mandates of international organizations such as the World Health Organization
relative to the strength of organizations such as the World Trade Organization.

Malaria causes 300 to 500 million cases of illness and 1–2 million deaths every
year, mostly among poor people in developing countries. Resistance to standard
therapy is increasing rapidly, reaching 80–90 percent in some countries. New treat-
ments are unavailable or unaffordable. 

AIDS is another major health problem. Since the beginning of the pandemic in
the 1980s, more than 20 million people have died of the disease, 40 million people
now live with HIV, and 5.4 million people are infected every year. By 2020 half a
billion people will be infected with HIV—some predictions are even higher. Most
of the people with HIV and most of those who are likely to get HIV are in the devel-
oping countries. Treatment with patented antiretroviral drugs, which prolong life
but do not cure AIDS, costs $10,000–15,000 a year. The cold fact is that only some
5 percent of people who are HIV positive have access to life-prolonging patented
antiretroviral drugs. The 95 percent who do not are among the 2 billion poor peo-
ple in the world who live on less than $2 a day. 

These are the people that Médecins sans Frontières serves—the poor who have a
need but no purchasing power and are therefore not a market for patented anti-
retroviral drugs. Entire African nations are on the verge of collapse, as doctors,
teachers, military personnel, and civil servants succumb to AIDS. These nations are
dying not of AIDS alone, but of market failure as well. Access to life-prolonging
treatment is denied because of patent protection, the absence of public health infra-
structure, and a lack of good-quality generic drugs. The availability of drugs is not
the only issue—but it is the essential issue. Infrastructure and effective treatment
delivery will never expand if there is not even the possibility of affordable drugs. 

Sleeping sickness (trypanosomiasis) is yet another example. Production of eflor-
nithin, one of the drugs developed to treat this deadly disease, was stopped because
the patients who needed it could not pay for it. Again, the world’s poor are not con-
sidered a market. They are people who have need, but not enough money. It is that
simple. 

Thus intellectual property rights and patent systems and uniform pricing world-
wide exclude the poorest from access to health care. The role of NGOs is clear: to
push for change and political responsibility in providing health care delivery. Based
on its field experience, Médecins sans Frontières launched an international cam-
paign in 1999, challenging politicians, pharmaceutical companies, the World Health
Organization, and others to address this growing problem. There are solutions.
Trade regulations offer possibilities for poor countries to bypass patent rights and
produce their own drugs or import cheaper generic drugs. These options should be
encouraged. In March 2001, 39 pharmaceutical companies and their trade organi-
zations brought suit against the government of the Republic of South Africa to stop
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plans to promote the use of generic drugs and cheaper imports to treat patients with
HIV/AIDS. This was the only way the government could get affordable drugs for the
millions of people who are infected and who will face an early death. Can we accept
the notion that the interests of some pharmaceutical companies should prevail over
the lives of millions? After major public pressure the pharmaceutical companies
withdrew their suit, an important victory for poor people with HIV/AIDS.

A solution has also been found for the drug against sleeping sickness—but only
incidentally, because a new market for the drug emerged. A drug that can save the
lives of hundreds of thousands of people in Africa will be produced again because it
turned out to be an effective drug for removing unwanted facial hair in women. 

Lack of research and development (R&D) is another problem affecting the devel-
oping world. Despite the enormous private investment in drug research over the last
quarter century, only 11 of the 1,223 new chemical entities approved during that
period were for tropical diseases and most were the result of veterinary or military
research. Similarly, of the 95,417 therapy-relevant scientific publications in 1995,
only 182 concerned tropical diseases. Of these, 79 were on malaria, 34 on tubercu-
losis, and only 3 on African sleeping sickness. 

The pharmaceutical market has been expanding rapidly in North America and
Europe. In North America, with 5 percent of the world’s population, the drug mar-
ket is projected to rise to more than $160 billion in 2002, double the $80 billion of
1993. The market in Africa and Asia, by contrast, has remained the same while the
population has doubled. Today, Africa and Asia make up 72 percent of the world’s
population, but Africa constitutes only 1 percent of the projected world pharma-
ceutical market for 2002. Thus the size of the R&D budget seems to be closely
linked to the size of the market.

While pharmaceutical companies spend billions on R&D on diseases of concern
to industrialized countries, the product development budget of the Tropical Disease
Research Program (a joint program of the World Health Organization, the World
Bank, and the United Nations Development Programme) has averaged just $10 mil-
lion a year during the last decade. The numbers speak for themselves. R&D activi-
ties are responding less and less to the real clinical needs of the developing world.
This is a crisis that must not continue. 

Who is responsible for solutions?
Roy Vagelos, former head of Merck, has commented that we cannot ask industry

to solve what is essentially a social problem. While the pharmaceutical industry must
contribute to the search for solutions, Médecins sans Frontières believes that indus-
try alone cannot solve the crisis or be allowed to set the rules. The lack of R&D is
partly a result of market failure, but it is also a public health failure. Political lead-
ership is crucial for ensuring that R&D does not serve only the needs of the wealthy. 

Two years ago Médecins sans Frontières set up the Drugs for Neglected Diseases
Working Group, an independent international team of biomedical scientists, tropi-
cal medicine experts, health economists, legal and regulatory specialists, and repre-
sentatives from health NGOs, the World Health Organization, and industry. Its goal
is to identify strategies to promote the development of new, effective, safe, afford-
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able, and easy to use drugs. The group recommended defining a clear, need-driven
research agenda for new medicines and vaccines, to assist policymakers, funding
agencies, and the research community in setting the right priorities to address the
needs of developing countries. This agenda will drive a coordinated effort to
develop 10–20 new drugs over the next 10 years, with an estimated cost of $500
million to $2 billion. This amount is not beyond society’s reach. 

The group also recommended creating mechanisms to drive needed research in
the private sector—for example, requiring that a small percentage of profits go
toward developing essential medicines for neglected diseases. A fully subsidized sys-
tem may be needed for diseases that are prevalent only in developing countries, and
an equity pricing system should be used when the disease affects both rich and poor
countries. For neglected diseases the group also suggested negotiating an interna-
tional treaty to promote R&D on medicines and vaccines that are safe, effective,
affordable, and easy to use. It should correct the imbalance between rights and obli-
gations under current international treaties and agreements, such as Trade-Related
Aspects of International Property Rights (TRIPs). It should guarantee that drugs for
neglected diseases will be considered global public goods and address the relevant
intellectual property issues. 

Who Is Responsible for Health Care Delivery?

The solutions proposed by many U.N. agencies, governments, and multinational
companies include donations or price reductions of patented drugs, public-private
partnerships to support these initiatives, and corporate community programs to sup-
port public infrastructure and training programs. Are such programs the responsi-
bility of corporations or of governments? Are drug donations or price reductions a
sustainable solution for access for all? Are public-private partnerships viable solu-
tions to the long-term responsibility of the state to ensure the right to access health
care? Is it acceptable that some foundations should set and drive the international
health agenda by virtue of the sheer size and power of their financial resources? 

Where is the state in meeting these responsibilities? In the case of the HIV/AIDS
pandemic these kinds of initiatives may allow pharmaceutical firms to sidestep the
threat that compulsory licensing and generic drug competition represents to their
profits. More important, such initiatives perpetuate the notion that private charity—
an act of privilege—is a sound alternative to public responsibility for ensuring the
right of access to health care. It allows politicians to respond with political platitudes
and to use piecemeal private actions as a humanitarian alibi for the failure to achieve
real access to health care for all. 

NGOs, Médecins sans Frontières included, have been complicit in this humani-
tarian alibi. In many ways NGOs have become comanagers of misery with the state,
providing a salve instead of a cure, allowing charity to mask duty, and failing to
demand real political change in place of political platitudes. NGOs have failed to
insist on political responsibility not just for the rich and the included, but for every-
one—rich, poor, dispossessed, and excluded.
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Now that the diseases and suffering of the poor are a threat to national security
and the expansion of global markets, their plight has provoked political interest.
This new interest, not economic or state security interests, should drive the agenda
for access to health care for all, the included and the excluded. The economist
Amartya Sen has argued that poverty is not just about economics, but also about a
fundamental lack of freedoms. How NGOs choose to use their own liberty—how
they define their vision, what actions they take, and how they use their voice—also
matters. They have been too passive and too deferential to political platitudes and
to partial and imperfect private initiatives. They must demand more and fight for
the freedom of their beneficiaries, whose fundamental liberties are constrained. This
is nothing but an outrage.

There are many who claim to speak for the poor—the World Bank, the
International Monetary Fund, many U.N. agencies, and others. They are, in effect,
coopting the voice of the poor. Médecins sans Frontières speaks only for itself. It
does not pretend to speak “for” anyone—for victims of war, the marginalized, the
excluded, the poor, or anyone else. Médecins sans Frontières speaks as itself, with
its own voice, of its own direct experience of solidarity in its projects, of its own out-
rage, and of its own demands. And it is able to do this because it is operationally,
politically, and financially independent. To repeat: Médecins sans Frontières is not
part of the liberal economic agenda that seeks to substitute private actions for gov-
ernment responsibilities. Médecins sans Frontières tries in various ways, drawing on
its field experience, to stimulate government responsibility and international
responsibility. Our goal is not to exist.

References

OCHA (U.N. Office for Coordination of Humanitarian Affairs). 2001. “Consolidated Inter-
Agency Appeal 2001 for Sierra Leone.” Geneva. 

United Nations General Assembly. 2001. ”Declaration of Commitment on HIV/AIDS: Global
Crisis, Global Action.” United Nations Special Session on HIV/AIDS, 25–27 June 2001,
New York. http://www.unaids.org/whatsnew/others/un_special/Declaration2706_en.htm

186 Morten Rostrup

32416_173-270  4/9/02  11:41 PM  Page 186



It is informative to consider the empirical work of Médecins sans Frontières—the
quintessential international nongovernmental organization (NGO) providing
health care—when trying to explain policy considerations for service-oriented

NGOs for alleviating inequality and poverty in developing countries. 
NGO activities derive from the mandates of the organizations, respond to the

interests of those who fund them, and comply with the regulatory framework in
their country of origin. Morten Rostrup’s article clearly presents the mandate of
Médecins sans Frontières as a medical humanitarian organization that seeks to
relieve suffering, restore autonomy, expose injustice, and insist on political responsi-
bility and government accountability for human rights and dignity. Médecins sans
Frontières has received international awards for its work, commending those who
work for and support the organization.

In general, NGOs whose mandate is similar to that of Médecins sans Frontières
provide social services as a means of achieving universal goals clearly supported by
their constituents, such as saving and protecting lives—goals that are also interna-
tional public goods. In the field, these NGOs have a variety of means for achieving
these goals. Sometimes their activities have particular legitimacy and additional
value, especially when carried out with local support and when they empower
groups in greatest need. In other cases, NGOs carry out their work without buy-in
by national and local groups. At most, these foreign NGOs may introduce new ideas
into a society, but their activities are not likely to achieve sustainability even if they
have positive short-term effects. Another problem is the poor regulatory framework
in many developing countries, which allows for questionable and even illegitimate
processes to remove barriers to important goals. In such countries, it is difficult to
control or eliminate NGOs whose methods or activities are questionable or even ille-
gal. Médecins sans Frontières could assist countries to develop a simple regulatory
framework to help them stop the activities of such NGOs.
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In its work, Médecins sans Frontières interacts with populations and governments
that need its help, jointly developing a work plan. But the legal framework in which
these NGOs work is not clear, especially since countries with the greatest need for
assistance typically have the weakest laws and regulations to protect human rights—
and even weaker enforcement. 

It would be useful if Médecins sans Frontières were to help develop a minimum
regulatory framework for the work of international NGOs. Médecins sans
Frontières could explain how it complies with the regulatory framework and makes
itself accountable to local groups, the governments of the countries in which it oper-
ates, its own government, and its supporters. Basic compliance with local and
national regulations is necessary to avoid institutional pressures from well-estab-
lished national political groups that would take advantage of NGOs to advance their
political goals. In those cases Médecins sans Frontières has often elected to leave the
country. If better regulations were available, good NGOs would not have to rely on
questionable groups for support. 

It is difficult to coordinate government and NGO activities, especially over the
long term. When there is no local buy-in, institutional pressures increase. This typ-
ically occurs when the means used to reach goals are not compatible with the local
or national culture. In this case, NGO activity can be counterproductive, making it
more, not less, difficult to reach intended goals. It may even lead to the loss of lives. 

An additional weak point for the work of NGOs is their accountability to those
who support them financially or in kind. National governments, even in developed
countries, tend to have poor regulatory frameworks for NGOs. That makes it very
difficult for these organizations to demonstrate the transparency of their operations
and their efficiency in achieving their mission. This becomes especially difficult
when NGOs are small, engage in fragmented activities, and struggle to get appro-
priate support and legitimacy by local civil society. Long-term sustainability for
NGOs is contingent on being embraced by local societies as one of their own.
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We are in the midst of a dramatic extension in the global reach of the patent system.
Public concern over the price of HIV/AIDS drugs in Africa has focused attention on
this new global system and generated a debate between those who support the estab-
lishment of strong patent laws to protect pharmaceuticals in developing countries and
those who, in various ways, would weaken them. But the choice does not have to be
limited to strong or weak. This article describes a policy that would improve on the
current patent regime by acknowledging the differences in pharmaceutical markets in
rich and poor countries and what they imply for optimal patent protection. It would
lower the price of pharmaceuticals in developing countries for a selected group of
global diseases—those that, like cancer, affect people everywhere—while allowing
protection to increase where it is most likely to lead to the creation of new products
for diseases that affect primarily people in developing countries. The proposal requires
no changes in international treaties, no changes in the adoption in poor countries of
patent systems that comply with membership requirements of the World Trade
Organization, and only minor changes in the patent laws of rich countries. Because
the policy would be largely self-enforcing and use existing institutions, it would cost
very little to introduce or administer and thus would not divert spending from other
important health and development projects. 
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We are in the midst of a global expansion in the extent to which pharma-
ceutical innovations are protected by the patent system. Previously, most
developing countries treated such innovations as nonpatentable or at best

offered only minimal protection for new manufacturing processes. Today, as a result
of bilateral pressure and membership requirements of the World Trade
Organization, developing countries are implementing new patent laws that look
very similar to those in Europe and the United States, granting full protection to all
inventions in this area. 

The public attention now focused on patents and on the price of HIV/AIDS drugs
in Africa has created an opening and a demand for creative thinking about ways to
improve this new global system. Given the tradeoff between prices and innovation
that is inherent in supporting research and development (R&D) through a patent
system, can the system be structured to elicit the same amount of innovation at a
lower welfare cost? In answering this basic question, it would be a mistake for inter-
national and domestic policy discussions to focus only on AIDS, despite its
undoubted importance. The U.S. Patent and Trademark Office in 1998 granted
more than 10,000 patents relating to pharmaceutical innovations, spanning thou-
sands of diseases. No policy designed to address the current AIDS crisis is likely to
be the best policy for the system as a whole, nor is it necessary to think in those
terms. The AIDS epidemic is an international emergency of the first order. It can be
treated as exceptional and deserves its own policies.

An analysis of the implications of extending protection to additional countries is
closely analogous to that of the implications of granting protection for more years
(see Nordhaus 1969; Deardorff 1992). Fundamental determinants of the optimal
extent of protection are the degree to which the prospect of greater profits leads
firms to increase investment in research and the degree to which greater investment
results in innovation that benefits the public. These responses tend to decline at
higher levels of R&D investment. Thus increasing protection can be expected to
yield more benefit where incentives are initially low.

From this perspective, it is important to recognize that there are two very differ-
ent and identifiable types of drug markets. Some diseases are important worldwide,
being found in both poor and rich countries, and therapies for these diseases have
global markets. Other diseases, such as malaria, are more specific, with almost the
entire market for their therapies in the developing world (table 1). 

There has been almost no investment outside the public sector in therapies for
diseases specific to the developing world. Without patent protection in the devel-
oping world, there has been little prospect of profit anywhere and therefore little
interest by firms in investing in therapies for these diseases (see Lanjouw and
Cockburn 2001). The new patent regime may draw resources into creating drugs to
prevent and treat diseases specific to poor countries. 

Of course, even with effective patent systems, developing country markets may
not be very attractive, given the prices they can support. Recent initiatives to “make
a market” aim to put more money into these markets through a dedicated fund or
tax credit to subsidize purchases of specified products (see Kremer 2001a, 2001b;
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World Bank 1999). This type of policy is appropriate for stimulating private invest-
ment in research on disease therapies that have small markets in the West but are of
great importance in the developing world.

But consider global diseases—those that are widespread not only in poor coun-
tries but also in rich countries. These diseases are the focus of the proposal described
here. They have received less attention in development debates over intellectual
property because they are not specific to developing countries. But that does not
mean that they are not important causes of disability and mortality among the poor.
Cancer, heart disease, and diabetes together account for 16 percent of the disability-
adjusted life years (DALYs) lost in low- and middle-income countries (table 2).
(Similar percentages were found using mortality.) This is four times the share of the
DALYs accounted for by malaria in these countries. 

Not only are “rich country” diseases important in poor countries, they appear to
cut across the income spectrum. Data from a Pakistan health survey on the preva-
lence of strong risk factors for cancer and cardiovascular disease show that smoking
is both widespread and significantly higher among poor males in Pakistan than
among better-off males (table 3). Moreover, while those in the bottom half of the
asset distribution have lower rates for the risk factors associated with cardiovascu-
lar disease, the rates are still high—with about a quarter suffering from hypertension
and 15 percent having high cholesterol. 
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Table 1. Impact of Diseases Specific to the Developing World in Low- and Middle-
Income Countries, 1998
(thousands)

Disease Disability-adjusted life years lost Deaths

Diarrheal diseases 72,742 2,212
Malaria 39,267 1,110
Measles 30,067 882
Pertussis 13,047 342
Tetanus 12,950 409
Syphilis 4,957 159
Lymphatic filariasis 4,698 0
Leishmaniasis 1,707 42
Schistosomiasis 1,696 7
Trichuriasis 1,287 5
Trachoma 1,255 0
Trypanosomiasis 1,219 40
Onchocerciasis (river blindness) 1,069 0
Chagas disease 588 17
Dengue 558 15
Japanese encephalitis 502 3
Leprosy 393 2
Polio 213 2
Diphtheria 181 5
Ancylostomiasis and necatoriasis — —

— Not available.
Note: The table shows diseases for which 99 percent or more of the global burden fell on low- and middle-income countries in
1990.
Source: For global burden, WHO (1996); for disability-adjusted life years lost and deaths, WHO (1999).
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These data from Pakistan are unusual in having information from direct health
examinations of the sampled individuals, rather than simply statements about dis-
ease incidence, together with at least some measure of household wealth. Other data
give self-reported, and therefore less reliable, disease incidence, but include better
measures of household wealth. Surveys in India, for example, found that of about
12,000 deaths in rural areas (over age 14), 11 percent of those occurring in the low-
est 20 percent of the all-India wealth distribution were ascribed to cancer or heart
disease. This rate is well below the 35 percent in the highest quintile, but still sub-
stantial (Deon Filmer, World Bank, personal communication, March 2001). 

The evidence is not plentiful, but what evidence there is suggests that “rich coun-
try” diseases are widespread in poor countries and that they are important among
the poor in those countries, not just the relatively rich. Still, almost all the potential
market for therapies for global diseases is found in the West. Rough measures of the
relative market size in rich and poor countries, based on disease incidence as meas-
ured by DALYs and weighted by estimated drug expenditures, show that almost all
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Table 2. Disability-Adjusted Life Years Lost as a Result of Selected Diseases, 1998
(percent)

High-income countries’ 
Share of DALYs lost in low- and expenditure-weighted share 

Disease middle-income countries of global DALYs losta

Cardiovascular disease 10 91
Cancer 5 94
Diabetes mellitus 1 96
Malaria 4 0

Note: Low- and middle-income countries have a weighted average annual GDP per capita of $1,250, and high-income coun-
tries, $25,510. 
a. The weighted percentages are based on 1990 per capita drug expenditure in India and the United States (representing the
poor and rich countries) times disability-adjusted life years (DALYs) lost in 1998.
Source: For disease statistics, WHO (1999); for expenditures, OPPI (1996).

Table 3. Prevalence of Risk Factors for Chronic Diseases by Level of Wealth in
Pakistan, 1990–94
(percent)

Disease and Rural Urban
risk factor Low wealth High wealth Low wealth High wealth

Cancer
Smoking

Males 35.5 (2.3) 33.7 (5.0) 57.0 (5.0) 33.0 (3.3)
Females 4.0 (0.7) 2.3 (1.2) 9.1 (2.1) 2.4 (1.0)

Cardiovascular disease
Hypertension 22.0 (1.8) 52.1 (4.7) 29.7 (4.2) 46.0 (3.8)
High cholesterol 13.7 (1.8) 33.7 (5.7) 22.1 (3.7) 27.8 (4.0)

Percentage of population 42.0 6.0 8.0 9.0

Note: Wealth groups are defined by the number of assets owned, with fewer than three defined as low wealth and more than
five as high. Assets include such items as fans, irons, radios, tape recorders, and televisions. A total of 18,315 people were sur-
veyed and examined. See Pappas and others (2001) for more details. Figures in parentheses are estimated standard errors.
Source: Pappas and others 2001.
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the market for therapies for cancer, heart disease, and diabetes is in rich countries
(see table 2). This is in stark contrast to the market for malaria therapies.1

Drug expenditure patterns suggest that poor countries contribute little to total
world expenditure on drugs for global diseases (table 4, top panel). Yet they can still
be a major source of demand in some therapy areas, such as parasitology. And a sig-
nificant share of the total spending on drugs by poor countries goes to those for
global diseases, though their spending is of little importance in world demand for
such drugs (table 4, bottom panel). Among the largest developing country drug
markets, six that together represent about 46 percent of the world’s population
account for less than 2 percent of total expenditure on drugs for cardiovascular dis-
ease (table 5).

Thus global diseases are worthy of attention for the following reason:

For therapies for global diseases, the profit derived from having a monopoly over
sales in poor countries makes only a marginal contribution to the total worldwide
profit of pharmaceutical firms and therefore only marginally increases their incentive
to invest in research. At the same time, in a poor country even a small price increase
due to such a monopoly can greatly reduce the number of people able to purchase
patented drugs and the welfare of those who do. This is particularly so since drug
purchases in developing countries are largely paid for directly by consumers, without
the benefit of insurance.

In this article I propose a policy that could improve on the current regime by
acknowledging these differences in markets and what they imply for optimal patent
protection. The policy would allow protection to continue increasing worldwide in
most areas of pharmaceutical innovation, as envisioned in the Agreement on Trade-
Related Aspects of Intellectual Property Rights (TRIPs) section of the General
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Table 4. Drug Expenditure Patterns in Developed and Developing Countries, 2000
(percent)

Spending as share of world total in therapy area 

Group or country Cardiovascular Anti-infectives Parasitology All therapy areas

Developed countries 95.7 92.3 65.4 93.6
Developing countries 4.3 7.7 34.6 6.4
Mexico 1.0 4.1 13.5 2.4

Spending in therapy area as share of group or country total 

Developed countries 19.6 10.0 0.1 100.0
Developing countries 12.8 12.2 1.0 100.0
Mexico 8.0 17.5 0.9 100.0

Note: Based on expenditure in selected countries for the 12 months to October 2000. The developed countries included are
France, Germany, Italy, Japan, the United Kingdom, and the United States. The developing countries are Argentina, Brazil, and
Mexico. The choice of countries has no significance beyond the availability of detailed spending data.
Source: IMS HEALTH Global Services data [http://www.ims-global.com].
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Agreement on Tariffs and Trade (GATT), commonly known as the TRIPs agreement.
In particular, and in contrast to other proposals being discussed, such as indiscrimi-
nate compulsory licensing, the policy would allow protection to strengthen for ther-
apies for diseases specific to developing countries, where there is a clear argument
to be made that new incentives are warranted. At the same time, it would effectively
keep protection at its current level where an increase in profits is less likely to gen-
erate new innovation. To do this, the policy would require inventors to choose to
avail themselves of protection either in the rich countries or in the poor countries,
but not in both, whenever a patented product is for a global disease. Because the
profit potential offered by rich country markets is far greater, firms would naturally
relinquish rights in poor countries. Thus the policy would lower the price of drugs
for global diseases and should be seen as a complement to policies that target dis-
eases specific to poor countries.

The policy gives a feasible way to present patentees with the desired choice
between protection in rich or poor country markets in the limited situations where
their patents relate to products for specific global diseases. Economists and policy-
makers have been reluctant to differentiate protection across types of innovation
even though there is a strong theoretical basis for doing so (and Article 27 of the
TRIPs agreement explicitly forbids discrimination by area of technology or by loca-
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Table 5. Income, Population, and Drug Expenditure by Country, Late 1990s

Estimated  
expenditure on

Drug cardiovascular 
GDP per capita, Population as expenditure as drugs as 

1998 percentage percentage percentage 
(PPP U.S. Population, 1998 of world of world of world 

Country dollars)a (millions) total, 1998 total, 1999 total, 1999b

Pakistan 1,715 131.6 2.2 0.30 0.12
India 2,077 979.7 16.7 1.13 0.47
Indonesia 2,651 203.7 3.5 0.27 0.11
Egypt, Arab Rep. 3,041 61.4 1.0 0.30 0.13
China 3,105 123.9 21.1 2.07 0.86
Philippines 3,555 75.1 1.3 0.39 0.16

Subtotals 45.8 4.0 1.85

Venezuela, República 
Bolivariana de 5,808 23.2 0.4 0.43 0.18

Colombia 6,006 40.8 0.7 0.43 0.18
Brazil 6,625 165.9 2.8 1.72 0.72
Mexico 7,704 95.8 1.6 1.59 0.66
South Africa 8,488 41.4 0.7 0.31 0.13
Saudi Arabia 10,158 20.7 0.4 0.38 0.16
Argentina 12,013 36.1 0.6 1.14 0.47

a. GDP per capita is converted to U.S. dollars using a constant purchasing power parity (PPP) index.
b. The estimated share of cardiovascular drug expenditure represented by a country is its percentage of total drug expenditure
multiplied by the ratio of cardiovascular drug expenditure to total drug expenditure for Mexico: 1.0/2.4 = 0.41 (see table 4, top
panel).
Source: For GDP and population, World Bank (2000); for expenditure, IMS HEALTH Global Services data [http://www.ims-
global.com] and Anne Calbazana, IMS HEALTH Global Services, personal communication, April 2001.
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tion of invention or manufacture, except in specific and limited circumstances).
There are good reasons for this. The information needed to decide how best to dif-
ferentiate is in limited supply, and any differentiation must be on features both eas-
ily identified and hard to change or resources will be wasted as everyone tries to fit
into the better class. The mechanism I propose has useful revelation and self-
enforcement features that resolve these problems. 

The Policy

The mechanism is remarkably simple to describe and to implement. But why it
works is not directly obvious and requires some explanation. So before turning to
the idea itself, I outline its attractive features.

Features

1. The policy does not contravene existing treaties (Paris Convention, Article
4bis; TRIPs agreement, Article 27).

2. The policy can be implemented unilaterally, although it would be most effec-
tive and acceptable to all parties if Japan, the European Union, and the
United States moved together. (For simplicity, I comment below as though
only the United States implemented the policy. The comments would be
equally true for other rich countries, and one could read “France” or “Japan”
in place of “the United States” if those countries participated.)

3. The policy would require no changes in developing countries’ new patent sys-
tems or in the development of their enforcement procedures. In fact, better-
functioning patent office and court systems in developing countries would
only improve the working of the policy. At a time when there is concern with
nurturing budding compliance with the TRIPs agreement, the fact that this
mechanism would not “muddy the waters” seems a great advantage.

4. The mechanism would rely almost entirely on the quality and reliability of
U.S. institutions, not on those in developing countries.

5. The policy would be fully controlled by the U.S. government. This is in con-
trast to the compulsory licensing sanctioned by developing country govern-
ments, which will find it difficult to resist pressure by local interests to
expand coverage to all diseases.

6. The mechanism would not require information that is clearly not available.
In particular, and crucially, it would not require examining patents to iden-
tify them as covering innovations for a particular disease. Such a task would
be infeasible. The expense aside, the patent owner may not know the future
uses of a patented innovation. The policy mechanism would induce firms to
volunteer the link between patents and products when it becomes known and
only as necessary.

7. No one would be told what to do. Incentives would be aligned to make use
of the greater information that firms have about the relative size of global
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markets for different products. Firms would behave as desired without out-
side control or monitoring.

8. Because the policy would use existing institutions and procedures, would be
largely self-monitoring, and would not require the collection of information
for each patent, it would cost very little to administer and enforce. As a
result, the policy need not be seen as an alternative to other policies within
the constraints of fixed health or development budgets. 

The Mechanism

I first describe how the policy works in the simplest possible terms, leaving details
to the discussion that follows. Assume, initially, that there are only

• two countries, the United States (representing a set of rich countries) and
India (representing a set of poor ones);

• two diseases, malaria and cancer, the first representing a set whose therapies
have no U.S. market, and the second, a set whose therapies have a very large
U.S. market and a substantial but much smaller Indian market; and

• three companies—PharmaUS, CiplaIndia, and USGeneric—each representing
a type of firm in the pharmaceutical market.

Bear in mind that patents are national in coverage. Obtaining protection in
France requires an application for a French patent. Obtaining protection in Brazil
requires an application for a Brazilian patent. Now when an innovation is made in
the United States, the inventor is required to apply first for a U.S. patent. To make
subsequent, foreign applications, the inventor must first obtain a foreign filing
license from the U.S. Patent and Trademark Office. This rule is meant to protect mil-
itary secrets, and variants of it are found in patent regulations elsewhere.2

The proposed policy is, very simply, to stipulate that when a patentee petitions
for this license, he does so in language something like this:

I, the undersigned, request a license to make foreign filings for patent no.
X, with the understanding that this permission will not be used to restrict
the sale or manufacture of drugs for cancer in India by suing for patent
infringement in India.

Requiring this declaration to obtain the license to file abroad is the entire policy.
An existing provision in the patent law would be used to serve an unanticipated
purpose. The mechanism would work because other features of the patent law and
pharmaceutical regulation can also be turned to serve this new purpose. These are
discussed below.

Why It Would Work—A Basic Outline

Consider the simplest situation. There is a cancer product based on a single innova-
tion. This innovation is protected by a U.S. and an Indian patent, both owned by
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PharmaUS. PharmaUS obtains marketing approval in both countries and sells the
product. Now CiplaIndia (or USGeneric) enters the Indian market with its own ver-
sion of the product. PharmaUS could do one of two things. First, it could do noth-
ing. Under this choice PharmaUS would no longer obtain monopoly profit from its
Indian patent, but its profits from the vastly larger U.S. market would not be
affected. The competition introduced by the entry of CiplaIndia lowers prices in
India, achieving the goal of the policy. 

Second, PharmaUS could sue CiplaIndia for infringement of its patent in India,
and would win. Nothing prevents the company from choosing to protect its
monopoly profits in India on the basis of its patent there, in an Indian court, just
as it would without the policy. But what happens then? At this point CiplaIndia—
or, more likely, USGeneric—can infringe and defend itself with the claim that by
attempting to stop CiplaIndia’s sales of the cancer product in India, PharmaUS has
rendered its U.S. patent unenforceable. By filing suit in India, PharmaUS has falsi-
fied the declaration it made to the U.S. Patent and Trademark Office to obtain the
foreign filing license. Patentees have a duty to deal with this agency in good faith,
and failure to do so is clear grounds for rendering a patent unenforceable.3

Now suppose that the innovation is for a malaria product. In this case the firm
also has two choices when confronted by entry: it can do nothing, or it can sue
CiplaIndia for infringement. Now, however, the suit gives no grounds for rendering
the U.S. patent unenforceable, because the declaration made by PharmaUS to obtain
the foreign filing license says nothing about malaria.

So what is the result? In the case of a patent for a cancer product, PharmaUS’s
two choices are effectively between protecting its profits in the United States or pro-
tecting them in India, but not both—just as desired. Given this choice, PharmaUS
will not sue in India for infringements of cancer product patents because it will not
want to jeopardize its U.S. patents. Knowing this, CiplaIndia will enter the market,
and prices in India will fall. In the case of a patent for a malaria product,
PharmaUS’s two choices are effectively between protection in the United States (if
it does nothing in the face of infringement) or protection in both the United States
and India (if it does take action). Given this choice, it will sue in India for infringe-
ments of malaria product patents. Knowing this, CiplaIndia will avoid the suit by
not entering the market, and the incentive for investment in malaria products will
be maintained.

One might say, “With this policy, PharmaUS may not even bother to get a patent
in India for its cancer product.” This is true, and it is fine. PharmaUS will follow one
of two strategies: it will continue to market its patented cancer product in India on
a competitive basis, or it will leave the market to CiplaIndia and USGeneric. 

Multinationals have followed both strategies over past decades in countries that
have not granted them patent protection. Both developing country firms and
developed country generics manufacturers have shown themselves to be adept at
rapid imitation and entry. This was, after all, the point of pressing for the TRIPs
agreement in the first place, as well as for domestic legislation to control entry by
generics. Lanjouw (1998) presents evidence indicating that over the past two
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decades major patented drugs typically arrived on the Indian market within seven
years of their world launch and often much sooner. Watal (2000) suggests that
arrival speed has increased. For 10 drugs launched in the United States after 1985,
she finds an average time lag to availability in India of just two years. Thus there
appears to be no reason to be concerned about which strategy the patentee
chooses.

The mechanism is designed to be triggered by a lawsuit. Why go this route?
Because when infringement suits are filed to prevent the sale of a product, it is on
the basis of a set of patents. The desire to prosecute the suit successfully gives the
patent-owning firm an incentive to correctly identify which patents it believes best
protect the product. This incentive resolves the otherwise intractable problem of
how to determine the use of particular patents. It allows the mechanism to work
without requiring that a bevy of scientists try to identify patents that might someday
be for cancer.

Parallel Imports and Low-Cost Sources of Supply

Firms have a legitimate concern about low-cost sources of supply and seepage across
borders, particularly into their major markets. On the face of it, this proposal does
not seem helpful in this regard, since its intention is precisely to encourage low
prices for some products in poor countries. Firms may well object to it on these
grounds. But we must have low-cost sources if we are to have any hope of ensuring
adequate availability of drugs to poor people. The rich world shows no sign of will-
ingness to supply aid at levels that would make purchases at U.S. prices feasible.
Thus the only appropriate response to this concern of firms is to address the possi-
bility of seepage. If firms confront substantial international arbitrage, they will nat-
urally respond by selling at a uniform price—one likely to be far higher than even
the monopoly prices appropriate to poor countries. And they may decide to forgo
launching drugs in the poorest countries altogether. To prevent this, efforts should
be directed toward helping firms to separate markets—regardless of whether the
policy proposed here is implemented.

A first step in easing firms’ concern might be legislative confirmation that the
United States has no international exhaustion of rights doctrine, in keeping with the
more recent federal Circuit Court interpretation of the law on exhaustion (see
Adelman and others 1998). This would be a clear statement that holders of U.S.
patents have the right to prevent products from coming into the United States from
elsewhere, even if the products were originally sold by their own licensees or sub-
sidiaries.

The bigger issue, however, is the enforcement of rights in this area. Drugs are
small and lightweight, which makes it difficult to prevent products that have been
sold cheaply in a country where consumers are poor from flowing back into mar-
kets where consumers are better off. The Internet may greatly exacerbate this prob-
lem by enabling consumers to purchase drugs directly from around the world. Once
developing country firms have developed sufficient reputations for quality, one can
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easily imagine hundreds of thousands of packets crossing borders by mail. Patentees
will be hard pressed to identify such individual infringements and reluctant to
enforce a separation of markets by suing their customers.4 Internet sales also pose a
safety threat to consumers. How is one to know that a Web-based pharmacy is actu-
ally in North Carolina and not a counterfeit operation operating from overseas?
(See Hubbard [2000] for a discussion of efforts by the U.S. Food and Drug
Administration [FDA] to combat this problem.)5

Resolving the enforcement problems will require better coordination and regula-
tion of drugs at the source. Thus the participation of poor countries in efforts to pre-
vent illegal movement of drugs across borders will be key. The proposal described
here is designed to benefit developing countries and in a way that would be appar-
ent to their populations. (This is in contrast to the TRIPs agreement, which, what-
ever its long-run benefits in the form of new products, has engendered much
resentment in developing countries.) It would seem reasonable to expect that devel-
oping countries, in turn, would make efforts to ensure that drugs priced for their
consumers actually get to their populations and do not escape as exports to rich
countries.

This might be done in various ways. One possibility can be seen by analogy. The
U.S. government taxes gasoline and diesel fuel at different rates, depending on the
intended use. This differential taxation is difficult to enforce once distribution to
users has occurred, since the taxed and untaxed fuels look the same. The solution
has been to dye the untaxed fuel (see U.S. Department of the Treasury 2001). Health
authorities in all countries already specify features of appearance and packaging for
drugs. Poor countries that are candidates for inclusion under the policy could be
asked to require that pharmaceuticals sold domestically be, say, lime green. This
would make it simpler to check bulk movements, and alert consumers elsewhere
that their drugs were not actually manufactured in North Carolina, as they had sup-
posed. 

There may be better ideas on how to use form and packaging to differentiate
products; firms have much expertise in this area, and their advice would be valu-
able. But the point is clear. The fact that the policy encourages low prices in devel-
oping countries certainly implies the continued existence of low-cost sources of
supply. But the policy also gives poor countries a positive reason to cooperate in
resolving this looming, and extremely difficult, international enforcement problem.
Seen from this perspective, the policy could help firms protect their more valuable
markets.

Linkages

One of the stated advantages of the mechanism is its reliance on U.S. institutions.
Yet it is triggered by a court case in India. This may seem surprising. But it is the fil-
ing of a suit that is the trigger—the policy’s effectiveness does not rely on the sub-
sequent legal proceedings in India. Using the Indian case for this purpose does raise
two issues, however.
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Linking Products to Diseases

First, there must be a clear procedure for determining, on the basis of U.S. institu-
tions, whether the Indian product that is the subject of the suit corresponds to a par-
ticular disease. CiplaIndia or USGeneric will always have an incentive to claim that
a disputed product is for cancer in order to render unenforceable the U.S. patent of
PharmaUS, while PharmaUS will claim that all products are for malaria.

I suggest the following: All products marketed in the United States are approved
by the FDA for specific indications. To render PharmaUS’s patent unenforceable,
USGeneric must apply to the FDA for an abbreviated new drug approval (ANDA)
for the Indian product. This application would claim that the Indian product is
equivalent to one already marketed in the United States with a cancer indication.
This procedure is already followed for any generic on the expiration of a patent, so
generics manufacturers are well versed in it. If the FDA issues tentative approval or
a preliminary letter reporting bioequivalence, the case that the Indian product is for
cancer is made. 

At this point USGeneric or CiplaIndia will request final marketing approval from
the FDA, since obtaining access to the U.S. market was the point of rendering
PharmaUS’s patent unenforceable. The bioequivalence report is the basis for that
approval. Thus using the FDA’s ANDA process for this purpose results in no net
increase in resources expended by the companies or the government. And because
the bioequivalence report has direct implications for the integrity of the U.S. system
of safety regulation, the FDA has a serious interest in its quality.

Linking Patents to Patents

Second, the Indian patents supporting the suit need to be linked to their U.S. equiv-
alents. Fortunately, this link is a standard output of international patent procedures.
Following a first filing in the United States, a subsequent Indian application will typ-
ically refer back to the U.S. application to establish the owner’s global priority over
the innovation and the time limit for related foreign filings. The global links
between patents covering the same innovation, to the extent exposed by this
process, can be found in publicly available databases.

More Complex Settings

The simple situation described above, in which a single patent protects a single
product, is rare. How would the mechanism work in more complex settings?

Single Patent, Multiple Uses

Suppose first that an innovation made by PharmaUS, and patented in both the
United States and India, leads to a product found to be useful against two diseases:
cancer and malaria. Suppose too that PharmaUS obtains marketing approval in the
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United States for cancer and malaria indications but requests marketing approval in
India only for the malaria indication. Now suppose that CiplaIndia or USGeneric
enters the Indian market. 

If PharmaUS files an infringement suit, the U.S. patent would be vulnerable
because the Indian product is bioequivalent to a U.S. product approved for cancer.
The disease indications claimed in the Indian marketing approval process are of no
consequence. Given this, PharmaUS will refrain from enforcing its Indian patent
regardless of how the product is used in India. Together with some profit from sales
of the product in the United States for its malaria use, the valuable U.S. cancer mar-
ket will be the source of support for R&D investment in dual-use products. 

Of course, PharmaUS could protect markets in both countries by requesting mar-
keting approval of the product in the United States only for the malaria indication.
But this would prevent the firm from legally advertising the product’s use for can-
cer to doctors and the public—and would therefore be an unattractive option when
the cancer market is expected to be significant (exactly the outcome desired).

Multiple Patents, Single Use

Now let’s return to the situation in which the pharmaceutical is useful only against
cancer, but this time the drug requires several patents to produce. If each patent is
owned by a different patentee, and each patentee is subject to the policy, this situa-
tion would not differ from the simple one first presented. But suppose that one of
the patents is owned by PharmaUS, and the rest by nonparticipants. In this case the
policy would affect only the single patent owned by PharmaUS and would be less
effective as a result. This is one reason that joint adoption of the policy by Japan,
the European Union, and the United States would be useful.6 If the other patents
were owned by CiplaIndia, the policy would shift remaining profits to inventors in
India, supporting the development of research capacity there.

Finally, suppose that all the patents are owned by PharmaUS. If there are two sub-
sets of the patents that are similarly effective in protecting the innovation,
PharmaUS could sue on the basis of one subset in India and use the other to protect
its market in the United States. In this case the policy would be ineffective. Whether
such situations would significantly reduce the policy’s overall effectiveness depends,
of course, on how common it is for pharmaceutical innovations to be covered by
sets of redundant patents. This deserves investigation. But in most instances, limit-
ing the patents enforced in India to those not useful in protecting the U.S. market
would substantially reduce protection in India, making it much easier for a com-
petitor to sell a related product there without triggering an infringement suit.

Multiple Patents, Multiple Products

Next consider a situation with two patents and two products. Suppose that
PharmaUS has a patent on a basic innovation that contributes to products for both
cancer and malaria. In addition, PharmaUS has a second patent that protects an
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adaptation of the basic innovation to make the product more useful against malaria.
Producing the malaria product requires both patents, while producing the cancer
product requires only the first. As we saw above, since the first patent relates to a
cancer product, the firm will choose not to enforce it in India. But since the second
patent does not relate to cancer, PharmaUS will choose to enforce that patent in
both countries. Thus incentives to invest in research directed toward adapting inno-
vations for uses specific to developing countries are maintained, and any profits
from sales of malaria products in India now accrue solely to the developmental
research that leads to their discovery.

Research Tools

Research tools are innovations used in doing further research, such as a process for
inserting genetic material into cells. Because no product is associated with the use of
these innovations, the patents covering them would not be directly affected by the
policy. But the licensing fees that owners of research tools can charge depend at least
indirectly on the size of the profits that those who use the tools can obtain on the
resulting products (with “reach through” royalty contracts, which give the owner a
percentage of the final product sales, this relationship is direct). Where patented
research tools are important, the outcomes described above simply move back a step
to those investing in creating new tools.

What Is “Cancer”? Where Is “India”?

The simplest example of the policy’s application assumes that there is a single poor
country, India, and a single disease, cancer, for which therapies have a predomi-
nantly rich country market. India and cancer are identified in the declaration for the
foreign filing license. In reality, such a declaration would specify a set of diseases and
a set of poor countries, and a procedure is needed to determine them.

The sets of diseases and poor countries could be specified by an expert commit-
tee. A better alternative, however, would be to devise a straightforward, transpar-
ent, and objective procedure to determine these groups. This procedure could be
given to the U.S. Patent and Trademark Office, which would be asked to update the
license declaration periodically. This approach would eliminate the need to convene
committees or for the agency to make judgments, reducing the influence of interest
groups. Periodic updating would allow countries to “graduate” as they grew richer
and would allow the sets of diseases to change in response to new market condi-
tions. 

Before turning to the kind of information available for such a procedure, it is use-
ful to clarify the goal: to identify a set of countries {P} and a set of diseases {D} such
that, for each of the diseases in {D}, the percentage of the total potential profit that
would come from the poor country markets is less than some threshold value z.

Clearly, the smaller the set {P} is, the larger the set {D} can be—and vice versa.
Thus there is a choice to be made between having the policy benefit only the very
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poorest countries (by lowering the prices of products treating a broad set of diseases)
and having the policy benefit a wider group of countries (by defining the diseases
more narrowly). The one requirement is to include a sufficient number of countries
in {P} to cover the fixed costs of launching an imitative product in their competi-
tive environments. This is not a particularly stringent condition, since the largest
fixed cost in the pharmaceutical industry—the expense of discovery R&D and large-
scale clinical trials—is not relevant to imitating entrants. The vibrant and competi-
tive pharmaceutical industry in India developed entirely through imitative
production (see Lanjouw 1998). A practical approach would be to first define sev-
eral sets of increasingly poor countries {P} and then determine appropriate sets of
diseases for each. Using several groups would lessen the “you’re in or out” nature of
the policy and help reduce lobbying efforts.

One issue is how to deal with products that are useful against many diseases. If
most of the diseases relevant to a product are in the set {D}, the policy applies
appropriately. Suppose, however, that only one of the diseases is in the set {D}. The
policy would apply on the basis of that one indication, while the relevant market for
the product in each country is actually the combined market for the diseases. It
would be important to gauge the frequency of such situations and to consider, for
example, whether using a classification system or aggregations of diseases might
help to minimize them. To some extent profits from products for diseases not
included in {D} could still be obtained by enforcing patents on adaptations (see the
section on multiple patents and products). Nevertheless, this concern would suggest
erring on the conservative side in defining the set of diseases {D}.

Implementing the decision criterion involves two main steps. The first is to meas-
ure profits. The second is to determine a reasonable threshold z. For the first, the
most important problem is that profit figures are easily manipulated and there is no
consistent, comprehensive source for such data. Moreover, the data that are avail-
able are not broken out by disease categories. The closest, and fortunately quite rea-
sonable, approximation is the value of pharmaceutical sales. Data on sales are
available from IMS HEALTH Global Services, a private database vendor, for disag-
gregated therapy classes and some 70 countries. In 1998 these countries accounted
for 94.4 percent of world GDP measured in purchasing power parity terms (World
Bank 2000; Anne Calbazana, IMS HEALTH Global Services, personal communica-
tion, April 2001).The value of sales of pharmaceuticals for a particular disease is
directly related to what we want to measure—in contrast to the incidence of disease,
another obvious contender. Because countries differ to a surprising extent in their
use of drug therapies, cross-country statistics on disease incidence would give a very
imprecise indication of the relative size of potential drug markets.7 That said, rela-
tive gross sales figures do differ from relative profits in ways that will need to be
taken into account in designing the decision criterion (see Lanjouw [2001] for a dis-
cussion).

The fundamental decision, of course, is the value of the threshold z. A small value
for z—say, 0.02—implies that a disease class will fall under the policy if, for drugs
in that class, expected profits from sales in the set of poor countries are less than 2
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percent of total global profits. Increasing z would allow the policy to encompass
more diseases and confer greater benefits on the poor, but would begin to signifi-
cantly dampen incentives for research. 

Other Policy Options

One response to the proposal outlined here is to ask, “Would it not be simpler for
the developing countries to use existing provisions in the TRIPs agreement to lower
their drug prices?” Most countries, rich and poor, control the prices of pharmaceu-
ticals. The TRIPs agreement does not restrict such control. Moreover, it allows
countries to issue compulsory licenses to attain public health goals. Compulsory
licenses are nonexclusive licenses allowing domestic producers to use a protected
innovation in return for reasonable royalty payments to the patentee. 

The TRIPs agreement does put conditions on the use of compulsory licenses. These
include requirements to treat requests for compulsory licenses on their individual mer-
its, to consider a compulsory license only after negotiations with the patentee have
failed, and to allow independent review of decisions on compulsory licenses (see
Scherer and Watal [2001] for a detailed discussion). In addition, the output produced
under a compulsory license must be primarily for domestic consumption.

This section briefly considers price control and compulsory licensing as well as a
“compulsory license” variant of my proposal.

Across-the-Board Compulsory Licensing and Price Controls

If the only goal were to lower prices on products developed for rich country markets,
either price control or compulsory licensing might be adequate. The problem with
price control is that patentees would retain control over sales in the developing coun-
try market and if a firm viewed the controlled price as too low, it could simply keep
its patented product off the market. Compulsory licensing avoids this problem by
allowing domestic producers to sell a patented product. But this solution helps only
in countries with some R&D and manufacturing capacity (under current rules, since
no one can produce significant amounts for export under a compulsory license, there
would be very limited sources of imports or none at all). Because of the procedural
conditions noted above, reliance on a compulsory licensing system could also mean
substantial delay in the arrival of new drugs on the market.

More important, neither price control nor compulsory licensing offers what the
proposal here was designed to provide: a feasible way to allow competitive pricing
in some areas while maintaining incentives for private firms to invest in research on
diseases specific to poor countries. Private firms now do very little research on phar-
maceutical products for the developing world (see Lanjouw and Cockburn [2001]
for evidence). There is little doubt that the lack of patent protection in major devel-
oping country markets has contributed to this disinterest. 

The public sector can be a source of research effort. But its resources are limited
by the priorities of government sponsors (for example, just 0.8 percent of the 1999
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U.S. National Institutes of Health budget went to tropical diseases, according to
Lanjouw and Cockburn [2001]), and we probably should not expect an explosion
of new public funding. Thus engaging the private sector could be of real benefit.
With the extension of patent protection across all developing countries, we may see
the private sector developing products of specific interest to them. How responsive
firms will be is hard to predict. But compulsory licensing or stringent price control
regimes that limit the returns to discovering new products to treat poor country
health problems seem certain to prevent any beneficial redirection of research.

This problem does not arise when developed countries use compulsory licensing.
Occasional and nonsystematic compulsory licensing, as practiced in the United
States, for example, does not affect firms’ R&D priorities, nor does blanket com-
pulsory licensing when introduced by a country (such as Canada) with demand pat-
terns similar to those of countries with strong patent regimes. Countries using
blanket compulsory licensing can, to a large extent, free-ride on the incentives pro-
vided by those with strong patent regimes. By contrast, if developing countries were
to implement comprehensive compulsory licensing, firms probably would purpose-
fully avoid areas of special interest to those countries. There is no free ride for
malaria.

Targeted Compulsory Licensing and Price Controls

Could compulsory licensing or price control regimes be structured so as to constrain
most tightly the prices of products for global diseases while allowing larger profit
margins for products for malaria? Several considerations suggest that the answer is
no, at least not in a feasible manner. There are two main problems, one informa-
tional and one political. 

The first problem is that compulsory licensing is meaningful only if it can be done
quickly. Firms considering competitive entry will not even begin the investment that
entry requires until they know that they will be able to proceed with production and
sales. For this reason Scherer and Watal (2001), in a discussion of experience with
compulsory licensing, commend the approach taken by the Canadian licensing
board, which set 4 percent as the reasonable royalty payment for all such licenses.
By doing this, the licensing board avoided having to investigate R&D costs and mar-
ket conditions before setting each fee. The average approval time for licenses of only
10 months was possible precisely because no attempt was made to differentiate
across products.

To differentiate effectively would require defining categories of products to receive
different royalty or pricing treatments and then using a quick method for identifying
the category for each product or set of patents. This leads directly to the difficult iden-
tification problems addressed above. Moreover, a differentiated compulsory licensing
or pricing scheme would give firms every incentive to make categorizing patented
products as hard as possible. The scheme would create clear opportunities for lobby-
ing by firms and produce confrontations unlikely to contribute helpfully to the already
acrimonious discussions between countries in this area.
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Beyond the informational problem, the more difficult aspect of treating products
for different types of diseases differently might well be political. Having seen a com-
pulsory license granted for a product for a global disease with a “reasonable royalty”
of 1 percent, those suffering from malaria might well object to a “reasonable roy-
alty” of 30 or 50 percent being required of producers of malaria drugs, regardless
of the sound economic logic. Domestic political pressure might make differentiation
along the lines required by efficiency (that is, with higher royalty rates on patents
for diseases specific to developing countries) untenable and result in a structure of
incentives far from that suggested by the decision criterion.

My Proposal With a Royalty Payment

Under my proposal and for the specified set of global products, firms effectively
obtain either full protection in the poor countries or no returns at all (a 0 percent
royalty), depending on their choices. A variant would be to reformulate the decla-
ration for a foreign filing license so as to enable firms to preserve monopoly rights
in the rich countries while obtaining some return from the poor countries. For
example, firms might declare that they will not prevent the manufacture or sale of
drugs for cancer unless they obtain less than a 5 percent royalty. 

Although this variant appears to be preferable, because it seems to strike a mid-
dle ground, it is not. From a firm’s perspective there may be no difference between
being held to a 0 percent royalty in 3 countries (my proposal) and being held to a 5
percent royalty in 10 countries. Of course, if the countries {P} and diseases {D}
falling under the proposal did not change in going from a 0 to a 5 percent royalty,
firms would prefer the 5 percent royalty. But this outcome would no longer accord
with the decision criterion. With a 5 percent royalty, either more diseases or more
countries should qualify—to the point at which firms would be indifferent between
my proposal and this variant. Including more countries, which might be politically
attractive, does not even require the positive royalty: the size of {P} can be increased
as much as might be desired by reducing the set of diseases {D}.

An important aspect of my proposal is that the actions that make a U.S. patent
vulnerable are crystal clear and immediate. Crystal clear because the punishment for
falsifying the declaration for a foreign filing license is large and there should be no
room for a patentee to do so by mistake. Immediate because patents are time lim-
ited. It is of no use to have a mechanism in which obtaining recourse takes so long
that the U.S. patent is close to expiring anyway, because the threat of loss of the U.S.
market would not inspire firms to behave as desired. 

Under my proposal, proceedings to render a U.S. patent unenforceable can begin
on the day a suit is filed in India. In contrast, a declaration reformulated as above
would have to be shown to be false on the basis of the outcome of a suit in India—
that is, only after CiplaIndia had successfully proven that royalties of at least 5 per-
cent had been paid. Court proceedings can move slowly anywhere, but particularly
in a developing country, so there would appear to be much scope for the patentee
to delay the progress of such a case.
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Conclusion

I have outlined a policy for lowering the price of pharmaceuticals in developing
countries for important diseases while maintaining the R&D incentives of research
firms. The policy would use aspects of patent law (such as the foreign filing license,
rules of estoppel, and priority procedures), features of litigation and the drug
approval process, and available data sources in ways not originally intended to arrive
at a mechanism that serves its purpose.

The new rules would give firms new incentives, and in responding to these they
would choose not to suppress competition in markets where the profit potential is
small. Rarely would the procedure to render a patent unenforceable be invoked,
because firms would alter their behavior to avoid this outcome. Never would an
outside body have to make the difficult judgment about what a patent is for,
because the patentee would have an incentive to provide this information when-
ever it is needed (in the event of an infringement suit). The policy would require
no changes in international treaties and only minor changes to the legal codes of
the developed countries that implement it. As a result, it would be straightforward
to implement.

How beneficial would this policy be? This is a difficult question to answer given
our vague understanding of the importance of any change in patent laws, including
the major changes now under way as countries enter into compliance with the TRIPs
agreement. But the “rich country” diseases to which the policy would apply account
for a significant share of the disease burden in the poorest countries and weigh heav-
ily on the poorest people in those countries. Clearly, allowing these countries to
have competitive suppliers would lower prices for consumers. Without the policy,
developing country consumers would face either the domestic monopoly price or a
yet higher world market price if global pricing concerns make patentees reluctant to
use tiered pricing. 

The gain from allowing competition depends on the availability of substitute
products and the demand conditions in the poor countries for drugs for these dis-
eases. Data are available for estimating the detailed demand models needed to pro-
duce plausible projections of price reductions and their effect on consumer welfare
in poor countries. This work remains to be done.

Not being exclusive to poor countries, the diseases to which this policy would
apply are not viewed as “poor country” diseases and therefore have not received
much attention in development debates over patent policy. They should. Rich
countries, with some creativity in designing their patent systems, can use the excel-
lence of their scientific research to give a big welfare boost to poor countries while
supporting the full implementation of the TRIPs agreement in the developing
world.

The policy can also be used in the developed world’s self-interest. Large issues are
at stake in the enforcement of intellectual property rights and safety regulations in
a world of global Internet sales. Resolving these will require international coopera-
tion and therefore a turn away from the polarized discussions of recent years.
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Positive initiatives are needed to demonstrate that the developed world can be flex-
ible and thoughtful in pursuing the interests of its own constituencies. This policy
could provide such an initiative.

Notes

1. The figures in table 2 are provided to give an impression of the distinct differences in the
global distribution of markets for therapies for the two types of diseases highlighted here. The
data have some weaknesses and should not be taken too literally. For example, DALYs lost fall
with pharmaceutical consumption, and for this reason the percentages in the second column
underestimate the importance of rich country markets.

2. Other high-income countries whose patent law has some form of the domestic filing
requirement for residents include Belgium, Denmark, Finland, France, Germany, Greece,
Italy, Luxembourg, Portugal, the Russian Federation, Spain, Sweden, and the United
Kingdom.

3. Forfeiture is not generally favored by courts as a remedy for breach of contract. The more
usual remedy is damages. But rendering a patent unenforceable is the standard remedy in this
context. It has been put into effect, for example, in cases where a patentee knowingly mis-
represented prior art to the patent office or made a false declaration about the adequacy of
the patent specification in revealing the invention. Note that the damage here would be to the
integrity of the U.S. patent system, not to the developing country. 

4. The physical movement of product does not appear to be a primary concern of the indus-
try now. The bigger block to tiered pricing today is the reluctance of rich country consumers
to tolerate lower prices in poor countries or what would appear to be their lack of awareness.
For example, in the United States legislative efforts in 2000 to remove Food and Drug
Administration controls on imports—efforts driven by anger over Canadian prices—do not
distinguish between poor and rich source countries, nor did the public discussion note the
potentially negative implications for poor countries. The political pressure and regulation
resulting from such public attitudes cause prices in one country to spill over to prices in
another—even if no product crosses national borders. Firms’ natural response is reluctance to
charge lower prices in poor countries.

5. In a statement to the U.S. Congress on 25 May 2001 William Hubbard, a commissioner
of the FDA, stated that “Internet technology can obscure the source of the product…. [The
agency] believes that illegal online drug sales pose a significant public health risk.
Consumers…may be targets of unscrupulous business practices, such as the selling of unsafe,
unapproved, expired, counterfeit, or otherwise illegal drugs. The sale of drugs to U.S. resi-
dents via foreign websites is an extremely challenging area.… FDA efforts are mostly limited
to requesting the foreign government to take action” (Hubbard 2000, p. 5).

6. Joint adoption of the policy would also make it difficult for firms to avoid the policy by
claiming to invent in subsidiary locations outside the United States. Well-developed case law
relating to the identification of inventors limits firms’ ability to simply choose any employee,
based on convenience, to designate as the inventor. 

7. There are two other problems with figures on disease incidence as well as mortality. First,
they can be strongly affected by current drug consumption. Thus the larger the market is for
drug therapies for a disease, the lower are the incidence of the disease and the related mor-
tality (HIV/AIDS is a good example). Second, just as for profits, the data on disease incidence
and mortality do not exist in the comprehensive and consistent form needed.
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Jean Lanjouw presents a compelling argument for redefining the debate about
ways to improve on the current patent regime by recognizing the differences in
markets and the implications of those differences for optimal patent protection.

She puts forward a logical, plausible, and well thought out proposal for a policy that
would help streamline the largely confused pharmaceuticals market in developing
countries, as I illustrate through discussion of the Kenyan situation. Lanjouw blames
the unavailability of drugs for global diseases to poor people in developing countries
on the lack of a sound patent policy in developed countries.

The global diseases Lanjouw identifies are generally degenerative diseases (cancer,
diabetes, heart disease), which require lifelong use of medicines and therefore bur-
den not only the patients’ health but also their family budgets. HIV/AIDS afflicts peo-
ple in the same way, causing increasing impoverishment for households. The Joint
United Nations Programme on HIV/AIDS (UNAIDS 2000) estimates that 70 percent
of those infected with HIV—24.5 million people—live in Sub-Saharan Africa, home
to only about 10 percent of the global population. In Botswana one in three people
(35.8 percent) is infected. The AIDS epidemic has created 11 million African
orphans, 90 percent of all orphans in the region. AIDS is expected to shorten life
expectancy in Africa from 59 years to 45 between 2005 and 2010. Africa is also the
continent most affected by malaria—with the highest morbidity rate (80–85 percent)
and mortality (about 1 million deaths annually) due to that disease. 

All these diseases, in addition to their pathogenic effects, are associated with huge
economic burdens on households, with those affected directing large shares of their
income and wealth toward treating and caring for the sick. Malaria contributes to a
GDP loss of about 1.3 percent a year in Africa, beyond the costs at the household
level. The economic burden of these diseases will lead to a worsening of poverty in
Africa, which is already engulfed in poverty (Ali, Mwabu, and Gesami 2000). 

Treatment for most of the diseases affecting Africa remains largely unavailable to
African consumers. The current unavailability of drugs for global diseases to poor
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people in developing countries is blamed on market failure, resulting largely from
patent policy protecting rights to innovations and technology in pharmaceutical
development. The patents and associated pricing strategies guarantee returns and
profits on innovations to the manufacturers, at the expense of those suffering from
diseases. 

Reducing prices for drugs to increase affordability and access to treatment not
only relieves pain and suffering and prolongs lives. It also aids disease prevention by
creating incentives for people to engage in responsible behavior and to seek prompt
treatment once it becomes available. In the case of HIV/AIDS, the availability of
treatment may improve the success of voluntary testing services, which are critical
in preventing transmission of HIV. Indeed, evidence shows that the absence of treat-
ment for AIDS-related conditions has precluded the success of voluntary testing and
counseling programs in many parts of the world. The same principle applies for
other diseases, such as malaria, that are having equally debilitating effects in Africa. 

A policy that improves on the current patent regime along the lines proposed by
Lanjouw could contribute immensely toward getting drugs to poor countries at
affordable prices. Lanjouw has provided suitable, if complex, analogies to define
proposals for dealing with the current patent policy regime. 

In my comments I refer largely to the African situation to contextualize the pro-
posals Lanjouw discusses, starting with a brief discussion of issues relating to
HIV/AIDS and changes in the patent policy.

HIV/AIDS and Changes in the Patent Policy 

Contrary to the suggestion that the HIV/AIDS crisis calls for separate policies,
adopting a broad patent policy regime covering drugs and treatment for other,
equally devastating diseases as well would be beneficial. While the crisis presented
by HIV/AIDS warrants immediate attention, reacting to crises and emergencies
diverts needed attention from many other diseases. Moreover, treating the
HIV/AIDS crisis as special is as good as stigmatizing HIV/AIDS patients, a rampant
phenomenon today. I therefore continue to refer to HIV/AIDS in my comments. 

It might be appropriate here to note that HIV/AIDS is managed by two classes of
medicines. The first consists of drugs for treating opportunistic infections associated
with the syndrome. The second, and more important, category is the antiretroviral
drugs, designed to knock out the virus. 

Most of the drugs in the first class, except for fluconazole (Diflucan®), which is
still under patent, are available as generics and included on the Essential Drugs List
established by national ministries of health and approved by the World Health
Organization. Those in the second class, however, which drastically improve
patients’ health and reduce the spread of infection by greatly reducing the viral load,
are still under patent because they are recent innovations. As is well known, drugs
under patent are more expensive than their corresponding generics. As a result,
most governments of developing countries cannot afford to provide these drugs to
HIV/AIDS patients. Nor can most of the HIV/AIDS patients afford these drugs pri-
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vately. This has inevitably led to high mortality across all population groups (includ-
ing workers) in these countries. 

Although patented drugs for other diseases are also out of reach for developing
country governments and consumers, the antiretrovirals are an extreme case. Even
opportunistic infections associated with HIV/AIDS cannot be effectively managed
because of the high cost of treatment. With the advent of HIV/AIDS, some drugs still
under patent are being included on countries’ Essential Drugs List because they are
part of the basic treatment for HIV/AIDS. At the same time, increasing resistance of
infectious agents to drugs has rendered the older and cheaper drugs inappropriate
for disease management. 

There is therefore a need for developing country governments to address the
HIV/AIDS crisis, especially access to care and treatment. In particular, they need to
define ways of making antiretroviral drugs available. One strategy, of course, is to
design ways of reducing prices for antiretrovirals to levels within the economic
capacity of these countries. In some instances drug prices have been reduced by
more than 50 percent for purposes of competition, such as for Tagamet® (cimeti-
dine). Thus price reductions are possible for the sake of developing country markets
and for moral reasons.

These concerns extend to medications for malaria-type diseases, medications that
few African households can afford. The mortality due to these diseases, which are
essentially manageable, is enormous. Developing countries devote a much greater
share of their drug expenditure to antiparasitic drugs than do developed countries
(see table 4 in Lanjouw’s article). But the expenditure shares on anti-infectives are
comparable for developed and developing countries. Thus infections too are global
diseases. A leading cause of death in Sub-Saharan Africa, infections mostly result in
acute illnesses: either the patients are cured or they die. This is an absurd situation.
For example, poor patients requiring an expensive lifesaving antibiotic (Fortum)
usually die because they cannot afford the drug immediately and thus prevent the
medical emergency. In contrast, patients in developed countries have easy access to
lifesaving injections.

It is true that cancer, diabetes, and heart disease occur in developing countries,
across the income spectrum. The drugs for global diseases such as cancer account
for a big share of the per capita expenditure on medicines in developing countries.
The drugs are overpriced in these markets: overpricing is known to often lead to
higher prices for lifesaving medicines in Africa than in Europe and North America. 

The pricing of drugs in developing countries is not the only issue; it needs to be
remembered that well over 90 percent of Africans live below the poverty line and
are uneducated. The poverty and lack of education in Sub-Saharan Africa prevent
the purchase and appropriate use of the medicines. Consequently, for chronic dis-
eases such as these, there are only two options: to have people die as a result of non-
compliance with drug protocols or to design mechanisms for ensuring access to the
drugs at nominal prices, especially through public sector health facilities, as has been
done in Kenya under its cost-sharing system.
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The Policy Proposal

The features of the policy Lanjouw proposes are generally attractive. But for devel-
oping countries, full control of the policy by the U.S. government would be oppres-
sive. Because developing countries have a stake in the sourcing, supply, and sale of
medicines, they obviously should also have a say in the control of the policy.
Moreover, they should not exchange their sanctioning of compulsory licensing for
this stand. 

At the same time, access to medicines should not depend on local pressure, since
it is not entirely true that such pressure can succeed in expanding coverage to all dis-
eases. Instead, systems capable of responding to health emergencies need to be
established. In established systems an emergency such as AIDS will stand out clearly
and be addressed appropriately. A systematic response to emergencies removes the
effect of local pressure, whose response is often ad hoc. Consider the analogy of a
famine in which a particular region of a country is declared a disaster area and
appropriate measures are taken to address its needs. The rest of the regions do not
demand relief food just because some has been delivered into the country. 

To illustrate how the policy would work, Lanjouw uses a complex analogy based
on a contract between a U.S. pharmaceutical company, “PharmaUS,” and the U.S.
Patent and Trademark Office. India, with its 0.9 billion people, has been termed a
small market. Most pharmaceutical companies would prefer to manufacture their
products in India because labor and other inputs are cheap. Such manufacturing
would be aimed entirely at lowering product prices to competitive levels. In Kenya,
for example, India and other Asian countries have been a cheaper source of parallel
imports of innovator products. 

Lanjouw focuses on the patentee’s possible loss of sales in developing countries
in the event of patent infringement, illustrating that it sometimes might not be in the
patentee’s best interests to sue. That was the case in the much-publicized conflict in
South Africa, where multinational pharmaceutical companies opted to drop an anal-
ogous suit. 

It should also be pointed out that the benefit from patenting pharmaceuticals
involves much more than the product’s active ingredients. Even when a patent is
infringed or expires, the brand name can still offer returns: the brand name remains
protected, and “brand loyalty” is a big factor in business. Only the monopoly of the
market is denied. 

Parallel Imports and Low-Cost Sources of Supply

Lanjouw recognizes the apparent problem of seepage across borders as a major
drawback of market separation. Indeed, the developing country governments con-
cerned would need to participate fully in the enforcement of patent policies.
Otherwise, the policies would be inoperative. The problem of seepage has already
been noted in Kenya. 

Comment on “A Patent Policy Proposal for Global Diseases” 213

32416_173-270  4/9/02  11:41 PM  Page 213



One solution is for governments at the point of manufacture to control the move-
ment of the products. In Kenya such a system could be easily implemented, since the
infrastructure exists for controlled distribution of medicines.

At the same time the destination governments would need to enact legislation to
discourage inflows of unregistered medicines and step up market surveillance to
detect such practices. Lanjouw’s suggestion of instituting country-specific tags, such
as color codes, is consistent with current practice. In India, for example, medicines
produced for the domestic market are labeled “for sale in India only,” while pack-
ages of drugs for export are appropriately labeled “for export.”

Linkages

Lanjouw’s argument relating to the claim by PharmaUS that all its products are for
malaria and the claim by the generics manufacturers (CiplaIndia and USGeneric)
that the disputed products are for cancer is questionable. Let’s remember that the
use of particular medicines is not open to arbitrary assignment. A cancer or anti-
malarial drug is globally known as such, and a chemical compound patented for a
specific disease will therefore be widely understood to treat that disease. Such a sce-
nario is unlikely to arise in health matters. Lanjouw’s suggestion that all products
marketed in the United States be approved by the Food and Drug Administration for
specific indications is indeed the standard practice. Nonetheless, the argument she
presents about patents, while rather abstract, is consistent with the basic principle of
the proposal.

Lanjouw also explores a more complex situation in which a pharmaceutical com-
pany would specify, with the advice of an expert committee, a set of diseases and a
set of countries in its basic declaration for a foreign filing license. But it would be
difficult to group developing countries for this purpose, given minor political dif-
ferences and diverse socioeconomic situations. Efforts at regional cooperation in
Africa are known to have failed as a result of such differences, especially with civil
strife and political conflict the order of the day. Moreover, if countries were to be
grouped, seepage of products could occur across their borders, driven by price dis-
crepancies. There is already a problem, though on a small scale, with seepage of low-
priced medicines from Uganda into the Kenyan market.

The Kenyan Case

The government of Kenya has long recognized the need to ensure that drugs are
affordable and can therefore be made available to its citizens. A government policy
was formulated for these purposes in the 1970s in the form of an Essential Drugs
List. This policy conformed well with the World Health Organization’s health pol-
icy and had that organization’s full support, and it is acceptable under the
Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs). The
essential drugs typically are not under patent and are mainly generics. To reduce
costs, the Kenyan government ensures that the essential drugs are locally manufac-
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tured by an agent determined by a tendering process. The drugs are supplied to the
central government stores for distribution to public health facilities. 

Parallel importation of drugs is not allowed under Kenyan law, though it never-
theless occurs. This illegal importation of drugs takes two forms:

• People travel to particular countries (usually in Asia), buy small quantities of
the drugs, and carry them back into the country in their baggage.
Surprisingly, innovator products bought from retail outlets in those countries
are far cheaper than the locally available products.

• The innovator company or an agent for a branded product imports its prod-
ucts from a market other than the registered source, at a lower price. This
practice shows that multinational drug companies do not have fair price
policies. Worse still, the companies or their agents sell the products at the
official “European source” price—they do not pass the lower prices on to
patients.

A major disadvantage of parallel importation in developing countries such as
Kenya is that it becomes an avenue for counterfeits, destroying the market for inno-
vator products. Parallel importation in Kenya is economically driven. It could be
curbed if innovator companies marketed their products at realistic prices reflecting
the country’s per capita income.

Compulsory licensing (and controlled distribution), in contrast, could be benefi-
cial to developing countries. Compulsory licensing has never been invoked in
Kenya. But with the exorbitant prices of antiretrovirals, compulsory licensing for the
manufacture of these drugs in Kenya may be inevitable. The Kenyan government
may then be able to provide them as essential drugs. To prevent illegal seepage
across borders, all the drugs would need to go to the central government stores for
distribution. The government has mechanisms for monitoring the movement of such
medicines, successfully used in programs for leprosy and tuberculosis and in the
Kenya Expanded Programme on Immunization. Government control of the distri-
bution of antiretrovirals could also greatly improve patient monitoring and the cap-
ture of epidemiological data on HIV/AIDS.

The Kenyan Government’s Position on Patents

The constitution of the World Health Organization enshrines the following princi-
ple, binding on all its members, including developing countries:

The enjoyment of the highest attainable standard of health is one of the fun-
damental rights of every human being.

This principle rests on the theory of health security, which requires that all indi-
viduals have access to health care that is affordable, relevant, and of good quality. It
does not mean that states are obligated to guarantee health security for their popu-
lation, as this is clearly impossible for most of the world’s governments. But it does
mean that every government has a recognized obligation under international law to
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do its best to realize this dream. Access to essential medicines is clearly a vital part
of establishing health security.

There is no doubt that the Kenyan government recognizes and accepts this
responsibility. A member of parliament is quoted as asking, “How can we be denied
access to drugs that prolong life when our people are dying?” (McNeil 2000). It is
also clear that the government faces an uphill task in fulfilling this obligation. The
most significant barrier is intellectual property rights, which allow artificially high
prices for innovator products to compensate the inventor for the investment in
research and development.

The Kenyan government has proposed an amended Industrial Property Bill that is
likely to lead to an intellectual property rights system reflecting the need for health
security in Kenya. All the proposed provisions conform to Kenya’s obligations under
the TRIPs agreement and other patent-related treaties to which it is a signatory.

The recent outcry in South Africa over patents is a clear indication of the mood
of the people of Sub-Saharan Africa with respect to HIV/AIDS. In Kenya HIV/AIDS
has been declared a national emergency—and this emergency calls for suspending
regulations antagonistic to securing access to drugs. Section 80 of the Proposed
Amendments to the Industrial Property Bill addresses the exploitation of patents by
the Kenyan government through its authorized agent (Kenya, Industrial Property
Office 2000). It identifies health and nutrition requirements as conditions for such
exploitation. Under this section the patent owner is entitled to a royalty determined
by the relevant Kenyan authority and commensurate with the economic value of the
patent. The market is limited to Kenya.

Concluding Remarks

In these comments I have presented the example of Sub-Saharan Africa as justifica-
tion for a changed patent policy. I have also addressed the practical aspects of the pol-
icy Lanjouw proposes. While I agree with the declaration for foreign filing licenses
that forms the basis of Lanjouw’s argument, I would like to emphasize that develop-
ing country governments need to participate in formulating such patent policies.

The Essential Drugs List of the World Health Organization can serve as a guide
to the drugs that a developing country could produce under compulsory licensing in
a health emergency. HIV/AIDS is such an emergency—in Sub-Saharan Africa and
indeed globally. It is HIV/AIDS that appears to be inspiring the examination of the
moral and ethical issues relating to patents. 

A general message in Lanjouw’s article is that patents must be respected. But the
patent regime should help developing countries to manage their health systems. And
it needs to reflect the importance of ensuring the availability of drugs in these coun-
tries. For their part, developing countries should pursue health care reforms to
ensure that mechanisms are in place to cushion the effects of health crises on the
poor, such as exemptions for the poor in government fee structures. 

Lanjouw’s article is weak in addressing the quality implications of innovator prod-
ucts and generics, although this is an important issue in patent regimes. In Kenya it
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has been observed that patented medicines occasionally have quality problems. Even
in developing countries drug manufacturing technology and quality assurance have
generally improved significantly in recent times and shall continue to do so.

Finally, we should recognize that the successful formulation and implementation
of any policy depend on the global political economy and need to be addressed in
appropriate forums. Forcing countries to adhere to some policies may be expedient,
but in moving toward a new patent regime it is essential that a participatory
approach be employed. For a nation, the health of its people overrides any other
considerations, especially when it faces a pandemic like HIV/AIDS. Otherwise, that
nation may cease to exist.
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Understanding and removing barriers to access to drugs, especially for devel-
oping countries, has been an elusive goal. As Morten Rostrup argues in his
article, medicines to treat diseases prevalent in developing countries are too

expensive mainly because of patent protection, lack of research and development, or
insufficient production due to inadequate return on investments. Nonetheless,
important health advances have been made over the past 20 years, thanks to the lead-
ership of the World Health Organization (WHO) in promoting essential drugs and
the production of generic drugs. 

Although the essential drugs strategy was very successful—the number of people
with access to essential drugs has doubled—WHO’s Medicines Strategy for 2002–03
now recognizes that a third of the world still lacks access to drugs. Four factors are
primarily at play: affordable prices, rational selection, sustainable financing, and reli-
able health and supply systems. The April 2001 Workshop on Differential Pricing
and Financing of Essential Drugs, sponsored by WHO and the World Trade
Organization (WTO), discussed the impact of tariff and nontariff trade barriers on
developing country access to essential drugs and the impact of patent protection on
the prices of essential drugs. 

Jean Lanjouw’s article is very timely. It proposes a compelling strategy to improve
the current patent system while providing incentives to invest in research and devel-
opment (R&D) for diseases that would otherwise be ignored. Pharmaceutical com-
panies can continue to invest in R&D for diseases whose treatment is profitable in
industrialized countries, even as incentives are strengthened for R&D in medicines
for the health problems of greatest concern in the developing world.

Most of the discussion at the WTO–WHO workshop concentrated on drugs that
are already available and on issues of price—producer costs, tariffs and taxes, distri-
bution margins at the wholesale and retail levels, and demand and supply factors
(such as differences in purchasing power, market structure, and exchange rates).
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Competitive pricing is also related to patent issues, including protection of intellec-
tual property rights, anticompetitive pricing, corruption, parallel imports of
patented products, and export controls, and to other factors that affect entry and
competition, such as the domestic generic drug industry or policies that facilitate
imports of generics from the cheapest sources. 

It would be important to determine the degree to which the market segmentation
and differential pricing strategies proposed in the WTO–WHO workshop can com-
plement a strengthened patent system. Specifically, how will the countries and insti-
tutions that are now moving to establish funds for drugs and vaccines and tax
exemptions for corporate drug donations react to additional support through the
patent system? 

This is especially relevant in a context of low purchasing power, where most
spending on drugs is out of pocket and where health systems are poorly organized
and may not be able to cover the storage and distribution costs for donated drugs.
This is the case in the new agreement signed between Merck and public institutions
in Mexico. The agreement may face difficulties because of the different purchasing
power of the institutions involved—the Social Security Institute spends more than
twice as much as other public institutions and has more money to spend on drugs.
The new agreement will change the market for HIV/AIDS drugs, and it is unclear
who will benefit most from access to the drugs. Inequality in the country might even
increase if the better-off can afford the distribution costs while the poor still do not
have access to the drugs.
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There is a strong positive relationship between income and health throughout the world.
If part of this association represents a causal effect from income to health, the mainte-
nance and support of incomes become a potential policy instrument for promoting
health among specific populations or groups. Policies for income support, such as trans-
fers to poor people or the elderly, are instruments that should be assessed, along with
the provision of health services, for their ability to improve health. Whether there is a
causal link from income to health, and its size, are important research issues for those
interested in health in developing countries. This article uses data from an integrated
survey of health and economic well-being in South Africa to examine the impact of the
old age pension on the health of pensioners and the prime-age adults and children who
live with them. It finds evidence of a large and causal effect of income on health status,
one that works at least in part through improved sanitation and living standards, in part
through better nutritional status, and in part through reduced psychosocial stress. The
pension is used to upgrade household facilities, and some of the improvements have
health consequences. Governments interested in improving health status may find the
provision of cash benefits to be one of the most effective policy tools available to them.
Cash provides a yardstick against which other health interventions should be measured.

Other articles on health and development in this volume focus on health serv-
ice delivery. It is generally implicit in such a focus that access to health serv-
ices, and the quality of care administered, are the central determinants of

health outcomes. It is a short step from there to taking improvements in the deliv-
ery of health care as a central focus for an organization like the World Bank. Such a
focus is consonant with the World Health Organization’s (WHO) (2000, p. 9) World
Health Report 2000, which stresses the importance of health delivery in health out-
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comes, claiming that “numerous studies beginning in the 1970s have consistently
found that preventable deaths…have fallen at a faster rate than other deaths.” The
WHO report claims that where the connection between health delivery and health
outcomes is weak, inefficient delivery is the cause. 

In this article, without denying the importance of medical services, the focus
shifts to the role of income in promoting health. This is an area largely untouched
by economists, although it has long been a focus of public health research (see Adler
and Ostrove [1999] for an overview). Within countries income is strongly correlated
with health outcomes, and policy recommendations that provide for income trans-
fers to the poor or the promise of increased earnings capacity may prove to be as
important for health outcomes as those calling for additional funds for service pro-
vision, especially in settings where the capacity to deliver health services is weak.

An understanding of whether and how income generates better health is impor-
tant for public health policy because the share of resources devoted to different pol-
icy options should depend on their relative effectiveness. This is not to gainsay the
importance of public health campaigns to provide clean water, eradicate malaria,
vaccinate children, deliver AIDS drugs in developing countries, or improve the qual-
ity of health services or access to them. However, weak links in the chain of public
provision identified by many researchers (see Filmer, Hammer, and Pritchett [2000]
for an overview) strengthen the case for considering alternatives and for quantifying
the causal impact of income on health outcomes. 

The efficacy of spending money to improve health delivery should be weighed
against that of, say, improving school quality or increasing educational attainment to
promote health. The relative merits of a new school or a new clinic should also be
weighed against those of increasing the incomes of the poor as a method of improv-
ing health outcomes. Poor people may spend part of this additional income on med-
ical care or on goods associated with better health—more nutritional food, better
housing, or safer places to live, for example. They may also derive health benefits
directly from money, for example, by relieving the stress and susceptibility to infec-
tion associated with the daily trials of coping on inadequate income. 

Health improvement through income redistribution has become a strategy
debated in the mainstream. The Acheson (1998) report, Independent Inquiry Into
Inequalities in Health Report, commissioned to study health inequalities and ways
to reduce the growing gaps in illness and death in the United Kingdom, recom-
mended “policies which will further reduce income inequalities” (p. 36) as a mech-
anism to improve the health of the poor. An understanding of the merits of these
different mechanisms is of first-order importance.

This article provides estimates of the causal impact of income on health outcomes
in one transition economy, South Africa. South Africa’s experience is interesting for
many reasons. South Africa is a transition economy with both a “developed” coun-
try population and a “developing” country population. Access to first world medical
care, although largely limited by race and wealth, is available to some of South
Africa’s poor. (Historically many poor people in Cape Town used Groote Schuur
Hospital—home of the world’s first successful heart transplant—as their local clinic,
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while those in rural areas struggled with poorly provisioned clinics.) South Africa
has also witnessed many innovative policy experiments since the change of govern-
ment in 1994, including the provision of large pensions to all elderly citizens. The
old age pension is used here to estimate the causal effect of income on health. 

The Health Gradient

People in wealthier countries live longer and have lower rates of illness, on average, than
do people in poorer countries. Within countries, wealthier people live longer than
poorer people, and as countries become wealthier average life expectancy increases. This
phenomenon is not limited to the bottom end of the income or wealth distribution.
Indeed, the gradient in health status—the phenomenon that relatively wealthier people
have better health and longevity—is evident throughout the income distribution.

Evidence on the relationship between income and health comes from historical
analyses, cross-country comparisons, and country analyses using microeconomic
data. (The literature is vast, and only a small part of it is mentioned here, to provide
context.) McKeown (1976) and Fogel (1994) have argued that improvements in
longevity in the 19th century were driven not by advances in medicine or public
health but by improvements in nutrition, largely a result of higher incomes. Other
researchers, including Preston (1975, 1980), Szreter (1988), and Easterlin (1998,
1999), present historical and cross-country evidence on shifts in the health produc-
tion function, shifts they attribute less to income or income growth than to public
health efforts (particularly sanitation, vaccination, and vector control) and to
advances in health technologies, such as antibiotics. 

At the microeconomic level researchers have used household or individual-level
data to document a significant positive relationship between income and measures
of health status in both developed and developing countries. For developed coun-
tries both a channel from health status to income and feedback from income to
health are expected (Smith 1999; Adler and others 1994). For developing countries
much of the research on the connection between income and health has focused on
infant mortality, for which the feedback from health to income is quite limited (see,
for example, Gwatkin [2000] and Wagstaff [2000]). 

Even if one accepts that public health and health technology have reduced mortality
in rich countries over time and in developing countries since World War II and that bet-
ter delivery of health services is an important goal in poor countries, it is important to
explore the use of income transfers as a tool of health policy. If individual income is
causally related to individual health, and if organizational capacity, political will, or con-
trol of corruption hampers service delivery, income transfers may do more for the health
of the poor than would committing more money to an ineffective health delivery system.

Difficulties Quantifying the Causal Effects of Income

Whether and how money can be exchanged for better health have proved difficult
to quantify, particularly for working-age adults, not least because pinning down the
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effect of income on health is difficult when health simultaneously influences income.
In addition, the mechanisms through which money is translated into health may
vary with the level of development; no single mechanism (or set of mechanisms)
may be at work everywhere. Finally, until recently there have been few sources of
data with the details about both health and income needed to allow reasonable
micro-level examinations of the phenomenon.

If people are observed at only at one point in time and if illness causes them to
work fewer hours, they will be observed to have low health status and low income.
One would not want to conclude that the current lack of income caused the illness.
Quantifying the impact of income on health requires a tool that separates the cor-
relation working from health to income from that working from income to health.
This is not always possible, nor is it always possible to rule out a role for third fac-
tors—variables that determine both income and health status. 

The causes of poor health status in the developing world may have little in com-
mon with those in industrial countries. In developing countries the risks may be pri-
marily from infectious disease, lack of clean drinking water, and inadequate diet. In
industrial countries the risks may be primarily from chronic diseases associated with
lifestyle and reduced physical activity. The causal links between health and income
may be specific to the diseases people face, and for this reason, quantifying those
links may be especially difficult in transition economies, where people living in the
same household may be struggling against both infectious disease (the “unfinished
agenda” of developing countries) and chronic disease and violence (the “‘emerging
agenda” of industrial countries; Kahn and others 1999); obese women may be liv-
ing near or with malnourished children (Case and Wilson 2001). The challenge of
comparing across levels of development may be rewarded, however, if such com-
parisons bring to light universal mechanisms at work. (Psychosocial stress is apt to
be found in every environment, to take one example; see Marmot [1999].)

In many developing countries health authorities see little need for health surveys,
apart from measuring access to health facilities, and the surveys that are conducted
tend to focus on reproductive health. On the public health side there has been little
appreciation of the need to incorporate direct health measures into survey method-
ology. And on the economic side there is too great a focus on household surveys and
too little on individuals, even though health is a characteristic of individuals, not
households. Few economic surveys ask questions about health status, and few focus
on the whole life cycle, looking at children, adults, and the elderly. This makes it dif-
ficult to examine interactions between these groups and the intergenerational trans-
mission of health or to predict the effects of aging. Moreover, because children and
the elderly are less likely to work than adults, the lack of attention to them deprives
researchers of a tool for disentangling the links between income and health. 

Two of the most important sources of data for household- or individual-level
analysis in developing countries, the Demographic and Health Surveys and the
Living Standards Measurement Study surveys, were not designed to analyze the
interaction between income and health. The Demographic and Health Surveys con-
tain no information on household income and focus primarily on reproductive
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health. The Living Standards Measurement Study surveys generally contain detailed
information on consumption and income but very limited (if any) information on
health status. Integrated household surveys that collect data for individuals on eco-
nomics and health can be used to explore the welfare consequences and interactions
of different deprivations. Economists, in collaboration with physicians and other
social scientists, can do much to find out how poverty and ill health, separately and
in interaction, determine well-being.

The South African Integrated Family (Langeberg) Survey

A team of researchers in the United States and South Africa developed an instrument
for linking information on individual and household economic well-being with the
health and mental health status of household members, with an eye toward identi-
fying causal links in the income-health gradient. The instrument includes questions
on household resources, control over those resources within households, physical
health of adults and children, mental health of adults, access to medical services, and
a broad set of questions on other aspects of well-being, including social integration,
exposure to violence, and the death of family members and friends. The survey was
used in 1999 to collect data from a racially stratified random sample of 300 house-
holds (1,300 individuals) in the Langeberg health district in the Western Cape, an
area that contains a mix of Black, White, and Coloured communities.1 (See Case and
Wilson [2001] for additional details on the survey.)

Measured along most economic and health dimensions, Blacks are less well off
than are Coloureds, and Coloureds are less well off than are Whites (table 1). The
mean monthly income of adult respondents was 511 rand (R) for Blacks, R936 for
Coloureds, and R2,968 for Whites—or roughly a sixfold difference in monthly
incomes for Blacks and Whites. The differences are even more stark when calculated
as per person income figures (as shown in the lower panel in table 1). Blacks on
average live in larger households (4.4 members) than Whites (2.8 members), with
larger numbers of children (1.7 for Blacks and 0.8 for Whites). 

Every adult in the survey was asked: How would you describe your health at
present? Would you say it is excellent, good, average, poor, or very poor? Answers
were scored from 1 (excellent) to 5 (very poor). Poor self-reported health has been
shown to be a powerful predictor of mortality, even when controls were used for
current health status and behaviors. Recent work has also found that self-ratings of
poor health are a significant predictor of changes in functioning among the elderly.
(See Idler and Kasl [1995] for results on changes in functioning and for extensive
references on the studies of self-reported health and mortality.) 

Blacks reported poorer health on average: 19 percent of Black adults reported
themselves to be in poor or very poor health, true of only 8 percent of Coloureds
and Whites. This is true even though Whites in the Langeberg health district (a pop-
ular retirement area for Whites) are older on average than are Blacks or Coloureds:
the mean age was 49.5 years for White adult respondents, 37.6 years for Black
adults, and 38.7 years for Coloured adults.
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In the Langeberg district most adults reported having access to some branch of the
health care system and having been examined by a health care professional.2 Blacks and
Coloureds were more likely to report that a doctor or nurse or health care professional
had told them that they have asthma or tuberculosis (see table 1). Roughly 4 percent of
Black and Coloured adults reported both tuberculosis and a chronic disease (cancer,
heart trouble, stroke, diabetes, or emphysema), true for less than 1 percent of Whites.

With respect to household decisionmaking, 13 percent of Black households
report that members do not pool their incomes. Roughly two-thirds of all house-
holds report that a woman is among those who have the most say in decisions about
spending in the household. Pooling and the position of women in the decisionmak-
ing hierarchy have been shown to be important in determining household resource
allocation. (See Alderman and others [1995] and references therein.) 

Evidence on Health Status and Income from the Langeberg Survey

For all three races there is a negative and significant relationship between a respon-
dent’s income from all sources and health status (table 2), measured using the five-
point scale introduced above. For all three races a doubling of income is associated
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Table 1. Summary Statistics for the Langeberg Survey 1999 

Means Black Coloured White

Individual data, ages 18 and older
Respondent’s income (rand per month) 511 936 2,968
Indicator: respondent works for money 0.397 0.608 0.529
Self-reported health status (1 = excellent, 5 = very poor) 2.83 2.31 2.23
Indicator: asthma 0.087 0.085 0.048
Indicator: tuberculosis 0.091 0.099 0.034
Indicator: cancer 0.008 0.005 0.047
Indicator: heart trouble 0.072 0.064 0.146
Indicator: stroke 0.021 0.029 0.058
Indicator: high cholesterol 0.162 0.160 0.220
Indicator: diabetes 0.035 0.075 0.071
Indicator: emphysema 0.041 0.064 0.067
Indicator: both chronic and infectious disease 0.039 0.035 0.008
Age 37.6 38.7 49.5
Indicator: female 0.508 0.528 0.539
Number of observations 224 336 128

Household-level data
Total household income per member 326.8 572.8 2,141.8
Indicator: no income pooling 0.127 0.174 0.077
Indicator: woman has a saya 0.679 0.756 0.717
Household size 4.44 4.85 2.84
Number members ages 0–17 1.73 1.89 0.78
Number members ages 18–54 2.20 2.51 1.23
Number members ages 55+ 0.38 0.40 0.83
Number of observations 100 125 63

Note: The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them infor-
mation about the long-term deprivation faced during the apartheid era. Sample means are weighted based on the 1996 South
African census, taking into account the stratification of the sample (by race) and the clustering of observations (by enumerator
area). 
a. Has a value of 1 if a woman is reported to have a say in the way the household spends its resources. 
Source: The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru]. 
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with a two-tenths of one point betterment of health status (lower numbers are asso-
ciated with better health). That the gradient is strong for all three races, whose lev-
els of income vary markedly, is consistent with results presented by Adler and others
(1994, p. 15), who provide evidence that “the association of SES [socioeconomic
status] and health occurs at every level of the SES hierarchy, not simply below the
threshold of poverty.” 

The health of Blacks deteriorates more rapidly with each year of age than does
the health of Coloureds. Blacks on average reported a 0.03-point worsening of
health with each year of age, while Coloureds reported a 0.02-point worsening.
Whites “age” more slowly: one year of age worsens reported health by 0.015
point—just half that reported for Blacks. For Blacks a doubling of income (a move,
for example, from the median to the 67th percentile of the income distribution) is
comparable to turning back the age clock by seven years: both are associated with
an improvement in self-reported health status of 0.2 point. 

The gradient in adult health is not eliminated when controls are added for edu-
cation. In fact, educational attainment is not strongly correlated with health status
for Blacks or Coloureds. For Blacks there is a small and significant relationship
between education and health status in some specifications. For Coloureds there is
no significant correlation in any specification. For Whites education and income
both appear to be significantly correlated with health status, and the inclusion of
education reduces the impact of income on health status by one-third (from 0.3 to
0.2 point). The differential effects of education across races are difficult to interpret
here: the quality of South African schools varied markedly by race in the apartheid
years (see Case and Deaton [1999]). As school quality improves for Coloured and
Black children, education may show a stronger impact on health status. 
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Table 2. Income and Health Status 

United 
South Africa States

Controls Black Coloured White Black White

Log own income –0.175 –0.163 –0.147 –0.157 –0.324 –0.205 –0.193 –0.200
(0.068) (0.065) (0.037) (0.036) (0.072) (0.061) (0.004) (0.002)

Age 0.029 0.025 0.021 0.022 0.015 0.013 0.019 0.017
(0.005) (0.004) (0.002) (0.002) (0.006) (0.006) (0.0002) (0.00008)

Education –0.036 0.010 –0.095 –0.052 –0.072
(0.018) (0.012) (0.035) (0.001) (0.0005)

Number of 
observations 122 122 250 250 86 86 83,427 544,256

Note: The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them infor-
mation about the long-term deprivation faced during the apartheid era. The dependent variable is health status (1 = excellent
to 5 = very poor). Numbers in parentheses are standard errors. South African regressions are weighted based on the 1996
South African census, taking into account the stratification of the sample (by race) and the clustering of observations (by enu-
merator area). Income for the National Health Interview Survey is total household income. Both the U.S. and South African sam-
ples are restricted to adults ages18 and older. 
Source: Columns 1–6, The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru]; columns 7-8, the U.S. National Health
Interview Survey 1986–95.
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The gradient in health status in South Africa is identical to that in the United
States. The last two columns of table 2 present results for Blacks and Whites in the
United States using 10 years of data from the National Health Interview Survey.3 For
both Whites and Blacks a doubling of income is associated with an improvement of
0.2 point in self-reported health status. As is true in South Africa, the health status
of Blacks in the United States deteriorates faster with age than does that of Whites,
and education is more protective of health for Whites. (The precision of the U.S.
estimates, which allows differentiation between the Black and White coefficients,
comes from the sample size: there are half a million White observations in the U.S.
estimate.) 

The fact that the gradient in health status is identical between the United States
and South Africa would seem to rule out some factors as an explanation of the rela-
tionship. Access to and quality of health services differ markedly between the coun-
tries, as do the quality and average levels of education. In what follows, this article
examines for the South African results whether the correlation is due to the impact
of health on earnings, the impact of money on health, or potentially some third fac-
tor that affects both health and income. Some of the mechanisms can be ruled in,
and ruled out, using the data collected in the Langeberg Survey.

The Impact of Health on Income

Part of the correlation between income and health in South Africa is due to the
reduced earnings potential of South Africans who have been chronically ill. Chronic
illnesses have a large and significant effect on reported health status, as illustrated in
column 1 of table 3, which presents results of a regression of respondents’ self-
reported health status on responses about whether a health professional has
informed them that they have specific chronic conditions. This regression, which
also includes controls for age, gender, and race, shows that asthma, tuberculosis, and
cancer have large and significant effects on health status, with each worsening the
reported status by more than half a point. Conditions associated with obesity (high
cholesterol and diabetes) each worsen health status by three-tenths of a point on
average. 

That these chronic illnesses are related to labor force participation is seen in col-
umn 2 of table 3, which presents results on reasons for retirement. The Langeberg
Survey asked each older adult (ages 55 and above) whether they reduced the hours
or changed the type of work they were doing as they got older. If the response was
positive, an open-ended follow-up question asked why the change had occurred.
Poor health was the modal response; being old, or old enough to receive a pension,
was the second most frequent response. The dependent variable in column 2 is
defined only for respondents who report retirement. It is an indicator variable that
the retirement occurred because of poor health. For the 74 older adults who
reported retirement, retirement due to poor health is significantly correlated with
the same chronic conditions that led to the largest reduction in health status—
asthma, tuberculosis, and cancer. The health conditions are jointly significant deter-
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minants of reporting that retirement was due to poor health (F-test = 10.56, p-value
= 0.0000). This is prima facie evidence of a channel from poorer health to lower
income, working through the effect of chronic disease on labor force participation. 

The Impact of Income on Health 

That a channel exists from health to income does not imply the absence of a chan-
nel from income to health. However, it does suggest caution in separating the
effects. To investigate whether income has a causal effect on health requires identi-
fying a source of income that is not itself determined by a respondent’s health sta-
tus. For South Africa this challenge is met by the state old age pension. Women ages
60 and older and men ages 65 and older are eligible for a monthly cash transfer if
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Table 3. Health Conditions and Employment

All adults: Retirees only:
Dependent variable is Dependent variable = 1 

Controls self-reported health status if retirement was due to poor health

Asthma 0.582 0.212
(0.129) (0.127)

Tuberculosis 0.538 0.306
(0.186) (0.227)

Cancer 0.811 0.780
(0.219) (0.213)

Heart trouble 0.177 –0.106
(0.120) (0.097)

Stroke 0.076 –0.242
(0.219) (0.104)

High cholesterol 0.342 0.019
(0.118) (0.111)

Diabetes 0.288 –0.153
(0.124) (0.120)

Emphysema 0.162 –0.148
(0.162) (0.121)

Blacka 0.782 0.275
(0.142) (0.188)

Coloureda 0.249 0.427
(0.119) (0.146)

Age 0.014 –0.003
(0.003) (0.004)

Female 0.100 –0.212
(0.051) (0.082)

Number of observations 632 74 

Note: Numbers in parentheses are standard errors. Regressions also include a constant term. Both regressions are weighted
based on the 1996 South African census, taking into account the stratification of the sample (by race), and the clustering of
observations (by enumerator area). 
a. The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them informa-
tion about the long-term deprivation faced during the apartheid era.
Source: The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru].
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they do not have an employer-based pension. Take-up rates for the state old age pen-
sion among Blacks and Coloureds are on the order of 80 percent (Case and Deaton
1998). White participation is only about 10 percent, because access to private pen-
sions precludes take-up of the state pension for most Whites. Thus analysis here is
restricted to Coloured and Black respondents.

In many communities in South Africa, where unemployment is as high as 40 per-
cent, the state pension is the only stable source of income. It is also a large sum of
money. At the time of the Langeberg Survey the old age pension was R520 per
month, which is equal to the median income for adult Coloured respondents and is
more than twice the median for Blacks (R220). The presence in the household of an
age-eligible member is used as the marker for the pension, rather than receipt of the
pension, to avoid modeling the timing of pension take-up. 

Pension income should benefit prime-age adults and children living in a pensioner
household, but only if incomes are pooled. In the Langeberg Survey 16 percent of
Black and Coloured households (20 percent of adult respondents) reported that
income was not pooled in their households. Pooling is not correlated with total
household income, household size, the presence of pensioners in the household, or
the gender of the pensioner. However, pooling is significantly more likely the
smaller the age difference between the oldest and youngest adults in the household
and the fewer the number of generations. Pooling is significantly less likely if a
young adult (male or female) in the household reported working for money. This
finding is consistent with pilot surveys in South Africa between 1996 and 1998,
which found that younger working household members were often reluctant to pool
resources with older members, choosing instead to make their own way (even while
living under the same roof with their kin). 

Thus information on both pension receipt and income pooling is used to identify a
causal effect of income on health status. Figure 1 plots the conditional expectation of
health status, given age, for Black and Coloured adults living in households that pool
income. The conditional expectations are calculated using a Fan (1992) locally
weighted regression smoother, which allows the data to determine the shape of the
function, rather than imposing (for example) a linear or quadratic form. Health status
by age is presented separately for respondents who are currently living with a pensioner
and for those who are not. For both groups self-reported health status generally wors-
ens with age. (The improvement observed in self-reported health status between ages
20 and 35 for respondents living with pensioners is due in part to the higher probabil-
ity of there being multiple pensioners in households with respondents 35 years old than
in those with respondents 25 years old. This is explored in table 4 below.)

Pension income protects the health of all adult members in households that pool
income (see figure 1). For respondents in their 20s and continuing through adult-
hood, a gap in self-reported health status develops in favor of respondents living
with a pensioner. For pensioners in households that pool income, health continues
to worsen with age at roughly the same rate it does for members between the ages
of 40 and 60. This does not imply that the pension does not improve the health of
pensioners. If a woman were the first person in her household to become eligible for
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Figure 1. Self-Reported Health Status and Age for Respondents in       
Households That Pool Income, With and Without Pensioners, Black 
and Coloured Respondents

Age

Self-reported health status

Source: The Langeberg Survey 1999.
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the pension, she would be expected to fall on the upper “without pensioners” curve
at age 59. At age 60, when she receives her pension, her health would be expected
to improve, on average, and she would be expected to move to the lower “with pen-
sioners” curve. Not only would her health be expected to improve, but so would
that of other members of her household.

The results are sharply different for nonpooling households (figure 2). Again,
there is a pronounced worsening of health with age. But there is much less of a dif-
ference in the health status of respondents, at any given age, with and without pen-
sioners in their households. In contrast to the results for pooling households, the
self-reported health status of respondents not living with a pensioner is slightly bet-
ter. Once a respondent in a nonpooling household reaches pension age, health sta-
tus stops declining altogether and begins to improve. Results presented in figures 1
and 2, then, suggest that the pension protects the health of all members when the
household pools income and protects the health of pensioners only when the house-
hold does not pool. 

Would the health of pensioners in pooling households be better on average if they
lived in nonpooling households? Comparisons of health status for all respondents
living with a pensioner in households that pool income and those that do not again
show the protective effect of pension income on the health of all members of a pool-
ing household (figure 3). At age 60 women coming into their pensions from a pool-
ing household start life as a pensioner with better health than do those coming into
their pensions from a nonpooling household. Not until age 70 does the ameliorat-
ing effect of the pension for pensioners in nonpooling households bring their health
status into line with that observed for pensioners from pooling households. 

32416_173-270  4/9/02  11:41 PM  Page 231



Figures 1 through 3 provide evidence that pension income is protective of health
status. For pensioners living in nonpooling households, the beneficial effects of the
pension accrue only to the pensioners and only on receipt of the pension. However,
for pensioners living in income-pooling households, the beneficial effects of the pen-
sion accrue to all members. 

The size of this effect, after controlling for other characteristics of the household
and its members, is presented in table 4 for Black and Coloured respondents in
households that pool income (the first set of columns) and those that do not (the
second set). In households that pool resources, the presence of a pensioner improves
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Table 4. Pension Income, Income Pooling, and Health Status, Black and Coloured
Adult Respondents

Controls Household income pooled Household income not pooled All  households

Someone in 
household is 
eligible for a –.395 –.389 .261 .351 –.264
state pension (.145) (.186) (.161) (.132) (.086)

One person 
in household is 
eligible for a –.320 .339 –.146
state pension (.145) (.134) (.080)

Two or more 
people in 
household are 
eligible for a –.725 1.418 –.534
state pension (.214) (.275) (.227)

Respondent is 
eligible for a –.015 .102 –.618 –.710 –.113
state pension (.300) (.303) (.419) (.433) (.305)

Respondent is .358 .358 .347 .066 .069 .066 .315 .314
female (.104) (.110) (.116) (.196) (.203) (.204) (.089) (.098)

A woman has 
the most say in 
household –.076 –.076 –.078 –.269 –.206 –.215 –.101 –.098
spending (.110) (.112) (.115) (.207) (.199) (.202) (.111) (.115)

“Female” inter-
acted with 
“A woman has 
the most say –.218 –.219 –.208 .169 .168 .181 –.175 –.169
in spending” (.113) (.117) (.128) (.367) (.362) (.363) (.075) (.078)

Household does .051 .025
not pool income (.087) (.089)

Number of 
observations 416 416 416 88 88 88 504 504

Note: The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them infor-
mation about the long-term deprivation faced during the apartheid era. The dependent variable is health status (1 = excel-
lent,…5 = very poor). Numbers in parentheses are standard errors. All regressions are weighted based on the 1996 South
African census, taking into account the stratification of the sample (by race) and the clustering of observations (by enumerator
area). Included in all regressions but not shown in the table are respondent’s age, an indicator that respondent is Coloured, and
age interacted with an indicator that respondent is Coloured. 
Source: The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru].
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self-reported health status on average by 0.4 point (column 1). No additional pro-
tection of the pension income accrues to the pensioner: an indicator that the respon-
dent is a pensioner has a small coefficient (0.015) that is insignificantly different
from zero (column 2). In contrast, being a pensioner in a nonpooling household has
a large effect on self-reported health status (column 5). This difference in outcomes
for pensioners in households that pool and those that do not appears in many of the
results presented below.
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Figure 2. Self-Reported Health Status and Age for Respondents in 
Households That Do Not Pool Income, With and Without Pensioners, Black 
and Coloured Respondents
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Source: The Langeberg Survey 1999.

Figure 3. Self-Reported  Health Status in Pensioner Households
With and Without Income Pooling, Black and Coloured Adult Respondents 
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When pensioner households are split into those with one pensioner and those
with two or more pensioners (each pensioner receives R520 per month), the coeffi-
cient on having two or more pensioners in a pooling household is more than twice
as large as that observed for one-pensioner households (last column in each panel of
table 4). Again, being the pensioner provides no extra protection in households that
pool. In households that do not pool, pensioners’ health is 0.7 point better than that
of other member. 

There may be unobservable differences between pooling and nonpooling house-
holds that are correlated with health status and with the presence of pensioners. If
so, these may bias the estimated impact of pension income on health status. To
examine whether this is driving the findings, results are reported for all Black and
Coloured respondents from both pooling and nonpooling households (last two
columns of table 4). A significant effect of pension income on outcomes remains for
all members, an effect that is larger the greater the number of pensioners in the
household. The results are attenuated relative to others reported in table 4 because
households in which the pension helps all members (pooling households) are com-
bined with those in which the pension protects only the elderly.

In pooling households women’s health is significantly worse than men’s health.
However, women’s health receives some protection if the woman is reported to
have the “most say” in how household money is spent. For pooling households the
variables indicating that a woman has the most say in spending and that indicator
interacted with whether the respondent is a woman are jointly significant in all spec-
ifications.

Data on children’s height (an indicator of long-run nutritional status) and weight
(an indicator of short-run nutritional status) were used to test for the impact of pen-
sion income on children’s health (table 5). Regressions were run separately for Black
and Coloured children because of possible differences in growth patterns. The sam-
ple was restricted to children born after the old age pension system was fully imple-
mented (January 1, 1994). A complete set of quarter-since-birth indicators was used
to control for age. 

For both Blacks and Coloureds the presence of a pensioner is positively and sig-
nificantly correlated with children’s height. The presence of one pensioner is asso-
ciated with an additional 3 to 4 centimeters of height. On average Black and
Coloured children were 8 centimeters taller with each year of age from ages zero to
six, so the additional height associated with the presence of a pensioner is roughly
that associated with an additional half year of age. For Blacks the presence of two
pensioners has an effect on height more than twice that of one pensioner. (There
were no young Coloured children in two-pensioner households.) The presence of a
pensioner is also associated with increased weight (1 kilogram) for Coloured chil-
dren, but is not a significant predictor of weight for Black children. That the pen-
sion is protective of children’s height, and thus of their long-run nutritional status,
may prove important in a country where many AIDS orphans will live with elderly
relatives in the next decade.4
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Turning Money into Health

The results of the previous section provide evidence that pension income protects
health status. What are some of the mechanisms by which money generates health?
This section examines four potential channels: medical care, water and sanitation,
nutrition, and psychosocial stress. 

THROUGH MEDICAL CARE. One way in which money might generate health is through
its effects on health care. Higher incomes may allow people to spend more time and
money seeking out health services. A pensioner may be able to afford a consultation
with a private doctor, for example, or a longer taxi ride to a better-equipped clinic. 

Black and Coloured respondents were asked whether they had been to any of a
number of health services for medical care in the previous three months—a day hos-
pital or community clinic, mobile clinic, government hospital or outpatient clinic at
a hospital, private hospital or clinic, private doctor, chemist shop, traditional healer,
or community nurse who visits at home. Respondents’ answers to each of these
questions were regressed on an indicator of whether there was a pensioner in the
household and whether the respondent was a pensioner, together with the respon-
dent’s age, an indicator that the respondent is Coloured, age interacted with the
Coloured indicator, and indicators that the respondent is female and that the
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Table 5. Children’s Heights and Weights, Black and Coloured Children 

Height in centimeters Weight in kilograms

Controls Black Coloured Black Coloured

Someone in 
household is 
eligible for 8.07 4.54 –.055 1.10
a state pension (4.35) (2.21) (2.44) (.316)

One person in 
household is 
eligible for a 3.21 4.54 .074 1.10
state pension (1.89) (2.21) (4.35) (.316)

Two or more 
people in 
household are 
eligible for a 13.9 –.211
state pension (6.20) (.498)

Child is female –7.83 –7.12 –1.10 –1.10 2.67 2.65 –.584 –.584
(2.87) (2.97) (1.34) (1.34) (9.86) (10.42) (.316) (.316)

Number of 
observations 37 37 44 44 37 37 44 44

Note: The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them infor-
mation about the long-term deprivation faced during the apartheid era. Sample is restricted to children born after 1 January
1994, when pension system was fully implemented. Numbers in parentheses are standard errors. All regressions include a com-
plete set of quarter-of-birth indicators (quarter 1, 1994, through quarter 2, 1999). Regressions are weighted based on the 1996
South African census, taking into account the stratification of the sample (by race) and the clustering of observations (by enu-
merator area). 
Source: The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru].
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respondent lives in an urban area. Neither having a pensioner in the household nor
being a pensioner was a significant positive determinant of going to a clinic or doc-
tor, whether government-run or private. (These results are available on request.)

Whether pensioners had an effect on choice of health care provider in pooling
households was tested for by adding indicators that the household pools income and
that the household has a pensioner and pools income. The coefficients for respon-
dents living with pensioners in pooling households were never positive and signifi-
cant determinants of health care use. (In fact, these respondents were significantly
less likely to have been to a day clinic, a government hospital, or a private doctor.)
The results for pensioners themselves were small and insignificantly different from
zero. These results were robust to analyzing respondents by race and to restricting
the sample to respondents who reported themselves to be in poor health. 

There may be many reasons why no effects were found of pension income on
health services. There were no controls for the quality of health care available,
which may be uniformly poor. The three-month window may be too short to ade-
quately capture health care use. Nonetheless, if income is protecting health status
through the health care system, more work will be needed to find that out. The
results of this analysis provide no evidence that pension income has a significant
effect on doctor and clinic visits or that the protective effect of income on the health
status of people living with pensioners comes through health services.

THROUGH WATER AND SANITATION. Another way in which money may influence
health is through better sanitation. The pension may be used to upgrade household
facilities, and some of the improvements may have health consequences. The pres-
ence of a pensioner in the household is positively and significantly correlated with
a flush toilet in the dwelling and positively correlated with an indicator that the
household has an on-site source of water (Case 2001). Roughly 40 percent of the
Black and Coloured households in the sample have a flush toilet; 90 percent have
water on site. It may take time to obtain a flush toilet or water on site. These water-
related variables are both significantly correlated with the number of years the pen-
sioner should have been receiving a pension (based on age), together with an
indicator that a pensioner is present in the household. 

THROUGH NUTRITION. A third way in which money may influence health is through
its effect on nutrition. Table 6 presents regression results on whether a knowledge-
able household member reported that an adult in the household had skipped a meal
or had the size of a meal reduced in the last year because of insufficient money to
buy food. Roughly 45 percent of all Black and Coloured households reported an
adult skipping a meal. The presence of one pensioner in the household on average
reduced the probability of an adult skipping a meal by 20 percent. In pooling house-
holds the presence of two pensioners reduced the probability by 40 percent. 

Skipping meals is associated with poorer health. In a pooling household in which
an adult was reported to have skipped a meal, the health status of respondents was
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0.14 point worse (Case 2001). In nonpooling households in which an adult was
reported to have skipped a meal, there was no significant effect on the health status
of respondents. Perhaps in pooling households when one adult misses a meal, it is
more likely that they all do, leading to the significant effect for pooling households.
(Alternatively, in nonpooling households, perhaps it is less likely that the “knowl-
edgeable” household member knows whether meals were skipped, leading to noise
in this variable.) Adding the information on meal skipping reduces the pensioner
coefficients in pooling households by roughly 5 percent (Case 2001). With enough
information on how pension income is spent, the effect of pension income on health
may be attributable to its component parts. 

THROUGH MENTAL HEALTH. Finally, money may influence health through its effect on
psychosocial stress. Some of the biological pathways through which stress erodes
health are now well understood (Sapolsky 1994), and the field is moving apace. The
ways in which income may be useful in reducing stress are infinite. When a woman
has enough money to feed her children, or a household head knows where the
money to pay school fees will come from, stress is reduced. 
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Table 6. Pension Income, Income Pooling, and Hunger 

Household income Household income All 
pooled not pooled Households

Indicator: household –.234 –.164 –.224
has a state pensioner (.073) (.151) (.052)

One person in 
household is eligible –.166 –.195 –.183
for a state pension (.079) (.143) (.045)

Two or more people 
in household are 
eligible for a –.397 .491 –.354
state pension (.079) (.239) (.087)

F-test: Joint 
significance of 
the number of 15.28 4.05 14.82
pensioner variables (.0000) (.0428) (.0001)

Household size .024 .024 .030 .026 .023 .023
(.013) (.013) (.042) (.040) (.014) (.014)

Household does –.010 –.018
not pool income (.077) (.076)

Number of 
observations 187 187 33 33 220 220

Note: The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them infor-
mation about the long-term deprivation faced during the apartheid era. Dependent variable is equal to 1 if a knowledgeable
household member answered that “in the last 12 months [an adult] in the household ever cut the size of a meal or skipped
meals because there wasn’t enough money for food.” This variable is a household-level variable, and the regressions include
one observation per household. Numbers in parentheses are standard errors. All regressions are weighted based on the 1996
South African census, taking into account the stratification of the sample (by race) and the clustering of observations (by enu-
merator area). 
Source: The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru]. 
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In the Langeberg Survey all adults were asked a battery of questions about depres-
sion, which is inextricably linked to stress. (As noted by Sapolsky [1994, p. 197], “it
is impossible to understand either the biology or the psychology of major depres-
sions without recognizing the critical role played in the disease by stress.”)
Respondents in the Langeberg Survey were asked how often in the past week they
were miserable, depressed, sad, cried a lot, did not feel like eating, felt everything
was an effort, slept restlessly, could not get going. For each behavior a response of
“almost all the time” was coded as 1 and other answers as 0.

The responses for these behaviors were summed to create a depression index. (The
mean index was 0.54, with 10 percent of the sample reporting two or more depres-
sion-related behaviors.) To test whether depression was correlated with income, the
depression index was regressed on the presence of pensioners in the household (table
7). For households pooling income the presence of pensioners has a significant effect
on reported depression. The greater was the number of pensioners, the greater this
effect. (The results in table 7 are very similar if ordered probits are estimated in place
of ordinary least squares regressions.) The presence of pensioners in nonpooling
households is insignificant. Though the coefficient is larger, so is the standard error.
When pooling and nonpooling households are combined, the presence of pensioners
again has a large and significant effect on the depression index. 

An alternative explanation for the benefits associated with the presence of a pen-
sioner is simply that having older people in the household results in less depression
for all household members. To test for this, controls were included in these regres-
sions for household size, number of children, and number of members ages 55 and
older. For pensioner households there was no significant effect of having older
members unless those members were pension eligible. 

Conclusion

The Langeberg Survey provides evidence that income has a causal effect on health
status, an effect that works at least in part through sanitation and living standards,
in part through nutritional status, and in part through the reduction of psychosocial
stress. 

The results demonstrate that information collected at the household level is not
adequate to assess the causal effects of income on the well-being of individual house-
hold members. In the case of South Africa (and as seems likely to be true elsewhere),
such data need to be augmented with additional information on household sharing
rules, if accurate readings are to be taken.

The results also demonstrate that governments interested in improving health sta-
tus may find cash benefits to be one of the most effective policy tools in their kits.
Children dying of infectious diseases brought on by HIV/AIDS are often dying of the
very same diseases that are killing children whose immune systems have been weak-
ened by malnutrition. While adequate protocols have not yet been developed for
treating children with HIV/AIDS, we know how to treat malnutrition—very simply,
by providing income to the children’s primary caregivers. 
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Notes

1. This article uses the apartheid classification of “Black” and “Coloured,” in part because
the labels carry with them information about the long-term deprivation faced during the
apartheid era.

2. Surveys run in the United States to test the reliability of self-reported chronic conditions
show a high degree of reliability. See Brownson and others (1994), for example, for reports
on hypertension and diabetes.

3. In the National Health Interview Survey, total household income is recorded by income
category (for 27 categories). Incomes have been assigned to each category using data from the
1986–95 March Current Population Surveys. See Case, Lubotsky, and Paxson (2001) for
details.

4. These findings are broadly consistent with those of Duflo (2000), who finds the South
African pension protective of children’ís heights, using data collected in 1993 (before the pen-
sion was fully implemented). 
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Table 7. Pension Income, Income Pooling, and Depression, Black and Coloured Adult
Respondents

Household income Household income 
pooled not pooled All  households

Someone in household 
is eligible for a –.531 –.054 –.499
state pension (.353) (.364) (.267)

One person in 
household is eligible –.498 –.066 –.492
for a state pension (.282) (.367) (.237)

Two or more people 
in household are 
eligible for a state 
pension –1.01 –1.44 –.932 

(.568) (1.14) (.533)

Respondent is 
eligible for a –.316 –.165 –.517 –.385 –.334 –.198
state pension (.413) (.458) (.467) (.505) (.296) (.356)

Number of members .150 .203 –.525 –.494 .063 .107
aged 55+ (.159) (.186) (.290) (.297) (.178) (.206)

Respondent is .263 .261 .405 .392 .286 .286
female (.128) (.132) (.395) (.396) (.082) (.084)

Household does .049 .034
not pool income (.307) (.322)

Number of 
observations 432 432 96 96 528 528

Note: The analysis uses the apartheid classification of “Black” and “Coloured,” in part because the labels carry with them infor-
mation about the long-term deprivation faced during the apartheid era. Numbers in parentheses are standard errors. The
dependent variable is the depression index: sum of the responses to the question that “most of the time” the respondent was
miserable, depressed, sad, cried a lot, did not feel like eating, felt everything was an effort, slept restlessly, could not get going.
For each behavior a response of “almost all the time” was coded as 1 and other answers as 0. All regressions are weighted
based on the 1996 South African census, taking into account the stratification of the sample (by race) and the clustering of
observations (by enumerator area). Included in all regressions but not shown in the table are respondent’s age, an indicator that
respondent is Coloured, age interacted with an indicator that the respondent is Coloured, household size, and the number of
members ages 0–17. 
Source: The Langeberg Survey 1999 [www.uct.ac.za/depts/saldru].
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Ihave only a few remarks on Anne Case’s article, which I found interesting and on
the whole convincing. They relate to the subjective measure she uses for ill health. 

Adults in the survey were asked to place themselves in one of five categories of
health: excellent, good, average, poor, or very poor. I have some very recent experi-
ence with a similar question. Just three days ago (on 30 April 2001) I was complet-
ing the England and Wales decennial census questionnaire, which asked about one’s
self-assessed health, categorizing it as good, fairly good, or poor. I immediately
placed myself in the middle or “fairly good” category of health. 

But after a long discussion on the subject with my family, they convinced me that
I actually belonged to the “good” category and not to the “fairly good” category.
(They thought I was displaying a streak of hypochondria.) The natural tendency
when there is some doubt about exactly what a question means is to place oneself in
the middle category. (The summary statistics of average health in Case’s article are
not inconsistent with this possibility.) At any rate, I would expect some noise in self-
reported health status measures.

There are other measures of individual health available in the literature that are
not based on subjective assessments of health. They are objective in that they depend
on the measured loss of functioning associated with morbidity or ill health. An exam-
ple is the World Bank/World Health Organization measure of disability used in the
construction of disability-adjusted life years (DALYs) in World Development Report
1993: Investing in Health. Other methods of measuring (ill) health may be found in
McDowell and Newell (1996).

A second point concerns the particular cardinalization that Case adopts for the
ordinal rankings of the self-reported health of individuals in the Langeberg Survey.
She uses a linear scale of 1, 2, 3, 4, 5, with equal distance between the categories. It
would be reassuring to see that her results are robust to alternative cardinalizations
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of the rank ordering of individuals’ health status. Perhaps a quadratic scale might be
tried—for example, 1, 4, 9, 16, 25—or some other monotonic transformations of
the linear scale.

Reference

McDowell, Ian, and Claire Newell. 1996. Measuring Health: A Guide to Rating Scales and
Questionnaires. 2nd edition. Oxford: Oxford University Press. 
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The Human Development Index of the United Nations Development Programme was
devised to capture aspects of human development not reflected in income alone, such
as, for example, health and education. A full income measure of human development
similarly may take into account such nonmonetary aspects of development but nev-
ertheless assesses their value in monetary terms. This article discusses the conceptual
and empirical differences between these two measures of development, focusing on
the implications of the increase in longevity observed worldwide in the last few
decades for their effectiveness in measuring inequality. 

The lack of income convergence among countries has led many people to
worry about the impact that globalization of markets will have on world
inequality, as some developed countries get richer while developing countries

fall behind. Many Organisation for Economic Co-operation and Development
(OECD) countries have experienced significant growth in per capita income in the
past few decades, for example, while many African countries have not. Growing
cross-country inequality, and even the absence of long-run economic growth for
some poor countries, raise the question of whether development will inevitably
reach all societies or remain restricted to a relatively small group of rich countries. 

The lack of income convergence across countries has been extensively docu-
mented (see Barro and Sala-i-Martin [1995] and the references therein). Figure 1
replicates the well-known finding that there is no absolute income convergence
across countries. It plots the growth rate of per capita GNP in 1962–97 against the
initial level of GNP for a cross-section of 83 economies (see appendix for definitions
of variables, the data set, and the sample economies). The figure shows that there is
no significant covariance between initial income levels and future growth rates.
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Overall, poor countries do not tend to grow faster than rich countries and thus seem
not be catching up in income.

Of course, material gain is only one of many aspects of life that enhance economic
welfare. Another important dimension is how long one lives to enjoy the goods and
services available for consumption—the length of the “flow” of well-being represented
by yearly income. Although there was a lack of convergence in income in 1962–97,
the same was not true for life expectancy. Countries starting at low levels tended to
gain more in life expectancy than those starting at high levels (figure 2). The regres-
sion line in figure 2 suggests that 10 more years of life expectancy in 1962 meant
growth rates for longevity that were 7 percentage points lower in the next 35 years.

Because countries in which life expectancy is shorter are also relatively poorer
countries, that means that poor countries are catching up to rich ones in the dimen-
sion of longevity. In other words, changes in income have not always been accom-
panied by similar changes in all the relevant dimensions of development. Thus
looking only at income to draw conclusions about changes in overall economic wel-
fare across nations may be misleading. Perhaps due to the globalization of health
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Figure 1. Regression to the Mean for Per Capita Income, 1962–97
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care or medical knowledge, the poor countries may be catching up to the rich and
world inequality may be falling.

Measuring the value of the observed gains in longevity in income units allows one
to more readily address the change in overall economic welfare across countries
implied by these growth rates in income and longevity. Becker, Philipson, and Soares
(2001) conducted such an analysis on the international level, extending the national
estimates provided by, for example, Cutler and Richardson (1997), Nordhaus (1999),
and Murphy and Topel (1999).

Here we attempt to compare such an economic measure of cross-country inequal-
ity with a well-known alternative measure of well-being: the Human Development
Index (HDI) of the United Nations Development Programme (UNDP). This index
incorporates two other dimensions of development besides income—education and
longevity—as measures of human welfare.1 But the HDI has some limitations, stem-
ming mainly from the arbitrary way in which it is constructed. In contrast to the
HDI, an economic approach to evaluating welfare differences across countries
would attempt to measure overall welfare in monetary units, based on the value the
population attaches to the gains in the different dimensions of development. If the
dimensions of human development measured by the HDI are indeed important,
individuals would be willing to trade income for them, allowing one to measure
their value in income-equivalent units.

In this article we examine the qualitative differences between the HDI and an index
based on income-equivalent compensation. We consider a general framework in which
such an economic index can be computed to incorporate different aspects of human
development. Then we consider the quantitative differences between the HDI and this
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Figure 2. Regression to the Mean for Life Expectancy, 1962–97
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economic index, by comparing the results obtained from the two indexes for a sample
of economies in the 35 years between 1962 and 1997. Our main finding is that the
HDI performs well in generating a ranking of countries because the different charac-
teristics that it incorporates—income, health, and education—are highly correlated at
a point in time. Nevertheless, changes in the relative position of the countries are not
fully captured, since changes in health and changes on income have been uncorrelated.

An Analytical Examination of Measures of Development

Any index can be generally approximated as a linear combination of its components.
Thus when the components are highly correlated, the rankings obtained from dif-
ferent indexes will be very similar. Nevertheless, the arbitrariness of an index like
the HDI limits its applicability as an instrument for cost-benefit analysis of devel-
opment programs. Indexes based on the economic concept of income-equivalent
compensation do not suffer from this limitation.

The Human Development Index: Goals and Methodology

The Human Development Index, constructed annually since 1990 by the UNDP,
summarizes “achievements in basic human development in one simple composite
index and produces a ranking of countries” (UNDP 2000, p. 147). Because income
gives an incomplete picture of living conditions, the HDI tries to provide a more
comprehensive measure of well-being by including education and life expectancy,
along with income, as dimensions of human development. The main goal of the HDI
is described in the UNDP’s Human Development Report 2000 (p. 148) as follows:

The HDI value for a country shows the distance that it has to travel to reach
the maximum possible value of 1—or its shortfall—and also allows inter-
country comparisons. A challenge for every country is to find ways to
reduce its shortfall.

The maximum value of 1 results from the fact that the HDI is a relative index. It
is a simple arithmetic average of a life expectancy index, an education index, and a
per capita income index. These three indexes are constructed, for each country i,
according to the following formulas:

Life expectancy indexi = (life expi – life expmin)/(life expmax – life expmin)

Income indexi = [ln(incomei) – ln(incomemin)]/[ln(incomemax) – ln(incomemin)]

Education indexi = (2/3)[(adult liti – adult litmin)/(adult litmax – adult litmin)] 
+ (1/3)[(enrollmenti – enrollmentmin)/(enrollmentmax – enrollmentmin)]

⇒ HDIi = (life expectancy indexi + income indexi + education indexi)/3
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The subscript i refers to the values of country i, and the subscripts min and max
refer to minimum and maximum comparison levels. In 2000 the maximum values
were taken to be 85 years for life expectancy, $40,000 for income (per capita GDP),
and 100 percent for adult literacy and enrollment rates. The minimum values were
taken to be 25 years for life expectancy, $100 for income, and 0 percent for adult
literacy and enrollment rates (UNDP 2000, p. 269).

The appeal of a single-dimensional measure of welfare is clear. It is generally
impossible to evaluate whether one individual is better off than another unless all
the dimensions of the individuals’ experiences can be aggregated into a single one,
on the basis of which comparisons can be made. A serious cost-benefit analysis of
development programs requires an outcome measure precisely like this, one that
can in addition be directly compared with the costs incurred in implementing the
program.

The main motivation behind an index based on human capital seems to be a
desire to use it as an outcome measure, to assess whether development programs
have their intended effects. The HDI tries to capture this idea by incorporating
longevity and education into a measure of development. But as we will see, it has
several theoretical drawbacks.

The Human Development Index and Income-Equivalent
Compensation Measures

The HDI has often been used to obtain a picture of countries’ state of need and
development over time. A large literature has criticized the index for its potential
problems (see, for example, Kelley 1991; Srinivasan 1994; Acharya and Wall 1994;
Gormely 1995; Paul 1996; Noorbakhsh 1998; and Sagar and Najam 1998). In this
section we show that under certain conditions the HDI produces rankings of coun-
tries similar to those obtained from economic measures of income compensation.
Unfortunately, it is under these conditions that per capita income alone is a suffi-
ciently good indicator of overall development. In other words, these are precisely
the conditions in which the HDI and income rankings coincide.

The HDI can be generally described as follows: Given an environment charac-
terized by the vector of characteristic x = (x1 ,…,xK ), such as per capita GDP, liter-
acy, and longevity, let c = (c1,…,cK ) be a set of minimum comparison levels
and c = ( c1 ,…, cK ) be a set of maximum comparison levels. The HDI can then be
written as the following index H:

This expression can be rewritten as the linear combination
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where 

Although the different aspects of human development may appear to be weighted
equally through 1/K, the comparison vectors c and c strongly affect the final
weighting of the different characteristics, as the expression for αk makes clear. The
larger the difference between the minimum and maximum comparison levels for a
given characteristic, the smaller the final weight attached to that characteristic.

There are several important distinctions between the HDI and an economic meas-
ure of welfare differences among countries. First, and perhaps most important, the
HDI does not reflect the tradeoffs faced by the population whose welfare is being
evaluated, but arbitrary weights assigned by the third party doing the evaluation. An
economic index attempts to reflect the tradeoffs faced by the people involved, by
looking at how their behavior reveals these tradeoffs.

Second, a quantitative interpretation of an index like the HDI is difficult. We can
perhaps say that a country with an HDI of 0.2 is much poorer than one with an HDI
of 0.8. But the economic meaning of “much poorer” is difficult to understand, since
the quantitative value of the index does not have any interpretation that lends itself
to cost-benefit calculations. More specifically, the HDI does not produce any num-
ber that can be directly used in a cost-benefit analysis of development interventions,
a property that, in principle, any useful development index should have. For exam-
ple, an economic index of development can give monetary values to the welfare
gains brought about by development interventions and to the welfare differences
across countries—differences that can be compared to the monetary costs of the
program. Even though the HDI has been proposed to capture aspects of develop-
ment that cannot be captured by income alone, these aspects can still be converted
into income units. An economic index does that by simply measuring the values of
different attributes in income alone.

Finally, the weights used in the HDI do not depend on the levels of the variables
being analyzed and are not country specific. As the literature on the value of life has
shown, the well-being generated by a given longevity depends on the consumption
throughout life, and vice versa. This means that the relative values of income and
longevity depend on the levels of these same variables and on the way in which they
interact. The HDI assumes fixed weights for the subindexes and thus ignores these
interactions.

Another issue that arises in constructing a human capital index of development is
the relevance of the dimensions incorporated in determining the final ranking of coun-
tries. When the goods are endogenously chosen and their consumption rises with
income—that is, they are normal goods—their inclusion does not contribute much in
the ranking of countries. Richer countries consume more of normal goods, so com-
paring income and comparing an index of income and a bundle of normal goods will
yield similar orderings. In the extreme case where the utility function is homothetic in
all goods, so that budget shares remain constant across income levels, the rankings will
be exactly the same, and income alone will suffice to classify countries by welfare level.
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Moreover, in the specific case of the HDI, the fact that education is an input into
the production of goods and health makes its inclusion in the welfare index a com-
plicated issue. At the extreme, if education has no consumption value but only
investment value, it should be excluded from the index to avoid double counting.
By this, we do not mean that people do not derive some direct utility from educa-
tion. The point is that as long as decisions relating to education are based in part on
financial returns to investments in human capital, education cannot be seen purely
as a consumption good, as it implicitly is in the HDI. This inevitably implies some
degree of double counting, through the investment itself (the education measure)
and through its outcome (income). In principle, economic analysis can deal with this
problem by disentangling the values of education as consumption good and invest-
ment from individual market behavior. The parameters obtained from this type of
analysis can then be used to model preferences in such a way that education receives
the consumption weight that people actually attach to it.

To compare HDI to an index based on the economic concept of income-equiva-
lent compensation, consider a distribution F(x1,…, xK) of characteristics across
countries. E represents the income-equivalent compensation (EV) defined by the
income necessary to make an individual indifferent between facing his own and the
maximum comparison environment:

where U(x) is an indirect utility function over income and other aspects of develop-
ment.

We define E as a negative number, such that countries with smaller values of E
(greater absolute values) have lower welfare, and those with greater values of E
(closer to zero) have higher welfare.

The intuition for this index should be clear. The absolute value of E (|E|) indi-
cates the additional amount of good 1 that would make an individual indifferent
between the bundles of goods x and c . 

For a given −c, Taylor expanding the indirect utility function around the point x
= c , we get its linear approximation:

The condition defining EV, can then
be expressed as

where 
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is the marginal rate of substitution between the kth good and the first good, evalu-
ated at point c.

Therefore, as was the case for the HDI, the EV may be approximated by a linear
combination, given by

where 

The higher the marginal rate of substitution between a given characteristic and
income, the higher its weight in E. So, in principle, the EV index can attribute
weights to the different dimensions of development that are determined precisely by
the relative value attached to these dimensions.

The EV index and the HDI thus coincide only under very restrictive conditions
on the utility function U. In other words, if one were to interpret the HDI as a meas-
ure of willingness to pay, it would make sense only under a very restrictive set of
preferences, probably not those that would be estimated from observed demand
behavior in the population of interest.

The EV analysis offers a natural way of comparing the welfare of a country with
some reference point, by translating the differences in the dimensions of welfare
into only one dimension, income. In addition, an economic index that tries to meas-
ure the welfare distance between a given country and the maximum level currently
attainable should not be affected by the minimum level currently observed.
Introducing the lowest comparison levels in the HDI arbitrarily changes the weights
of the variables.

Despite these differences, there are conditions under which the two indexes gen-
erate similar rankings. To see this, consider the case of only two attributes (x1,x2),
which are distributed across countries according to F(x1,x2). How similar the indices
are may be represented by the covariance between the statistics H and E which is
given by

where σ1
2, σ2

2, and σ12 are the variance of attribute 1, the variance of attribute 2, and
the covariance between attributes 1 and 2, respectively.

This implies that the more the two characteristics covary, the more similar the
rankings obtained from the two indexes will be. The weighting of the two goods
does not matter so much when there is strong covariance between the goods. For
income and longevity, if the richest countries are also those in which people live
longest, it does not matter whether we rank the countries by income, by longevity,
or by some intermediate weighted average. All three produce similar rankings. In
particular, income rankings of countries tend to be preserved whenever the added
goods are correlated with income; that is, goods are normal. 
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There are important economic incentives to expect different forms of human cap-
ital and income to be highly positively correlated. Education and income would be
positively correlated when greater investments in education raise income (Becker
1962). Longevity and income would be positively correlated when larger incomes
generate larger investments in health human capital (Grossman 1972). Indeed, as
mentioned, when education is simply an input into the production of human capi-
tal and will therefore generate higher market and nonmarket income, measuring
education as a component of overall well-being double counts its value.

This illustrates that adding a dimension to a development index will not change
rankings much when the added good is a normal good, that is, a good consumed
in greater quantity in richer countries. Because this implies a positive covariance
between income and the good, adding the good will not lead to a substantially dif-
ferent ranking of countries from that generated by income alone. More precisely,
because endogenous human capital investments in health and education have a
two-way positive relationship with income, adding human capital dimensions to an
income measure is unlikely to generate substantially different rankings. But the
HDI or any other measure of economic well-being that goes beyond measuring
income is likely to include goods that have a strong positive correlation with
income. Those creating a development index will often argue that the goods con-
sumed in more developed (richer) countries are precisely what should be included
in such an index.

To sum up, the problem in using the HDI is that it reflects income-equivalent
measures only when adding extra goods does not matter. In other words, the HDI
mimics economic measures only when a simple income ranking would be enough. 

An Empirical Examination of the Two Indexes: Levels and Changes

In this section we compare the performance of a country ranking based on the HDI
for the 35 years between 1962 and 1997 with that of a ranking based on the EV
concept and a ranking based on income alone. In considering aspects of human cap-
ital, we draw on the methodology discussed in detail in Becker, Philipson, and
Soares (2001) for incorporating longevity gains into welfare comparisons. We com-
pare the results obtained for life expectancy and per capita income only, since eco-
nomic theory offers a straightforward way for incorporating gains in longevity into
EV measures of welfare but does not for gains in education. Thus we also apply the
UNDP methodology using only life expectancy and per capita income, such that
HDI = (life expectancy index + income per capita index)/2.

To compute the EV index, we assume a constant elasticity form for the instanta-
neous utility function u[c(t)] = c(t)θ, perfect foresight, and a discount rate equal to
the interest rate. This yields an indirect utility, as a function of annual income and
life expectancy, given by    
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where y denotes annual income; τ, longevity; and r, the annual interest rate (equal
to the discount rate). The important point here is that the parameter θ gives the rel-
ative weight of consumption and life span in terms of utility. The higher θ is, the
more important income is relative to life expectancy, and vice versa. The EV index
can be immediately obtained from the expression for the indirect utility (see Becker,
Philipson, and Soares 2001).

Ideally, the implementation of this methodology would involve country-specific
estimation of the preference parameter θ, which can be obtained from labor market
data on compensation and job-specific mortality rates (see Murphy and Topel
[1999] for further details). But the value of θ has been estimated for only a few
countries and for the vast majority the necessary data do not even exist.
Nevertheless, the methodology is in principle applicable, and the data will probably
become increasingly available. In the preliminary exercise in the next section we
assume the same value of θ for all countries and change this value to check the sen-
sitivity of the results to the different specifications.

For both the HDI and the EV index the reference points are based on the values
chosen by the UNDP in Human Development Report 2000, and interest rates are
assumed to be 2.5 percent a year.2

To illustrate the difference in weights implicit in the two indexes, we calculate the
value of the linear approximation weights discussed in the previous section. For this
exercise we calibrate the value of the parameter θ such that the value of the gains in
life expectancy in the United States between 1970 and 1990 is consistent with the
estimates of Murphy and Topel (1999).3 With an interest rate of 2.5 percent a year,
this gives θ = 0.1032. Using these values for θ and r, we calculate the coefficients
associated with per capita income and longevity in the linear expressions for the
HDI and the EV index.4 The HDI in this case assigns a relative weight of 0.91 to
the natural logarithm of annual income, and 0.09 to longevity. The EV index assigns
a relative weight of 0.97 to the logarithm of annual income, and 0.03 to longevity.5

These different relative weights mean that the HDI implicitly assumes prefer-
ences that do not correspond to what can be inferred from individual behavior. In
this example the HDI weights imply a value of θ = 0.0340, a third of the θ =
0.1032 calibrated using the value of gains in longevity estimated by Murphy and
Topel (1999) for the United States. 

We now analyze the importance of these methodological differences, given the
observed changes in income and life expectancy throughout the world. Since the
specific values of the HDI bear little meaning, we focus the analysis on the country
rankings obtained from the different indexes rather than on the values calculated for
a particular country. The data used in the calculations come from the World Bank’s
World Development Indicators 1999. The variables are life expectancy at birth and
real GNP per capita. The sample includes all economies (83) for which data were
available for all points at five-year intervals between 1962 and 1997 (see appendix
for detailed definitions and the economies in the sample).

We rank the 83 economies in the sample by the HDI, the EV index, and income
alone, for each of the eight points at five-year intervals between 1962 and 1997. We
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then calculate the correlation between the rankings and the correlation between the
changes in the rankings from one interval to the next. Because the EV ranking depends
on the parameter θ of the utility function, we try different values, covering the entire
range of concave functions for the functional form adopted (θ = 0.1, 0.5, and 0.9).6

The correlation between the HDI and EV rankings is extremely high in all cases,
no matter what the value of θ is (table 1). The correlation between the HDI and
income rankings is also very high, more than 0.95 in all cases. This outcome results
from the fact that adding a new dimension to an index has little effect on the rank-
ing by that index as long as the new and existing dimensions are highly correlated.
And this is certainly the case for the logarithm of income and life expectancy at
birth: the correlation between these two variables exceeds 0.83 for all years in the
sample. So rankings of development obtained from the HDI, from an EV index, and
from income alone will generally be extremely similar. In figures 3 and 4, which plot
the 1997 HDI ranking against the EV ranking (for θ = 0.5) and the income rank-
ing, all points are concentrated around the 45-degree line, indicating the close asso-
ciation between the rankings.

But the changes in these rankings probably have a much smaller correlation, since
recent changes in longevity have been largely unrelated to changes in income. The
correlation between the changes over time in the income ranking and those in the
HDI ranking shows that much of the story about changes in the relative positions of
countries might be missed if we look at income only (see table 1). But the changes
in rankings by the HDI are also quite different from those in rankings by the EV
index. And the smaller θ is, the worse the HDI performs compared with the EV
index.7 The HDI’s poorer performance, relative to the EV index, in reflecting
changes in welfare levels can be seen from the greater dispersion of points around
the 45-degree line in figure 5 as compared with that in figure 3.

Even for rankings of countries at a point in time, the good performance of the
HDI results not from some property of the index, but from the fact that income and
longevity are highly correlated at a point in time. The results in table 1 illustrate the
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Table 1. Correlation Between Rankings and Changes in Rankings for Different
Development Measures, 1962–97

1962 1967 1972 1977 1982 1987 1992 1997

θ = 0.1
HDI and EV 0.97 0.97 0.97 0.97 0.97 0.97 0.98 0.97
∆HDI and ∆EV 0.22 0.23 0.49 0.60 0.56 0.70 0.69

θ = 0.5
HDI and EV 0.97 0.97 0.98 0.99 0.99 0.99 0.99 0.99
∆HDI and ∆EV 0.31 0.32 0.59 0.61 0.63 0.62 0.73

θ = 0.9
HDI and EV 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99
∆HDI and ∆EV 0.33 0.46 0.71 0.71 0.69 0.59 0.73
HDI and GNP 0.96 0.97 0.97 0.98 0.98 0.98 0.97 0.98
∆HDI and ∆GNP 0.50 0.57 0.61 0.74 0.62 0.46 0.50

Source: Authors’ calculations based on data from the World Bank (1999).
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theoretical point discussed before, that the HDI will perform well only when an
income index alone would be enough. As long as the dimensions being analyzed are
highly correlated, it does not matter how different indexes are constructed; all of
them will generate very similar rankings. Once the dimensions become unrelated,
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Figure 3. Comparison of Rankings by the HDI and the EV Index, 1997
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Figure 4. Comparison of Rankings by the HDI and Income, 1997
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and thus important, the HDI gives results quite different from those obtained with
an economic index, such as that based on the EV concept.

Conclusion 

The Human Development Index was devised to capture aspects of human develop-
ment not reflected in income alone. An income-equivalent compensation measure of
human development similarly may take into account such nonmonetary aspects of
development but nevertheless assesses their value in monetary terms.

Drawing on recent methodology for assessing the value of longevity gains at the
national level, we have compared the HDI with income-equivalent compensation
measures at the international level, incorporating the longevity gains observed world-
wide in 1962–97, with a view to the application of these measures in cost-benefit
analysis of development programs. We have argued that the HDI might be difficult to
use in quantitatively assessing progress in development, since it does not generate a
number that can be directly compared with the costs of investing in development proj-
ects. But it can accurately rank countries by development level because the aspects of
human development it adds to income are highly correlated with income, so that
weighting those aspects becomes less important. Unfortunately, this is precisely the sit-
uation in which income alone should give an accurate picture of development.

Many aspects of human development other than monetary income are important.
The effects of development programs on these nonmonetary aspects need to be
expressed in comparable units, so that progress in the different dimensions of human
development can be compared. Measuring such aspects in terms of the forgone
income at which they are valued appears to provide a consistent approach, and one
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Figure 5. Comparison of Changes in Rankings by the HDI and the EV Index, 1992–97 
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better suited than the Human Development Index for assessing progress in human
development.

Appendix

Definition of Variables

• Income series: GNP per capita (constant 1995 U.S. dollars). From the World
Bank’s World Development Indicators 1999.

• Life expectancy series: Life expectancy at birth, total (years). From the World
Bank’s World Development Indicators 1999.

Economies in the Sample

Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Benin, Botswana, Brazil,
Burkina Faso, Burundi, Cameroon, Canada, Central African Republic, Chad, Chile,
Democratic Republic of Congo, Republic of Congo, Costa Rica, Côte d’Ivoire,
Denmark, Dominican Republic, Ecuador, Arab Republic of Egypt, El Salvador, Fiji,
Finland, France, Gabon, Ghana, Greece, Guatemala, Guyana, Honduras, Hong
Kong (China), Indonesia, Ireland, Israel, Italy, Jamaica, Kenya, Republic of Korea,
Lesotho, Madagascar, Malawi, Malaysia, Malta, Mauritania, Mauritius, Mexico,
Morocco, Nepal, Netherlands, New Zealand, Nicaragua, Niger, Nigeria, Norway,
Pakistan, Panama, Papua New Guinea, Paraguay, Philippines, Portugal, Rwanda,
Saudi Arabia, Singapore, South Africa, Spain, Sri Lanka, Sudan, Suriname,
Swaziland, Sweden, Switzerland, Thailand, Togo, Trinidad and Tobago, Tunisia,
United Kingdom, United States, Uruguay, Zambia

Notes

1. Another attempt to incorporate dimensions other than income into welfare analysis is
that by Atkinson and Bourguignon (1982), who devise a methodology for analyzing inequal-
ity in the context of social welfare functions, with multidimensioned distributions of attrib-
utes.

2. The maximum values are 85 years for life expectancy and $40,000 for per capita income;
the minimum values are 25 years for life expectancy and $100 for per capita income (UNDP
2000, p. 269). None of the results is particularly sensitive to the choice of interest rate.

3. The estimates in Murphy and Topel (1999) imply that the gains in life expectancy
between 1970 and 1990 had a per capita value of $135,621.

4. Since the HDI uses the natural logarithm of income as the characteristic, we relabel the
utility function such that the characteristic is also taken to be the logarithm of income.
Weights are calculated relative to this variable for both indexes. 

5. The apparently small relative weights associated with longevity in both indexes are due
to the metric used on the income measure, that is, the natural logarithm. Relatively small
changes in the natural logarithm of per capita income are associated with huge changes in the
level of per capita income. For example, if income rises from $1,000 to $2,000, the logarithm
changes by only 0.7 point, from 6.9 to 7.6. Because longevity is measured in years and can
range from such values as 50 to 70, the weights tend to compensate for these differences in
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metric. Also because of this, the difference of 0.06 point between the weights assigned to
longevity in the HDI and the EV index are actually associated with considerable differences
in implied preferences.

6. θ = 0.1 corresponds to the value of life calculated in Murphy and Topel (1999).
7. The difference between this result and what might be expected based on the linear

approximation weights probably stems from the high nonlinearity of the utility function and
thus the poor performance of the linear approximation when dealing with changes of the
magnitude observed in the data. For the rankings discussed here calculations were based on
the actual formulas, not their linear approximations.
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The articles by Anne Case and by Tomas Philipson and Rodrigo R. Soares are
both concerned with the relationship between income and health, but in dif-
ferent ways. Philipson and Soares deal with the relationship of “welfare equiv-

alence”—the amount of income that is equivalent to health in terms of welfare. Case
addresses a causal relationship—the causal impact of income on health. Philipson
and Soares seek to use the income equivalent of health to replace multidimensional
measures of development, which combine statistics on income and health, with a uni-
dimensional measure based on income alone. Case seeks to isolate the causal effect
of income on health from the reverse effect of health on income, while recognizing
that both these effects may underlie the observed positive association between
income and health. 

Both articles are thought provoking, and there is a good deal to learn from each.
However, rather than highlighting the strengths of the articles, a job the authors have
done well, I have chosen to focus my comments on the areas that I believe deserve
further reflection.

Comparing Measures of Welfare

Philipson and Soares take issue with the United Nations Development Programme’s
Human Development Index (HDI), a multidimensional index of progress in well-
being that combines information on per capita income, health, and education. As is
well known, the HDI is based on the premise that society values not just income but
also nonincome dimensions of well-being, such as health and education. For
Philipson and Soares, however, recognizing this multidimensionality of values does
not necessarily require adopting a multidimensional index such as the HDI. Instead,
they offer what they call the “income-equivalent compensation” measure, which is
constructed by collapsing nonincome dimensions into income through the use of
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welfare equivalence. The resulting unidimensional index is, they say, superior to the
HDI in a number of ways.

The criticism of the HDI is nothing new. There are indeed good reasons to criti-
cize it, and even its architects recognize many of its limitations. It is unclear, how-
ever, that the alternative measure proposed by Philipson and Soares overcomes the
limitations that motivate their search for an alternative. 

Philipson and Soares argue that an index like the HDI cannot be sensibly used in
a cost-benefit analysis of development intervention, while their alternative measure
can be. The first point to note here is that the HDI has been recognized by its archi-
tects all along as a crude measure of welfare—serving the useful purpose of drawing
attention to the nonincome dimensions of well-being but operating at the same level
of “vulgarity” as GNP when it comes to dealing with the subtleties of welfare com-
parison (UNDP 1999). To expect such a crude measure to bear the burden of a
sophisticated cost-benefit analysis would be too much to ask in any case.

Nevertheless, if the HDI were forced into service in cost-benefit analysis, it would
not fail for the reason that Philipson and Soares suggest. They attribute its failure to
its alleged inability to produce an economically meaningful number in the same way
that the income-equivalent compensation measure does. In claiming that their alter-
native measure is economically meaningful, Philipson and Soares presumably mean
that their measure, by converting the value of health into equivalent income,
expresses everything in terms of the common numeraire income, which is an eco-
nomically meaningful concept. They contrast this with the values of the HDI, such
as 0.2 or 0.8, whose economic meaning is hard to understand. 

But if this is the problem with the HDI, it can be easily remedied—for the HDI
too can be converted into an income equivalent. The weights used in combining the
three components of the HDI imply certain rates of tradeoff between these compo-
nents. The rates show, for example, the income equivalent to one unit of health in
terms of well-being. By using these implicit rates of equivalence, one can easily con-
vert the HDI into a wholly income-based measure. This transformation will not, of
course, make any substantive difference to welfare comparison; the point is that one
can obtain an income equivalent of the HDI if that is what one is looking for.

Questions may be raised, however, about the appropriateness of the weights used
in the HDI. Do they really reflect society’s tradeoffs between different components
of well-being? This is where Philipson and Soares’s second, and perhaps the most
important, objection to the HDI comes in. They note that the weights used in the
HDI are arbitrary, while proposing that the weights used in their alternative meas-
ure reflect the true preferences of the people whose welfare is being considered. 

The point about the HDI weights being arbitrary is entirely valid. But it is instruc-
tive to ask why they are so. In principle, these weights are supposed to reflect soci-
ety’s tradeoffs between different components of well-being, so there is no
arbitrariness in principle. In practice, though, it is exceedingly hard to ascertain the
size of these tradeoffs. And we know why this is so from the theories of social choice
and of preference revelation. For practical purposes, therefore, the analyst or policy-
maker must make a pragmatic judgment, and that’s where the arbitrariness comes in. 
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But this problem is not unique to the HDI; it is endemic in any practical exercise
in social welfare comparison. Standard cost-benefit analyses must confront the prob-
lem all the time. Some crucial parameters of cost-benefit analysis—such as the social
rate of discount, the shadow price of savings, or the distributional weights to be
attached to the welfare gains of the poor—are often based on the pragmatic judg-
ment of the analyst or policymaker. The arbitrariness inherent in this process can be
reduced by carrying out sensitivity analysis—using alternative values of the param-
eters—but it cannot be eliminated. 

Even the alternative measure proposed by Philipson and Soares is not immune to
this problem. In the practical application of their measure, they impose the value of
the parameter θ, which reflects the relative weights between income and life
expectancy, rather than deriving it from people’s revealed preferences (as they claim
earlier in the article). In the best tradition of cost-benefit analysis, however, they do
carry out a sensitivity analysis, by using alternative values of the parameter. But
nothing prevents an analyst from carrying out a similar sensitivity analysis with the
HDI if it were used for cost-benefit analysis or even when it is used for ranking
countries by human development.

Thus neither the ability to yield an “economically meaningful” measure based on
income nor the issue of arbitrariness of weights really distinguishes the proposed meas-
ure from an HDI-type index. The proposed measure does differ from the HDI in one
important sense, but this difference constitutes a problem rather than an improvement.

In deriving the income equivalent of health, as proxied by longevity, Philipson
and Soares consider the additional consumption made possible by additional years
of life. Thus the value of health is derived solely from the fact that health is a form
of human capital that, like any other capital, yields a stream of consumption bene-
fits over time. Their approach is thus firmly rooted in the human capital literature. 

And therein lies the problem. Health and education are valued by society for two
distinct reasons. They are instrumentally valuable in their role as human capital. But
they are also intrinsically valuable—that is, valuable as ends in themselves—regard-
less of how much additional consumption of goods and services they make possible.
It is the desire to capture this intrinsic value that motivates the HDI. If the instru-
mental value were the primary concern, there would be no justification for having
a composite index that incorporates both income and capital, for this would consti-
tute double counting (as Philipson and Soares rightly note in the context of educa-
tion).1 In any case, there would be no ground for privileging health and education
over other forms of capital, such as roads and factories. It is the recognition that,
unlike roads and factories, health and education are valuable in themselves that
motivates a composite index like the HDI.

Conceptually, therefore, the HDI and the proposed measure seem to belong to
two different categories. The proposed measure is concerned with the instrumental
value of health, while the HDI is concerned with its intrinsic value (without, of
course, denying the existence or the importance of its instrumental value). Philipson
and Soares thus seem to be making a “category mistake” in comparing their meas-
ure with the HDI. 
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The two indexes would be comparable only if the instrumental value coincided
with the intrinsic value at the margin. In that case it would be possible to argue that,
like the HDI, the proposed measure too incorporates health for its intrinsic worth
but looks at its instrumental value for the practical purpose of calculating its income
equivalent. But the conditions under which this equality would hold are far too
stringent to be met in practice. A sufficient condition is the existence of a grand opti-
mum in which resources are allocated in a way that maximizes the value of a social
welfare function that includes both income and health as its arguments. But when
one notes that private provision of health care (and education) is rife with pervasive
market failures and that public provision is beset with the problem of eliciting the
true preferences of individuals, it becomes obvious that such a grand optimum is
nothing more than a grand utopia. In reality, therefore, the instrumental and intrin-
sic values of health (and education) would almost certainly diverge. As a result, an
index of the type proposed by Philipson and Soares would remain noncomparable
to the HDI-type index.

Relating Health to Income

I now turn briefly to the causal relationship between income and health explored by
Case. To isolate the effect of income on health, Case looks for a source of income
that is not determined by health status, and finds it in the old age pension given by
the state. Her results show that households with pension-eligible members enjoy
better health status than those without such members. Case takes this as evidence of
the protective effect of income on health, uncontaminated by the reverse effect of
health on income. 

Case then goes further, exploring the mechanisms through which income might
have affected health—perhaps potentially the most useful part of the exercise for
policy. She identifies four possible channels through which income might affect
health and finds that at least three of them have been at work for the sample stud-
ied. But the evidence seems less convincing than it might have been. Case takes the
association between pension income and a variable representing a particular chan-
nel as evidence that that channel is working. But it is not enough to show that
income has an effect on that channel; it is also necessary to show that the channel
has an effect on health. Case has investigated this association for only one channel,
however, considerably weakening her causal analysis.

There is a more serious problem with the causal analysis. Case interprets the
observed association between pension and health status as the causal effect of income
on health. This interpretation seems somewhat problematic, however, when one
recalls that she has also found a positive association between self-reported health sta-
tus and whether the respondents suffer from a number of chronic diseases. Note that
the association is with the existence rather than the severity of diseases. The observed
association between pension and health must therefore be interpreted as an associa-
tion between pension and the incidence of chronic diseases. The implication is that
households with pensioners suffer from a lower incidence of chronic diseases. 
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But can this association be interpreted as evidence of a causal impact of pension
income on health? It seems highly improbable that household members suffering
from chronic diseases would suddenly cease to do so when someone in the household
begins to receive a pension. Some improvement might occur over a long period, but
only if pension income continues to be received for long enough, and then only for
reversible diseases. But to capture this effect, the explanatory variable ought to be the
length of time during which a pension has been received, not just the binary infor-
mation on whether someone in the household receives a pension or not.

Interestingly, an alternative interpretation is possible, but it is based precisely on
the reverse causation, which Case sought to avoid. When the members of a house-
hold are habitually healthy—that is, no one suffers from chronic diseases—one of
them is likely to survive long enough to be eligible for an old age pension. But in a
household in which most suffer from bad health, none might survive long enough
to receive a pension. This may explain the observed association between pension
and health. In this case causation runs from health to (pension) income, in the sense
that whether a household will have a pension-eligible member or not depends on its
members’ health status. Case had hoped to avoid reverse causation by choosing pen-
sion as the explanatory variable on the ground that pensionable age is not deter-
mined by health. The problem is that while pensionable age does not depend on
health, whether someone survives to that age certainly does. 

One final observation: While exploring the channels through which income
might protect health, Case has come up with the apparently surprising result that
better access to health care was not among these channels. This is certainly coun-
terintuitive, since one would think that richer people would have better access to
health care facilities. Does this finding mean that higher personal income cannot
increase people’s access to health care? Case sensibly refrains from drawing any such
conclusion. Instead, she observes that in view of the poor quality of health care facil-
ities, people might wisely have decided not to spend their extra income on them. 

This observation carries an important lesson. The health policy literature often
debates whether health is better achieved through higher private income or greater
public provision of health care facilities. Indeed, Case refers to the choice between
these two routes as the motivation for her article. But her results show that posing
the problem as a choice of this kind may be misleading. They suggest a strong com-
plementarity between private income and public provision of health care facilities.
When existing facilities are poor, higher private income may not yield much benefit
through the route of access to health care, as Case has found. Where facilities are
better, income may well turn out to have a big impact. But in both cases the coeffi-
cient of the income variable does not by itself indicate anything about the efficacy
of income, independent of the availability of health care facilities. 

Case is conscious of this. That’s why, on finding a nonsignificant coefficient, she
is wise enough not to conclude that income does not matter. It is to be hoped that
future authors, on finding the opposite result, would be equally wise, refraining
from asserting that income is all that matters or even that it matters more than the
provision of health care facilities. 
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Note

1. Strictly speaking, double counting would occur only if a measure of permanent income
were used in addition to capital. When actual income for a specific period is used, there may
be a supplemental role for capital to reflect lifetime consumption possibilities. This is indeed
how Philipson and Soares’s measure avoids double counting even though it focuses exclu-
sively on the human capital aspect of health.
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Tomas Philipson and Rodrigo Soares have a twofold objective: to formulate a
full income measure of human development that takes account of both
income and longevity but is “less arbitrary” than the Human Development

Index (HDI), and to reflect in this full income measure “the tradeoffs faced by the
people involved, by looking at how their behavior reveals the tradeoffs” (p. 6).
Philipson and Soares claim that “the HDI does not reflect the tradeoffs faced by the
population whose welfare is being evaluated, but rather arbitrary weights assigned by
a third party doing the evaluation” (p. 6).

Without wishing to defend the HDI, which is admittedly both arbitrary and crude,
I would like to suggest that Philipson and Soares’s approach does not appear to be
any less arbitrary. Moreover, the authors’ approach is not based on people’s revealed
behavior relating to their tradeoffs between income and longevity.

As a third party themselves, Philipson and Soares specify for the representative
individual in society an instantaneous utility function of income that is of constant
elasticity form. The individual is assumed to have perfect foresight, to live for exactly
T years (the life expectancy at birth in the society), and to discount future utility
(rather than income or consumption) at the rate r, taken to be 2.5 percent a year.
That future utility should be discounted in this context (of complete certainty) is
highly questionable and cannot in my opinion be justified, but this issue is not cen-
tral to the points I wish to make.

The present value of the constant instantaneous utility stream u(y) for T years, dis-
counted at the rate r, is what Philipson and Soares call the indirect utility function:
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which is a function of annual income y and life expectancy T (notation as in the con-
ference version of the article). 

For simplicity (and correctness), let us assume that r = 0, so that the indirect util-
ity U(y, T) is simply u(y).T, the sum total of utility over the individual’s life span T.
With constant elasticity θ for the instantaneous utility function, the welfare of the
representative individual is simply U(y, T) = yθ.T. Philipson and Soares consider val-
ues of θ between 0 and 1 (θ = 0.1, 0.5, and 0.9) in table 1, “covering the entire
range of concave functions for the functional form adopted” (p. 13). For these val-
ues of θ, the welfare function yθ.T is a quasi-concave (but convex) function of the
variables (y, T). As Philipson and Soares state (p. 9), “the parameter θ gives the rel-
ative weight of consumption and life span in terms of utility.” From this welfare
function they construct the equivalent variation (EV) index.

Philipson and Soares’s approach is certainly one way of incorporating longevity into
a welfare index, and it may even be a reasonable way of doing so. But it is not the only
way, and it too is open to the charge of being arbitrary. There is nothing in their article
to suggest that either the specification or the parameter values of their welfare func-
tion—and hence the EV index—are based on the observed or revealed behavior of peo-
ple, as they claim. Theirs is one specification of the utility function u(y), and they simply
consider alternative values of the parameter θ for the exercises they conduct.

Of course, it is possible to imagine other specifications of a welfare index that
directly incorporates income y and life expectancy T as its arguments. Atkinson and
Bourguignon (1982), for example, do just that, taking welfare to be a concave func-
tion of (y, T). Despite all its problems, the HDI too is a concave function of (y, T),
being a positive affine transformation of the concave functions log y and T. Hence
the HDI is actually quasi-linear in T, which confers it some advantage in EV analysis.

It is instructive to explicitly consider the marginal rate of substitution (MRS)
between income y and longevity T in these two formulations, and to compare the
resulting rates. The HDI is essentially additive in log y and T, while Philipson and
Soares’s indirect utility function is essentially multiplicative in y and T. The coeffi-
cient on log y in the HDI is 1/6, and the coefficient on T in the HDI is 1/60.1 Hence,

In other words, with the HDI kept constant (along an “indifference curve”), an extra
year of life requires the sacrifice of one-tenth of annual income.

In Philipson and Soares’s welfare function, the marginal rate of substitution
between income and longevity is given by the equation:

Here the tradeoff, or the income sacrifice required for an extra year of life,
depends on the values of θ and T . For two values of the parameter θ that Philipson
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and Soares consider (θ = 0.1 and θ = 0.5) and for two levels of life expectancy T
(40 and 70 years), MRSy,T has the following values:

MRSy,T for different values of θ and T in Philipson and Soares’s welfare function

Of course, other things equal, the higher θ is, the more important income is relative
to longevity in the indirect utility function yθ.T, so that the individual is willing to
sacrifice less income for an additional year of life. 

Thus we see that the MRSy,T in the HDI of (1/10)y is encompassed by the range
of marginal rates of substitution in Philipson and Soares’s welfare function for dif-
ferent values of θ and T that they consider. Hence the HDI’s marginal rate of sub-
stitution is in no sense out of bounds; it is completely within the range of the
marginal rates of substitution implicitly assumed by Philipson and Soares.

Now let’s consider Philipson and Soares’s empirical findings. First, the regression
to the mean in life expectancy in figure 2 is not surprising. Since life expectancy has
an upper bound, we would expect that countries with a high life expectancy in
1962—for example, around 70 years—simply would not have the room for gains in
life expectancy as large as those in countries with a low life expectancy in 1962—
for example, around 40 years. Hence with generally rising incomes and improved
public health measures, we would expect convergence in longevity across countries
despite the lack of convergence in per capita income.

Second, we come to the rankings of the 83 countries according to the HDI,
Philipson and Soares’s EV index, and income (GNP) alone. The rank correlations (I
assume that they are Spearman) between the HDI and the EV index are extremely
high for all three values of θ (0.1, 0.5, and 0.9), for each year—0.97 or more in
every case. 

The rank correlations between the HDI and GNP per capita (apparently meas-
ured in constant 1995 U.S. dollars, not dollars adjusted for purchasing power par-
ity) are also very high. But Philipson and Soares do not report the rank correlation
coefficients between their EV index and income (GNP per capita) or between
changes in the EV index and changes in GNP—which they also should do.

The correlations between changes in HDI rankings of countries and changes in EV
rankings (over five-year periods) are lower. However, this does not necessarily testify
to the superiority of the EV index to the HDI in measuring change in performance.

Finally, I do not understand the relevance of section 4 (“General versus Partial
Equilibrium Valuation of Health Improvements”) to the rest of Philipson and
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Soares’s article. Nonetheless, their empirical findings do seem to support the robust-
ness of country rankings by the HDI in relation to their own full income measure of
human development. 

Note

1. The coefficient on log y in the HDI is 1/(loge 40,000 – loge 100), which is equal to 1/5.99.
See UNDP (2000, p. 269).
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