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Preface 

The concept of the smart grid promises the world an efficient and intelligent ap-
proach of managing energy production, transportation, and consumption by incor-
porating intelligence, efficiency, and optimality into the power grid. Both energy 
providers and consumers can take advantage of the convenience, reliability, and 
energy savings achieved by real-time and intelligent energy management. To this 
end, the current power grid is experiencing drastic changes and upgrades. For in-
stance, more significant green energy resources such as wind power and solar 
power are being integrated into the power grid, and higher energy storage capacity 
is being installed in order to mitigate the intermittency issues brought about by the 
variable energy resources. At the same time, novel power electronics technologies 
and operating strategies are being invented and adopted. For instance, Flexible AC 
Transmission Systems (FACTS) and Phasor Measurement Units (PMU) are two 
promising technologies for improving the power system reliability and power 
quality. Demand side management (DSM) will enable the customers to manage 
the power loads in an active fashion. As a result, modeling and control of modern 
power grids pose great challenges due to the adoption of new smart grid technolo-
gies. In this book, chapters regarding representative applications of smart grid 
technologies written by world-renowned experts are included, which explain in 
detail various innovative modeling and control methods.  

In Chapter 1, A. K Srivastava, R. Zamora, N. N Schulz, K. G. Ravikumar, and 
V. M. Mohan address two important aspects of smart grid modeling and simula-
tion including the development of a wide area monitoring and control (WAMC) 
testbed. 

In Chapter 2, C. Cecati, C. Citro, A. Piccolo, and P. Siano propose an energy 
management system for smart grids using optimal power flow and integrating the 
demand side management mechanism and the active management schemes for the 
optimization of a smart grid in a competitive power market. 

In Chapter 3, A. Egea-Alvarez, A. Junyent-Ferre, and O. Gomis-Bellmunt de-
scribe active and reactive power control for distributed generation and storage sys-
tems connected to the grid by means of voltage source converters. 

In Chapter 4, S. T. Cha, Q. Wu, A. Saleem, J. Østergaard, and Y. Ding propose 
a multi-agent based controller by utilizing different resources in the distribution 
systems to stabilize the frequency. A test platform is established to test the pro-
posed multi-agent based frequency controller. 
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In Chapter 5, A. V. Stankovic, D. Schreiber, and S. Wu present two control 
methods for complete harmonic elimination of a grid side inverter under unbal-
anced operating conditions. Simulation results show the excellent behavior of the 
wind power system under several fault conditions. 

In Chapter 6, F. Yang, V. Donde, Z. Li, and Z. Wang present their recent re-
search efforts by examining distribution automation and online system analysis. 
State-of-the-art high performance computation architectures that efficiently man-
age the complexity of the distribution system analysis problem on a large scale are 
explored.  

In Chapter 7, H. Falaghi and M. K. Mahmooee model and analyze the power 
system operation with the Battery Energy Storage Systems (BESS) in order to 
manage and control emission of power plants. Also, the life-time parameters of the 
BESS are considered in the problem modeling. 

In Chapter 8, S. Kamalasadan, J. T. Haney, and C. M. Tanton discuss the mod-
eling and control of a PV array and PEM fuel cell based hybrid smart microgrid 
system and the interconnection to power grid as a smart grid option. 

In Chapter 9, P. Siano, P. Chen, Z. Chen, and A. Piccolo propose a hybrid op-
timization method that aims at maximizing the net present value related to the in-
vestment made by wind turbine developers in an active distribution network. The 
proposed method combines a genetic algorithm with a multi-period optimal power 
flow. 

In Chapter 10, Y. Cheng and M. Sahni discuss relevant issues on wind genera-
tion resources model equivalencing, requirement and assessment of voltage ride-
though and reactive power, as well as inertial and frequency control of the wind 
generation, all from the power system planning perspective. 

In Chapter 11, A. K. Sadigh and S. M. Barakati discuss multiple topologies of 
multilevel converters as well as their several control methods. Multilevel convert-
ers have been continuously developed in recent years due to the necessity of in-
crease in power level of industrial applications. 

In Chapter 12, M. A. Sofla, L. Wang, and R. King discuss the modeling of  
DC-AC converters based on the characteristics of the microgrids. A performance 
test of microgrids is analyzed based on power quality and stability of microgrids. 

The contributors of this edited book are from both academia and industry. The 
book is primarily intended for professionals in areas including sustainable power 
systems, integration of renewable energy sources, power system monitoring and 
control, wide area measurement and control, power system planning and opera-
tions, power system reliability and security, microgrid modeling and control,  
energy storage, energy management systems, hybrid power systems, smart grid 
testbed, power system optimization, applications of high-performance computing 
in power system automation, applications of computational intelligence and  
intelligent control in power grids, and so forth. The book contains materials re-
flecting the state-of-the-art developments in modeling and control methods of 
modern electric grids. This book is expected to be useful not only to researchers 
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and industry practitioners in this field, but also to the general readers who are in-
terested in the promising applications of various smart grid technologies.  

The editor would like to thank all the authors who have contributed their valu-
able work to this book. Thanks are also due to the reviewers who have devoted 
their time to reviewing the chapters. In addition, the editor is grateful for the great 
efforts from the staffs of the publisher in making the entire publication process a 
pleasant and rewarding experience.  

 
 

June, 2011 L.Wang
University of Toledo, Ohio
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Real Time Modeling and Control of Smart Grid 
Systems 

Anurag K. Srivastava, Ramon Zamora, Noel N. Schulz,  
Krishnanjan G. Ravikumar, and Vinoth M. Mohan* 

Abstract. The real time modeling and simulation of smart grid behavior under the 
disturbance helps in the analysis and planning of system in order to minimize the 
possible damage. Real time modeling and simulations with hardware in the loop 
capabilities allows testing the smart grid control algorithms and new equipments.  

This chapter addresses two aspects of smart grid modeling and simulation. First 
one relates to the development of wide area monitoring and control (WAMC) test 
bed including phasor measurements units (PMUs), synchophasor vector processor 
(SVP), phasor data concentrators (PDC) and real time digital simulator (RTDS). A 
WAMC system provides improved reliability, security and coordinated control ac-
tions to mitigate or prevent large area disturbances. PMU technology is being  
deployed all over the world by different utilities for wide area measurement and 
control actions. These units are mainly based on time synchronized measurements 
of voltages and currents that lead to accurate decisions and faster control actions. 
RTDS was used to model and simulate power system and PMUs was used to gen-
erate measurement data for power system monitoring. Measured data was sent to 
PDC and SVP for further analysis and control. Developed WAMC test bed can al-
so be used for testing control algorithm and device performance. Second aspect of 
this chapter relates to modeling and simulation of Microgrid. Microgrid with con-
trollers have been modeled and simulated in MATLAB/ Simulink.  
                                                           
Anurag K. Srivastava · Ramon Zamora 
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1   Introduction 

Smart grid activities include phasor based application for transmission system and 
integration of distributed generation/ demand response for distribution system or 
microgrid. Even though EMS/SCADA systems can monitor a wide-area system, 
they do so with a time skew. The introduction of phasor measurement units 
(PMU) have enabled wide-area monitoring with time synchronization thereby fa-
cilitating real-time monitoring of the power system. Technological development in 
satellite based synchronization, power communication network and digital signal 
processing laid the necessary foundation for the development of PMU technology. 
Application of PMU within wide area monitoring and control (WAMC) facilitate 
real time monitoring, improved state estimation, enhanced control, model valida-
tion, post event analysis and better situational awareness [1]. With advancement in 
phasor based applications, several techniques have been developed by researchers 
for better situational awareness and decision support. These techniques need to be 
validated in real time before real time implementation in smart grid. Smart grid 
devices such as PMU, PDC has to be tested under extreme operational conditions. 
This chapter addresses the development of a wide area monitoring and control test 
bed using Real Time Digital Simulator (RTDS), Synchophasor Vector Processor 
(SVP), Phasor Measurement Units (PMU) and Phasor Data Concentrator (PDC). 
Developed test bed can be used for phasor based algorithm testing as well as 
PMU/ PDC testing under extreme scenarios through hardware in the loop model-
ing and simulation. Details for test bed developments and example of PMU per-
formance testing as well as transient stability control have been presented here. 

A microgrid is an interconnection of distributed energy sources, such as micro-
turbines, wind turbines, fuel cells and PVs integrated with storage devices, like 
batteries, flywheels and power capacitors on low voltage distribution systems. In-
telligent control and management of power flow is required with increased pene-
tration of distributed generation to have operational parameters within the limit. 
This chapter also presents modeling and simulation of microgrid and review of 
controller using MATLAB/ Simulink.   

2   Overview of Phasor Measurement and Devices 

2.1   Phasor  

Phasor measurements denote a quantity in terms of a magnitude and an angle. For 
example, the voltages, currents, and power in a power system can be represented 
in terms of phasor magnitude and phasor angle, where the phasor angles are with 
respect to a certain reference. 

Fig. 1 shows the phasor representation of a waveform. Here the phase angle is 
the angular difference between the sinusoidal peak and the time reference t=0. In a 
real power system network, instead of using an arbitrary time reference t=0, the 
angle from any one bus may be used as the reference and the relative phase angles 
at different buses are calculated using this primary bus angle as the reference.  
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Fig. 1 Phasor representation  

2.2   Phasor Measurement Unit (PMU) 

The phasor measurement unit is an electronic device that receives analog current 
and voltage signals from CTs and PTs where these signals are further processed 
using special algorithms (usually Digital Fourier Transform) to compute the pha-
sor angles and line frequencies.  

 

 

Fig. 2 PMU Block Diagram  

Fig. 2 is reproduced from [2] and shows the block diagram of the PMU. Analog 
signals from CT and PT are fed into an anti-aliasing filter that filters out frequen-
cies above the Nyquist rate. The GPS clock sends a pulse every second and the 
phase locked oscillator splits this pulse into a sequence of timing pulses. The A/D 
converts the analog signal into digital form and feeds it into the microprocessor 
which processes the input waveforms using DFT algorithms and computes the 
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phasor measurements. These measurements normally are then sent out using 
TCP/IP connections. 

2.3   Phasor Data Concentrator (PDC) 

The phasor data concentrator is an electronic device that receives its inputs from 
the PMUs, time-tags the input signals and sorts them according to their time. Two 
or more PDCs can be connected to a super-PDC. The outputs from the PDCs are 
used to monitor the system in real time and are archived for future analyses. 

3   Wide Area Monitoring and Control Testbed 

3.1   Wide Area Monitoring and Control 

The core idea of the wide area monitoring and control (WAMC) systems is the 
centralized/ distributed processing of the data collected from various locations of a 
power system, aiming at the evaluation of the actual power system operating con-
ditions and subsequent control [3]. PMUs are being increasingly deployed by 
power utilities throughout the world. When optimally placed in the electricity 
network, these can provide more comprehensive information about the system. 
The PMUs turn the state estimation measurements into linear measurements and 
can enhance the state estimation efficiency. Wide area control can addresses au-
tomatic healing capabilities to some extent by proposing decisive smart topology 
changes and control actions with the goal of maintaining the integrity of the grid 
under adverse conditions [4]. 

At any time in a conventional SCADA system, only a steady-state picture of 
the power system at an instant is available with time skew. It is highly difficult to 
construct the current scenario of the power system using SCADA information as 
data from different points reach the control centre at different times. Time syn-
chronization plays a big role in portraying the real situation of a power system 
network. 

3.2   Developed WAMC Testbed Setup  

Fig. 3 shows the wide area monitoring and control test bed that was set up at Mis-
sissippi State University. The power system was modeled in RSCAD (Real time 
Simulator Computer Aided Design) software that runs on RTDS (Real Time Digi-
tal Simulator). The RTDS [5] in our case is designed to emulate power system 
components such as CTs and PTs. The low level values from RTDS are directly 
fed into the SEL-421 Phasor Measurement Control Unit (PMCU) but in the case 
of GE relays D60 and N60, the values are amplified using the Omicron amplifier. 
PMCU have ability to provide control signals in addition to phasor measurements. 
All the PMUs are time synchronized using a time signal from the GPS clock SEL-
2407. The outputs from the three PMUs are sent to the SEL-3306 Phasor Data  
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Fig. 3 Developed wide area monitoring and control testbed  

Concentrator (PDC). Outputs from two PMCU were also sent to SVP to take con-
trol action. SEL-5078 synchrowave console is used to monitor the phasor values 
of the original power system modeled and simulated in RSCAD. 

Interface between RTDS, PMCU, PMU, PDC, and SVP were established 
through several communication links. Table 1 shows the different cables that were 
used to connect the individual devices [6].  

Table 1 Connection cables used in the test bed 

 
The SEL-421 is a distance protection relay that has PMU capabilities. The 

PMU capability is enabled by setting the command EPMU under global enables to 
‘Y’. When high quality time signal is fed into the PMU, the relay bits TSOK and 
TIRIG would be set indicating that the relay is in high accuracy time keeping  
 

To From Cable 

SEL 421   (PMCU) Computer (commands) C234A 

SEL 421   (PMCU) PDC C276 

GE D70    (PMCU) PDC (data) Ethernet 

GE N60    (PMCU)  PDC (data) Ethernet 

SEL-3306 (PDC) Computer (commands) C235 

SEL-3306 (PDC) Computer (data) Ethernet 

SEL 2407 (Clock) SEL 421 C953 

SEL 2407 (Clock) GE relays C953 
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mode. The SEL-2407 clock was set to Greenwich Mean Time. To check if the re-
lay is working in PMU mode, the command MET PM can be used. It displays the 
synchrophasor measurements at that particular instance. To connect to the PDC 
over Ethernet, an IP address first has to be assigned. The command STA is used to 
find the device status. The SEL-3306 has two Ethernet interfaces and the first in-
terface was enabled. Further settings for the PDC are changed on the browser by 
logging on to the assigned IP address. 

 

 
Fig. 4 SEL 3306 settings  

Fig. 4 shows the settings for SEL 3306 [6]. The IP address, subnet mask, gate-
way address and the IP address of the host computer are to be fed into the PDC 
settings. Also the message rate, frequency rate, waiting period, time out, IRIG-B 
type, and date format are set using the browser. 

The C276 serial cable from the SEL-421 is connected to the 10th serial port on 
the PDC. The setting for that particular port is given in Fig. 5. The serial port is 
enabled, the message format is set to C37.118 and the speed of the message is set 
at 57600. The two GE PMUs are connected to the PDC using Ethernet cables.  
Fig. 6 shows the Ethernet settings for the two GE PMUs. 
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Fig. 5 Settings for serial port connection for SEL 421 and SEL 3306   

 

Fig. 6 Ethernet port settings for GE PMU  

The IP addresses for GE PMU were entered using the GE Enervista software. 
In addition to the communication settings, the PMUs have to be tuned to receive 
the inputs from the simulated CTs and PTs. The CT and PT ratings are entered in-
to the Enervista software as shown in the Fig. 7 [6]. The CT and PT ratios are not 
practical values as several scaling factors are to be taken into account in modeling 
process.  

The SEL-5078 synchrowave console runs on the computer and shows the pha-
sor measurements. The computer needs to be configured to get data from the PDC.  
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Fig. 7 CT and PT settings for GE PMU  

4   Performance Testing of Phasor Devices 

4.1   Power System in RSCAD 

Fig. 8 shows the 8-bus system [6] that is simulated using the RTDS. The outputs 
from the two CTs and PTs are fetched from the RTDS device and fed into the SEL 
and GE relays. The 8 bus system has a three-phase source, transformer, two paral-
lel transmission lines and a three-phase load connected through a network of 8 
buses.  

 

Fig. 8 Eight bus power system  
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When the modeled power system is simulated, the signals from the CT and PT 
are sent to the respective PMUs. These PMUs compute the phasor measurements, 
time stamp them using the GPS signal and send them to the PDC which displays 
the data on the screen in addition to archiving. 

4.2   Phasor Measurements Display 

The synchrowave phasor measurements can either be observed on the browser or 
in the synchrowave console. Fig. 9 shows the phasor measurements IA, IB, IC 
from the PMCUs SEL-421 and GE-D60 displayed on the browser [6].  

 

 

Fig. 9 Phasor measurement display from PDC  

4.3   Frequency Monitoring 

Both the PMUs come with the ability to monitor frequency and rate of change of 
frequency. Fig. 10 shows the frequency as observed by both PMUs. During the 
first half of the graph, the SEL-2407 was in holdover mode with a time quality be-
tween ±1 µs and ±100 µs. As shown in figure, during this time, the frequency 
measured by PMU-1 has spikes with very small magnitude while PMU-2 was 
producing steady frequency measurement output. 
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PMU-1 frequency 

PMU-2 frequency

 

Fig. 10 Frequency monitoring using PMU  

4.4   Voltage Monitoring at Off-Nominal Frequency 

The 8-bus test case system was simulated using only the SEL PMCU connected 
and faults were applied between the bus 2 and bus 3 and the measurements made 
by the device were observed. Table 2 shows the average value of the voltage  

 
Table 2 Voltage magnitude at different off-nominal frequencies   

Frequency Before fault During fault After fault 

59.30 193064.50 30688.74 193080.20 

59.60 193017.90 30670.30 193097.40 

59.60 193015.00 30705.06 193032.40 

59.80 192963.80 30717.07 192978.50 

60.00 192940.90 30661.15 192966.64 

60.00 192955.00 30655.55 192975.00 

60.02 192901.70 30663.51 192918.10 

60.20 192909.40 30659.04 192923.90 

60.40 192878.50 30661.42 192901.60 

60.70 192828.70 30674.88 192924.20 
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magnitudes at different frequencies measured by SEL PMCU that was outputting 
data at the rate of 60 messages per second. For all the different frequencies, the 
voltage magnitude was around 193 kV before the fault was applied. During fault, 
for all cases, the voltage fell to around 30 kV. After the fault was cleared, the volt-
age again regained its initial value of around 193 kV. 

The voltage changes with frequency and exhibits transient behavior during the 
fault. From Table 2, it can be seen that the voltage is dropping with increase in 
frequency, which can be explained using the equation: V(t) = Vmax cos(wt+δ). As 
the value of frequency increases, the overall cosine value (throughout the entire 
time period) decreases thereby reducing the average voltage. 

5   Phasor Measurement Based Control Algorithm 

5.1   Test Case for PMU Based Control 

The test case used in this work is shown in the Fig. 11 [7]. The power system has 
been modeled in RTDS with the machine and system control dynamics. Power 
System Stabilizer (PSS) and type ST1 excitation system available in RSCAD 
software are considered along with the generators. The typical exciter gain value 
for all the generators is 200. Generators G1, G2 and G3 are rated for 500MW, 
700MW and 600MW respectively. L1 and L2 are RL type dynamic loads rated 
800MW and 1000MW respectively. The RL load type is referred as dynamic load 
because the P and Q values can be dynamically adjusted during a simulation. 

 

 

Fig. 11 Test case used for wide area control  

In this test case, three generators and two dynamic loads have been used. Two 
Phasor Measurement and Control Units (PMCUs) have been placed at bus 1 and 
bus 2. The angle difference between these buses is measured for steady state con-
dition and also for fault condition.  
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Basically, the PMCUs and RTDS act in close loop hardware in the loop. The 
PMCU measurements from RTDS are sent into the synchrophasor vector proces-
sor as input data into the wide area control algorithms. An angle difference 
scheme has been built in the synchrophasor vector processor, as shown in Fig. 12. 
This scheme has been programmed to receive bus voltage angles and calculate the 
angle difference.  

5.2   Implementation of Control Algorithm 

The wide area control algorithm has been designed and implemented in the syn-
chrophasor vector processor. The SVP receives the phasor inputs from the PMUs 
and computes the difference between positive sequence voltage angles at Bus 1 
and Bus 2. SVP asserts the corresponding alarm based on thresholds set at 150 de-
grees (0ms pickup timer) for Level 1 and 300 degrees (5ms pickup timer) for  
Level 2. If the angle difference exceeds the threshold, the alarm is asserted and it 
activates the Fast Operate (FO) function block. When the FO function block is ac-
tivated, it sends the corresponding fast operate command (FOS command used for 
sending control signals) to the external control device (in this case, it is the PMCU 
1) with the assigned IDCODE, when the Enable (EN) input is true. The angle dif-
ference schematic is shown in Fig. 12 [7].  

In Fig. 12, the PADM is the Phase Angle Difference Monitoring Block which 
has inputs such as angle 1 and angle 2 in radians, two levels of thresholds and 
pickup timers along with Second of Century (SOC) and Fraction of Second (FOS) 
of the incoming data. The outputs of these PADM blocks are angle difference, two 
alarms, SOC and FOC of the output along with an indicator (OK) for valid PADM 
output. The Rising edge Trigger (R_TRIG) is used to enable the Fast Operate (FO) 
block corresponding to the alarm. The Falling Edge Trigger (F_TRIG) is used to 
clear the control command after the FO block sends it to the PMCU. 

 

 

Fig. 12 Function Block Diagram Programming in SVP  
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Initially, the phasor voltages, currents and angles were sent to the SVP through 
PMCUs during the stable condition of the power system simulating in RTDS. The 
angle difference between Bus 1 and Bus 2 was calculated in SVP using the PMCU 
measurements and it was validated with the angle difference calculation in the 
RTDS. Fig. 12 shows the angle difference as 27.54425 degrees in the SVP which 
is also the same in RTDS as shown in Fig. 13. 

 

 

Fig. 13a Angle Difference between Bus 1 and Bus 2 terminal node voltages in RTDS dur-
ing steady state  

 

Fig. 13b Angle Difference between Bus 1 and Bus 2 during Fault condition  
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The system in RTDS has been simulated for 15 seconds with a time step of 100 
microseconds. A fault of 28 cycles (467 ms) was applied on Bus 5 and undamped 
growing oscillations were observed in the system. The system’s critical clearing 
time was observed as 450 ms cycles. In this case, the generators become unstable. 
The rotor angle velocity increases beyond limits and generators lose synchronism. 
The angle difference between Bus 1 and Bus 2 as well as transmission line real 
power flow are shown in Figs. 13 and 14 respectively. 

 

 

Fig. 14 Transmission line 1 and transmission line 2 real power between bus 1 and bus 2 
during fault condition  

 

Fig. 15 Angle Difference between Bus 1 and Bus 2 after SVP action  
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The synchrophasor vector processor action is shown in Figs. 15-17, where the 
SVP calculates the angle difference and initiates the alarm, which corresponds to 
the activation of a control signal as shown in Fig. 16 for the system protection by 
shedding the load 2. The control signal is transferred from the SVP to the PMCU 
and the PMCU opens up a breaker, which allows load shedding. 

 

 

Fig. 16 Control (trip) signal for load shedding after SVP action  

 

Fig. 17 Transmission line 1 and transmission tine 2 real power between bus 1 and bus 2 af-
ter SVP action  
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Fig. 18 Angle difference between bus 1 and bus 2 terminal node voltages in RTDS after 
SVP action for fault on bus 4  

Similar type of fault was applied at Bus 4 for validating the operation of the 
SVP. The SVP action is shown in Fig. 18. Here the angle difference between the 
two buses does not settle down immediately, and rather it takes some time, after 
the action of the SVP. This test bed smart grid monitoring and control was further 
developed to include cyber security with enhanced communication [8]. 

6   Modeling and Simulation of Microgrid 

6.1   Introduction to Microgrid 

The interest in microgrid has been increased since last decade due to its potential 
benefits to provide reliable, secure, efficient, environmentally friendly, and sus-
tainable electricity from renewable energy sources (RES) [9]. Moreover, micro-
grid has also been implemented in disaster management to improve power system 
resilience following a catastrophe or big disturbance. Many aspects of microgrid 
ranging from architecture to controls have been researched and implemented in 
laboratory test-beds and field models. A basic microgrid architecture is shown in 
Fig. 19 [10]. This microgrid consists of a group of radial feeders, which could be 
part of a distribution system or a building’s electrical system. There are three sen-
sitive-load feeders (Feeder A-C) and one non-sensitive-load feeder (Feeder D). 
The sensitive load feeders contain sensitive loads that must be always supplied, 
thus each feeder must have at least a microsource rated to satisfy the load at that 
feeder. On the contrary, the non-sensitive load feeder is the feeder that can be shut  
 



Real Time Modeling and Control of Smart Grid Systems 17
 

 

Fig. 19 Microgrid architecture  

down if there is a disturbance or power quality problems on the utility side; the 
non-sensitive load feeder will be left to ride through the disturbance or power 
quality problems [11]. 

When there is a problem with the utility supply, Feeders A-C can island from 
the grid using the static switch that can separate in less than a cycle to isolate the 
sensitive loads from the power grid to minimize disturbance to the sensitive loads. 
In an islanded operation, a microgrid will work autonomously, therefore must 
have enough local generation to meet the demands of the sensitive loads [10,11]. 
Furthermore, a disturbance causing an individual feeder operation may also occur. 
Considering this particular scenario in the microgrid design, each sensitive-load 
feeder must have enough local generation to supply its own loads while the non-
sensitive-load feeder will rely on the utility supply. 

After any disturbance, the microgrid will reconnect to the utility and work nor-
mally as a grid-connected system. In this grid-connected, excess local power gen-
eration, if any, will supply the non-sensitive loads or charge the energy storage 
devices for later uses. The excess power generated by the microgrid may also be 
sold to the utility. In this case, the microgrid will participate in the market opera-
tion or provide ancillary services. The disconnection or reconnection processes 
must be specified by the point of common coupling (PCC), a single point of con-
nection to the utility located on the primary side of the transformer. At this point, 
the microgrid must meet the established interface requirements, as defined in 
IEEE standard 1547 series [12-18]. Furthermore, the successful disconnection or 
reconnection processes depend upon microgrid controls. The controllers must in-
sure that the processes occur seamlessly and the operating points after the proc-
esses are satisfied [19]. 
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Another important characteristic of the CERTS architecture is the energy man-
ager which is responsible to manage system operation through power dispatching 
and voltage setting to each microsource controller. Some possible criteria for the 
microgrid to fulfill this responsibility are as follows [10]: 

• insure that the necessary electrical loads and heat are fulfilled by the micro-
sources; 

• insure that the microgrid satisfies operational contracts with the utility; 
• minimize emissions and/or system losses; and 
• maximize the operational efficiency of the microsources. 

6.2   Microgrid Control 

Microgrids controllers can be based on hierarchical controls as shown in Fig. 20 
including centralized or decentralized controllers. The control level of hierarchical 
systems can be classified as follows [19-21]: 

• Local controllers consisting of Microsource Controllers (MCs) and Load 
Controllers (LCs); 

• Microgrid Cental Controllers (MGCCs); and 
• Distribution Management System (DMS). 
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Fig. 20 Hierarchical control of microgrid  

Local controls are the basic category of microgrid controls. The main usage of 
local controllers is to control microsources. This type of controllers is aimed to 
control operating points of the microsources and their power electronic interfaces 
without communication systems. No communication systems result in simple cir-
cuitry and low cost. The measured data for local controllers are local voltages and 
currents [10-11].  

In most microgrid applications, local controllers will coexist with other type of 
controllers, while in fully islanded microgrids, as described in [22-23], the local 
controllers are the only required controllers. The local controllers must also ensure  
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the “plug-and-play” function of microsources; one or several microsources must 
be able to seamlessly connect or disconnect to the distribution network when and 
where they are needed. The MCs may also be enhanced with various degrees of 
intelligence. In addition, LCs are installed at the controllable loads to provide load 
control capabilities. LCs are commonly used for demand side management. For 
each microgrid, there is an MGCC that interfaces between the DMS and the mi-
crogrid. The MGCC may have different roles ranging from simple coordination of 
the local controllers to the main responsibility of optimizing the microgrid opera-
tion. The difference between centralized and decentralized controls is defined by 
the centralization roles assumed by the MGCC; the level of decentralization can 
vary depending on the share of responsibilities assumed by the MGCC and the 
MCs and LCs. In a centralized control, MCs and LCs follow the orders of MGCC 
during grid-connected mode and have autonomy to perform their own controls 
during islanded mode. 

In decentralized controls, the main responsibility is given to MCs to maximize 
their production in order to satisfy the demand and probably provide the maximum 
possible power export to the grid taking into account current market prices. The 
decentralized control is aimed to maximize autonomy of the microsources and 
loads. Several intelligent methods based on peer-to-peer algorithm, such as multi-
agent-based [26] and gossip-based algorithms [27], may be used for decentralized 
controls. 

DMS or Distribution Network Operator (DNO), to which several MGCCs are 
interfaced, has responsibility to manage the operation of medium and low voltage 
areas in which more than one microgrid may exist. In addition, one or more Market 
Operators (MO) will exist in the system if the microgrids participate in market op-
eration. DNO and MO are not parts of microgrids but representatives of the utility. 

In order to utilize renewable energy optimally without having problems related 
to variability and intermittency of energy and also instability of electricity, a prop-
erly designed storage system must be implemented in a local power system con-
taining large number of small-scale RES. This optimal utilization can be fully 
competitive either technically or economically to the utilizations of energy from 
the best fossil fuels or nuclear technologies [23]. Microsources have small gener-
ating capacities and mostly require inverters to convert their output to suit power 
system specifications. Thus, the connections of small-size sources which are  
dominated by power-electronic-interfaced sources can be considered as inertia-
less systems [28]. This inertia-less system cannot response to the initial or surge 
power or energy mismatch by using their machines’ inertia as commonly found in 
bulk systems. Therefore, a microgrid requires energy storage systems to solve the 
mismatch problems. 

Owing to the facts that different RES have different characteristics and the  
likeliness of hybrid energy sources in a microgrid, the design of versatile energy 
storage systems having capability to operate in wide ranges of power density and 
energy density is required. Since no single energy-storage technology has this ca-
pability, system will incorporate combinations of technologies such as superca-
pacitors, batteries, superconducting magnetic energy storage (SMES), and kinetic 
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energy storage in flywheels [29]. The capacity of the energy storage system de-
pends upon the characteristics of compensation being provided.  

Besides optimizing system operation electrically, microgrid controls also aim to 
optimize production and consumption of heat, gas, and electricity in order to im-
prove overall efficiency. Moreover, controlling a large number of microsources 
and storage having different characteristics will be very challenging due to the 
possibility of conflicting requirement and limited communication. Transitions 
from grid-connected to islanded modes of operation are likely to cause large mis-
matches between generation and loads, causing a severe frequency and voltage 
control problem. The “plug-and-play” capability may also create serious problem 
if the connection and disconnection processes involve big number of microsources 
at the same time. 

6.3   Simulation Results 

The microgrid model was developed as given in Fig. 21. The microgrid consists of 
several microsources: a PV Array of 10 kWp, and a wind turbine of 100 kVA, and 
sensitive loads of 109 kW and 1.1 kVAR, two batteries as energy storage ele-
ments, and a three phase voltage source representing the grid including its loads 
and the non-sensitive load of the microgrid. The non sensitive load is placed on 
the grid side of the circuit breaker. In the islanded operation, the microgrid only 
supplies the sensitive loads while the non sensitive loads will be supplied by the 
grid.  

 

 

Fig. 21 Microgrid test case system in MATLAB 
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Fig. 22 Phase-R voltages of grid and microgrid and microgrid voltages at the point of con-
nection to the grid 

 

Fig. 23 Microgrid currents  
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The simulation was conducted in Matlab/Simulink. The wind turbine model 
used in the simulation is the built-in model in SimPowerSystem toolbox of Mat-
lab/Simulink and the PV array model is based on [30]. The simulation was con-
ducted to assess the basic operation of the system in islanded and grid-connected. 
First, the microgrid operates in islanded mode. After 3 cycles (50 ms) of the  
islanded operation, the breaker closes and the microgrid connects to the utility. For 
the grid connected operation, both microgrid and utility must fulfill the following 
requirements: 

• The voltage magnitude is equal, 
• The frequency is equal, and 
• The phase sequence is the same. 

 

Fig. 24 Active and reactive power supplied by the PV Array 

The simulation result in Fig. 22 shows the phase-R voltages of the microgrid 
and utility [23]. The figure shows that the microgrid voltage and the utility voltage 
are overlapping. This means that the requirements for interconnection are satis-
fied. The figure also shows three-phase voltages of the microgrid, which is bal-
anced. The microgrid current by pointing contribution current from the PV array 
and the Wind Turbine-Induction Generator are plotted in Fig. 23. The currents de-
crease when the microgrid is operated in grid-connected mode due to the contribu-
tion of the main grid to supply the local loads. The connection process from  
stand-alone to grid-connected operation is seamless and has no overshoot current. 
Furthermore, Figs. 24 and 25 show active and reactive power supplied by  
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Fig. 25 Active and reactive power supplied by the Wind Turbine-Induction Generator  

 

Fig. 26 Output voltage, current, and power of the PV Array  
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both microsources. The figures show that in the stand-alone operation the micro-
sources share the local loads accordingly, while in the grid-connected operation 
the main grid also supplies the local loads resulting in the decrease of the power 
supplied by the microsources. 

In addition, Fig. 26 shows output voltage, current, and power of the PV array. 
The Maximum Power Point Tracking (MPPT) algorithm applied in this simulation 
ensures that the PV Array operates at its maximum power point. The maximum 
power point has the following quantities: 

• Voltage at the maximum power point is 335 V, 
• Current at the maximum power point is 32 A, 
• Maximum power is 10.8 kWp. 

7   Summary 

Modeling of smart grid system requires modeling of transmission and distribution 
system with newly integrated components. The wide-area monitoring and control 
test bed was developed utilizing Real Time Digital Simulator (RTDS), Phasor 
Measurement Units (PMU’s), Phasor Data Concentrator (PDC) and Synchro-
phasor Data Concentrator (SVP). The frequency and phasor measurements were 
observed for different time accuracies and during off-nominal frequencies. The 
simulation results of wide area control using SVP were presented. The modeling 
of the test system in RTDS and the control algorithm in the SVP were discussed 
and analyzed. An angle difference scheme was implemented for the power system 
test case developed in RSCAD.  

This chapter also presented modeling and simulation of microgrid using 
MATLAB/Simulink. Microgrid can provide reliable power delivery due to its 
ability to island from the main grid and to connect and disconnect one or several 
microsources in the “plug-and-play” function. The model has two microsources, 
two batteries, and local loads. The model has been verified for grid connected and 
stand-alone operations. The connection and reconnection processes are seamless 
and the voltage and current waveforms show that the system operate normally. 
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Smart Grids Operation with Distributed 
Generation and Demand Side Management 

C. Cecati, C. Citro, A. Piccolo, and P. Siano* 

Abstract. The integration of Distributed Generation (DG) based on renewable 
sources in the Smart Grids (SGs) is considered a challenging task because of the 
problems arising for the intermittent nature of the sources (e.g. wind or sun), only 
partly predictable. Another important issue concerning the design of SGs is how to 
support the consumers’ participation in the electricity market minimizing the costs 
of the global energy consumption. This chapter proposes an Energy Management 
System for SGs using Optimal Power Flow and integrating the demand side man-
agement mechanism and the active management schemes for the optimization of a 
SG in a competitive power market. The idea is that they can achieve a better inte-
gration of different types of DG improving flexibility while reducing the costs of 
energy for customers. The efficiency of the proposed technique is verified on a 19-
bus 11 kV distribution network. 

1  Introduction 

The increasing diffusion of Distributed Generation (DG) based on renewable 
sources is significantly affected by the discontinuous and partially predictable be-
haviour of the renewable energy resources like the wind or the sun.  

Network stresses due to recurrent over voltage/current as well as power system 
instability conditions are limiting factors to a large penetration of renewable DG 
because of the increasing costs of power system upgrades needed for improving 
network capacity of integration and flexibility [1]. 

Many papers dealing with the problem of the grid integration of large amounts 
of renewable DG [2]-[4] have been proposed as well as many solutions for the 
electrical energy efficiency raise [5]-[7]. Some papers deal also with the participa-
tion of end consumers in the electricity market in order to minimize the costs of 
energy consumption [8]-[10].  
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Other papers foresee the birth of new investors in the energy system capable of 
purchasing energy when the price is low, reselling it during peak loads, thus prof-
iting by the open energy market [11], [12]. All these new opportunities require an 
active network management based on a real-time pricing of the electricity, which 
undoubtedly will be a key feature of the Smart Grid (SG) in which energy prices 
will frequently change during the day according to the availability of energy pro-
duced by renewable sources [13], [14]. 

The term smart grid makes reference to a fully automated electric power system 
controlling and optimizing the operation of all its interconnected elements in order 
to guarantee the most efficient and safely operations during the electricity genera-
tion, transmission and distribution processes [15]. 

The interaction mechanisms between the grid system and the individual end us-
ers will change and demand side participation in competitive power markets will 
represent a strategic resource to manage. In this scenario, end users will play a 
strategic role by modifying their energy consumption, thus giving an important 
contribution to the balance between demand and supply [16].  

These features attracted significant research attention during the last decade and 
several studies demonstrated that the growth of the SG will greatly depend on the 
availability of sophisticated the Demand Side Management (DSM) systems [17]. 
DSM concept includes a set of strategies adopted by grid operators in order to in-
fluence the users’ electricity demand , favoring the higher electrical energy de-
mand when it is mostly available with the aim of achieving energy cost reduction 
for both consumers and grid operators and allowing the best use of renewable 
energy sources. 

DSM includes mechanisms of Price Responsive Demand and Demand Re-
sponse Programs, the latter defined as the customer’s ability to modify his own 
electricity demand in response to signals forecasted by the system when reliability 
is not guaranteed. Essentially, it refers to curtailment service programs actualized 
by paying the end-users to take their electrical load off when the system is defi-
cient in capacity or operating reserves. Price-responsive demand refers to the 
changes applied by consumers to their electric load profile in response to energy 
market price signals to improve the economic efficiency of the energy consump-
tion. It is a mechanism increasing the economic efficiency of an electricity mar-
kets by encouraging the energy load demand when the real-time price is low and 
discouraging it when it is high. In this way the peak demand as well as the need of 
additional generation and transmission infrastructures can be significantly reduced 
[18]-[20]. 

It’s worth noting that customer’s response depends on the load type that can be 
fixed, curtailable or shiftable. While fixed loads are inelastic to price, curtailable 
loads are inessential loads that can be shed (but not shifted) due to high prices or 
incentives. On the contrary, shiftable loads can be moved to other periods during 
the day.  

The actualization of these new mechanisms is possible thanks to the new tech-
nologies. In fact, a SG includes complex communication systems allowing real 
time information exchanges about electrical energy price and availability.  
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This chapter is based on the idea that a combination Active Management 
Schemes (AMS) and DSM can improve variable renewable energy exploitation by 
allowing a better integration of different types of DG, such as diesel generators 
(DGens), wind turbines (WTs), photovoltaic generators (PV) and other sources. 
By supporting the electricity market in a SG, this combination can also increase 
flexibility in electricity consumption while reducing the costs of energy for  
customers. 

On these basis, an Energy Management System (EMS) making use of an Op-
timal Power Flow (OPF) that integrates AMS and DSM and aims at maximizing 
the social welfare in a competitive power market is proposed.  

The efficiency of the proposed method, is successful demonstrated on a 19-bus 
11 kV radial distribution network.  

In the following, Sections 2 presents a scheme to actualize the active control of 
a SG, Section 3 describes the mathematical problem formulation, Section 4 
presents different case studies. A discussion on the presented results is given in  
Section 5 while conclusions are drawn in Section 6. 

2  The Smart Grid Infrastructure 

Active power networks require new control methodologies and techniques needed 
for achieving a dynamical control of all the interconnected elements, thus optimiz-
ing network operations and ensuring regulatory status of the whole electrical sys-
tem. A possible scenery for the actualization of this infrastructure is described in 
Figure 1.  

The main elements of the system are: 

- Remote Terminal Units (RTUs); 
- Supervisory Control And Data Acquisition (SCADA); 
- Energy Management System (EMS); 
- Advanced Metering Infrastructure (AMI); 
- State Estimation Algorithms (SEA); 
- Generation and Load Forecast System (GLFS). 

The SCADA transmits the measurement data provided by remote collecting data 
devices (RTUs) placed in strategic positions along the grid to the EMS.  

In order to obtain a full control of the grid, real time information of the state of 
the network are needed to identify the current and voltage profiles at all its nodes. 
To achieve this goal the use of SEA, i.e. a set of methods and mathematical proce-
dures for evaluating the state of a network by making use of remote measurements 
of apposite parameters is required. Moreover, as load flow and voltage profiles es-
timation suffers from a substantial inaccuracy and in order to obtain an accurate 
state estimation, adequate monitoring systems [21] as well as an AMI, based on 
wireless and/or wired automatic metering systems (smart meters) with bidirec-
tional capabilities, are needed [22]-[25].  
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Fig. 1 Energy Management System in the Smart Grid infrastructure. 

Optimization, monitoring and control of the SG performances are entrusted to a 
suite of hardware/software applications that constitutes the so-called EMS [26]. 
After evaluating the data coming from SCADA using SEA [27] it determines 
those actions required for achieving the optimum state of the grid, setting the op-
timal combination of control variables including the reference values for the active 
and reactive power dispatching and the position of the OLTC transformer in the 
substation.  
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The proposed EMS, making use of SEA and GLFS [28], evaluates current and 
voltage profiles at all nodes and determines those actions needed for maintaining 
the optimum state of the network. In order to determine these actions, the EMS 
execute an OPF with the aim of maximizing the social welfare in a competitive 
power market. In particular, the complementary operations executed by the EMS 
are: 

- a first one day-ahead schedule of DGs according to the market prices; 
- a real time intra-day optimization operation that every m minutes modifies the 

scheduling in order to consider the operation requirements.  

3  Mathematical Problem Formulation 

Recently, the OPF problem has received a particular attention from the perspective 
of global optimization methods including genetic algorithms [29]-[30], simulate 
annealing [31], tabu search [32], nonlinear programming solvers [33] and so on, 
however, these techniques require very high speed computers especially for large-
scale systems. The optimization approach proposed in this chapter, i.e. Sequential 
Quadratic Programming (SQP), provides very good results, comparable with the 
performances of interior point method solution of OPF relaxation [34], without re-
quiring huge amount of computational resources. 

Nevertheless, the proposal of a new solution methodology offering relative ad-
vantages if compared with other optimization methods is outside the scope of this 
chapter. The major aim and novelty of this study is, instead, to evaluate the bene-
fits of DSM and AMS, such as on-load tap-changers (OLTCs) regulation and the 
WTs power factor control [35], integrated in the OPF for the optimization of a SG 
in a competitive power market.  

In the assumed open market environment structured as a pool, the energy trad-
ing takes place over regular intervals of time. Each source or load, every m mi-
nutes, e.g. 15 minutes, bids for the production or the consumption for the next 
hour in m-minute intervals. The Distribution System Operator (DSO) optimizes 
the market operation sending dispatch signals to the local DG controllers and load 
controllers, as well as to the OLTC. The objective consists in supplying at lower 
cost without any security violations all pool demand [36], maximizing during each 
time interval the social welfare: 
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secondary voltage of the OLTC and the active and reactive power injected or ab-
sorbed by generators and loads.  

 is the set of pool load buses; 

 is the set of pool generator buses; 

 is the demand vector; 

 is the benefit of consumer .  

 is the supply vector; 

 is the cost of supplier . Subscript 

 and subscript  signify a relation to active and reactive power, respectively. 

In the pool model, production costs and benefit functions are assumed as quadratic 
functions of active and reactive power of pool loads and generators, as follows: 

 (2) 

 (3) 

 (4) 

 (5) 

The price-dependent load is modeled with a consumer benefit function, , 

concave and increasing, with  including both the real and reactive power de-
mand [36]. 

In order to integrate the simulation of reactive power exchange, market price-
dependent reactive loads should be considered. As reactive power acts more as a 
service which enables the consumption of real power, a benefit function different 
from the real power benefit equation should be determined.  

Accordingly, the benefit of the reactive power can be considered as the avoid-
ance of its shifting from a given desired level for a specified active power con-
sumption. Desired reactive power demand is that required by the load at the given 
load level and can be defined as a function of the real power demand 

. Assuming that the magnitude of the function increases with 

 as  and considering a concave function for  as 

 follows Eq. (5). 

In the objective function, the active and reactive power production costs of the 
generators, as well as the costs of the power imported/exported from/to the 
HV/MV transformer referred to as the slack bus, i.e. the boundary between the 
MV distribution network and the HV transmission network, are considered.  
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In order to maximize the social welfare the nonlinear programming formulation 
of the OPF described in [37]-[40] has been modified in order to include the AMS. 
The OPF has been solved by SQP and a nonlinear programming solver was used. 
SQP applies the equivalent of a Newton step to the KKT conditions of the nonli-
near programming problem and this leads to a fast rate of convergence [41], [42]. 

3.1  Discrete Variables Handling 

Using both discrete and continuous controls converts the OPF into a mixed dis-
crete-continuous optimization problem. Since in the considered mixed-integer 
nonlinear problem the sole integer variable is the OLTC transformer tap, the solu-
tion of the mixed-integer nonlinear programming problem was implemented in a 
two-stage approach [43]. First, a solution over the full range of variables is gener-
ated while assuming that all variables are continuous. Then, the discrete variable 
was moved to the nearest discrete setting, and treated as fixed in a second-stage 
solution. The second solution was compared to the first finding a negligible differ-
ence between these two solutions: this would imply that the effects of the OLTC 
discretization is negligible [43]. In fact, it is largely agreed that the round-off 
technique is generally suitable for discrete variables with small steps (e.g., OLTC 
transformer ratio and phase shifter angle) but requires some caution for discrete 
variables with larger steps (e.g. shunt compensation banks, network switching) 
[44]-[46]. 

3.2  Constraints 

The equality constraints  represent the static load flow equations 

such as Kirchhoff current law , where is the set of busses (indexed by 
b) and Kirchhoff voltage law , where  is the set of lines (indexed by l) 
[33]. 

The inequality constraints  are listed in the following: 

- Active and reactive power constraints for the interconnection to external 
network (slack bus) : 

 

 

(6) 

where  is the set of external sources (indexed by n),  and  are the 

active and reactive power outputs of n, respectively and and 

 are the min/max values they can assume. 
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- Active and reactive power constraints for generators: : 

 
 

(7) 

where  and  are the active and reactive power outputs of , respec-

tively and and are the min/max values they can assume. 

- Active and reactive power constraints for consumers load, : 

 

 

(8) 

where  and  are the active and reactive consumed by consumer , re-

spectively and and are the min/max values they can assume. 

- Voltage level constraints :  

 (9)

where  is the voltage at b,  and  are the max/min values it can  
assume. 
- Flow constraints for lines and transformers : 

 (10) 

where  and  represent the active and reactive power injection onto l re-

spectively and  the maximum power flow on l. 
The additional constraints derived from the AMS are related to the coordinated 

on-load tap-changer voltage, the WTs and DGens power factor angles. 
- Coordinated on-load tap-changer voltage constraint: 

 (11) 

where  is the secondary voltage of the OLTC, /  are the 
max/min values it can assume. 
- Coordinated generator reactive power constraints, : 

 (12) 

where  is the power factor angles of g, /  are the max/min values it 

can assume. 
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4  Case Study 

Study System  

The proposed technique was applied to the 19-bus 11 kV radial distribution sys-
tem, shown in Fig. 2.  

 

 

Fig. 2 Test network  

The phasor dynamic models for the WTs, the DGens, the OLTC and the other 
distribution system elements have been implemented using Matlab® SimPower-
Systems®. 

The two feeders are supplied by a 6 MVA 33/11 kV transformer, the tap posi-
tion allows nine different voltages with a step = 0.0235 p.u. Voltage limits 
are taken to be ±10% of nominal and feeder thermal limits are 1.5 MVA (81 
A/phase). The loading at each bus is assumed to track a load curve [27]: discrete 
load bands across a year have been considered: maximum, normal, medium and 
minimum load. The loading levels for each band are given in Table 1.  

In the test network two wind turbines (WT1 and WT2) are connected at node 7 
and 16 respectively, while a high cost DGen generating a maximum active power 
of about 600 kW is connected at bus 9. Each WT can generate about 1.05 MW of 
active power at wind speed of 12 m/s, operating within a power factor varying be-
tween 0.85 leading and lagging. The WTs generated active and reactive power de-
pendence on the wind speed is given in Table 2. It has been assumed that each 
consumer has both fixed and curtailable price responsive loads and that the SG, by 
means of the slack bus connecting it to the transmission system, participates in the 
open market as a prosumer, buying or selling active and reactive power by/to the 
grid.  

UΔ
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As regards with the loads, it has been assumed that each consumer, excepting 
the slack bus, has a load equally divided among fixed load and the price respon-
sive load. The suppliers and customers cost coefficients are given in tables 3 and 
4, respectively. 

Table 1 Maximum Network Loading 

Load Band Active  
Power [MW] 

Reactive Power  
[MVAR] 

Minimum 1.32 0.71 
Medium 1.88 1.02 
Normal 2.29 1.23 

Maximum 2.68 1.45 
 

 
Table 2 WTs generated active and reactive power 

Wind  
velocity [m/s] 

0 6 8 10 12 

Active  
Power [MW] 

0 0.11 0.30 0.60 1.05 

Maximum  
Reactive  

Power [MVar] 
0 0.07 0.16 0.32 0.47 

Table 3 Suppliers characteristics 

Supplier  
[€€ /MWh2]

 
[€€ /MWh] [€€ ] 

 
[€€ /MVarh2]

 
[€€ /MVarh]

 
[€€ ] 

Slack bus  
(Nor/Max load)  

60 220 0 0 20 0 

Slack bus  
(Min/Med load) 

52 180 0 0 20 0 

Wind  
turbine 

0 100 0 0 10 0 

Diesel  
Generator 

80 240 0 - - - 

Table 4 Customer characteristics 

Customer bus  
[€€ /MWh2] 

 
[€€ /MWh] 

 
[€€ ] 

Slack bus 40 160 0 
3 35 400 0 

9-12 40 380 0 
17 45 360 0 

2-4-5-6-7-8-10-11-13-14-15-16-18-19 50 450 0 

ga2 ga1 ga0 g2α g1α g0α

gb2 gb1 gb0
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Simulation Results 

The operation of the considered EMS endowed with AMS and DSM has been eva-
luated considering discrete load and wind speed states, respectively varying from 
maximum to minimum load and from 0 m/s to 12 m/s. The corresponding objec-
tive function and control variables are evaluated and discussed in the  
following. 

Table 5 Objective Function [Euro] 

Wind Speed 
[m/s] 

Load  

 Minimum Medium Normal Maximum 

0 192 236 161 131 
6 236 285 249 240 
8 295 374 356 380 

10 330 424 417 461 
12 372 469 505 531 

 
As expected, the objective function, shown in Table 5, increases proportionally 

to the wind speed and tends to increase proportionally to the load value too, except 
from minimum to normal load, mainly due to the different cost of the active power 
imported from the grid as defined in Table 3. 

All variable loads are supplied at their maximum values when the wind speed 
equals 12 m/s or in correspondence of the minimum load condition, as in these 
cases the network constraints are not limiting the supplied active and reactive 
power. This is mainly achieved thanks to both the DGen operation and the AMS, 
such as the coordinated voltage regulation of OLTC and the power factor control 
of WTs. In fact, as evidenced by simulation results, the AMS are able to increase 
the total absorbed power by variable loads. For instance, in case of maximum 
load, the power factor control of WTs can increase up to 10% the total absorbed 
power by loads at buses 3, 12 and 17, particularly if compared to the case with 
only the coordinated voltage regulation of OLTC. 

On the contrary, in correspondence of a wind speed of 0 m/s and 6 m/s and of 
maximum load, while all the other variable loads are supplied at the desired active 
and reactive power levels, loads at buses 3, 12 and 17 can absorb reduced active 
and reactive power as shown in Tables 6 and 7. 

While the active power absorbed by buses 3 and 12 is reduced only during 
normal and maximum load conditions, that absorbed by bus 17 is reduced also in 
the case of medium load. 
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Table 6 Active power absorbed at bus 3 and at bus 12 [kW] 

Wind Speed 
[m/s] 

Load  

Bus 3 Bus 12 

 Normal Maximum Normal Maximum 

0 329.75 445.38 476.28 355.09 
6 487.5 426.99 487.5 512.58 
8 483.42 568.75 487.5 568.75 

10 487.5 568.75 487.5 568.75 
12 487.5 568.75 487.5 568.75 

Table 7 Active power absorbed at bus 17 [kW] 

Wind Speed 
[m/s] 

Load  

 Minimum Medium Normal Maximum 

0 284.37 375.91 243.75 284.37 
6 284.37 406.25 371.04 284.37 
8 284.37 371.73 243.75 451.9 

10 284.37 406.25 487.5 368.87 
12 284.37 406.25 487.5 568.75 

 

 
Fig. 3 Diesel generator generated active power 
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In correspondence of a wind speed of 12 m/s the objective function reaches its 
maximum values, varying from 372 €€  (minimum load) to 531 €€  (maximum load) 
with an increase of 159 €€  or of 43%.  

As shown in Fig. 3, in this case, the DGen supplies active power only during 
maximum and normal loads, with about 116 kW and 321 kW, respectively. 

The active power generated by the DGen increases with the load value and 
tends to supply the loads to their maximum desired value in order to maximize the 
social welfare. Tendentiously, the lower the wind speed, the higher the active 
power generated by the DGen, while it is reduced to zero in correspondence of 
minimum/medium load and maximum wind power production. A maximum gen-
erated power of about 606 kW is generated mainly for wind speeds below 10 m/s 
and maximum and normal load conditions. 

It’s worth noting that when the wind speed is below the cut in value, the load at 
bus 17 is the most limited one absorbing about 284 kW, with a reduction of about 
50% if compared to the desired power level. As the variable loads operate at fixed 
power factor, the absorbed reactive power exhibits the same trend. Both thermal 
and voltage constraints limit, in fact, the power absorbed by loads at buses 3, 12 
and 17 for wind speeds varying from 0 m/s to 10 m/s. Fundamentally, the thermal 
constraint on the wire 0-12 limits the power absorbed by loads at buses 12 and 17, 
while the power absorbed by the load at bus 3 is restricted by the thermal con-
straint on the wire 0-1 when the power generated by the WTs is zero. In contrast, 
in all other cases, the voltage constraint at bus 3 limits the power absorbed by the 
load at bus 3, while the voltage constraint at bus 17 limits the power absorbed by 
the loads at buses 12 and 17. 

It’s worth noting that, due to the implemented AMS and, in order to reduce the 
effects of voltage drops on the wires and relieve the voltage constraints, the WTs 
supply always positive (capacitive) reactive power for positive wind speeds. The 
reactive power output from the WTs decreases with the active power output be-
cause of the fixed relation existing between the generated active power and the 
maximum reactive power that can be generated, with a maximum value of about 
0.48 MVAR, in correspondence of a wind speed of 12 m/s.  

The active and reactive power imported from the grid tend to increase for de-
creasing wind speed as shown in Fig. 4 and Fig. 5.  

This is always true for the active power except when the wind speed varies be-
tween 0 m/s and 6 m/s in correspondence of both normal and minimum load. In 
the case of normal load, the imported active power increases of about 30 kW even 
if the active power generated by the WTs increases of about 220 kW. 

This is mainly due to the corresponding increase of the power absorbed by the 
variable loads as the active power supplied by the DGen remains unchanged. In 
the case of minimum load, the increase of the active power produced by the WTs 
is, instead, counterbalanced by a corresponding decrease of the power generated 
by the DGen as in this case all the variable load is supplied at its maximum value. 

 



40 C. Cecati et al.
 

 
Fig. 4 Active power imported/exported from the grid 

 
Fig. 5 Reactive power imported/exported from the grid 
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The relation between the tendencies of the imported/exported active and reac-
tive power in relation with the load value is more complex as it depends much 
more on the active/reactive power generated by the WTs and the DGen and on the 
active/reactive power absorbed by the variable loads. The total costs related to the 
active and reactive power also vary according to the active power/reactive sup-
plied by the WTs and the DGen and on the active/reactive power absorbed by the 
variable loads. 

It’s worth noting that, in correspondence of a wind speed of 12 m/s and mini-
mum load, both active and reactive power are exported to the transmission grid, 
causing an increase in both active and reactive power costs and consumers sur-
plus, if compared to the case of a wind speed of 10 m/s. The increased cost is due 
to the increased active and reactive power provided by the WTs, while the in-
creased consumer surplus is due to the active power absorbed by the slack bus par-
ticipating in the open market as a prosumer, buying and selling active and reactive 
power to the grid. In this case, in fact, the slack bus acts as a consumer as the costs 
of active and reactive power generated by the WTs are lower than the bid made 
for buying active and reactive power from the SG.  

The use of dynamic models for WTs and DGen offers the opportunity of ana-
lyzing the dynamic performances of the local control systems and the transient 
shape of system quantities. Considering a condition of maximum load, Fig. 6 
shows the variation of the current injected by WT2 and DGen due to the wind 
speed variations occurring every 5 minutes. Wind speed variations start at t=100 s 
and simulate a constant increase of the wind speed from 0 m/s to 12 m/s going 
through 8 m/s, 10 m/s and 12 m/s every 5 minutes.  

It has been assumed that within 5 minutes new reference values can be sent by 
the EMS for the active and reactive dispatching of the DGen and the WTs and for 
setting the OLTC regulation. Indeed, the measured timings demonstrated that the 
proposed method is computationally-efficient enough to reflect the real-time re-
quirements. In order to solve a single OPF with the considered network, it takes 
less than 3 minutes measuring the CPU time consumption with reference to a per-
sonal computer with a Intel® CoreTM i7 processor and 8 Gb RAM. As this time 
closely depends on the performance of the computation machine that executes the 
algorithm, it can be easily reduced with more powerful computing machines. 

The compliance with the statutory voltage and current limits are fully satisfied, 
also during transients. In particular, both the currents injected by WT2 and the 
current flowing on the wire 0-12 never exceeds the feeder thermal limit (81 
A/phase) that limits the power transfer for wind speeds below 8 m/s. 

As shown in Fig. 6, the proposed control method is able to deal with a strong 
correlation between the current injected by the WT, the DGen and the line con-
straint that, when active, limits the power absorbed by the variable loads.  

Results evidenced that the proposed optimization approach provides very good 
results, comparable with those of interior point method solution of OPF relaxation 
[26]. Moreover, to validate the results the method was also coded in the AIMMS 
optimization modeling environment [40, 47]. The non-linear programming solver 
CONOPT was employed. 
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Fig. 6 Cooperation between WT2 and diesel generator while adhering to the capacity limi-
tation of the line 0-12 

The method is scalable and can be used in EMS in order to manage large net-
works since it can cope with a larger number of control variables, as evidenced by 
other simulations with larger networks not discussed in this chapter.  

5  Discussion 

The implementation of the proposed method based on active distribution man-
agement and the functionality of the electricity market with an active customer 
connection point can improve use of energy and a renewable energy exploitation. 
In fact, the obtained results show that introducing a combination of AMS and 
DSM results in an increase of the surplus of both energy producers and customers, 
in the enhancement of the social value of wind generation to the system and in the 
reduction of standby generation.  

Therefore, AMS and DSM increase social welfare while reducing costs and 
improving reliability and the interconnection of renewable DG in distribution sys-
tems regardless of whether it is in the system. 

However, even though the base infrastructure already exists, the transition from 
automation to active control and the SG implementation is challenging. It will, in 
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fact, require substantial investments in huge hardware and software resources [35], 
[48]. 

Moreover, large amounts of voltage and power flow monitoring equipments 
should be installed across distribution networks, and a reliable communication in-
frastructure and communication standards for SCADA systems and for the inte-
gration of renewable energies such as IEC 61400 and IEC 61850 [49] need to be 
provided.  

In addition to conventional energy metering, different kinds of innovative so-
phisticated functions based on local intelligence and power electronic devices will 
be essential to enable the interactive, intelligent customer to be active in network 
management and in the electricity market. 

The customer gateway connected with DSO, service providers and electricity 
energy market players will be based on advanced AMI. Real-time electronically 
controlled devices, appliances and solutions allowing customers to dynamically 
react to changing prices should be introduced. These devices and solutions should 
be based on open standards, user friendly and should achieve a compromise op-
timal solution between energy or cost savings, customers’ standard of comfort and 
equipment duration. [50]-[52]. 

International directives or national regulatory acts are currently encouraging 
these kinds of investments and large-scale projects on SG, and smart metering in-
frastructures are initiated by utilities in the recent years [53]-[58].  

6  Conclusion 

This chapter presents a new active energy management system endowed with an 
OPF integrating demand side management and active management schemes for 
the optimization of a SG in a competitive power market is proposed. Simulations 
results evidence that it allows a better integration of different types of DG, such as 
DGens and WTs, and significantly increase the electricity consumption flexibility, 
improving the benefits for customers.  
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Active and Reactive Power Control of
Grid Connected Distributed
Generation Systems

Agust́ı Egea-Alvarez, Adrià Junyent-Ferré, and Oriol Gomis-Bellmunt

Abstract. The present chapter describes active and reactive power con-
trol for distributed generation and storage systems connected to the grid
by means of voltage source converters. Renewable generation and storage
systems connected to a three-phase three-wire grid are considered. The dif-
ferent system components are described and modelled. The overall active
and reactive power control scheme based on the instantaneous power theory
is described. The fundamental necessary control blocks are detailed including
the phase locked loop, current controllers, current references calculation and
DC bus voltage controllers. Simulations results are provided to exemplify the
described control approach.

1 Introduction

The need for more reliable and flexible power systems along with the great
potential of modern control and communication systems and power electron-
ics, has led to development of the smart grid concept [1]. Modern grids will
be required to be active and to adapt to a number of fault events ensuring
the system optimum performance during and after faults occur. Furthermore,
modern grids will have to integrate the increasing penetration of renewable
energy of intermittent nature.

Power electronics are the enabling technology to convert classical power
systems into smart grids, since they allow controlling the power flows and
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bus voltages in the milliseconds range. In particular, AC-DC converters with
bidirectional power capability are the key elements in microgrids [2, 3] and
distributed generation systems. The different configurations of variable speed
wind turbines need power converter structures based on two AC-DC convert-
ers. Each converter needs active and reactive power control capability in
order to extract the optimum power from the wind turbine while exchanging
the appropriate reactive power with the power grid. Similarly, photovoltaic
systems need a AC-DC inverter to inject the generated power into the grid.
Storage systems based on batteries also require bidirectional AC-DC convert-
ers to charge the battery or to inject power to the grid. An example scheme
of a microgrid comprising these elements is sketched in Figure 1.
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Fig. 1 Example microgrid with generation and storage systems

There exist a wide variety of converter topologies[4, 5, 6] to connect re-
newable generation or microgrid units to the main grid. Inverters to inject
power to the grid can be classified according to different criteria. Regarding
the kind of semiconductor used, inverters can be classified as:
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• Inverters based on Insulated-Gate Bipolar Transistors (IGBT) or similar
technologies that can provide fast switching and modulate any desired
voltage. The resulting converters are the so-called Voltage Sourced Con-
verters (VSC) which can control independently active and reactive power,
can provide black start capability and inject reduced harmonic currents
allowing to use lighter filters. The high switching frequency at which they
are operated implies higher losses, which is the main drawback of this
technology.

• Inverters based on thyristor or similar technologies that require the grid to
be operated. The resulting converters are the so-called Line Commutated
Converters (LCC) which can control active power while consuming non-
controllable reactive power, require the grid to be operated and require
large filters for the important harmonic currents they generate. The main
advantage is that they are available for higher voltage and power and
that they produce less losses since they commutate at low frequency (grid
frequency).

Inverters can be also classified depending on their number of levels. In low
voltage applications, it is common to use only two-levels, when the voltage
increases, several semiconductors should be placed in series. In this case,
multilevel technologies can be used, using these multiple levels to modu-
late voltages with fewer harmonic content. The different multilevel converter
topologies can be classified[7] in multilevel configurations with diode clamps,
bidirectional switch interconnection, flying capacitors or cascaded H-bridge
converters.

Concerning the system requirements that have to be provided by power
electronics, voltage fault ride-through capability for wind farms (and possibly
also for other renewable sources or for microgrids in the near future) is one
of the most relevant demands to renewable generation or microgrids. This
requirement specifies that the concerned system cannot disconnect whenever
a fault occurs, and it is specially important when the penetration of such
nodes (wind power for example) is significant enough to produce stability
problems in the main grid. Furthermore, modern microgrids and renewable
energy sources should operate as conventional power plants providing ancil-
lary services, as voltage and frequency support to the main grid.

A number of control schemes have been proposed in the literature to ad-
dress the control of power converters. Feedback controlled converters present
a series of advantages compared to open loop controlled converters. Namely
adaptability and robustness to disturbances on the grid and to different op-
eration points, fast response and higher stability have proven necessary in
most applications and have made feedback control almost unavoidable. The
feedback control techniques for power converters can be roughly classified
between linear control theory based designs and nonlinear controller designs
[8, 9].

The linear theory designs are based on the averaged model of the con-
verter, which considers the control action to be able to change continuously
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despite the discrete number of possible switching states of the converter.
This makes it possible to apply the well known linear control theory tech-
niques to design and analyze the system, providing a lot of information on
how will the system behave under different circumstances. This also makes it
necessary to use a Pulse Width Modulation (PWM) technique, such as the
sinusoidal PWM and the space vector PWM [10, 5], to transform the volt-
age output reference from the current controller into the switching signals
sent to the actual converter switching devices. For the computation of the
controller output, usually a variable transformation matrix is applied to the
measured magnitudes. By applying the so known Park reference transforma-
tion matrix using a reference angle matching the grid angle (the so called
synchronous reference frame), both voltage and current magnitudes become
constant in steady state under grid balance conditions, making it possible
to use classical Proportional Integrator (PI) regulators on the control loops
hence simplifying a lot the design of the controllers. As this advantage is lost
under unbalanced conditions, some authors have suggested either to use an
enhaced double synchronous reference frame [11] or to use the Clarke trans-
formation instead (the so called stationary reference frame) which requires
Proportional Resonant (PR) regulators but enables proper operation of the
system under such condition [12].

On the other hand, nonlinear based designs usually consider the discrete
nature of the converter state so that the controller outputs the switching
command for the converter devices instead of using PWM. This makes it
possible to obtain a faster response and is said to be less dependant on the
system parameters, but makes the system harder to study due to the higher
complexity and the lower availability of the analysis tools for nonlinear sys-
tems. Among the nonlinear techniques the most well known are those based
on the so called Direct Power Control (DPC) [13]. One important disadvan-
tage of this methods are the non-constant switching frequency, which makes
it harder to calculate to losses of the converter and to properly design the
switching noise filters. To avoid these drawbacks, other techniques which re-
quire more computational power have recently gained popularity such as the
current predictive control [14].

The present chapter is centered in the so-called two-level Voltage Source
Converter (VSC). The system comprising a renewable generation or storage
unit and its connection to the grid by means of a power converter is analyzed.
A control scheme able to control independently active and reactive power is
fully described and justified. Simulation results are included to illustrate the
dynamic performance of the control scheme.

2 System Description

The system under analysis is sketched in Figure 2. The considered grid is a
three-phase three-wire grid. The two level Voltage Source Converter (VSC)
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Fig. 2 System under analysis comprising the VSC converter and the three-phase
utility grid

exchanges power between the AC side and the DC side. It is composed of
three branches with two IGBT (Isolated Gate Bipolar Transistors), whose
middle point is connected to the grid by means of inductances. Inductances
allow to connect smoothly the converter to the grid. Appropriate modulation
of the IGBT switching allow to generate the desired three-phase voltages on
the AC side to control the active and reactive power flow.

The generation or storage source is connected to the DC side. In photo-
voltaic systems or batteries the source is directly of DC nature, although it
has to be transformed in some applications using DC-DC converters. For wind
power, the generation is of variable AC frequency, but a rectifier transforms
it to DC before injecting the power to the grid. The DC side can be modelled
as a DC voltage source (Figure 3) or alternatively as a current source con-
nected to a shunt capacitor (Figure 4). The AC side can be modelled by the
utility grid Thevenin equivalent or in an extremely simplified system by an
AC voltage source. It is important to remark that the VSC converter alone
can be considered an AC voltage source but considering also the inductances
it can be considered an AC current source and therefore it can be connected
to the grid (voltage source) without problem.

3 Control Scheme for P and Q Control

3.1 Clarke Transformation

The instantaneous power theory [15, 16] in the αβ0 frame, which will be
later described, is based on the transformation of three phase instantaneous
electrical quantities expressed in the abc reference frame to an αβ0 orthogonal
reference frame using the Clarke transformation [17].
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Fig. 4 VSC converter with the DC side modelled as a current source and a shunt
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The so-called Clarke transformation is defined as

[xαβ0] = [Tαβ0] [xabc] (1)

and its inverse,
[xabc] = [Tαβ0]

−1 [xαβ0] (2)

where xabc is a vector with the three phase quantities in the abc frame and
xαβ0 is a vector with the transformed quantities in the αβ0 frame.

Expressions (1) and (2) can also be written as
⎡
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where xa, xb, xc is the instantaneous values of voltage or current in the abc
frame and xα, xβ and x0 are the transformed quantities in the αβ0 frame.

The Clarke transformation can be also seen as a geometric transformation
as illustrated in Figure 5.

Figure 6 shows an example of three-phase voltages in the abc and αβ0
frames.

3.1.1 Instantaneous Power Theory in the αβ0 Frame

Instantaneous power theory [16] for balanced and unbalanced systems was
presented by Akagi in 1983 [15]. Although the theory is applicable to balanced
and unbalanced three-phase systems, in the present chapter balanced voltage
systems are considered.

The instantaneous voltages and currents of a balanced three-phase system
can be expressed as

xa(t) =
√

2Xcos (ωt + φ)

xb(t) =
√

2Xcos

(
ωt + φ − 2π

3

)
(4)

xc(t) =
√

2Xcos

(
ωt + φ +

2π

3

)

Transforming the abc (4) electrical quantities to αβ0 using (1)

xα =
√

2X cos(ωt + φ)

xβ = −
√

2X sin(ωt + φ) (5)
x0 = 0

where it can be noted that x0 = 0, since the system is balanced systems.
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Fig. 6 Example of three-phase voltages in the abc and αβ0 frames

Defining voltage and current phasors as
√

2V αβ = vα − jvβ and
√

2Iαβ =
iα − jiβ, the power expression in αβ0 can be deduced from the three phase
power expression in abc

S = P + jQ = 3V αβIαβ∗ = 3
(

vα − jvβ√
2

)(
iα + jiβ√

2

)
(6)

Rearranging expression (6), it is possible to decouple active and reactive
power as

P =
3
2
(vαiα + vβiβ) (7)

Q =
3
2
(vαiβ − vβiα) (8)

obtaining the expression of active and reactive power as functions of voltages
and currents in the αβ0 frame.
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3.2 Park Transformation

The quantities in the αβ0 are useful in a number of applications but have the
same oscillating nature as the quantities in the abc frame. For the controller
design it is useful to have constant quantities. This can be achieves by using
the Park transformation [18] and the so-called synchronous reference frame.

The Park transformation is given by

[xqd0] = [Tqd0] [xabc] (9)

and its inverse
[xabc] = [Tqd0]

−1 [xqd0] (10)

where xabc is a vector with the three phase quantities in the abc frame and
xqd0 is a vector with the transformed quantities in the qd0 frame.

The transformation matrix T (θ) can be written as

T (θ) =
2
3
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and its inverse
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1
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1
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The Park transformation can be also seen as a geometric transformation
which combines the Clarke transformation and a rotation as illustrated in
Figure 7.

Figure 8 shows an example of three-phase voltages in the abc and qd0
frames. Note that by choosing the right θ angle, constant values are obtained.

3.2.1 Instantaneous Power Theory in the Synchronous Reference
Frame

As mentioned earlier, to obtain constant steady state quantities, the angle
θ employed in the Park transformation corresponds to the electrical voltage
angle. Replacing θ for the electrical angle θ = ωt + φ0, and transforming
abc voltages and currents to the qd0 frame the following voltage and current
phasors can be defined, similarly to the Clarke transformation case, as

V qd =
vq − jvd√

2
(13)

Iqd =
iq − jid√

2
(14)
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The power of a three phase system yields

S = P + jQ = 3V qdIqd∗ = 3
(

vq − jvd√
2

)(
iq + jid√

2

)
(15)

Reordering expression (15), active and reactive power can be expressed as
[16]

P =
3
2

(vqiq + vdid)

Q =
3
2

(vqid − vdiq) (16)

obtaining the expression of active and reactive power as functions of voltages
and currents in the qd0 frame.

3.3 VSC Converter Modelling

Although the VSC converter is based on the discrete states of the switching
of the IGBTs, for control design purposes it is convenient to derive a more
simplified equivalent model. A simplified model can be derived decoupling
the DC and AC parts of the converter as illustrated in Figure 9. The DC
side is modelled as a current source and a capacitor, while the AC side is
modelled with AC voltage sources.

The current source in the DC side reflects the active power exchanged
between the AC and the DC side and assures the system power balance. The
DC current of the source can be computed neglecting converter losses as

IDCl =
Pac

EDC
(17)

where EDC is the DC bus voltage and Pac is the active power exchanged
between the VSC converter and the grid in the ac side.
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Fig. 9 Voltage Source Converter model
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The DC side capacitor voltage can be obtained from the equation

IDC = C
dEDC

dt
→ IDCl − IDCm = C

dEDC

dt
(18)

Integrating this expression, the DC voltage can be expressed as a function of
the current as

EDC = EDC0 +
1
C

∫ t

0

IDC = EDC0 +
1
C

∫ t

0

(IDCl − IDCm) (19)

3.4 Voltage Equations in the Synchronous Reference
Frame

The voltage equation can be obtained by using the equivalent scheme illus-
trated in Figure 10. The voltage equations yield

⎡
⎣
vza

vzb

vzc

⎤
⎦−

⎡
⎣

vla

vlb

vlc

⎤
⎦− (vl0 − vz0)

⎡
⎣
1
1
1

⎤
⎦ =

⎡
⎣

rl 0 0
0 rl 0
0 0 rl

⎤
⎦
⎡
⎣

ia
ib
ic

⎤
⎦+

⎡
⎣

ll 0 0
0 ll 0
0 0 ll

⎤
⎦ d

dt

⎡
⎣
ia
ib
ic

⎤
⎦(20)

where vza, vzb and vzc are the three-phase instantaneous grid voltages in
the abc frame, vla, vlb and vlc are the three-phase instantaneous converter
voltages in the abc frame, ia, ib and ic are the three-phase instantaneous
currents in the abc frame, rl is the inductance equivalent resistance, and ll is
the inductance value. vl0−vz0 is the voltage difference between the converter
and the grid neutral. When no neutral conductor is present, it can be stated
that:

vl0 − vz0 =
1
3
[
1 1 1

] · (vabc
z − vabc

l

)
(21)

where it can be noted that for three wire balanced systems, vl0 − vz0 = 0.
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Fig. 10 Equivalent model of the AC side of a VSC converter
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Applying the Park transformation (9) to (20) and taking into account that
for three-wire systems i0 ≡ 0, voltage equations can be expressed

[
vzq

vzd

]
−
[
vlq

vld

]
=
[

rl −llωe

llωe rl

] [
iq
id

]
+
[
ll 0
0 ll

]
d

dt

[
iq
id

]
(22)

where vzq and vzd are the grid qd voltages, vlq and vld are the converter qd
voltages, iq and id are qd currents and ωe is the electrical angular velocity.

3.5 General Control Scheme

The VSC permits to control two electrical variables in the qd0 frame allowing
to separately control active and reactive power. The reactive power reference
can be obtained from a higher level control system (grid operator) or set to
a given value. Active power reference depends on the nature of the source
connected in the DC side:

• For renewable energy systems, it is adjusted to regulate the DC bus voltage
and to ensure the power balance, i.e. the power injected into the grid has
to be the same as the generated power. The general control scheme for
this configuration is shown in Figure 11.

• For storage systems, it is adjusted to charge the battery or to inject power
to the grid depending on the operation of the energy management system
of the microgrid or system where the storage system is connected. The
general control scheme for this configuration is shown in Figure 12.

In the present section renewable generation is considered, since it is a more
complex case since a DC voltage controller is needed. For storage systems
it is enough to remove the DC voltage controller and establish directly the
active power reference.

The control scheme is based in a two level cascaded control system, the
lower level controller allows to regulate the AC current in the q and d com-
ponents, while the higher level controller deals with the regulation the DC
bus voltage.

The controllers deal with currents and voltages in the qd0 reference frame
rotating to adjust the electrical grid angle. For this reason, a Phase Locked
Loop (PLL) to track the grid angle is required.

3.6 Current References Computation

The current references i∗d and i∗q to obtain the desired active and reactive
powers P ∗ and Q∗ can be obtained from the instantaneous power theory
presented in (16),
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P ∗ =
3
2
(
vzqi

∗
q + vzdi

∗
d

)

Q∗ =
3
2
(
vzqi

∗
d − vzdi

∗
q

)
(23)

The Phase Locked Loop system described later, not only computes the elec-
trical grid angle but also ensures that vd = 0. Substituting it in (23), the
current references i∗d and i∗q can be derived as

i∗q =
2
3

P∗
vzq

(24)

i∗d =
2
3

Q∗
vzq

(25)

The computed reference current has to be limited according to the physical
limitations of the converters. The limitation can be done differently depending
on the priorities between active and reactive power:

• Prioritizing iq (active power) and providing only reactive power if there is
enough available current.

• Prioritizing id (reactive power) and providing only active power if there is
enough available current.

• Maintaining the angle between P and Q and reducing both of them equally.

3.7 DC Voltage Regulator

The DC voltage regulator is required to control the voltage of the DC bus
ensuring power balance between the generation source and the power injected
to the grid. The output of the DC voltage controller will provide the i∗q
reference for the current loop.

The proposed control scheme is sketched in Figure 13, where it can be
seen that the controlled quantity is E2 and a feed-forward scheme is used to
improve the system response. This is a common practice, since E2 is propor-
tional to the energy stored in the capacitor, and the output of the controller is
the active power injected to the capacitor P ∗

C . Therefore, the power reference
for the power converter will be P ∗ = P ∗

C + PDC , where PDC is the measured
power before the capacitor.

+-E2
E2*

GcDC(s)

PDC

3 Vzq

2 Iq
*

++

Fig. 13 Voltage controller



62 A. Egea-Alvarez, A. Junyent-Ferré, and O. Gomis-Bellmunt

The control variable W = E2 can be used to design the DC voltage control.
The capacitor power PC can be expressed in the Laplace domain as

PC(s) =
1
2
sCW (s) (26)

The DC voltage control can be implemented using different control ap-
proaches. Among them, P or PI controllers can be used in combination with
the previously described power feed-forward scheme.

3.7.1 P Controller

A P controller can be used for the controller GcDC

GcDC (s) = KpDC (27)

The closed loop transfer function can be computed as

W (s)
W ∗(s)

=
1

sC
2KpDC

+ 1
(28)

The proportional gain can be calculated as

KpDC =
C

2τE
(29)

where τE is the desired DC voltage response time constant.
Although the closed loop transfer function suggests that the system is

a classical first order system with no steady state error, any perturbation
provokes steady state error. This can be corrected using a PI controller thus
increasing the system type.

3.7.2 PI Controller

A PI controller can be used for the controller GcDC

GcDC (s) = KpDC +
KiDC

s
(30)

The closed loop transfer function can be computed as

W (s)
W ∗(s)

=
sKpDC + KiDC

1
2s2C + sKpDC + KiDC

(31)

which is of the form

W (s)
W ∗(s)

=
2sξEωE + ω2

E

s2 + 2sξEωE + ω2
E

(32)
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The PI controller gains can be calculated as

KpDC = CξEωE (33)

KiDC =
Cω2

E

2
(34)

where ξE is the desired damping ratio of DC voltage loop, and ωE is the
desired angular velocity of the voltage loop.

It is important to remark that the DC voltage loop must be much slower
than the inner current controller in order to assure stable system response.

3.8 Current Loop Control

By assuming vzd = 0 (this is done by the PLL as described in Section 3.9),
the voltage equations from (37) can be written as

[
vzq

0

]
−
[
vlq

vld

]
=
[

rl −llωe

llωe rl

] [
iq
id

]
+
[
ll 0
0 ll

]
d

dt

[
iq
id

]
(35)

where it is clear that there exist a coupling between the q and d components
of voltages and currents. In order to control the iq and id there are mainly
two different control approaches:

• Multi-variable control, controlling the q and d components with a single
two dimension controller.

• Decoupling and independently controlling q and d components.

The present chapter uses the second approach of decoupling and controlling
iq and id separately.

The q and d components can be decoupled using
[
vlq

vld

]
=
[−v̂lq + vzq − llωeild

−v̂ld + llωeilq

]
(36)

where v̂lq and v̂ld are the outputs of the current controllers and vlq and vld

are the voltages to be applied by the converter.
Substituting in the voltage equations,

[
v̂lq

v̂ld

]
=
[
rl 0
0 rl

] [
iq
id

]
+
[
ll 0
0 ll

]
d

dt

[
iq
id

]
(37)

Applying the Laplace transformation, the transfer function between the con-
troller voltages and converter currents can be derived as
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iq(s)
v̂lq(s)

=
1

lls + rl
(38)

id(s)
v̂ld(s)

=
1

lls + rl
(39)

The controller can be designed using the Internal Model Control technique
[19], resulting the following controller,

Gciq(s) = Gcid(s) =
Kps + Ki

s
(40)

where the constants can be calculated as

Kp =
ll
τ

(41)

Ki =
rl

τ
(42)

where τ is the closed loop time constant of the electrical system. This constant
must be chosen considering the converter physical restrictions. It is usual
to define it a number of times (10 for example) faster than the converter
switching frequency.

The implementation of the overall current controller is skected in Figure 14.

+- Gciq(s) +Iq*

Iq

-

Id* +-

Id
ll

vlq

vld

ωe

Gcid(s)

vzq

-

+-

x

x

Fig. 14 Current controller

3.9 Phase Locked Loop

A phase locked loop (PLL) is used to determine the angle and the angular
velocity of the electrical network. A three-phase PLL consists in a feedback
of the d-axis voltage component filtered by a PI controller. The output of the
controller corresponds to the angular velocity ωe of the electrical grid and
the integration of this signal corresponds the grid angle θe. A typical PLL
scheme is illustrated in Figure 15.
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Fig. 15 Phase Locked Loop

To study the design of the PLL controller, the system can be linearized by
assuming the angle error to be small. The following second order system is
obtained [20]

θ̂(s)
θ(s)

=
2ξωns + ω2

n

s2 + 2ξωn + ω2
n

(43)

where θ̂(s) is the estimated grid angle and θ(s) is the real grid angle.
The PLL controller can be defined as

Kf (s) = Kp

(
1

τPLL
+ s

s

)
(44)

where τPLL is the PLL time constant.
The controller parameters Kp and τPLL can be computed using expressions

[20]

ωn =
√

KpEm

τPLL
(45)

ξ =

√
τPLLKpEm

2
(46)

where Em is the admitted peak voltage value, ξ is the damping ratio, ωn is
the electrical angular velocity.

A example of the initial transient of a PLL is illustrated in Figure 16.

3.10 Voltage Modulation

The VSC converter can apply the referenced voltages by modulating them
using Pulse Width Modulation (PWM). There are different techniques to
implement PWM [4, 6, 5] in power converters. The present chapter employs
Space Vector PWM (SVPWM), which is the most widely used technique.
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Space Vector Pulse With Modulation (SVPWM) is based on space vector
projection of the AC side converter voltages. Considering a two-level three-
phase VSC power converter composed of three branches with two switches
per branch, the obtained switching states are shown in Table 1 [6, 21].

With the proposed configuration, 23 = 8 switching states are obtained.
Representing the voltage vector obtained for the 8 switching states in a αβ
axis its vectors compose a voltage hexagon (Figure 17). The area limited
between two vectors is called sector. Vectors v0 and v7 are denominated zero
vectors, while vectors from v1 to v6 are denominated active vectors.

Table 1 SVPWM switching states and voltages [6, 21]

Vector q1 q2 q3 Vl0 − Vla Vl0 − Vlb Vl0 − Vlc Vz0 − Vla Vz0 − Vlb Vz0 − Vlc

0 0 0 0 −EDC/2 −EDC/2 −EDC/2 0 0 0
1 1 0 0 EDC/2 −EDC/2 −EDC/2 2EDC/3 -EDC/3 -EDC/3
2 1 1 0 EDC/2 EDC/2 -EDC/2 EDC/3 EDC/3 -2EDC/3
3 0 1 0 -EDC/2 EDC/2 -EDC/2 -EDC/3 2EDC/3 -EDC/3
4 0 1 1 -EDC/2 EDC/2 EDC/2 -2EDC/3 EDC/3 EDC/3
5 0 0 1 -EDC/2 -EDC/2 EDC/2 -EDC/3 -EDC/3 2EDC/3
6 1 0 1 EDC/2 -EDC/2 EDC/2 EDC/3 -2EDC/3 EDC/3
7 1 1 1 EDC/2 EDC/2 EDC/2 0 0 0
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Using lineal SVPWM techniques the synthesizable voltage vector inside a
sector has a maximum value limited by the DC bus voltage. For this reason it
is only possible to obtain voltages inscribed in a circle of a maximum voltage
of

√
3EDC/3. Higher voltages (always inside the hexagon) can be obtained

using over-modulation techniques at the cost of injecting harmonics.

Fig. 17 Voltage vector hexagon [6]

SVPWM is based on the application of the adjacent active vectors and
zero vectors during a given time. This is done inside each switching period
of duration Ts = 1/fs. Therefore, the higher the switching frequency fs, the
better the modulated voltage will result.

To calculate the connection time for each vector, the first step is to compute
the voltage module and angle as

Vsvm =
√

v2
α + v2

β (47)

θsvm = arctan
vβ

vα
(48)

If the angle is not located in the first sector, it can be reduced to the first
sector using

θsec1 = θsvm − π

3
(n − 1) (49)

where n is the sector where the desired voltage is.
The modulation times t1 and t2 for the vectors 1 and 2 (or the correspond-

ing vectors moved to the first sectors) can be expressed as [21]
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t1 =
√

3Vsvm

2EDC
Ts sin

(π

3
− θsec1

)
(50)

t2 =
√

3Vsvm

2EDC
Ts sin(θsec1) (51)

The rest of the period is distributed between the zero vectors in equal part

tv0 = tv7 =
T − t1 − t2

2
(52)

4 Simulation Results

The VSC converter control described in the previous section has been simu-
lated with Matlab Simulink. Different scenarios have been considered:

1. Storage system: VSC converter connected to a DC voltage source.
2. Renewable generation system: VSC connected to a DC current source em-

ulating a renewable source and a shunt capacitor.
3. Renewable generation system under voltage sags.

The simulations have been performed considering an AC grid of 400 V and
50 Hz, a DC bus voltage reference of 800 V and a power converter of 10 kVA
of apparent power. The inductor resistance is of 0.5 Ω and the inductance
5.4 mH.

4.1 Storage System Simulation

A battery system of constant DC voltage is assumed. Alternatively a battery
with a given V-I characteristic could be used. In order to test the VSC con-
verter response, changes in active and power references are done as described
in Table 2. The current controllers time constant is of τ = 10 ms.

Reference and measured values of active and reactive power are illustrated
in Figure 18. These power values change according to the reference values
described in Table 2. Active power increases at t = 0.3s and t = 0.8s and
decreases at t = 0.5s. The power converter can supply reactive power in-
dependently the active power. Between t = 0.3s and t = 0.5s the system

Table 2 Active and reactive power references

Time instant Active power [kW] Reactive power [kVAr]

t = 0 -3 0
t = 0.3 -6 -5
t = 0.5 -1 0
t = 0.8 -7 2
t = 0.9 -7 -7
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Fig. 18 Reference and measured active and reactive power Pz Qz injected to the
grid

is generating reactive power and between t = 0.8s and t = 0.9 the power
converter is consuming reactive power.

The grid and converter voltages are plotted in Figure 19.It can be observed
that voltages applied for the power converter increase the magnitude between
t = 0.3−0.5s and t = 0.9−1s due to the reactive power demand. The currents
in the qd frame along with the reference currents are plotted in Figure 20. It
can be observed in Figure 20 and Figure 18 the independent control of active
and reactive power. A detail of the iq current evolution is shown in Figure 21.
It can be seen that the response matches with the desired time constant of
τ = 10 ms.

4.2 Distributed Generation System Simulation

In this simulation, the distributed generation system injects the power to the
electrical grid, therefore the VSC has to control the DC voltage in order to
guarantee power balance.

The presented simulation evaluates the controllers behaviour for variations
of the generated power. The generation power is changed by changing the
current of the DC source according to the data of Table 3. The reactive power



70 A. Egea-Alvarez, A. Junyent-Ferré, and O. Gomis-Bellmunt
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Fig. 19 Grid voltages in abc and qd frames
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Table 3 DC currents reactive power reference for the distributed generation system
simulation

Time instant DC Current [A] Reactive power reference [kVAr]

t = 0 3 0
t = 0.3 10 0
t = 0.5 5 -5
t = 0.8 7.5 -5
t = 0.9 10 0

set points are also described in Table 3. The time constant of the current loop
is set to τ = 1 ms, while the natural frequency of the DC voltage regulator
is ωn = 418.88 rad

s (15 times slower than the current loops, as recommended
in cascaded controllers) and ξ = 0.707.

Figure 22 shows the evolution of the current in the qd and abc reference
frames. Current iq changes each time that DC current changes according to
Table 3. The current id changes according to reactive reference, as shown in
Table 3. At t = 0.3, t = 0.8 and t = 0.9 the transferred active power suffers
an increase of power due to the increase of the DC current.

The voltages in the qd and abc reference frames are plotted in Figure 23.
The power converter voltage increases when the system injects reactive power
between t = 0.5 and t = 0.8.
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Fig. 22 Current and reference currents in the abc and qd frames
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Fig. 23 Grid and converter voltages in the abc and qd frames
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The DC voltage evolution is shown in Figure 24. Each time that DC cur-
rent changes the voltage controller takes a few milliseconds to regulate the
bus voltage to the reference value. The peak EDC voltage is higher for larger
injected DC currents. Figure 25 shows a detail of the EDC bus voltage tran-
sient. Analysing the plotted voltage response, it can be observed that the
angular velocity of the system is approximately ωn = 418 rad

s .

4.3 Renewable Generation System Simulation during
a Voltage Sag

Most of electrical faults in the grid produce a voltage sag in the electrical grid.
The VSC can remain connected during these faults, which is usually known as
ride-through capability. This simulation illustrates the VSC behavior during
a voltage sag using the same controllers as in Section 4.2. In this simulation
a voltage sag with of 30% occurs at t = 0.02 s and lasts 100 ms.

Figure 26 shows the voltage in qd and abc reference frames. When the
voltage sag starts at t = 0.02 the voltage applied for the power converter de-
creases to maintain the injected power previous to the voltage sag. Figure 27
show the currents in qd and abc reference frames. The current increases its
magnitude to maintain the power injected to the AC grid constant and keep
the bus voltage at the reference value. Figure 28 shows the DC bus voltage
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Fig. 26 Grid and converter voltages in the abc and qd frames
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response during the AC fault. It can be seen that the control adapts rapidly
when the sag occurs by adjusting new current references and keeping the DC
bus voltage stable.

5 Conclusions

Active and reactive power control for distributed generation and storage sys-
tems connected to the grid by means of voltage source converters has been
described. The mentioned generation and storage systems are connected to
a three-phase three-wire grid. The system components have been described
and modelled.

The overall active and reactive power control scheme based on the instan-
taneous power theory has been described including discussion on the different
relevant control blocks required. Simulations results have been included to ex-
emplify the described control approach with storage and generation systems.
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Modeling and Control for Islanding Operation  
of Active Distribution Systems* 

Seung Tae Cha, Qiuwei Wu, Arshad Saleem, Jacob Østergaard, and Yi Ding 

Abstract. Along with the increasing penetration of distributed generation (DG) in 
distribution systems, there are more resources for system operators to improve the 
operation and control of the whole system and enhance the reliability of electricity 
supply to customers. The distribution systems with DG are able to operate in is-
landing operation mode intentionally or unintentionally. In order to smooth the 
transition from grid connected operation to islanding operation for distribution 
systems with DG, a multi-agent based controller is proposed to utilize different re-
sources in the distribution systems to stabilize the frequency. Different agents are 
defined to represent different resources in the distribution systems. A test platform 
with a real time digital simulator (RTDS), an OPen Connectivity (OPC) protocol 
server and the multi-agent based intelligent controller is established to test the 
proposed multi-agent based frequency controller. The modeling of different DG is 
discussed in details. Two distribution systems with DG are used to carry out case 
studies to illustrate the proposed multi-agent controller.  

1   Introduction 

Focus on the smart grid technologies has certainly brought renewed interests in 
enhancement of all parts of power systems. Traditionally, electric power has been 
produced in bulk, transmitted over long distances and distributed at load centers or 
to end users via a primary distribution system. For many years, power distribution 
systems have been fed through just one source – substations. This means that the 
existing distribution system infrastructure, designed in a passive, limited capabili-
ty and less intelligent manner, is insufficient to adapt technology advances with 
some non-traditional generation technologies such as wind, solar, micro-turbine, 
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fuel cells, biomass, etc. A great deal of importance is given to the renewable dis-
tributed energy generation (RDEG). 

Typically, RDEG or distributed generation (DG) refers to an emerging evolu-
tion of the electric power generation systems, in which all the generating technol-
ogies available in a given centralized or decentralized region are integrated in the 
power supply system according to the availability of their respective resources.  
These resources are known as distributed energy resources (DERs).  DER com-
prises DG, the storage of electrical and thermal energy and/or flexible loads.  DER 
units are operated either independently of the electrical grid or connected to the 
low or medium voltage distribution level of the main grid.  They are located at or 
close to the point of consumption nodes.  This trend has the potential to play a 
much larger role in the future and has spurred a lot of interest in and growth of 
such DG around the globe.  

Penetration of DG across the globe has not yet reached significant levels.  
However, that situation is changing rapidly and requires attention to issues related 
to high penetration of DG within the distribution system.  The described paradigm 
is also strongly motivated by the increasing concern for governmental policy 
commitments to harness cleaner and greener power on a large scale deployment.  
Therefore, the interest towards small and decentralized generation is an emerging 
mode of operations that is a growing alternative to the traditional centralized  
power generation infrastructure as shown in Fig. 1. 

 

 

Fig. 1 Transition of power system control 

Some analysts have reported that RDEG market will experience strong growth 
over the next several years, with total system revenues increasing from $50.8 bil-
lion in 2009 to $154.7 billion by 2015.  During this period, the annual RDEG  
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capacity additions will increase from 5.9 GW in 2009 to 15.1 GW in 2015 [1].  
Many types of these new technologies are based on power electronic converters 
for grid coupling unlike conventional synchronous generators.  Power electronics-
based distribution controllers are the key elements for transforming distribution 
system from being passive to active (that is, flexible, controllable, and securely 
utilized up to its capacity).  The system will differ substantially from the present 
grid, which is far more active and has much capability to absorb intermittent gen-
eration. The term active is used to express the shift from the conventional and 
more passive operation approach towards more advanced smart grid concepts.  As 
renewable is gaining a greater share of local energy production and becomes more 
mainstreamed, how will it impact our existing distribution systems?  What are the 
challenges as the penetration of DG increases over the next few years?  Operators 
and researchers will have to be prepared to face the control and operational chal-
lenges that necessarily follow any new trend.  Are we there yet?   

These systems are interconnected to the medium voltage distribution network, 
but they can also be isolated from the main grid when a fault occurs in the main 
grid. Islanding operation can occur when a DG or a group of DG units continue to 
energize a portion of the distribution system that has been separated from the main 
grid. A typical power distribution system is shown in Fig 2.  An island situation 
occurs, for example, when re-closer A opens.  DG1 will feed into the resultant isl-
and in this case. Large DG units are typically connected to the primary feeders 
(DG1 and DG 2). Most of them are synchronous or induction generators at 
present. Small DG units such as inverter based Photovoltaic (PV), and fuel cell 
systems are connected to the low voltage secondary feeders (DG3).  Many cus-
tomers could be supplied from decentralized sources.  Hence, the adoption of DG 
sources can considerably increase reliability of the power system in case of utility 
outage or when a portion of grid needs to be independent, and is becoming a  
viable option for technical and economical reasons.   

 

 

Fig. 2 Typical distribution system with DGs 
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However, the arising problem of islanding operation of active distribution sys-
tems is the possible instability in terms of voltage and frequency due to the weak-
ness of such a small electric network operated in islanding mode. Regarding the 
frequency, the problems are caused mainly because of the rather low inertia (H) of 
the system and frequency controlled reserve.  As it is shown in the network elec-
tromechanical equation 1, a mismatch between produced power (Pmech) and  
consumed power (Pelec) generates variations in the angular frequency ω of the 
generators and thereby the frequency of the system according to the equation.  
These variations are dumped by the inertia of the system, and since the inertia, in 
this case, is much smaller than in non-isolated operation, the frequency will be 
more affected (i.e. the higher the inertia of the system is, the smaller the frequency 
deviations are, and vice versa).   
 

elecmech PP
t

H −=
∂
∂ω

ω
2

                                          (1) 

 
In the case of voltages, the reactive power variations of the demand and DG have 
a more significant impact on the total reactive power balance of the system com-
pared with the interconnected operation.  If the excitation systems of the syn-
chronous generators are not fast enough to compensate such variations, the voltage 
will be affected.   

In this regard, the main challenge of operating DG based systems is the coordi-
nation of DGs in order to control the system frequency and voltages within the is-
landed systems.  In order to ensuring stable operation during network disturbances 
and maintain stability and power quality in the islanding operation in the presence 
of arbitrary varying loads or under a variety of different network operating condi-
tions, it is necessary to develop sophisticated and comprehensive control strate-
gies. Realization of these concepts further requires that power systems should be 
of distributed nature, consisting of autonomous components, which are able to 
coordinate, communicate, and adapt to emerging situations.  Hence, intelligent 
control should be used for control and operation of active distribution systems 
consisting of several DG units.   

The objective of this chapter is to discuss the challenges raised by the emer-
gence of a large number of DG units, and how these interconnected DG units can 
be efficiently operated as microgrids both in grid-connected and islanded modes.  
Moreover, the transient and dynamic performance of active distribution systems is 
investigated during islanding operation and a control strategy is proposed for reli-
able power sharing between DG units in the network.  The focus on control strate-
gies is on frequency and voltage control for islanding operation.  This can help in 
evaluating the influence of the large scale utilization of DG units in future’s elec-
trical power networks in order to realize smooth and secure islanding transition 
without sacrificing the system stability.   
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The rest of the chapter is arranged as follows. Control concepts for frequency 
control and multi-agent based controller for islanding operation of active distribu-
tion systems are described in Sect. 2. The test platform with a real time digital si-
mulator (RTDS), a MatrikonOPC server for SCADA DNP 3 and a multi-agent 
based controller is described in Sect. 3 and the communication test for the test plat 
form is presented in the same section as well.  In Sect. 3.4, two active distribution 
systems with DGs are described. Case study results of the two distribution systems 
are presented in Sect. 5 in order to illustrate the proposed control concept. In the 
end, a brief summary of the chapter is given. 

2   Control Concepts for Islanding Operation of Active 
Distribution Systems 

2.1   Frequency Control Concepts for Islanding Operation of 
Active Distribution Systems 

The connection of DG units will drastically change the operation of the electrical 
power system. Currently, the system frequency is controlled by the conventional 
power plants. Hence, if the consumers increase their consumptions, the power will 
be delivered directly from the conventional power plants.  Conventional power 
plants generally use synchronous generators.  The goal of the frequency control is 
to maintain the power balance at all time and keep the system frequency within the 
pre-defined limits.  

In this section, frequency control concept will be shortly discussed. If, for in-
stance, consumption is larger than production, the rotational energy stored in large 
synchronous machines is utilized to keep the balance between production and con-
sumption. The rotational speed of the generators decrease which in return decrease 
the system frequency. After a decrease of the system frequency, power plants will 
immediately release energy from their rotating mass.  The energy stored in this ro-
tating mass is given by Equation 2.  

 

2

2

1
mJE ω∗∗=                                                (2)  

 
where J is the total inertia of the machine and Wm the rotational speed of the ma-
chine. In electrical engineering, the inertia constant, H, is often used which is de-
fined as: 
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H

J
H m

2

2ω
=                                                     (3) 

where S the nominal apparent power of the generator.   
The inertia constant has the dimension time and gives an indication of the time 

that the generator can provide nominal power by only using the energy stored in 
its rotating mass. Typical inertia constants for the generators of the large power 
plants are in the range of 2 – 9s, depending on the type of power plant in which 
they are used and on the nominal rotational speed [2].  The inertia of conventional 
generators plays a significant role in today’s power systems in order to stabilize 
the system frequency during a transient situation.  The response is determined by 
the dynamics of the system and is called ‘inertial response’.  In the period imme-
diately following a disturbance, the frequency deviation is dependent on the inertia 
of the system. When the frequency deviation exceeds a pre-defined threshold val-
ue, the primary frequency controllers of the conventional power plants will react.  
These units usually have frequency-sensitive equipment and are called primary 
control units. Controllers will be activated to change the power input to the prime 
movers until the balance between production and consumption is restored.  This is 
the second phase. Even the power balance is restored.  There will still be a steady-
state frequency deviation.  The further frequency deviation depends on the droop 
characteristics, the primary control reserve and the deployment time. This is called 
the primary frequency control. The droop constant gives the additional power that 
is supplied as a function of the frequency deviation.  The droop constant KD is a 
ratio without dimension and generally expressed as a percentage: 
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K                                     (4) 

Two different droop characteristics are shown in Fig. 3. The following figure 
shows a diagram of variation in the generating output of two generators, a and b, 
of different droop under equilibrium conditions, but with identical primary control 
reserve. From this figure, the definition of the primary control reserve can be seen.  
It is the range of a generator from the working point prior to the disturbance to the 
maximum power, at which the generator can provide primary control.  The prima-
ry control reserve is denoted by ∆K.  The deployment time is the time that the  
generator needs to increase its output power.  The frequency will stabilize at a fre-
quency different from the nominal frequency [3]. 
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Fig. 3 Different droop characteristics 

As mentioned earlier, the integration of DGs gives new challenges from the 
frequency control perspective and a significant part of these DG units will be con-
nected to the grid with power electronic converters, as shown in Fig. 4. 

 

 

Fig. 4 Power electronic based converters 

This gives these generators a behavior that is fundamentally different from the 
conventional generators particularly in terms of their impact on electromechanical 
stability. Some types of DG units supply a dc current, which is converted to AC 
by an inverter.  They are inherently ‘inertia-less’ and typically have no direct rela-
tion between power and frequency. The inertia contribution of DG units, for ex-
ample, is much less than that of conventional generators. Other types of DG units 
are based on machines, but the converter decouples their rotational speed from the 
grid frequency to make variable speed operation possible, thus preventing the ge-
nerator from responding to system frequency changes.  And, they also don’t have 
the direct relation between their inertia and the system frequency. As they use  
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other generation technologies than conventional power plants, they have a limited 
capability of participating in primary frequency control in the same way as con-
ventional generators do.  With an increasing penetration level of DG units, assum-
ing that they replace conventional generation, frequency control will become more 
difficult because of the decreasing level of inertia that is seen by the grid [4]. In 
order to avoid large frequency deviations, DG units will have to contribute to the 
frequency control in the islanding operation mode.  The islanding operation is de-
fined as a condition in which a portion of the grid that contains both generation 
and load is isolated from the grid and continues to be energized by DGs connected 
to the isolated subsystem.  Islanding may occur in many conditions. For example, 
below is a three-phase balanced network consisting of a DG unit, local load and 
power grid identified that can be simplified as shown in Fig. 5. 

 

 

Fig. 5 Simple network with a DG, RLC and Grid 

Power injections from the grid to the local distribution system, ∆P and ∆Q, are de-
fined as  

invload PPP −=Δ                                               (5) 

invload QQQ −=Δ                                            (6) 

where Pload and Qload are active and reactive power demand of the RLC load, and 
Pinv and Qinv are active and reactive power output of the DG.   

When the grid-side breaker S2 opens owing to network faults, an islanding 
condition occurs.  The islanding condition is an unregulated power system if there 
is not a controller to coordinate the DGs’ responses.  Its behavior is unpredictable 
due to the power mismatch between the load and generation and the lack of vol-
tage and frequency control.  

In order to be able to contribute to the frequency control for the islanding oper-
ation of active distribution systems, DG units must be able to adjust their output  
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power.  The first considered type of DG unit is the variable speed wind turbine.  
The supplied power depends on the wind, which is not controllable.  Therefore, 
wind turbines can’t participate in primary frequency control in the classical way.  
The large blades of the turbine gives a significant inertia and the kinetic energy 
stored in this rotating mass can contribute, for a short time frame, to the inertial 
response.  In general, the variable speed wind turbines have a speed controller, 
which has the task to keep the optimal tip speed ratio λ over different wind speeds, 
a feature not possible with fixed speed induction generators, by adapting the 
steady state generator speed to its reference value.  This reference value is normal-
ly obtained from a predefined power-speed curve.  For low wind speeds, the gene-
rator speed is kept at a fixed low speed and for wind speeds above the rated speed 
the speed control loop prevents the rotor/generator speed from becoming too large 
by progressively pitching the blades in order to limit the aerodynamic power.  

 

 

Fig. 6 Speed controller 

Fig. 6 is a typical speed control loop and the generator speed reference is ob-
tained from the predefined static P-ω characteristic.  It corresponds to the genera-
tor speed which is optimal for a certain power.  The error between the actual and 
the reference speed is sent to a PI controller, which gives a set point for the current 
controller of the turbine. 

 

 

Fig. 7 Simplified pitch control 
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Besides the speed control, the pitch angle of the turbine will be controlled in 
another loop as shown in Fig. 7. For high wind speeds, the generated power is kept 
constant and the rotational speed is limited by the simplified pitch control.  The 
output of the speed controller is the reference torque for the rotor current control-
ler of the doubly-fed induction generator (DFIG) [5].   

In order to realize the inertial response from the DFIG, a control loop is re-
quired as the rotational speed of the turbine is decoupled from the grid.  A brief 
description is given below.  Wind turbine generator (WTG) frequency response 
means a WTG’s active power output as a function of the grid frequency. In [6], 
DFIG frequency control is introduced through a functional block that generates a 
power component signal ∆Pe as a function of the grid frequency which is shown 
in Equation (7). 

)()( fPfPP DROOPIEe Δ+Δ=Δ                               (7) 

This signal is added to the normal power reference of the WTG as shown in  
Fig. 8.   

 

 

Fig. 8 Frequency control signal in the wind turbine 

The frequency response signal ∆Pe has a component that emulates the inertia 
response of a synchronous machine, called inertia emulation power ∆Pie, and a 
component that depends on the grid frequency deviation from the nominal value, 
called primary control power ∆P droop.  The inertia emulation power component 
is generated using Equation 8.: 

][2)( pu
dt

df
fHfP tIE ∗∗−=Δ                                 (8) 

where Ht is the wind turbine inertia calculated according to Equation (3).   
The primary control power component is generated using Equation 9. 

][
1

100)( pu
R

f
fPDROOP

−∗=Δ                              (9) 

where R is the wind farm droop factor in %.   
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Like the above example, a control loop should be implemented to give these 
DG units a ‘virtual inertia’ or to let the DG units contribute to primary frequency 
control. It might be required that DG units contribute to or participate in secondary 
frequency control in the near future.  In this chapter, only the contribution to pri-
mary frequency control will be considered.  Contribution to inertial response and 
secondary frequency control is not taken into account.  In addition, the possible 
governor configurations can also be used to control the frequency of the islanded 
system.   

The Danish distribution systems are characterized by a significant penetration 
of small gas turbine generators and fixed speed wind turbine generators.  Many 
generators use speed droop governor to change the governor reference speed as 
loads change.  However, depending on the power mismatch on the islanded sys-
tem, the system frequency may settle outside the power quality limit.  The prob-
lem of frequency settling outside the power quality limit can be solved by an 
isochronous speed controller that has the ability to bring the gas turbine speed to 
the reference speed after islanding.  In such a situation, speed governors can be 
implemented to control the frequency of the system.  The GAST model for the gas 
turbine generator is shown in Fig. 9, which is one of the most commonly used dy-
namic models.   

 

 

Fig. 9 GAST governor 

The GAST model above represents a gas turbine and its associated speed gov-
ernor. A permanent droop loop is included as part of the speed governor so that 
system load will be shared among multiple generators.  The load reference may be 
adjusted by a system frequency controller to maintain rated frequency with chang-
ing load.  Maximum turbine output may be limited due to temperature sensitive 
feedback loop.  The gas turbine has to have the ability to operate in different mod-
es when there is a change in states.  In grid connected mode, it operates in a con-
stant power factor with speed droop control where as in islanding mode, it  
operates in voltage control and isochronous control. The switching between the 
two control strategies has to be optimally implemented [7].  
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Moreover, the energy storage system should play an important role in maintain-
ing the frequency and voltage of the islanded system by ensuring the balance  
between energy generation and consumption.  The inverter controller of energy 
storage systems responds in milliseconds. In general, the power output of energy 
storage systems may be fixed when the active distribution system is operated in 
grid connected mode, and the fixed power control of energy storage system sup-
plies constant power.  It can’t provide proper frequency and voltage control in is-
landing operation.  Therefore, the control scheme of the energy storage system 
must be switched from fixed power control to droop or constant frequency/voltage 
control during islanding operation.  Fig. 10 shows the detailed control block of a 
typical energy storage system [8]. 

 

 

Fig. 10 Control scheme of the energy storage system 

The frequency can be effectively controlled by applying a droop control 
scheme in the energy storage system, but the control capability of the energy sto-
rage system may be limited by its available energy capacity.  Therefore, the power 
output of the energy storage system should be brought back to zero as soon as 
possible.  The secondary regulation of Microgrid Management System (MMS) is 
in charge of returning the current power output of the energy storage system to the 
pre-planned value, which is usually set at zero. When operating in islanding mode, 
the energy storage system regulates the frequency and the voltage in local control 
actions, and the MMS calculates the proper power outputs of each microsource to 
make the power output of the energy storage system equal zero, as shown in  
Fig. 11.  The calculation procedure of MMS is not shown here. 
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Fig. 11 Coordinated control structure 

2.2   Multi-Agent Based Controller for Islanding Operation of 
Active Distribution Systems  

In this chapter, we present our work in devising a novel multi-agent system for ba-
lancing and voltage control for islanding operation of distribution systems with 
DGs. In the attributed mechanism, intelligent agents represent different compo-
nents in electric power distribution grid such as DGs and electric power loads. Our 
approach is based upon a dynamic service oriented mechanism where DG and 
Load agents offer regulation and load shedding services respectively for systems 
balancing and voltage control. Decision of assigning specific services provision to 
agents is taken dynamically through explicit communication. This is done in a dis-
tributed manner through an auction mechanism. DG and Load agents calculate 
their local cost functions based upon their current state and capabilities. Based 
upon the value of this cost function, DG and Load agents send a bid to the DF 
agent for provision of regulation services. Whenever there is a new situation, e.g. 
voltage drop at nodes of the loads, the load agents contact DF agent and ask for 
available regulation services. The DF agent uses an accumulation function for 
comparing and assigning service provision to specific DG and load agents.  

A. Multi-agent Based Hierarchical Control 

In electric power systems control, agents are applied at different levels of the con-
trol. Starting from a low level control of devices, it goes to higher level of plan-
ning and optimization. This is shown in Fig. 12 which presents an overview of 
agents at different levels of the control in electric power systems. 
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Fig. 12 Multi-agent based hierarchical control Scheme 

The agents at the device layer interact directly with devices at physical system 
layer. In most cases, an agent acts as the controller of a physical device and per-
forms control functions, e.g. a generator agent control active and reactive power 
set points of a generator, and a breaker agent would perform functions of opening 
and closing a breaker. Agents at this level of control have a higher requirement for 
timely execution of actions and thereby usually do not implement high level me-
chanism for decision making. Agents at this level may communicate with other 
agents at same level and to the agents at higher level of control. The so called  
local or distributed control is implemented at this level. Though being able to 
communicate with other agents at same level as well as higher level, agents at this 
level should be able to make local decision independently. 

The agents at the control coordination level usually do not directly interact with 
physical electric power system devices. Instead, they communicate with agents at 
lower level of control, i.e. device level agents. Status information is communi-
cated from lower level to the high level whereas control commands are sent from 
higher level to the lower. Agents at this level implement less time critical require-
ments and more sophisticated decision making mechanisms for system planning 
and control.  

DG Agent Control Logic 
DG agents represent distributed power generators in electrical networks. Every 
DG agent calculates its cost function. The cost function of DG agent is based upon 
its current state, e.g. active power set point capabilities, ability to control  
frequency, etc. The cost function of DG agents is  
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rolecurcurDGc UCS ),(,δ                                         (10) 

It is a function that maps current state of DG agent and current capabilities into a 
role utility for provision of regulation service. 

DG agent sends a bid based on value of this cost function. DF agent cumulates 
bids from all DG agents and sends a message to Load agents with information 
such as selection for service provision and amount of regulation power to be  
delivered. 

Load Agent Control Logic 

Every Load agent calculates its cost function. The cost function of load agents is 
based upon its current state, e.g. connected/disconnected and capabilities, auto-
connect (and re-connect). The cost function of Load agents is  

rolecurcurLoadc UCS ),(,δ                                  (11) 

DF Agent Control Logic 

The DF agent implements a mapping function ftr that bid of each DG and Load 
agents and maps into a role utility for service provision.  

 = srvitr RAf )(β                                     (12) 

where β is the bid value for each agent Ai and  Rsrv is the role utility for service 
provision.  

This function decides which DG agent shall provide a regulation service and 
how much regulation power should be provided through the service provision. It is 
important to note that the role utility allocation is performed based upon the bid 
value submitted by DG and Load agents and this bid value is calculated consider-
ing current state and capabilities of those agents. This ensures the optimal decision 
on selection of appropriate agent and the amount of regulation value according to 
a current situation. 

B. Control Agents 

In our approach, software agents act as smart controllers of different components 
of electric power systems, e.g. DGs (DG agents) and electric power loads (Load 
agents).  Such agents reside in a dynamic multi-agent software platform as shown 
in Fig. 13.  
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Fig. 13 Overall structure of agent and service 

The platform consists of one main container, and several sub containers. Each 
sub container represents an island in a distribution network consisting of DG and 
load agents.  Both DG and load agents can join or leave the network dynamically 
according to the changes in the network.  New islands can also be created follow-
ing any situation in the network. The software platform also includes some utility 
agents and services. Some of the important utilities and agents are:  

i) DF (Directory Facilitator) agent works as a market agent. DG and load 
agents interact with this agent to register and discover agent services.  

ii) AMS (Agent Management Services) agent provides white page services. 
This agent is responsible for creating, destroying and managing agents and 
containers in the software platform.  

iii) MTS (Message Transport Service) is responsible for message transporta-
tion between agents within a container and across containers. This service 
also enables synchronization of messages when several messages are sent 
and received from different agents in parallel. In order to take full advan-
tage of agent capabilities such as autonomy, local control, scalability and 
high level communication, the software platform is implemented as fully 
compliant with Foundation of Intelligent Physical Agents (FIPA) standards 
on JADE platform. 

C. Agent Communication 

Real-time communication between the software platform and RTDS is achieved 
by implementing a middleware based upon OPC and DNP3 protocols [9]. This 
middleware is implemented using Java Native Interface (JNI) and fully conforms 
to the mentioned standard. Through an OPC server, software agents can connect to 
respective device models in RTDS and perform control actions, e.g. changing the 
set point of a generator or opening and closing of a breaker during simulations.  
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Each agent in the software platform creates its own instance of connection and has 
an individual channel of control commands, which ensures that decentralized na-
ture and robustness of the control mechanism is not compromised [10]. 

3   Test Platform with RTDS and MatrikonOPC Server for 
SCADA DNP3  

In order to validate the developed control concepts and test the dynamic perfor-
mance of active distribution systems for islanding operation, a test platform has 
been established in Center for Electric Technology (CET), Technical University of 
Denmark. The setup of the test platform and the communication between different 
parts of the test platform are presented in Sect. 3.3.1 and Sect. 3.3.2, respectively. 

3.1   Test Platform Setup 

The test platform is comprised of a real time digital simulator (RTDS) and a Ma-
trikonOPC server for SCADA DNP3, and is illustrated in Fig. 14. 
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Fig. 14 Test System Setup 

The RTDS in DTU has 5 racks and each rack has 4 RISC processor cards 
(GPC) and can model a system with 110 buses. The RTDS is shown in Fig. 15.  
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Fig. 15 RTDS in DTU 

The RTDS is equipped with analogue and digital I/O cards to enable the data 
exchange between the RTDS and external hardware. In addition, the RTDS has 
one Gibabit Transceiver Network Interface System (GTNET) card which enable 
the RTDS communicate with external systems with Distributed Network Protocol 
(DNP) and IEC 61850 protocol.  

The MatrikonOPC server for SCADA DNP 3 provides Open Connectivity 
(OPC) access to devices compatible with the DNP 3 protocol and supports super-
visory control and data acquisition applications. In the test platform, the Matriko-
nOPC server for SCADA DNP 3 enables the communication between the RTDS 
and external systems or controllers using the OPC protocol. On the right hand side 
in Fig. 14, a few possible options that can be connected to the test platform to do 
testing or studies are shown.  

A SCADA system using the OPC protocol can be connected to the test platform 
and illustrate the operation and control of power systems. The status of the simu-
lated power system can be transported to the SCADA system and shown on the 
human machine interface (HMI) of the SCADA system. The control action can be 
realized by sending control signals from the SCADA system to the specific power 
components in the simulated power system. Such a system can be a training sys-
tem for power systems engineers in the control room and students.  

Besides using the platform as an education and training system, the platform 
can be used to test the developed controller for active distribution systems. Since  
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the OPC protocol is widely used in the industry, it is quite possible that the con-
troller will use the OPC protocol. A typical active distribution system with differ-
ent kinds of RES can be modeled in the RTDS and different operating conditions 
can be simulated to validate the functionality of the developed controller for active 
distribution systems. 

3.2   Communication Testing between the RTDS and the 
MatrikonOPC Server for SCADA DNP 3 

In order to verify the data exchange between the RTDS and the MatrikonOPC 
server for SCADA DNP 3, the communication test has been done. A small test 
case has been built to verify the data exchange for analogue and binary variables 
between the RTDS and the MatrikonOPC server for SCADA DNP 3. The test case 
is shown in Fig. 16. 

 

 

Fig. 16 Test Case for Communication between the RTDS and the MatrikonOPC Server for 
SCADA DNP 3 

In order to avoid the ambiguity, terms of ‘status’ and ‘control’ are used to 
represent the variables from the RTDS and to the RTDS, respectively.  

In the test case, one analogue status variable and one analogue control variable 
are defined to test the analogue data exchange; two binary status variables and two 
binary control variables are defined to test the binary data exchange. The defined  
variables are listed in Table 1. 
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Table 1 Variables in the Test Case in RTDS 

Variable Name Variable Type 

BSTATb0 Binary Status Variable 

BSTATb1 Binary Status Variable 

BCTRL1_b0 Binary Control Variable 

BCTRL1_b1 Binary Control Variable 

ASTAT1 Analog Status Variable 

ACTRL1 Analog Control Variable 

 
The values of binary and analog status variables will be transported from the 

RTDS to the MatrikonOPC server and the values of binary and analog control va-
riables will be transported from the MatrikonOPC server to the RTDS. 

The MatrikonOPC Explorer is used to illustrate the values of status variables 
and to change the values of control variables. In the MatrikonOPC Explorer, tags 
for all variables have to be defined. The used tags are listed in Table 2.  

Table 2 Tags used in the MatrikonOPC Explorer 

Tag Name Value 

AnalogInput 030.0.x Analog status value 

AnalogOutput 040.0.x Analog control value 

AnalogOutputBlockShortFP 041.3.x Analog control setting 

BinaryInput 001.0.x Binary status value 

BinaryOutput 010.0.x Binary control value 

ControlBlockRelay 012.1.x Binary control setting 

 
The AnalogInput 030.0.x tag is used to get the analog status values from the 

simulated power system in RTDS. The AnalogOutput 040.0.x tage is used to 
change the analog control values to the simulated power system which will be the 
set points for the control variables. The AnalogOutputBlockShotFP 041.3.x is 
used to change the value of AnalogOutput 040.0.x.  

The BinaryInput 001.0.x tag is used to get the binary status values from the si-
mulated power system in RTDS. The BinaryOutput 010.0.x is used to change the 
binary control values in the simulated power system. The ControlBlockRelay 
012.1.x is used to change the value of BinaryOutput 010.0.x. 

The status and control values in the RTDS and the MatrikonOPC Explorer are 
shown in Fig. 17 and Fig. 18. 
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Fig. 17 Status and Control Values in RTDS 

 

Fig. 18 Status and Control Values in MatrikonOPC Explorer 

The test results show that both analog and binary status values can be obtained 
from the simulated system in RTDS and the values of control variables can be sent 
back to the simulated system in RTDS. Therefore, with the system setup as such, 
the functionality of the distribution system controller and the Java based controller 
can be tested using the real time performance of the simulated distribution system. 

4   Modeling of Active Distribution Systems 

4.1   Distributed Generation System 

The penetration of DGs causes changes in frequency control philosophy for active 
distribution systems. There is a strong need in development of power system  
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model for study of frequency control features in considered areas. In this regard, 
modeling is essential for development of the control. Inappropriate selection of 
models can lead to inaccurate control. Therefore, precise modeling of the distribu-
tion system elements is necessary. At the same time, models must have a reasona-
ble order. This is usually the case especially for DG units, some of which have 
quite complicated dynamic behavior. For the study of DG systems, a sample dis-
tribution system which includes several different DG units has been developed. 
Also, investigated various DG configurations and chosen several specific units for 
use in this study.  The DG system simulation model is shown in Fig. 19 and  
Fig. 20, respectively and a description of each DG unit, along with associated  
controls is provided. 

 

 

Fig. 19 Distributed generation system model 

 

Fig. 20 RTDS implementation of distributed generation system model 

4.1.1   Variable Speed Wind Turbine 

The variable speed wind turbine model used in the study system is based on the 
work of [11]. The principles and mathematical models of DFIG are well  
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documented in literature and hence are only briefly outlined. An interface trans-
former, a high pass filter and two Voltage Source Converters (VSCs), as well as 
the DFIG are included in the small time step portion of this model. The controls 
and the wind turbine model are run in the large time step portion of the model. 
The DFIG has become the choice of many utilities for harvesting wind energy due 
to its ability to provide reactive power support to the power system during low 
voltage conditions. The DFIG can also extract the optimum wind energy over a 
wide range of wind speeds, a feature not possible with fixed speed induction gene-
rators. The parameters of the DFIG are scaled up from a laboratory sized machine 
to a 7 MW, 2.5 kV machine. The actual DFIG parameters used are typical of a 2 
MW, 690 V machine. The high pass filter is rated at 10 percent of the interface 
transformer MVA and tuned to remove the switching voltage and current compo-
nents generated by the VSCs (21 x 60 Hz). The grid side VSC operates to control 
voltage on the capacitor connected between it and the rotor side VSC, while the 
rotor side VSC controls voltages applied to the rotor to maintain reactive power 
flow into the DFIG and to control torque. The grid side VSC can also regulate 
reactive power flow into the system. The wind turbine allows the selection of ei-
ther of two commonly used power coefficient curves along with user entered  
parameters. Both wind speed and rotor speed are inputs into the model and  
mechanical torque is the output. Rotor speed is determined by the DFIG based on 
inertia and on the difference between mechanical and electrical torques. An opti-
mum torque reference is included to produce maximum power at any rotor speed. 
Also, a simple pitch control was used to protect the rotor from over speed in the 
event of strong wind. 

4.1.2   Photovoltaic Generators and Fuel Cell Generator 

The two Photovoltaic (PV) generators are connected to the ac system through 
standard voltage source converters, interface transformers and high pass filters all 
running in the small time step portion of this model. Control references for capaci-
tor voltage and reactive current are included. No outer loop controls such as  
capacitor voltage control for power transfer optimization are included due to in-
sufficient time to study and investigate such control. A Norton current source in 
parallel with the VSC capacitor is used to simulate current injections from PV 
cells.  This injected current results in real power production from the VSC. 

4.1.3   Fixed Speed Wind Turbine 

The fixed speed wind turbine uses the same wind turbine model as mentioned 
above and is connected in this case, to a typical Danish squirrel cage induction ge-
nerator. No controls are implemented except the beta control for the turbine blades 
to prevent excessive slip. 
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4.1.4   Synchronous Generator 

The machine is based on the default synchronous generator provided in the stan-
dard RSCAD library. It is connected to the network with a step up transformer and 
is controlled with a standard static exciter (EXST1), turbine and governor 
(IEESGO) components. 

4.1.5   Control System 

Each of the VSCs in the study circuit has its own control system. In the case of the 
two PV systems, the Fuel Cell system and the grid side VSC of the variable speed 
wind turbine, the controls are very similar. Three phase current into the VSC is 
measured and decomposed into direct and quadrature components. These are regu-
lated by measuring errors with respect to references and then passing them to  
proportional plus integral gain blocks. Cross coupling terms are then removed re-
sulting in a computed direct and quadrature voltage. The controls then use the two 
computed voltages to produce a three phase set of sinusoidal modulation refer-
ences with the correct magnitude and phase.  Finally, the three phase reference set 
is compared against a triangle wave to generate the square wave switching  
sequence required by each leg of the VSC. The magnitude and phase of the mod-
ulation reference controls the magnitude and phase of the VSC internal node vol-
tages. Voltage magnitude differences with respect to the external AC voltage give 
rise to reactive current just as in synchronous condenser. Phase differences give 
rise to real current. Real current is regulated to control the capacitor voltage. The 
controls for the variable speed wind turbine rotor VSC are similar to the others, 
but there are major differences. These controls define an internal synchronous di-
rect and quadrature reference frame where the stator flux is aligned with the direct 
axis.  The rotor flux is then located on that reference and the rotor slip currents 
controlled to generate a quadrature and direct rotor flux components.  The direct 
axis rotor current then controls reactive current flowing into the stator and the qu-
adrature axis rotor current controls the electric torque. The cross coupling terms 
are removed to find the required voltages as in the other VSC controls, but compu-
ting them is somewhat more complicated. The final control structure is shown  
below. 
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Fig. 21 DFIG with its VSC 

 

Fig. 22 VSC control system - rotor DQ axis currents and generated voltage control 
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Fig. 23 VSC control system - rotor PI regulation and FP generation 

 

Fig. 24 VSC control system - Grid VSC controls and FP generation 
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Fig. 25 Wind and wind turbine model 

4.2   IEEE 9-Bus System 

The modified IEEE 9-bus test system is used to illustrate the islanding operation 
of an active distribution networks, and to validate the proposed multi-agent based 
controller for the islanding operation of active distribution systems. The single-
line diagram of the modified IEEE 9-bus test system in DIgSILENT PowerFactory 
and RSCAD are shown in Fig. 26 and Fig. 27, respectively. The modified IEEE 9-
bus system comprises a 60kV, 50 Hz grid which feeds an 11 kV network through 
a 60/11kV transformer. The system consists of three DG units, eight transmission 
lines, one transformer and four loads. Three DG units with nominal power of 4.85 
MVA are connected to bus 1, 3 and bus 4, respectively, and simulated with 1.5 
MW power output before islanding operation. The loads, totaling 6.0 MW, are dis-
tributed along the bus 5,6,7,8 and are modeled as constant impedance static and 
ZIP dynamic loads [12]. 
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Fig. 26 Modified IEEE 9-bus test system 
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Fig. 27 RTDS implementation of IEEE 9-bus test system 

Table 3 Characteristics of the IEEE 9-bus test system 
 

System characteristic Value 

Number of buses 8 

Number of DGs 3 

Number of loads 4 

Number of transmission lines 8 

Total generation 6.0 MW / 0.379 MVAr 

Total load 6.0 MW / 0 MVAr 

The commercial cogeneration systems use the natural gas, coal or oil to drive 
the steam turbine. The steam turbine couples with the rotor of the synchronous ge-
nerator to generate electric power, and they are operated according to the heat de-
mand. The transient and sub-transient impedances of the synchronous generator 
are considered so that more accurate transient stability analysis can be obtained 
[13]. To regulate the bus voltage of the islanded system, the excitation system as 
depicted in Fig. 28, the IEEE standard type ST1 model, is used for the steam tur-
bine cogeneration units. Also, in order to achieve the quick response of the steam 
turbine mechanical power output to the frequency variation, the IEEEG1 governor 
model shown in Fig. 29 is applied in the speed governing system.  Table 4 gives 
the parameters of the governor model.  
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Fig. 28 RTDS exciter model 

 

Fig. 29 RTDS speed governor model 

Table 4 Parameters of the governor model 

Parameter Value Parameter Value 

K 20 K2 0 

T1 0.001 T5 5 

T2 0.001 K3 0.7 

T3 0.25 K4 0 

U0 0.1 T6 0 

Uc -0.2 K5 0 

Pmx 1 K6 0 

Pmn 0 T7 0 

T4 0.2 K7 0 

K1 0.3 K8 0 
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For all the simulation cases, when the grid is connected to the 11 kV bus, the 
DGs are operating in the PQ mode and the voltage and frequency at the 11 kV bus 
are regulated by the grid. Under the islanding operation mode, the DG units are 
switched from PQ mode to V-f mode, and the 11 kV bus voltages and the system 
frequency are then regulated by the DG units. In our approach, agents act as smart 
controllers of different components of electric power systems e.g. DG agents and 
Load agents. Such agents reside in a dynamic multi-agent platform as previously 
shown in Sect. 3.3. JADE is a popular platform for application of the multi-agent 
technology in power system applications. Therefore, the secondary load-frequency 
control scheme was implemented in a JAVA application which calls the RTDS 
dynamic simulation computation module. This computation module runs dynamic 
simulations for a given controller sample time intervals. At the end of each dy-
namic simulation, the integral and absolute value of frequency deviation is read 
from RTDS’s output file. Using this information, new power set points are com-
puted and stored in the RTDS’s information file for the next dynamic simulation.  
This process is repeated up to frequency stabilization or a maximum simulation 
time.  

5   Case Studies for Frequency Control of Active Distribution 
Systems  

5.1   Case Studies with a Sample Distributed Generation System 

One base distribution network model was used for all three test cases.  The three 
test cases considered are listed in the Table 5 below. 

Table 5 Test cases 

Test Number Test Description 

Case I Opening re-closer A 

Case II Opening re-closer B 

Case III Ground fault at point A 

5.1.1   Case I: Simulation of Islanding 1 

This test involved the opening of re-closer A between bus #2 and bus #3. The 
main result seen from this test shows the voltage between M3 and M4 rises as the 
current increases to feed the local load of 2.5 MW. The controls for the variable 
speed wind turbine do not change the power reference and the power output stays 
constant. This requires the voltage to rise till all the power is consumed in the lo-
cal load. If the controls had contained a voltage regulator, they would likely have 
become unstable. If the controls had contained a feature to run back the power 
level to match the local load (load frequency control) and voltage regulator, they 
would have had little impact on the local system. 
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Fig. 30 Measured voltage at every measuring point (M1-M5) in Case 1 

 

Fig. 31 Measured current at every measuring point (M1-M5) in Case 1  

5.1.2   Case II: Simulation of Islanding 2 

This test required the opening of recloser B. The main results from this test show 
the voltage at M4 rises as does the current to feed the local load of 2.5 MW. The 
controls for the variable speed wind turbine do not change the power reference 
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and the power output stays at 7MW constant.  This requires the voltage to rise un-
til all the power is consumed in the local load.  If the controls had contained a  
voltage regulator, they would likely have become unstable.  If the controls had 
contained a feature to run back the power level to match the local load (load fre-
quency control) and voltage regulator, they would have had little impact on the  
local system. The result is similar to that of test 1. 

 

Fig. 32 Measured voltage at every measuring point (M1-M5) in Case 2   

5.1.3   Case III: Single Phase to Ground Fault at Point A 

In this case, a single line to ground fault was applied to the bus #2 at t=0.03s.  
Fig. 34 illustrates the timing sequence for test case 3. During the fault, local vol-
tages and currents from the VSCs had larger harmonics than normal operation and 
there were significant negative sequence components as expected. The network 
and the controls experienced very little disturbance following the clearing of the 
fault after 0.3s and seem to have recovered well. 
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Fig. 33 Measured current at every measuring point (M1-M5) in Case 2  

 

Fig. 34 Fault sequence and CB operation in Case 3 
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Fig. 35 Measured voltage at every measuring point(M1-M5) in Case 3  

 

Fig. 36 Measured current at every measuring point (M1-M5) in Case 3  
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5.2   Case Studies with the IEEE 9-Bus System 

In order to further investigate the steady state and dynamic performance of active 
distribution systems under islanding operation with the proposed multi-agent 
based controller, three case studies are set up with the modified IEEE 9-bus sys-
tem.  Initially, the test distribution system is balanced and all voltages at the nodes 
of all loads are at 1pu. Load agents at each load are continuously monitoring the 
voltage and frequency to response to any disturbance. The contingency considered 
is a three phase fault at the grid connection. Each study case has a test description 
as follows; 

5.2.1   Case I 

In this case, only one DG is providing regulation service. The DG provides an ex-
tra active power for balancing in the islanded part of the network. The execution 
sequence is described as follows: 

• Step1. Loss of 1.5 MW power from the grid due to an outage or intentional 
islanding 

• Step2. Created an imbalance in the islanded part of the network 
• Step3. Load agents observe voltage and frequency drop 
• Step4. Load agents contact DF agent for any available regulation service 
• Step5. DF agents informs the current service availability and provides its 

reference 
• Step6. Load agents request DG #2 agent for provision of service 
• Step7. DG #2 agent accepts the request and provides the service by increas-

ing its active power set point 
• Step8. Voltage and frequency recover at the nodes of all loads 

The control strategy is to use one DG as the master controller while the other re-
mains as the slaves. The master DG is switched on to V-f mode after islanding to 
control the overall island voltage and frequency while the other slave DGs are 
maintained at fixed generation. Under the islanding mode, the imbalance is taken 
up by the master DG.  

It can be seen from Fig. 37 and Fig. 38 that the controller adjusted the power out-
put of DG #2 to the desired value and the required power needed is supplied only by 
DG #2 unit.  As shown in Fig. 38, the voltages dropped to 10.96 kV and recovered to 
the operational range quickly. The master controller is capable of reducing the vol-
tage and frequency excursions and keeping them within permissible limits.  

In this case, the secondary load-frequency control scheme was implemented in 
a JAVA application which calls the RTDS dynamic simulation computation mod-
ule. This computation module runs dynamic simulations for a given controller 
sample time intervals. At the end of each dynamic simulation, the integral and  
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absolute value of frequency deviation is read from RTDS’s output file. Using this 
information, new power set points are computed and stored in the RTDS’s infor-
mation file for the next dynamic simulation. This process is repeated up to fre-
quency stabilization or a maximum simulation time. 

 

Fig. 37 System frequency and DG output in case I 

 

Fig. 38 Bus voltages in case I 
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Fig. 39 Agent communication in case I 

Fig. 39 shows the communication of agents during the simulation. It can be 
seen that the load agent sends a request message to the DF agent for regulation 
service. The DF agent sends back a message with the available service informa-
tion. Load agent sends a request message to DG agent for provision of this service. 
The content of request is the amount of active power to be increased.  Finally, DG 
#2 agent replies with an ‘agree’ message. 

5.2.2   Case II 

In this case, all three DG units are providing regulation services. The DG units 
provide an extra active power if required for balancing in the islanded part of the 
network by sharing or rescheduling between three units. The execution sequence 
is described as follows; 

• Step1. Loss of 1.5 MW power from the grid due to an outage or intentional 
islanding 

• Step2. Created an imbalance in the islanded part of the network 
• Step3. Load agents observe voltage and frequency drop 
• Step4. Load agents contact DF agent for any available regulation service 
• Step5. DF agents informs the current service availability and provides its 

reference 
• Step6. Load agents request all three DG agents for provision of services 
• Step7. All three DG agents accept the request and provide the service by in-

creasing their active power set points 
• Step8. Voltage and frequency recover at the nodes of all loads 

The control strategy is to use all three DGs as the master controllers. The master 
DGs are switched to V-f mode after islanding to control the overall island voltage 
and frequency. Under the islanding mode, the imbalance is taken up by all three 
master DGs. It can be seen from Fig. 40 and Fig. 41 that the controllers  
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adjusted the power output of DG  #1 – DG #3 to desired values and the required 
power needed is supplied by all three DG units. As shown in Fig. 41, the voltage 
dropped to 10.96 kV and recovered to the operational range quickly. All three 
master controllers are capable of reducing the voltage and frequency excursions, 
and keeping them within permissible limits. 

 

Fig. 40 System frequency and DG output in case II 

 

Fig. 41 Bus voltages in case II 
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Fig. 42 shows communication of agents during the simulation. It can be seen 
that the load agent sends a request message to DF agent for available regulation 
service. The DF agent sends back a message with available service information.  
Load agent sends a request message to all units of DG agents for provision of ser-
vice. The content of request is the amount of active power to be increased by all 
three DG units. Finally, DG #1- DG #3 agent replied with ‘agree’ messages. 

 

 

Fig. 42 Agent communication in case II 

5.2.3   Case III: Load Shedding 

In this case, it was investigated to use load shedding under islanding operation. 
These results show that the power balance in the island created by disconnection 
from the main grid can be maintained by load shedding. Under normal operating 
conditions, the generation and load are balanced and the generator terminal vol-
tages are 1pu. Initially, the system is running in normal condition, but at t = 0.5 
sec, power source is isolated from the system due to a fault on the utility side.  
This isolation creates an island with 25% imbalance. As Fig. 44 shows, the voltage 
dropped to 10.57 kV and the load shedding strategies shed the first load encoun-
tered, i.e., load 4 at bus #8. After the system sheds the load, it restores the fre-
quency and voltage as the power balance is restored. The execution sequence is 
described as follows: 

• Step1. Loss of 1.5 MW power from the grid due to an outage or intentional 
islanding 

• Step2. Created an imbalance in the islanded part of the network 
• Step3. Load agents observe voltage and frequency drop 
• Step4. Load agents contact DF agent for any available regulation service 
• Step5. DF agents informs the unavailability of any regulation service 
• Step6. Load agent informs this situation to Load Shedding agent 
• Step7. A load shedding of 1.5 MW at bus #8 
• Step8. Voltage and frequency recover at the nodes of all loads 
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This is case where none of DG units are providing regulation service when a part 
of distribution network is islanded from the main grid. Load agents are informed  
about unavailability of any regulation service by DF agent. Load agent informs 
this situation to the Load Shedding agent. Load shedding agent to shed 1.5 MW in 
order to achieve balance. 

 

Fig. 43 System frequency and DG output in case II 

 

Fig. 44 Bus voltages and fault time sequence in case III 
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Fig. 45 Agent communication in case III 

Fig. 45 shows communication between agents during the simulation. It can be 
seen that the control agent detects the fault at t = 0.5, the control agent informs the 
load agent and the DF agent, both of which exchange information and determine 
the amount of  loads to be shed and the amount of power to be produced internally 
in order to stabilize the grid. Depending on the pre-defined load priority set by us-
er and the available internal generation, the loading shedding agent can disconnect 
non-critical loads and certain critical loads. Thus, the load shedding agent discon-
nects the non-critical loads of 1.5 MW and leaves the critical load intact. All agent 
actions from detecting the fault, disconnecting the main circuit breaker, discon-
necting the non-critical loads to stabilize the grid can be accomplished within half 
an electrical cycle, i.e. less than 0.008 second. 

6   Summary  

This chapter describes the frequency control concept for islanding operation of  
active distribution systems. A multi-agent based framework is used to design a 
frequency controller in order to utilize different resources in active distribution 
systems to stabilize the frequency.   

The test platform comprising RTDS, OPC server and the java based controller 
is described and the communication test is presented as well.  

An example DG system and the modified IEEE 9 bus system are depicted in 
details. The example DG system is comprised of different types of DG such as va-
riable speed wind turbine generator, photovoltaic, fuel cell, fixed speed wind  
turbine generator and small synchronous machine. The modified 9 bus IEEE bus 
system has three DGs.  

Case studies were implemented with the example DG system and the IEEE 9 
bus system to illustrate the islanding operation of active distribution systems. The 
results show that the multi-agent based controller can efficiently stabilize the fre-
quency of the distribution systems using different distributed resources.  
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Control Methods for Grid Side Converters 
under Unbalanced Operating Conditions in 
Wind Power Applications 

Ana Vladan Stankovic, Dejan Schreiber, and Shuang Wu* 

Abstract. The chapter presents two control methods for complete harmonic elimi-
nation of a grid side inverter under unbalanced operating conditions. The first con-
trol method is suitable for unbalanced grid voltages and balanced line impedances 
whereas the second method is general and can be used for extreme unbalanced op-
erating conditions. Under severe fault conditions in the distribution system, not 
only grid voltages, but also line impedances must be considered as unbalanced.  
An analytical approach for complete harmonic elimination shows that a grid side 
inverter can operate under extreme unbalanced operating conditions with adjusta-
ble power factor resulting in a smooth (constant) power flow from dc to ac side. 
Both methods can be used for unbalanced falt-ride through control of a wind tur-
bine inverter. Simulation results show excellent behavior of the wind power sys-
tem under sever fault conditions. 

1   Introduction 

In this chapter two novel control methods for grid side converters under unba-
lanced operating conditions in wind power applications are presented. The grid 
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side converter controller is responsible for maintaining the DC link voltage at the 
reference value by exporting the active power to the grid. It is also designed to ex-
change the reactive power between the converter and the grid when required. Un-
fortunately, the features that PWM converter offers are fully realized only when 
the grid voltages are balanced. Under unbalanced grid voltages there is a deteri-
oration of the converter input and output characteristics. The imbalance in grid 
voltages may occur frequently especially in weak systems.  In order to provide a 
smooth operation of the grid side converter under unbalanced operating conditions 
with low harmonic content in line currents and the DC link capacitor, two control 
methods are proposed. First control method is suitable for unbalanced grid voltag-
es and balanced line impedances whereas the other one is applicable to extreme 
unbalanced operating conditions when both grid voltages and line impedances 
have to be considered unbalanced. To illustrate the operation of the grid side in-
verter under unbalanced operating conditions when proposed control methods are 
implemented, simulation data of a variable speed wind turbine with PM synchron-
ous generator and two controlled PWM back to back converters are shown.  

2   Recent Studies on Unbalanced Grid-Side Inverter Operation 
in Wind Power Applications 

Causes and effects of unbalanced grid voltages have been explained in detail. In a 
weak power system network, an unbalanced load at the distribution lines can 
cause unbalanced voltage condition. This is particularly true for rural power sys-
tems where the wind turbines are normally connected. Unbalanced condition can 
also be caused by unsymmetrical transformer windings, unbalanced transmission-
line impedances or faults.  Regardless of the cause, unbalanced input voltages 
have a severe impact on the performance of the grid-side inverter used in variable-
speed wind power systems.  Unbalanced grid voltages result in the appearance of 
large low order harmonics at the inverter input as well as low order harmonics in 
line currents that pollute the utility [1-7].  

Muljadi et al [8] summarized the problems caused by unbalanced voltages in a 
wind power system connected directly to an induction generator. The unbalanced 
grid will cause the stator currents of the induction generator to be unbalanced. The 
unbalanced currents create unequal heating on the stator winding which will de-
grade the insulation of the winding and shorten its life expectancy. Unbalanced 
stator currents also create torque pulsation on the shaft, resulting in audible noise 
and extra mechanical stress.  

For the variable-speed wind power system with two back-to-back PWM con-
verters [9-17], the impacts on the generator might decrease because the converter 
decouples the generator from the grid. But due to the inherent drawbacks of the 
PWM VSI, the unbalanced grid brings other problems to the system. It has been 
shown in references [18] that unbalanced voltages contain a significant negative 
sequence component, causing the derived current reference to vary in time, which 
will cause a significant second order harmonic in the inverter DC voltage.  
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This will in turn cause third-order harmonics in ac line currents. The third order 
harmonics in ac currents will reflect back causing the forth order harmonics in the 
DC link voltage and so on. This will result in appearance of even harmonics in the 
DC link voltage and odd harmonics in the line currents. More importantly, the grid 
faults cause an overvoltage in the DC link capacitor which yields to power imbal-
ance causing  the acceleration of the turbine’s rotor and  increase damaging risks 
of the PWM converter as well as the DC link capacitor [19].  

Standard control strategy used during grid faults consist of an additional chop-
per connected in parallel to the DC link capacitor. During faults, the surplus power 
is dissipated in the chopper resistance [20]. Even though the standard control 
strategy protects the system during grid faults, it does not prevent the grid pollu-
tion by harmonic currents. 

Hansen et al. [21] proposed the control method for the wind power system un-
der unbalanced operating conditions. However, the fault ride-through control is 
based on the control of the machine side converter. A damping controller, which is 
to use the DC capacitor as short-term energy storage is implemented to counteract 
the torque and speed oscillations and ensure a stable operation of the wind turbine 
under the grid fault. This method only minimizes the power pulsations and har-
monic currents. 

Abedini et al. [22] proposed a control method by adding a limiter to limit the 
grid currents and decrease the power generated from the machine during grid 
faults.  The focus in this paper is on the capacitor overvoltage protection during 
grid faults but the harmonic distortion in line currents has not been considered. 

Y. Zhang et al. [23] proposed the inverter control strategy for the wind power 
system with a permanent-magnet generator under unbalanced three-phase voltag-
es. The negative sequence current is decomposed and added to the current tem-
plate which is calculated based on the phase lock loop (PLL). However, the pro-
posed method does not completely eliminate harmonics in line currents. In 
addition, the control of the reactive power under unbalanced input voltages has not 
been considered. 

Lazarov et al. [24] applied grid inverter control method based on [25], to con-
trol the positive and negative sequence currents in d-q rotating frame. Under unba-
lanced operating conditions the active and reactive power flowing into the grid are 
given below, ܲ ൌ ௢ܲ ൅ ௖ܲଶ cosሺ2ݐݓሻ ൅ ௦ܲଶsin ሺ2ݐݓሻ                                        (1) ܳ ൌ ܳ௢ ൅ ܳ௖ଶ cosሺ2ݐݓሻ ൅ ܳ௦ଶsin ሺ2ݐݓሻ                              (2) 

By nullifying pulsating terms of the active power shown in (1) and reactive power 
shown in (2) harmonics can be minimized under unity power factor operation.  
Equation (3) represents the relationship between the active and reactive power as a 
function of grid voltages and currents under the condition of second harmonic 
elimination.  
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                          (3) 

where, ܧௗ௣, ,ௗ௡ܧ ,௤௣ܧ ,௤௡ܧ ,ௗ௣ܫ ,ௗ௡ܫ ,௤௣ܫ  ௤௡represent positive and negative sequence gridܫ
voltages and currents in d-q reference frame. The reference values for positive and 
negative sequence d-q components of the line currents are obtained from (4) and 
given below, 

                                                       (4) 

where   is a vector given by     

Chong et al. [26] applied the control method based on [24] and [25]. The con-
trol scheme is shown in Figure 1. 

 

Fig. 1 Grid-side inverter control scheme in ref. [26]  
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However, the method proposed in [24], [25] and [26] ignores pulsating power 
on line inductors and cannot be effective under extreme unbalanced operating 
conditions. In addition the reactive power cannot be controlled.  

Hu et al. [27] proposed the control scheme based on [28], [29] and [30]. Figure 
2 shows the proposed control scheme.  

 

 

Fig. 2 Grid-side inverter control scheme [27] 

Rodriguez et al. [31] [32] presented and compared five reactive and active 
power control strategies developed for the grid side inverter operating under un-
balance operating conditions.  

Unlike the majority of control methods presented in literature that only minim-
ize the harmonics of a grid side inverter under unbalanced operating conditions, 
two control methods presented in this chapter provide complete harmonic elimina-
tion and smooth power flow from the wind turbine to the grid. The second control 
method developed in the abc reference frame does not require complicated trans-
formations and is applicable for extreme simultaneous unbalance in grid voltages 
and line impedances. The proposed method is general and can be used for all le-
vels of unbalance in grid voltages and line impedances. The power factor can be 
adjusted in addition to the harmonic elimination. Based on the measurements of 
the grid voltage and impedance unbalance, both magnitudes as well as phase an-
gles of line currents are adjusted. In spite of the level of unbalance in grid voltages 
and line impedances, high quality of line currents and dc link voltage are obtained. 
Analytical and simulation results are in excellent agreement 

3   Grid-Side Converters under Unbalanced Operating 
Conditions 

Variable speed wind power generation enables the operation of the turbine at its 
optimal power over a range of wind speeds. Figure 3 shows the variable-speed 
wind power system. 
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Fig. 3 The variable-speed wind power system with two PWM converters and a permanent 
magnet (PM) generator.  

The machine side converter sets the torque demand according to the wind speed 
to obtain the optimal power and transfers the power to the DC link. The grid side 
inverter, transfers the DC link power to the power grid with constant frequency 
and magnitude. At the same time, the grid side converter is controlled to maintain 
the DC link voltage at a constant value [33], [34], [35].   

Under unbalanced grid voltages there is a deterioration of the converter input 
and output characteristics [36], [37]. The imbalance in grid voltages may occur 
frequently especially in weak systems. Nonuniformly distributed single phase 
loads, faults or unsymmetrical transformer windings could cause imbalance in the 
three phase voltages both in magnitude and in phase.  Regardless of the cause, un-
balanced voltages have a severe impact on the performance of the PWM grid-side 
converter. Actually, the huge harmonics of lower frequencies, not present in the 
PWM switching functions appear at both the input and output ports of the conver-
ter.  The problems include a significant distortion in line current waveforms and 
increase in the dc capacitor ripple current and voltage.  These additional low fre-
quency components cause additional losses and should be considered in filter  
design of these converters.   

3.1   Analysis of the Grid-Side Converter under Unbalanced 
Operating Conditions 

The unbalanced input voltages cause an abnormal second harmonic at the dc link 
voltage which reflects back to the ac side causing the third-order harmonic current 
to flow. Next, the third harmonic current causes the fourth-order harmonic voltage 
at the output, and so on. This results in the appearance of even harmonics at the dc 
link voltage and odd harmonics in the line currents. The grid–side converter is 
shown in Fig.4. 
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Fig. 4 Grid-side converter 

The DC link current  of the matrix converters is a function of the converter 

transfer function vector  and the line current vector  and is given by, 

                                                          (5) 

The converter transfer function vector  is composed of three independent line 
to neutral switching functions. 

                                               (6)                        

The line current vector is given by, 

                                                             (7) 

The line to neutral switching functions are balanced and can be represented only 
by their fundamental components. 
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Therefore, converter synthesized line to neutral voltages can be expressed as, 

                                           (9) 

The equation (9) shows that the grid- side converter synthesized voltages are al-
ways balanced.  For this reason, there will be no negative sequence voltage com-
ponent present at its terminals.  It follows that the line currents are unbalanced and 
given by, 

                                                (10) 

where  are zero, positive and negative sequence currents. Since 

, the zero sequence current never flows in this circuit.   

Line to neutral voltages are unbalanced and given by, 

                                              (11) 

where  and  are zero, positive and negative sequence line voltages. 
In time domain, the fundamental components of the three phase currents are 

given by, 

                                           (12) 

According to equation (5), the output current  is given by, 
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By using a trigonometric identity,  becomes, 

                           (14) 

The DC link current consists of a dc and a harmonic current. 

                                              (15) 

where  is the second-order harmonic current and is given by, 

           (16) 

Therefore, the dc link voltage will also contain the second-order harmonic, which 
will reflect back to the output causing the third-order harmonic current to flow.  
The third harmonic current will reflect back to the input causing the fourth-order 
harmonic to flow.  As the literature indicates, even harmonics will appear at the 
input and odd harmonics at the output of the converter under unbalanced voltages.  
The second and third-order harmonics are of the primary concern.  

4   A Proposed Method for Complete Harmonic Elimination of a 
Grid-Side Converter under Unbalanced Grid Voltages and 
Balanced Line Impedances 

The circuit shown in Figure 4 is analyzed under unbalanced input voltages and ba-
lanced input impedances.  This case will later be extended to a more general situa-
tion which will also consist of unbalanced input impedances. The harmonic elimi-
nation is achieved by generating unbalanced switching functions [38]. The 
assumptions used in the derivation are: 

• The system is lossless. 
• The switching functions are unbalanced and contain no zero 

sequence 
• Only fundamental components of switching functions and input 

currents are taken into account.  

By using symmetrical component theory, line to neutral switching functions ,
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 = .                                       (17) 

Since the zero sequence current is never present in this circuit, currents , and

 are given by,  

= .                                                 (18) 

where S  and S  are positive and negative sequence switching functions,  

and are positive and negative sequence currents and a = 1∠120 . 
As it was shown earlier, output current is given by, 

 =  = (S + S ) ( I + I ) + (a  S  + a S )                   

(a  I  + a I ) + (a S  +  a  S ) (a +a ) =  3 S  I + 3 S  I          

 (19) 

In the time domain, the pulsating component of the output current is expressed as:  

  = 3Real( e  e ) Real( e  e ) 

    + 3Real( e  e )Real( e  e ) 

    =3 cos(wt + )cos(wt + )..... .                                     (20) 

     + 3 cos(wt + )cos(wt + ) 

By using trigonometric identity cos( )cos( ) = 1/2[cos(  + ) + cos( -

)],one arrives to this result: 

(2wt)=3/2 cos(2wt+ + )+3/2 cos(2wt+ +

)                                                                                                                   (21) 

Equation (21) shows the presence of the second-order harmonic current at the in-
put of the inverter. The above equation indicates that the second-order harmonic 
can be eliminated under the following conditions. 
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where , , and are the magnitudes and phase angles of the posi-

tive and negative sequence switching functions, respectively.  , , and 

 are the magnitudes and phase angles of the positive and negative sequence 

line currents.  
The per-phase positive and negative sequence equivalent circuit under unba-

lanced input voltages and unbalanced synthesized voltages at the inverter termin-
als are shown in Figure 5. 

 

Fig. 5 Per-phase positive and negative sequence equivalent circuit  

From Figure 5, two additional equations are obtained and given by, 

    ZI =  - U                                                  (23) 

    ZI =  - U                                                 (24)  
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where  is the  dc link voltage. 

From the power equation, the following relationship is obtained, 
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where  is average DC power at the inverter input. 

The solution for harmonic elimination is obtained by combining equations (22), 
(23), (24), (25) and (26). The solution is given by the following set of equations: 
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- = -                                               (28) 

= cos ( - )                             (29) 

)2݊݅ݏ - ) = -                                   (30) 

The set of four equations shown above represents the open loop steady-state solu-
tion for input-output harmonic elimination of the grid side converter under unba-
lanced line voltages and balanced line impedances. 

4.1   Control Method for Complete Input – Output Harmonic 
Elimination of a Grid-Side Converter under Unbalanced Line 
Voltages and Balanced Line Impedances 

Based on the analysis of the open loop configuration presented above, a feed-
forward control method is proposed. In order to control the dc link voltage and 
eliminate harmonics at the input and output of the PWM grid-side inverter under 
unbalanced line voltages, not only current magnitudes but also their phase angles 
have to be controlled.  The DC bus error is used to synthesize magnitudes and the 
phase angle of the positive and negative sequence reference currents. The se-
quence components are then transformed into three phase (abc) quantities which 
become reference signals for the hysteresis controller. 

The steady-state solution for harmonic elimination in the open loop configura-
tion was derived and given by equations (27), (28), (29) and (30). Based on the 
steady state solution, the relationship between positive and negative sequence line 
voltages and currents is given by, 

1. =                                                           (31) 

2.                                       (32) 

where  are the magnitudes and phase angles of the positive and 

negative sequence line voltages and  are the magnitudes and 

phase angles of the positive and negative sequence line currents. 
However, it is always true that average DC power is equal to average AC pow-

er and given by the following equation, 

                
(33) 
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The dc link voltage is proportional to the positive and negative sequence currents 
(magnitudes), so is the error signal . In order to satisfy equation (26), 

the condition for second-harmonic elimination, the positive and negative sequence 
commands for current magnitudes should satisfy equations (34) and (35). 

                                         (34) 

                                        (35) 

Equations (34) and (35) represent positive and negative sequence magnitude 
commands. 

The positive and negative sequence commands for phase angles are derived 
from equation (36) and equation (37). The line current phase angle commands are 
given by, 

                                (36) 

)                          (37) 

where acos is an inverse cosine function. 
Equations (36) and (37) are approximated by the following two equations: 

                                             (38) 

                                     (39) 

Two proportional controllers are proposed (one for magnitude, the other for phase 
angle control).  An integral controller could be added to reduce the steady state error. 

Positive and negative sequence current commands are transformed to abc quan-
tities and used as references for hysteresis controller. 

The transformation is given by, 

                                (40) 

              
(41) 

                                 (42) 

The proposed control method is shown in Figure 6. 
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Fig. 6 Control method for complete harmonic elimination under unbalanced line voltages 
and balanced line impedances 
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5   Generalized Method for Harmonic Elimination of a Grid Side 
Converter under Simultaneous Unbalanced Grid Voltages 
and Line Impedances 

Under severe fault conditions in the distribution system, not only line voltages, but 
also line impedances must be considered unbalanced. Theoretical approach for 
complete harmonic elimination of the grid side inverter under unbalanced line vol-
tages and impedances is presented. Based on the analysis in the open loop, closed 
loop solution is proposed. 

5.1   Theoretical Approach 

The circuit shown in Fig.4 is analyzed under the following assumptions: 

• The line voltages are unbalanced 
• The line impedances are unbalanced 
• The converter is lossless 

Harmonic elimination can be achieved by generating unbalanced reference com-
mands for three line currents under unbalanced voltages and impedances [39].  

5.1.1   Derivation 

From the circuit shown on Fig. 4 three equivalent per phase circuits are obtained 
and shown in Fig. 7. 

                                                        (43) 

                                                     (44) 

                                                      (45) 

                                                     (46) 

                                       (47) 

                                       (48) 

where , , , , , , , , , , , , , ,  and  are 

grid voltages, line currents, line  impedances, synthesized voltages at the converter 
terminals, apparent power and switching functions, respectively, represented as 
phasors. 

1 1 1 1sV U z I= +

2 2 2 2sV U z I= +

3 3 3 3sV U z I= +

1 2 3I I I= − −

1 2 2 3 3( )S U I U I U I∗ ∗ ∗ ∗ ∗= − + +

1 1 2 2 3 3 0SW I SW I SW I+ + =

1U 2U 3U 1I 2I 3I z1 z2 z3 1sV 2sV 3sV S 1SW 2SW 3SW
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Fig. 7 Per Phase equivalent circuits under unbalanced line voltages and impedances 

Equation (48) represents the condition for the second harmonic elimination. 
Synthesized voltages ,  and  can be expressed as, 

                                                     (49) 

                                                   (50) 
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                                                       (51) 

where  is the  DC link voltage. 

By substituting equations (49), (50) and (51) into (43), (44) and (45) the follow-
ing set of equations is obtained, 

                                                   (52) 

                                             (53) 

                                               (54) 

                                                            (55) 

                               (56) 

                            (57) 

By multiplying equations (52), (53) and (54) by , and , respectively, and 

adding them up the following equation is obtained, 

  (58) 

By substituting equation (57) into (58) the following equation is obtained, 

                                  (59) 

The set of six equations with six unknowns, (52) to (57), reduces to three equa-
tions with three unknowns and are given by, 

                                                          (60) 

                                    (61) 

Equations (59), (61) and (61) represent a set of three equations with three un-
knowns. 

By substituting equation (60) into equations (59) and (61), the following set of 
equations is obtained and given by, 

                   (62) 
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                                 (63) 

Equation (62) can be simplified as, 

              (64) 

From equation (63) current, , can be expressed as, 

                                                  (65) 

Finally by substituting equation (65) into equation (64), 

              (66)         

 

 

         (67) 

Currents and can be obtained from equations (60) and (65). 

Equations (60), (65) and (67) represent the steady state solution for line cur-

rents under both unbalanced grid voltages and unbalanced line impedances. An 

analytical solution represented by equation (67) always exists unless all the coeffi-

cients of the quadratic equations are equal to zero. For given power, , grid  volt-

ages, , , and line impedances ,  and , line currents, , and , 

can be obtained from the above set of equations. 
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5.1.2   Critical Evaluation 

The analytical solution that has been obtained is general. The only constraint that 
exists, as far as the level of unbalance is concerned, is governed by constraints of 
the operation of the PWM converter itself. The proposed generalized method for 

input-output harmonic elimination is valid if and only if , where 

. In other words the solution exists for all levels of unbalance in line vol-

tages and impedances, except for cases where both voltage and impedance in the 
same phase are equal to zero. Therefore, the maximum level of voltage imbalance 
with balanced line impedances, for which the proposed solution is still valid, is 
given by, 

 

The maximum level of imbalance in both line voltages and impedances for which 
the proposed solution is still valid is given by, 

 

5.2   Control Method for Harmonic Elimination of a Grid Side 
Converter under Simultaneous Unbalanced Grid Voltages 
and Line Impedances 

Based on the analysis of the open loop configuration presented above, a feed for-
ward control method is proposed.  The line voltages as well as line impedances 
have to be measured. Based on this information and a DC bus error, reference cur-
rents are calculated according to equations (60), (65) and (67) which become ref-
erence signals for the hysteresis controller [7]. Only one PI controller is utilized, 
which has been shown to be sufficient for good regulation. The proposed control 
method is shown in more detail in Fig.8. 
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Fig. 8 Generalized control method for grid side inverter under unbalanced operating condi-
tions 

6   Example 

In this example a variable speed wind power system shown in Fig.3 is simulated 
in Simulink. Table 1 lists parameters used in simulation. Grid-side converter oper-
ates under extreme unbalanced operating conditions 

Figures 9,11, 13 and 15 show simulation results obtained when generalized 
control method shown in Fig.8 is used. Figures 10, 12, 14 and 16 show simulation 
results when the traditional control method is used. It is obvious that huge har-
monic currents flow in line currents and DC link voltage under extreme unba-
lanced operating conditions when traditional control is utilized. In addition pulsat-
ing power appears at the output of the generator cousing torque pulsations.   
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Table 1 Parameters used in simulation 

Stator phase Rs 2.8750 ohm f grid  60 Hz Hysteresis 
band 

0.02 A 

Stator   Induc-
tances  

Ld(H)=51 mH 
Lq(H)=51 mH Cdclink 300μF Sampling  

time 
0.02 ms 

Numberof Poles 16 Line imped-
ance 

L1=5 mH L2 =0 mH L3 =5 mH 

Power Rating  3 kW Grid voltage Ua=0∠0  Ub =110∠-120 Uc=220∠120 
Rated Voltage 480 V  PF 0.7 leading 

 

Fig. 9 Three-phase grid currents and DC link voltage with generalized control method 

 

Fig. 10 Three-phase grid currents and DC link voltage with the traditional control method 
 

1.9 1.92 1.94 1.96 1.98 2
-60

-40

-20

0

20

40

60

80

100

120

140

Time(Sec)

C
ur

re
nt

(A
)

 

 

1.9 1.92 1.94 1.96 1.98 2
0

100

200

300

400

500

600

700

800

V
dc

 (
V

)

Grid side currents and DC link Voltage

 

 

Iagrid
Ibgrid
Icgrid Vdc

1.9 1.92 1.94 1.96 1.98 2
-60

-40

-20

0

20

40

60

80

100

120

140

Time(Sec)

C
ur

re
nt

(A
)

 

 

1.9 1.92 1.94 1.96 1.98 2
0

100

200

300

400

500

600

700

800

V
dc

 (
V
)

Grid side currents and DC link Voltage

 

 

Iagrid
Ibgrid
Icgrid Vdc



148 A.V. Stankovic, D. Schreiber, and S. Wu
 

 
Fig. 11 Generator torque with the  proposed generalized  control method. 

 
Fig. 12 Generator torque with the traditional control method 
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Fig. 13 Generator line-line voltage with the proposed generalized control method 

 

Fig. 14 Generator line-line voltage with the traditional control  
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Fig. 15 Generator currents with the proposed generalized control method 

 
Fig. 16 Generator currents with the traditional control method 

7   Conclusion  

In this chapter two control methods for complete input-output elimination of a grid 
side convert under unbalanced operating conditions in variable-speed wind power 
applications is presented. The first control methods is suitable for cases where on-
ly line voltages are considered unbalanced. The other method presented in this 
chapter is general and can be used for all levels of unbalance in line voltages and 
impedances with complete harmonic elimination in line currents and DC link vol-
tage. The analytical method for inverter control under unbalanced operating condi-
tions with complete harmonic elimination in line currents and DC link voltage and 
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adjustable power factor is presented.  Based on the analytical solution, a closed 
loop control method is proposed and verified on a SIMULINK model of a variable 
speed wind power system. The simulation results obtained by applying the genera-
lized control method of harmonic elimination are compared with the simulation 
results obtained by using a traditional grid-side inverter control method. The re-
sults show that under severe fault conditions in the power system, high quality line 
currents and DC link voltage are obtained by using the proposed control tech-
nique. The same wind power system was simulated by using a traditional method. 
Results show that huge low order harmonics flow in line currents and DC link vol-
tage causing torque pulsations.  

Acknowledgment. I would like to thank my graduate students, Shuang Wu and Xiangpeng 
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Advances in Power Distribution System 
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Fang Yang, Vaibhav Donde, Zhao Li, and Zhenyuan Wang 

Abstract. Two important elements of the efficacy of a smart distribution grid are 
distribution automation and online distribution system analysis. This chapter 
presents recent research efforts from authors examining these two elements. In the 
study of distribution automation, an enhanced outage management system based 
on intelligent electronic devices and meter data is discussed.  In the research of 
online system analysis, state-of-the-art high performance computation architec-
tures (multi-core central processing unit and many-core graphics processing unit) 
that efficiently manage the complexity of the distribution system analysis problem 
on a large scale are explored.  

1   Introduction 

Driven by environmental concerns, the technology evolution, and politic incen-
tives, the electric power distribution system has significantly improved. These im-
provements have occurred in various areas, including the measurement, monitor-
ing, analysis, and automation of the distribution system, and are gradually 
transforming the traditional passive distribution system into a more proactive 
smart distribution grid. 

The literature has thoroughly addressed the following two enhancements: the 
application of distribution automation control technology in fault detection, isola-
tion, and power restoration (FDIR) [1]~[10], and the integration of an advanced 
metering infrastructure (AMI) with a distribution management system (DMS) 
[26]~[30], [34]. The development of the FDIR has effectively reduced the duration 
of power outages from hours to minutes, considerably raising the level of system 
reliability. As the AMI offers two-way communication between utility control 
centers and residential meters, the integration of AMI with DMS systems greatly 
enhances system monitoring and control capabilities.  

Because of the large number of real-time or near real-time meter measurements 
provided by the AMI, advanced online system analysis functions such as  
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distribution state estimation [31] can be realized. The temptation to implement the 
above advanced online system analysis functions further motivates the exploration 
of high-performance computation technologies such as the multi-core central 
processing unit (CPU) and the many-core graphics processing unit (GPU) in vari-
ous grid system analysis.  

This chapter summarizes research on the distribution outage management and 
the high-performance system analysis on which authors have recently focused.  
Section 2 addresses the meter and intelligent electronic device (IED) data-based 
distribution outage management system, including field and control center-based 
FDIR, short-term load forecasting in the FDIR, and a meter data-based outage 
analysis. Section 3 first discusses the formulation of a distribution system state es-
timation problem based on real-time or near real-time meter and sensor measure-
ments and then explores the possibility of online solutions to such complex and 
large scale problems using general high performance computation architectures 
(e.g., the multi-core CPU and the many-core GPU).  Section 4 concludes this 
chapter. 

2   Outage Management of the Distribution System  

Over the years, utilities have been pursuing more intelligent distribution networks, 
i.e., network that are less passive and more active or dynamically adapting. This 
trend has evolved into the Smart Grid, which, for some electric utilities, refers to 
electric power systems that enhance grid reliability and efficiency by automatical-
ly anticipating and responding to system disturbances. To establish the Smart Grid 
on a power distribution system level, utility control centers have attempted to im-
plement various automation technologies in system metering, protection, and con-
trol. Within these technologies, automated fault detection, isolation, and power 
restoration have become important parts of the Smart Grid puzzle. 

Traditionally, electric distribution utilities rely on a trouble call system to detect 
the occurrence of faults and resulting power outages (i.e., when a fault occurs, 
customers who experience power outages may call the utility to report the loss of 
power). The distribution utility control center then dispatches a maintenance crew 
to the field, where they investigate the fault location and implement switching 
scheme(s) to conduct fault isolation and power restoration. This procedure may 
take several hours to complete, depending on how quickly customers report the 
power outage and the maintenance crew locates the fault point. 

In moving closer to the Smart Grid concept, utilities have, in recent years, dep-
loyed feeder switching devices such as reclosers and circuit breakers with IEDs.  
IEDs are usually equipped with measuring, monitoring, protection, control, and 
communication functions, which enable the implementation of automated fault 
identification, isolation, and power restoration. In particular, they can transmit the 
switch status and other measurements to a substation computer or a control center.   
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Information from IEDs can be used to identify fault location and isolation.  For in-
stance, if a recloser is found in a lockout status after a sequence of reclosing op-
erations, it can be concluded that the fault lies in the downstream of the recloser; 
then if the switch located directly downstream of the fault is opened, the fault can 
be isolated. While the identification and isolation of a fault may be relatively easy, 
automatically restoring power to the healthy feeder section during the repair of the 
section with the fault remains a challenge. 

Studies have proposed a number of automated power restoration algorithms 
[1]~[10] such as heuristic search-based techniques, artificial intelligence-based al-
gorithms, algorithms using analytical methods, and algorithms combining two or 
more of these techniques. Although the aim of several of these algorithms is to 
provide a real-time solution, most are suitable for only planning analysis, or they 
were intended for use in the distribution utility control center to aid system opera-
tors with appropriate decisions.  Automated power restoration at the distribution 
system level demands an efficient, scalable method suitable for online  
applications.  

The following section examines two complementary power restoration control 
schemes: field- and control center-based schemes. Both conduct a restoration 
switching analysis (RSA) to achieve back-feed power restoration, that is, healthy 
load zones that have lost power will be restored through their boundary tie switch-
ing devices from neighboring sources. The field-based scheme uses a substation 
computer or a programmable logic controller (PLC) to run the RSA while the con-
trol center-based scheme uses the DMS outage management system.  

2.1   The Field-Based Scheme 

In the field-based scheme, either a substation computer or a PLC can host the RSA 
engine and communicate with feeder IEDs [11],[12].  Figure 1 provides an illu-
stration of an electric distribution network with sensors and actuators (IEDs), a 
power restoration controller (a substation computer or a PLC), and an optional 
communication link to the DMS. The network contains three sources (S1 to S3), 
seven loads (L1 to L7), and various switching devices (Brk1 to Brk4 and SW1 to 
SW6). Devices SW2, SW4, and SW6 serve as normally open tie switches.  The tie 
switches make the network electrically radial, where each load is supplied by only 
one source. It is imperative that the total load supplied by each source and the cur-
rent flowing through each switching device fall within their respective maximum 
capacities.  Figure 1 shows that source S1 serves L1, L2, L6, and L7 (900A in to-
tal), which is less than its maximum capacity of 1000A.  Similarly, sources S2 and 
S3 supply 400A and 50A of load, respectively, which are less than their respective 
capacities. Furthermore, the current flow through each switching device is less 
than its maximum load current-carrying capacity (e.g., 1000A for Brk1, 900A for 
SW1). 
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Fig. 1 Electric distribution system example [13] (©2009 IEEE) 

Each switching device is associated with an IED that acts as both a sensor and 
an actuator driver for controlling the switch. IEDs sense the current through the 
switch and its terminal voltage, which enable them to locally detect a fault and 
send appropriate open/close commands to the switch to clear the fault.  The figure 
shows that IEDs communicate in real-time with a power restoration controller (or 
a group of coordinated controllers).  The controller periodically polls the voltage 
and current data from the IEDs. When a switch locks out after its reclosing se-
quence to clear a permanent fault, the fault occurrence is communicated to the 
controller by report-by-exception.  The fault reporting triggers the fault isolation 
and power restoration algorithms that reside in the controller.  According to the re-
sulting power restoration plan, the controller orders various IEDs to open or close 
their respective switches in a timely manner. The controller may communicate 
with the DMS to obtain more detailed real-time information about the system, dis-
cussed in the following sections. 

Consider, for instance, a permanent fault occurring at load node L1. Switching 
device Brk1 goes through a reclosing sequence and finally opens (locks out), iso-
lating the fault from the upstream side.  Then device SW1 opens, as ordered by the 
power restoration controller, isolating the fault from the downstream.  Following 
the fault isolation, loads L2 and L6 remain unserved. The power restoration con-
troller now has the option of closing any of the three tie switches SW2, SW4, or 
SW6 so that the unserved loads are restored.  The controller then performs a ca-
pacity check to determine a feasible option. If SW2 is closed, source S2 would 
have to supply the additional load of L2 and L6, which is 700A.  It is already sup-
plying L3 and L4, which are 400A in total. Given that its maximum capacity is 
1000A, it has only 600A net capacity margin, so the capacity check would not be 
successful in this case.  
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However, if either SW6 is closed, providing a backfeed from source S1, or if 
SW4 is closed, providing backfeed from source S3, the capacity check would be 
successful. In the former case, source S1 would have to supply a total of 800A 
(80% of its maximum capacity) and in the latter case, source S3 would have to 
supply 750A (75% of its maximum capacity). The best option would be the one 
that results in the lowest loading of the source that supplies the backfeed, which, 
in this example, is source S3. 

The following subsections discuss two field-based power restoration schemes, 
hosted on substation computer and PLC, respectively. 

2.1.1   Substation Computer as a Power Restoration Controller1 

When a substation computer is used as a power restoration controller that hosts the 
RSA engine, it requires a distribution network model consisting of at least the fol-
lowing major feeder components: sources, such as distribution substation trans-
formers; switching devices, or “switches” that act to sectionalize parts of the net-
work, load switches, circuit breakers, and reclosers; and loads. The RSA engine is 
triggered following fault detection and uses a network tracing-based algorithm to 
identify a valid radial post-restoration network with no current or voltage violation 
on any network component or network node.  The outcome of the RSA is a resto-
ration switching sequence generated online according to the pre-fault network 
condition instead of pre-programmed rules that are usually generated offline. 

It is important that back-feed power restoration not overload any part of the 
back-feeding network, which the RSA algorithm deals with by a recursive net-
work tracing-based loading aggregation method involving following steps:  (1) It 
begins at a back-feeding source (usually a transformer); (2) it traces down all the 
network components it supplies until it reaches the end of the node-component 
graph tree structure; (3) when returning to the source, it sums up the loading cur-
rent at each network component, and if applicable, compares the loading current 
with its corresponding limit; and (4) after the tracing returns to the source, it cal-
culates the available capacity of a source. 

The RSA algorithm begins with a back-feeding isolation switch search carried 
out on the graph tree structure of the pre-fault network with the tripped break-
er/recloser as the root. The search is conducted down the tree to find the most 
downstream switch that passed the fault current. This switch is called the forward-
feed isolation switch. The search then moves downward to the first layer of down-
stream switches, referred to as back-feed isolation switches. The algorithm then 
applies numerous recursive steps, including the following: 

• It identifies any multi-connected load nodes (also known as “T-nodes,” de-
fined in the following paragraph) via network tracing 

• It determines if single-path restoration can be achieved via a single source 
• If single-path restoration cannot be achieved, it then continues to search for 

other switches in the network in order to achieve multi-path restoration. 
 

                                                           
1 [11] (©2009 IEEE). 
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A T-node is defined as the connection point of a lateral in a feeder. If an isolated 
network has T-nodes, its pre-restoration tree structure will define the isolation 
switch as the root and the potential back-feeding tie switches as the termination 
end. If both of the two downstream branches of a T-node are able to provide a 
backfeed, the algorithm has to choose one out of the two; otherwise, a circuit loop 
will be generated in the post-restoration network.  If the two downstream branches 
are to be back-fed from the same source, the branch with higher loading capability 
all the way to the source is chosen for backfeeding.  

A back-feeding path is defined as a set of connected circuit components from 
the back-feed source to the to-be-closed tie switch.  If a source can provide the 
restoration power over a single path to an out-of-service load zone, the restoration 
is called a single-path restoration.  Otherwise, the out-of-service load zone may 
have to be split into two or more load zones to be back fed, and the scenario is 
called multi-path restoration.  

In the case of multi-path restoration, the algorithm attempts to determine the 
best reconfiguration. In some cases, the network must be divided into two sub-
networks to restore all the possible unserved loads, moving one or more normally-
open tie switches to other switching device locations.  In other cases, all the un-
served loads cannot be completely restored even if the tie switch locations are 
moved. Both single- and multi-path restorations may have to shed load if the back-
feed source capacity or the feeder component loading capability is not sufficient. 

The restoration algorithm produces radial post-restoration networks.  Using the 
loading aggregation method, the algorithm performs a current violation check that 
ensures that the post-restoration loading currents of all the network components 
are less than their loading current limits.  After a load flow analysis of the post-
restoration network takes place, voltage violations can be checked as an integral 
part of the algorithm. The restoration validation check confirms the validity of the 
post-restoration network configuration to ensure that the network is radial and all 
the currents and voltages fall within the limits.  

The RSA algorithm may also consider other requirements such as minimizing 
losses, minimizing the number of switching operations, and balancing the loading 
of the back-feed transformer.  

2.1.2   PLC Platform as a Power Restoration Controller2  

The RSA algorithms can also be hosted on a PLC, which would act as a power 
restoration controller. Electrical field engineers generally prefer IEC61131-3 stan-
dard language-based PLC platform for the design and implementation of RSA. 
Such PLC platform, however, do not provide many of the advanced features of-
fered by substation computers with advanced programming environments and lan-
guages. Therefore, the development of efficient algorithms based on PLC  
languages and capable of realizing complex power restoration logic has become a 
critical need. One solution is graph theory-based design, which is capable of (1) 
dynamically updating a system configuration and a load profile, and (2) providing 
generic logic for fault location detection, isolation, and power restoration after the 
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occurrence of a permanent fault.  Such a logic engine implemented using PLC 
languages can easily be understood and further customized by field engineers. 

The overall PLC platform-based FDIR logic engine flow diagram, shown in 
Figure 2, is similar to the substation computer-based RSA.  The diagram includes 
functional modules such as system information collection, system configuration 
and load profile update, fault location detection, fault isolation, power restoration, 
and so on. The system information collection includes polling IED information to 
obtain switch status (open, close, lockout), counter values for reclosers, and elec-
tric parameters such as currents, voltages, and real/reactive power. The modules of 
system configuration and load profile update and power restoration can be accom-
plished by the use of depth-first and breadth-first search strategies in graph theory 
and analytical techniques.  Communication between the master controller and 
slave IEDs can use various communication protocols such as Modbus, DNP, and 
so on. 

The automatic generation of power restoration logic includes two stages: in 
stage one, a depth-first search technique is used to search all possible restoration 
sources/paths; in stage two, a reverse search procedure is developed using an ana-
lytical method that locates one or multiple restoration path(s) to restore as much 
load as possible while balancing the load level in each restoration path. This pow-
er restoration logic is illustrated in the following stages: 

Stage 1: All possible restoration sources/paths are searched, and the search 
starts from the isolation switch. All the downstream nodes and connected switches 
are searched and stored. This search procedure will stop at normally open tie 
switch(es), which can potentially provide a backfeed for power restoration. 

Stage 2:  One or multiple restoration sources/paths are searched based on sys-
tem operating constraints. In this work, note that only the capacity limits of 
sources (substations) and switches in terms of current magnitudes are included in 
the operating constraint set.  For the purpose of simplifying the problem, all other 
operating constraints such as voltages and real/reactive power flow are assumed to 
be within normal limits after the power restoration. These constraints can be in-
cluded in the constraint set in a similar way to determine the restoration 
sources/paths. Among all the possible restoration sources/paths, the equivalent ca-
pacity margin (ECM) of each restoration/path down to the normally open tie 
switch is first calculated.  Based on such ECM information, the source/path that 
has the largest ECM is selected to restore load in the healthy out-of-service area. 
After picking up a certain amount of load, the selected source/path may have less 
ECM than others; if so, then another restoration source/path with the largest ECM 
is selected so that the restoration work can continue.  This procedure is repeated 
until the entire load in the healthy out-of-service area is restored or all the restora-
tion sources/paths have run out of capacity. When a joint node that connects  
to more than one restoration source/path is encountered, the restoration 
source/path with the highest ECM is selected to continually pick up the load while 
other restoration sources/paths stop power restoration just before the joint node, 
thus guaranteeing that the restoration is performed to the maximum extent for the 
load before the joint node and beyond. 
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Fig. 2 The flow diagram of the PLC platform-based FDIR [12] (©2009 IEEE) 

2.1.3   Single- and Multi-path Power Restoration Examples 

Results from a typical RSA engine hosted on either a substation computer or a 
PLC are illustrated in Figure 3. On the left-hand side of the figure, single-path full 
restoration is used where a fault at T-node, L3, must be isolated by opening the 
forward-feed isolation switch, R3, and two back-feed isolation switches, R6 and 
R10.  The back-feed sources, S3 and S4, both have sufficient capacity to pick up 
the out-of service load on their corresponding restoration path, and each tie switch, 
R9 and R12, can be closed to achieve the restoration. The post-restoration circuit 
topology is shown in Figure 3 (right).  

Figure 4 (left) shows a multi-path full restoration example, where a fault at load 
node, L1, must be isolated by a forward-feed isolation switch, R1, and a back-feed 
isolation switch, R22). In this example, none of the back-feed sources, S2-S5, can 
completely pick up all the unserved loads after fault isolation. Hence, the RSA al-
gorithm splits the network into two parts by opening R13, and all the out-of-
service loads are restored by closing both R8 and R11 (from both S3 and S4). The 
post-restoration circuit topology is shown in Figure 4 (right). 
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Fig. 3 A single-path restoration example (left: normal topology, right: post restoration to-
pology) [11] (©2009 IEEE) 

     

Fig. 4 A multi-path restoration example (left: normal topology, right: post restoration to-
pology) [11] (©2009 IEEE) 

2.2   Incorporation of Short-Term Load Forecasting3  

As discussed earlier, the process of evaluating whether an alternate source is capa-
ble of supplying the unserved load requires knowledge about the current or power 
of the load. A straightforward approach to obtaining this information is to use the 
rated value of the load in the evaluation process, as done in the example in Figure 
1. The advantage of this procedure is that it can be programmed offline as the load 
rating is known from the network configuration data. In many instances, however, 
this procedure may not be sufficient because the actual load typically varies with 
time, and it may deviate considerably from its rated value.  The load rating itself 
may also vary from season to season and even from hour to hour.  For instance, if 
loads L5 and L6 in Figure 1 are assumed to be industrial loads and the restoration 
as outlined above is carried out during the night hours when the rated load demands 
are typically low, it is highly likely that the demand of these industrial loads will be 
significantly higher during the following day, and the new larger loads may possi-
bly overload the source that supplies it. Then if the rated demand of L5 increases to 
200A (from 50A) and that of L6 to 350A (from 200A) during the day, source S3 
                                                           
3 [13] ( ©2010 IEEE). 
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will be overloaded, possibly triggering further undesirable consequences such as 
tripping of overloaded components of the network or loss of another sensitive load.  
Thus, it is important that variation in the load be examined when back-feed restora-
tion is performed to prevent future consequences.  In other words, load profile and 
forecasting must be accounted for while designing a restoration strategy. 

This section addresses short-term load forecasting and its application in an on-
line power restoration algorithm for a distribution system network. The literature 
contains ample work on the general topic of the service restoration and reconfigu-
ration of electric distribution networks.  However, most studies lack documenta-
tion of a detailed framework for incorporating load forecasting in the capacity 
check algorithm and its implementation, which is the focus of this section. In par-
ticular, this section discusses the process of online estimation and dynamic adjust-
ing of loads for use in the capacity check algorithm that are used to determine ap-
propriate back-feed strategy for load restoration. Rather than depending on the less 
reliable offline rated values of the loads in the capacity check process, the process 
estimates the pre-fault values of the network loads and uses them to appropriately 
adjust forecasted load profiles.  

A “load” as used in this work is the aggregation of all loads inside a load zone, 
defined as the area between two adjacent switches.  Since any of the actual loads 
in the load zone can be turned on or off individually, the aggregated load can vary 
from time to time, sometimes significantly.  Each load is typically associated with 
its variation pattern over a period of time, commonly known as a load profile. 
Loads tend to exhibit profiles that vary according to the season and the type of day 
(i.e., a workday, a weekend day, or a holiday).  Such load profiles will be used to 
forecast the future value of the load and use the value in the application of feeder 
restoration. 

Load profiles can be predefined once a restoration controller is configured, us-
ing information derived from the DMS.  If the information is not available at the 
restoration controller configuration time, the load profiles can be populated with 
rated maximum load values and then populated online over time by the restoration 
controller. 

Real-time current flowing through any two adjacent switches is measured by 
the corresponding IEDs.  Based on the magnitudes of the switch current and the 
statuses of the open/closed switches (as known from corresponding IEDs), the pre-
fault load can be estimated using variants of Kirchhoff’s current laws for the radial 
topology of the network.  

Given that such a load profile represents only a forecasted load, but the actual 
load will likely differ, a user predefined safety margin is incorporated in the ca-
pacity check algorithm to identify the suitable backfeed. However, if no feasible 
backfeed exists with the maximum value of the load over the 24-hour period, the 
maximum value of the load over a shorter period is used.  Consider the worst case 
in which even after trying all possibilities (e.g., down to one hour of fault repair-
ing time), no feasible backfeed is found to power the disconnected loads resulting 
from insufficient available capacity of alternate sources and devices in those paths, 
a load management scheme and/or a demand response scheme that limits the load 
to existing available capacity can be instated through the DMS. While load  
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management can limit the load under a certain amount by shedding loads, demand 
response encourages customers to reduce their load willingly via certain incentives 
in response to system reliability concerns. 

Network stability and performance constraints play an important role in deter-
mining the real-time source capacity limits that can safely be used for load restora-
tion. For instance, a source may have 1000A maximum current handling capacity; 
however, the network voltage and steady state stability constraints may reduce the 
actual available capacity to as low as 700A.  If a source attempts to supply more 
load than that specified by this capacity limit, the system may suffer from sagging 
voltages that may trigger a voltage collapse process.  The power restoration con-
troller must use the real-time capacity limit rather than the rated maximum capaci-
ty in the algorithms that check capacity. 

The DMS has a detailed model for the entire distribution network (within the 
territory of the utility) and is equipped with various network analysis functionali-
ties that enable the DMS to estimate the actual capacity limits of the alternate 
sources. As illustrated in Figure 1, the power restoration controller communicates 
with the DMS, which analyzes the network in real-time using tools such as power 
flow and contingency analysis.  Using these tools, the DMS predicts the short-
term (hours ahead) actual capacity limit of each source and communicates it back 
to the restoration controller.  A virtual IED runs at the DMS server that responds 
to calls from the restoration controller and communicates the actual source capaci-
ty information to the controller for use in power restoration logic. 

Figure 5 shows a field-based power restoration application integrated with the 
short-term load forecasting-based capacity check algorithm. A three-bus system 
network is used for illustration. Switches R4 and R5 are normally open. Each load 
is characterized by its 24-hour profile depicted in Figure 6. Loads are assumed to 
peak at 4:00PM and reach the lowest point in their variation at 5:00AM, with a si-
nusoidal variation. 

 

 

Fig. 5 Load forecasting-based capacity check integrated in a power restoration application 
[13] (©2010 IEEE) 



166 F. Yang et al.
 

 

Fig. 6 Load profiles of loads: L1, L2, and L3 [13] (©2009 IEEE) 

Test case 1 is carried out with the mean time to repair (MTTR) for the fault set 
to 5 hours, both upstream and downstream. A permanent fault is placed on the 
downstream terminal of R1, where load L1 is located. The fault triggers the rec-
losing operation of R1, which locks out to isolate the fault from the upstream, 
triggering automation algorithms in the power restoration control to create isola-
tion and restoration logic. The fault isolation switch is identified as R2. Direct res-
toration of the lost loads (L2 and L3) can be accomplished in two ways:  by clos-
ing R5 or by closing R4. The load forecasting-based capacity check requires 
knowledge of the maximum load at each of the load buses during the mean time to 
repair the fault, which is 5 hours for the present test case. Figure 6 shows that the 
maximum values of the loads during this time are about 9MW, 4.5MW, and 
9MW. The capacity check is run using these maximum load values, which in this 
case is successful and R5 is issued a close command. Figure 7 (left) shows a 
screenshot of the restored network. 

 

  

Fig. 7 Screenshot of the restored network for test cases (left: case 1, right: case 2) [13]    
(©2010 IEEE) 

Test case 2 is carried out using the same setup; the MTTR, however, is now set 
to 12 hours, so the capacity check algorithm will consider the maximum of the 
predicted load in the 12-hour time span.  In Figure 6, these values are 12MW,  
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6MW, and 12MW for loads L1- L3, respectively (larger than the ones from the 
previous test case). Consequently, no single source-based backfeed passes the ca-
pacity check since no single source is capable of fully serving the peak load. The 
restoration algorithm finds a feasible solution that uses a multi-source based back-
feed that involves the opening of R3 and the closing of R4 and R5. Thus R3, R4, 
and R5 are issued appropriate commands to restore the previously unserved loads 
L2 and L3. Figure 7 (right) shows a screenshot of the restored network.  

2.3   Control Center-Based Scheme [14] 

In a control center-based scheme, the substation computer is used as a gateway to 
transmitting field IED data back to the outage management system at the control 
center and control commands from the control center to the field IEDs.  The first 
uses industry-accepted protocols such as IEC61850, DNP3, and Modbus, to obtain 
the necessary data from each of the feeder IEDs, and then analyzes these data to 
detect if a fault has occurred in the system. In the event of a fault, the gateway 
sends this information upstream to the DMS. After data analysis, DMS determines 
the location of the fault and subsequently runs the RSA, generating the proper  
isolation and restoration switching actions that should be taken. The DMS then 
sends the switching control commands to the gateway either automatically or after 
an operator authorization action, whichever is preset in the control center DMS  
application.   

With the integrated control center-based restoration scheme, the gateway de-
tects the outage based on the IED-sensed network events and informs the DMS 
automatically. When the DMS receives this notice, it will run the RSA with re-
spect to the outage area and generate power restoration schemes.  The RSA is 
based on the detailed network model and unbalanced load flow analysis of this 
model to insure that the post-restoration network does not have current and vol-
tage violations. The RSA combines a network topology tree-tracing and genetic 
algorithm, thereby enabling it to support both lightly and heavily loaded network 
conditions. If the loading of the network is light, then single-path restoration is 
sufficient. If it is heavily loaded, either multi-path restoration or a multi-layer RSA 
must be used. The concept of the multi-layer RSA is illustrated in Figure 8, where 
green squares represent tie switches or fault clearance/isolation switches.  The tie 
switches that bound the unserved load area are called the first layer of tie switches 
for restoration. 

Subsequent layers are named sequentially (e.g., second layer, third layer).  Un-
der heavy load conditions, closing only the first layer restoration switches may not 
be sufficient for meeting the power requirements of the unserved loads.  Thus, 
load transfers from the zone between the first and second layers to that between 
the second and the third layers may be necessary. 
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Fig. 8 The multi-layer RSA concept [14] 

2.4   Outage Analysis Using Smart Meter Data 

Two types of faults can occur in the distribution system:  the short circuit fault and 
the open conductor fault.  They both result in power outages for customers located 
downstream of the fault.  A short circuit fault can be isolated from upstream by the 
opening of protective devices such as circuit breakers, reclosers, or fuses, depend-
ing on the utility protection coordination mechanism.  Circuit breakers and reclos-
ers are usually equipped with IEDs that can communicate status changes in these 
protective devices to the substation computer or the control center.  If these devic-
es operate to open, the field- or control center-based FDIR technique can quickly 
detect the fault and conduct isolation as well as power restoration.  

However, if a short circuit fault occurs in a lateral with a fuse as the protective 
device, the fuse may burn out to isolate the fault.  Fuses in the distribution system 
are generally not equipped with communication capabilities.  Therefore, the 
trouble call system is the only means by which a utility can detect a fault occur-
rence. The same scenario takes place when the distribution system has an open 
conductor fault in which no protective devices operate to open, and the utility con-
trol center has to depend on trouble calls from customers to report an outage.  

After receiving trouble calls from customers, the utility control center first 
needs to conduct an outage analysis based on the locations of the trouble calls. 
The outage analysis aims to identify the outage area and therefore infer the outage 
source (such as a burned out fuse or an open conductor).  Fast and accurate outage 
analysis is critical so that a utility can efficiently dispatch a crew to repair the cir-
cuit and to complete the service restoration task. 

Most DMS outage management systems adopt the upstream tracing method 
[15][16] to determine the outage source and area. Specifically, they use the loca-
tions of trouble calls and the network topology to find the common upstream  
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protective device, which is assumed to be the outage source, and the entire down-
stream area of this device is concluded to be the outage area. 

The upstream tracing method is most effective in a single outage situation 
caused by one protective device operation.  However, when multiple outages oc-
cur in the same neighborhood, or an open conductor fault occurs, this method in-
evitably fails to locate outage source, so it enlarges the outage area.  Figure 9 illu-
strates both a distribution circuit with multiple outages and an open circuit fault.  

In the left side circuit, two short-circuit faults occur on two laterals with fuses 
F2 and F3, which sense the short-circuit current and burn out.  Based on trouble 
calls received from the downstream of F2 and F3, the upstream tracing method in-
fers that the common protective device CB of all the received trouble calls is the 
outage source, and the outage scope includes the entire downstream area of CB in-
stead of just the downstream areas of F2 and F3.  A similar conclusion is reached 
in the right side circuit, when an open conductor fault occurs on the feeder section 
between F1 and F2, which causes a power outage inference in the entire down-
stream area of CB based on both the trouble call locations and the upstream trac-
ing method. 

In both situations, the normal circuit section downstream of CB, such as the lat-
eral line with F1, the feeder line downstream of CB in the left side circuit, part of 
the feeder line between CB and the open conductor in the right side circuit are as-
sumed to experience a power outage.  Based on such an inaccurate assumption, 
the utility cannot pinpoint the exact fault location until it sends a crew into the 
field.  

 

Fig. 9 Outage analysis example 

Recently, with the wide deployment of the AMI in the distribution system, the 
smart meter is capable of providing an alternative means of the outage detection 
besides trouble calls. The last gasp sent out by smart meters in an outage area can 
notify the control center of the power outage occurrence in real time or near real 
time, which is much faster than the arrival of trouble calls at the control center. 
Besides the quick outage notification, smart meters have an on-demand polling 
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capability that can be used to check the energized status of the meter.  This feature 
is particularly useful in resolving any uncertainty about the outage area during 
multiple outages or open conductor fault situations, as described in Figure 9. For 
instance, after receiving trouble calls from the downstream of F2 and F3, the utili-
ty control center can further conduct on-demand polling to check if the smart me-
ters located downstream of F1 and/or on the feeder line close to CB is energized 
or not. If these meters are still energized, then the CB cannot possibly be con-
cluded to be the outage source. 

Some researchers have begun to explore the application of the smart meter in 
outage management [17]~[20].  Effectively utilizing meter last gasp information 
and the on-demand polling function will expedite the initiation of the outage man-
agement process, provide accurate outage analysis results, result in fast power res-
toration, and improve the end customer reliability level and service satisfaction. 

2.5   Discussion 

Two of the most important Smart Grid applications for power distribution systems 
include FDIR and outage analysis.  FDIR can be hosted at either a field level or a 
control center level. At the heart of FDIR lies the RSA algorithm, which identifies 
the optimal back-feed solution and may involve single- and multi-path restoration 
options. If the network components are too stressed and the multi-path restoration 
cannot restore all the out-of-service loads, the algorithm will try to shed a minimal 
load while restoring as many other loads as possible.  Multi-layer RSA addresses 
more complex situations in which single-layer RSA cannot provide a back-feed 
restoration solution. An outage analysis provides the operator with valuable in-
formation about power outages that cannot be detected by IEDs.  Information 
from AMI systems can be integrated into outage analysis to provide the operator 
with a clearer picture of the network status. 

The FDIR algorithm can be improved further by incorporating short-term load 
forecasting information.  While using the real-time source capacities obtained 
from DMS, this online procedure uses an estimation of feeder loads to adjust load 
profiles appropriately or generate load profiles online in case they are not availa-
ble. These characteristics of the power restoration control process ensure that un-
served loads due to fault isolation are restored in a reliable manner and no network 
elements are overloaded. 

3   High Performance Computing for Online Smart Grid 
Analysis4  

In modern distribution systems, many emerging features, such as the intermittency 
and uncertainty of renewable energy resources and bi-directional power flows,  
inevitably exacerbate system unpredictability and make distribution system analy-
sis, protection, and control are more complex and dynamic. As a result, effective  

                                                           
4 [31] (©2011 IEEE). 
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system management becomes difficult without online monitoring and analysis  
applications such as power flow and state estimation. Online monitoring and anal-
ysis of the utility grid, influenced by various unpredictable factors, require real-
time system measurements and high performance computation (HPC) architecture. 
As of today, large amounts of real-time or near real-time measurements are avail-
able to a utility control center through the SCADA and AMI.  These measure-
ments, particularly meter measurements from the low-voltage network, tend to 
significantly increase the dimension and complexity of the underlying mathematic 
problems of distribution system monitoring and analysis applications. Therefore, 
the HPC architecture is expected to play a critical role in efficiently resolving 
these challenging problems and making them applicable in real time.  

This section first addresses the distribution system state estimation based on 
meter and sensor data and then presents the authors’ research work in the area of 
high performance computation architecture that improves the efficiency of the 
state estimation and power flow solution. This section is organized as follows:  
section 3.1 introduces the meter and sensor data-based distribution system state es-
timation solution; section 3.2 examines the computation architecture of the multi-
core CPU and many-core GPU; section 3.3 analyzes the features of power system 
calculations by evaluating a serial implementation of the conjugate gradient nor-
mal residual (CGNR) algorithm used as a linear equation solver; section 3.4 pro-
vides a detailed design and prototype of the CGNR algorithm based on both the 
multi-core and many-core computation architectures; section 3.5 conducts a per-
formance evaluation of the above parallel prototypes against large-scale datasets 
of state estimation and power flow problems; and section 3.6 concludes the  
discussion.  

3.1   Distribution System State Estimation  

Historically, the distribution system consists of very limited measuring devices, 
most of which are located at the feeder head and close to controllable equipment 
such as voltage regulators and shunt capacitor banks. Under these circumstances, 
many distribution management systems obtain overall system operating states us-
ing an approximate method in which first, load estimation is executed to allocate 
the total demand measured at the feeder head to each service transformer propor-
tionally according to the transformer nominal capacity rating and second, a distri-
bution system load flow is solved to provide system state values.  The assumption 
that each service transformer loading level is proportional to its capacity rating is 
nearly always inaccurate in practice. 

Nowadays, as a result of the wide deployment of AMI and other sensors such 
as IEDs in distribution systems, not only are a large number of measurements of-
fered by the meters and sensors available to the utility control center, but the mea-
surements also retain a certain level of system information redundancy. The  
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redundant measurements enable the application of advanced distribution system 
state estimation algorithms such as the weighted least squares (WLS) method and 
others that have been broadly applied for transmission system state estimation.  

However, compared to the transmission system model, the distribution system 
model required in the state estimation is much more complicated.  For one, it 
should take into account many detailed and realistic system and component cha-
racteristics, including multi-phase unbalanced construction and operating practice, 
various transformer connection and configuration types (Y/Y, Y/∆, ∆/Y, ∆/∆, 
grounded or ungrounded, primary, or secondary with leading or lagging, primary, 
or secondary regulation capability, an open-delta connection, and so on), various 
load and capacitor connection types (Y or ∆), and various combinations of load 
models (constant power load, constant current load, and constant impedance load).  
Figure 10 to 13 provide representative model examples of various distribution 
network components, including distribution lines, loads, capacitor banks, and 
transformers. 

 

Fig. 10 A four-wire grounded three-phase line 

 

Fig. 11 A delta-connected capacitor bank 
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Fig. 12 A wye-connected load 

 

Fig. 13 A wye-delta connected transformer 

Distribution system state estimation is a computational procedure that uses a 
redundant set of measurements and a detailed multi-phase network model to com-
pute a statistical estimate of system operating states.  Generally, system states, 
which consist of node voltage magnitudes and phase angles, are used to uniquely 
define system operating conditions.  In the set of available measurements, pseudo 
load power measurements provided by meters are major constituents.  Also avail-
able are measurements from other sensors, including bus voltage magnitudes, 
branch power/current flows, and so on.  

The literature [21]~[25] has introduced various methods for distribution system 
state estimation  Most of them are based on the WLS (weighted least squares) ap-
proach and its variations such as the equality constraints formulation and aug-
mented matrix method, which are all solved by the LaGrange multiplier method.  
The augmented matrix WLS formulation is selected here to illustrate the distribu-
tion state estimation problem. Eq. (1) represents an augmented WLS formulation 
in which residual vector  is introduced into the objective function, and all the 
measurement functions, including the zero injection measurement function, are 
treated as equality constraints. 
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(1) 

where 

: a diagonal matrix with the diagonal element  being the weight for 

measurement  

: residual vector  

: system state vector  
:  measurement vector including all actual measurements 
: measurement function vector corresponding to all the actual measurements  
: virtual zero injection measurement function vector  

 

Typically, the LaGrange multiplier method is used to solve the optimization prob-
lem.  In this case, the LaGrange function will have two sets of LaGrange multip-
liers, and :  

 (2) 

Adhering to the first-order optimality conditions, we can derive the following equ-

ations: 

 

(3) 

By eliminating ( , ) and linearizing the remaining three equ-

ations in (4) around a given system state , we can obtain the following linear 
equation set:  

 

(4) 

The formulated linear equation set is solved iteratively to update the system state 
variables, and according to the author, it usually takes an average of 10 or more 
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iterations before the convergence criterion is satisfied. For a realistic distribution 
circuit with thousands of buses and the distribution system state estimation me-
thod using the detailed multi-phase network model, the dimensions of the above 
augmented linear equations can range between 10k~100k.  In light of the fact that 
a general distribution system control center could cover as many as several hun-
dred distribution substations and each substation could have multiple such distri-
bution circuits, from a utility perspective, the distribution management system will 
require considerable computational effort to solve the distribution system state es-
timation problem. 

Due to the heavy computational burden in solving large-scale power system 
problems, many research efforts have tested the potential of high performance 
computation architectures. Traditionally, solving a large-scale power system prob-
lem relies on a mainframe computer or specially-designed computation architec-
ture.  For instance, [35] attempted to solve such problem using a computer with 
128 1.5GHz titanium-2 processors and 256G of memory, but the high cost and 
special deployment conditions prevented its use for practical industrial applica-
tions.  In such a situation, research directions should focus on finding an afforda-
ble computation strategy from mainstream computation architectures. 

Mainstream computation architectures in the current market technically fall into 
two categories: the multi-core CPU and the many-core GPU.  Both are shared 
memory computation architectures in which several computational cores sharing 
the main memory bandwidth and banks are glued into one die.  The current market 
is dominated by a quad-core CPU, but six-, eight-, and even ten-core CPUs are 
finding their way into product lines [36], [37].  Graphic processor units (GPUs) 
are originally used to boost the performance of graphic applications.  Since 2007, 
in a movement initiated by NVidia, GPUs are now accessible to high performance 
computation applications through the CUDA or OpenCL interfaces [38].  

Under various power system applications, state estimation as well as power 
flow are two fundamental applications, at the heart of which lies a solution of li-
near equations Ax=b, such as Eq. (4), with A typically being a highly sparse ma-
trix.  Although direct methods based on LU and QR have been traditionally ap-
plied to power system problems [39], iterative methods may prove to be strong 
contenders when it comes to solving large scale-power system problems because 
of the structure of iterative methods, which involves simple mathematical calcula-
tions that are more amenable to parallelization using a parallel platform [40], [41]. 
Hence, the following sections aim to investigate a high-performance iterative 
solver by utilizing the existing mainstream computation architecture in the context 
of power system state estimation and power flow applications. 

3.2   A Closer Look at the CPU and GPU Architecture 

From the perspective of architecture, both the multi-core CPU and many-core 
GPU package several cores into one die, sharing the same memory channel. To 
maintain high performance, this type of computation architecture needs to have a 
high-speed memory bandwidth, feeding data to and getting results from computa-
tional cores. 
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Generally, the performance of the computation architecture is determined by 
one of the following two perspectives: the computational power and speed of the 
data channel, which are separately measured by GFLOPS and memory bandwidth. 
GFLOPS refers to the billions of floating point operations per second handled by a 
processor, and the memory bandwidth is defined as the data transfer rates between 
computation cores and the main memory.  

Figure 14 illustrates the primary differences between the multi-core CPU and 
the GPU: a multi-core CPU has a larger cache system and stronger control capa-
bilities; by contrast, a GPU has a significant number of computational cores 
(ALUs). Table 1. Multi-core CPU vs. many-core GPU may help to clarify the 
above difference between the multi-core CPU and the many-core GPU. Generally, 
the total cache of a multi-core CPU is 10M (L1 cache + L2 cache + L3 cache), 6 
to 7 times as large as that of the GPU system; while the GPU has more computa-
tional cores (i.e., GTX480, which has 480 cores) than the multi-core CPU (gener-
ally less than 10 cores).  

As more transistors are devoted to data processing rather than caching and flow 
control, a GPU offers significantly more powerful computation capabilities than a 
multi-core CPU does. As of 2010, the latest version GPU from NVIDIA 
(GTX480) offers 576 GFLOPS, 20 times as much as the latest Intel CPU (i.e., In-
tel Westmere having six cores). 

However, increasing the computing power by assembling many computational 
cores into one die escalates memory I/O requests and overuses the existing 
memory channel. In particular, the increasing number of memory I/O requests 
blocks the memory channel, depriving the computational cores of data and 
eventually eliminating the benefits of increased computation power brought by the 
added computation cores. Thus, the performance bottleneck for computation 
architectures that share memory, including both multi-core CPU and many-core 
GPU, is memory bandwidth. The literature refers to this issue as the “memory 
wall”.  

 

Fig. 14 The models of multi-core CPU and GPU [43] 

Key: 
Arithmetic Logic Unit Control

Various types of Memory (Cache, DRAM)
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For a multi-core CPU, mitigating the overuse of the memory channel demands 
that various types of cache (L1, L2 and L3 caches) be placed along the path 
between the individual cores and the main memory. As the most frequently used 
data can be entered into the caching system, reading/writing data can be done 
through the cache rather than through the main memory. This strategy effectively 
reduces the consumption of costly memory bandwidth. However, efficiently 
utilizing the above caching infrastructure necessitates an application with a regular 
memory usage pattern and relatively small memory footprints. Table 1 illustrates 
the caching infrastructure of the main-stream CPUs produced by both Intel and 
AMD.  

Table 1 Multi-core CPU vs. many-core GPU [31] ( ©2011 IEEE) 

 
 
Unlike the CPU, the GPU adopts a unique strategy to hide the memory latency: 

driving many threads to concurrently access memory in different locations. In 
practice, the above strategy of reducing memory latency particularly beneficial for 
data parallel computation problems, in which the same mathematical operation 
can be concurrently applied to many data stored in different memory locations. 
Fortunately, most matrix calculations (i.e., matrix multiplication) that dominate 
power system calculations fall into this category. 

In the past decade, implementing the GPU strategy of hiding memory latency 
through concurrent access is not only technically easier but also leads to higher 
memory bandwidth growth rates when compared to the multi-core CPU. Since 
2003, the GPU memory bandwidth has been grown from 20 GB/s to 180 GB/s; 
during the same period, the bandwidth of multi-core CPU’s has only expanded 
from 10 GB/s to 25 GB/s.     

In summary, the efficient use of the limited memory bandwidth is the key to 
unleashing the computation power of both the multi-core CPU and many-core 
GPU computation architectures. Previous experience has demonstrated that an ap-
plication with a regular memory access pattern is suitable for the multi-core com-
putation architecture because most memory footprints of the application can be 
cached; however, an application with simple logic controls but bulk concurrent da-
ta calculations, suits the many-core computation architecture, in which concurrent 
transportation of data effectively hides the memory latency.  

# of Physical 
Cores

L1 Cache L2 Cache L3 Cache Memory

Intel Bloomfield Core i7 950 
(June, 2009)

4 32KB (instruction)
32KB (data) 

256KB/
Core

8M (shared by 
all cores)

25 GB

 Bus

/s

Intel Yorkfield Core 2 Quad 
Q9400 (Aug. 2008)

4 4 x 32K(instruction)
4 x 32 (data)

2 x 3M  
shared by two 

cores

0 M 10 GB/s

AMD Phenom II 1090T
(Apr 2010)

6 N/A 3M 6 M shared 37 GB/s

AMD Phenom X4 9950 
(Mar 2008)

4 64 KB + 64 KB 
data + instructions

2M 2M 33 GB /s

Fermi NVDIA GTX480 
(April 2010)

480 64 KB (16 + 48) 768KB 768KB 180 GB /s

Key: I/O bus includes front side bus (FSB), Quick Path structure and Hyper Transport Bus
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3.3   Features of the Numerical Methods Applied to Power System 
Calculations 

To identify the features of performance issue in power system calculations, this 
work evaluates the serial version of the conjugate gradient normal residual 
(CGNR) [44] in the context of the power system state estimation application. The 
CGNR method is selected because it is a general technique for solving a WLS 
based system of linear equations and it is built upon on the concepts of the conju-
gate gradient (CG) method. From a computational perspective, the CGNR (CG) 
serials algorithms involve some basic matrix operations such as matrix-vector 
multiplication, vector dot products, and vector updates.  

3.3.1   CGNR and CGNR + Jacobi Pre-conditioner 

We consider a problem, in which we seek to solve the system of linear equations 
Ax = b, where A is an n by m real matrix, b a known real vector of dimension n by 
1 and x an unknown real vector of dimension m by 1. Here, n > m because the 
state estimation problem is over-determined (more equations than unknowns). For 
a power system state estimation problem, matrix A is the measurement Jacobian. 

In the WLS normal equations formulation of the power system state estimation 
problem, ATA describes the gain matrix that is symmetrical positive definite (SPD) 
by structure, so the conjugate gradient (CG) method is applicable. Note that the 
gain matrix requires matrix-matrix multiplication of the measurement Jacobian A 
with its transpose, which is hidden by CGNR.  

The CGNR with Jacobi pre-conditioning method is called when the diagonal of 
the gain matrix is used as pre-conditioner matrix M (the left part of Figure 15). 
The inverse of M consists of only the reciprocal of the diagonal of M; thus Jacobi 
pre-conditioning is an attractive iterative methods because it involves very few 
additional computations compared with other pre-conditioning methods, but great-
ly reduces the number of iterations [35]. 

3.3.2   Evaluation of Serial Implementations of CGNR and CGNR + Jacobi 
Pre-conditioner  

The serial version of CGNR and CGNR with the Jacobi pre-conditioner, presented 
in Figure 15, has been implemented using C in the Windows platform. The beha-
vior of iterative methods in the context of the power system state estimation appli-
cation can be observed, if they are executed using a group of power system state 
estimation data matrices listed in Table 2 and the following measurements are rec-
orded: the number of iterations to convergence and the time spent during itera-
tions. Iterations are declared as converged when the 2-norm of a residual vector is 
less than a predefined threshold value – 1e-3.  
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Fig. 15 CGNR and CGNR with a Jacobi pre-conditioner [31]  (©2011 IEEE) 

A.   The Test Environment 

Hardware 

• Intel Core 2 Quad Q9400 (2.66GHz)  
• L1 Cache: 4 x 32 KB instruction caches, 4 x 32 KB data caches 
• 2 x 3M 12-way set associative caches (each L2 caches is shared between 2 cores) 
• Seagate 1T hard drive, 7200 rpm 
• 4G DDR2 memory 
• PCI-E x 16 (GPU interface) 
• NVIDIA GTX480 GPU 
• GPU GF100  
• Memory 1.5G (DDR5) 
• Bus width (384 bit) 
• Bandwidth 182.4 GB/s  

Software 

• Windows 7 Enterprise  
• Visual Studio 2008 Professional 

B.   The Test Data Set 

Table 2 describes the test matrices in terms of dimension, number of nonzero ele-
ments, condition number, and percentage of nonzero elements. The number of condi-
tions is specified for index matrix A, which represents the measurement Jacobian. It 
should be emphasized that for CGNR, we are dealing with the gain matrix that has a 
squared condition number even though it accepts matrix A as an input, its conver-
gence behavior depends on the condition number of the gain matrix (ATA).  

Given an initial guess 

Compute , ,

For i = 1, 2, … until convergence Do:

Given an initial guess 

Compute

EndDo

, ,

For = 1, 2, … until convergence Do:

EndDoCGNR

CGNR with Jacobi preconditioner
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Table 2 The power system state estimation data for evaluating the serial implementation 
CGNR [31] (©2011 IEEE) 

 

The 3-bus system and the 14-bus system test matrices are generated from a simple 
3 bus system and the standard IEEE 14 bus system. To test the scalability of the algo-
rithm, we diagonally extend the 14-bus system measurement Jacobian to form a large 
sparse matrix, in which the original 14-bus matrix is duplicated 500 times along the 
diagonal. In practice terms, such a diagonally extended matrix stands for 500 inde-
pendent 14-bus systems and its condition number is the same as of the 14-bus system 
measurement Jacobian. A few of-diagonal elements are introduced in a test case with 
a worse condition number. The obtained matrix is referred to as the 14-bus system  
diagonal extension with inter-area dependencies, the condition number of which is 
1571, 9 to 10 times larger than that of the original 14-bus system. In addition, we also 
consider another large power system state estimation matrix PSSE2 [48]. 

C.   Sparse Matrix Storage Scheme 

The chosen matrix storage scheme is a combination of the coordinate (COO) for-
mat [49] and the compressed sparse row (CSR) format [49]. The combination of 
COO and CSR efficiently uses both the search based on individual locations 
(COO) and the search based on rows (CSR), resulting in the following data struc-
ture illustrated in Figure 16. 

 

Fig. 16 Sparse matrix storage scheme (COO + CSR)[31]  (©2011 IEEE) 
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measurement Jacobian
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Size Non Zero Elements Conditionnumber Ratio of Non
ZeroElements

3bus system 22x 6 88 26.2 66.7%

14bus system 73x27 329 118.78 16.7%

14bus systemdiagonal
extension

36500x13500 164,500 137.87 0.033%

14bus systemnon
diagonal extension

36500x13500 205,296 1571.9 0.041%

PSSE2 28634x11028 115,262 1.2422x10^6 0.036%
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D.   Test Results and Analysis 

Table 3 lists the test results, which include the number of iterations and time taken 
until convergence by the CGNR and the CGNR with Jacobi pre-conditioner when 
executed using the test matrices in Table 2. We use 1e-3 residual thresholds as a 
termination criterion. The data type used is the double precision float type. Our 
observations are summarized as follows:  

• For a set of linear equations Ax=b, the degree of the ill-conditioning of the 
matrix A influences the convergence rate of an iterative method. A ill-
conditioned matrix A results takes more iterations to converge.  

• The computational time spent by iterative algorithms is not as affected by 
the size of the problem as by the matrix conditioning. In our evaluation, 
even though the 14-bus system with a diagonal extension, the size of which 
is 36500 x 13500 (larger than PSSE2), takes a reasonable time (<0.1s) to 
converge. Note that this matrix is well-conditioned. 

• The Jacobi pre-conditioner greatly reduces the number of iterations to con-
verge and therefore effectively reduces the computation load. In our test, 
CGNR with the Jacobi pre-conditioner using PSSE2 data and a residual 
threshold of 1e-3 as the stopping criterion takes 27,605 iterations to con-
verge, which is 14.4% of the number of iterations taken by the CGNR with-
out any pre-conditioning.  

Table 3 Number of iterations and time spent by the CGNR, the CGNR with the Jacobi pre-
conditioner for different test matrices [31] (©2011 IEEE) 

 

E.   Performance Evaluation of the Serial CGNR Implementations 

To roughly estimate performance in terms of GFLOPS and memory bandwidth, 
we manually calculate the number of double precision operations, the number of 
accessing memory, and the time consumed by each iterative algorithm (Table 3). 
The estimation assumes that the data are directly picked up from memory with no 
caching capability. For instance, the statement c = a + b * c can be counted as two 
double precision operations (double precision add and multiplication), and four 
memory operations (three reading operations and one writing operation). In the es-
timation process, only the double precision operations and memory operations that 
occur during the iterative loop are counted. 

Methods (Algorithm)
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Table 4 illustrates the overall performance of the serial implementations of the 
CGNR and the CGNR + Jacobi pre-conditioner in terms of GFLOPS and memory 
bandwidth. The CGNR with the Jacobi pre-conditioner takes 0.36 GFLOPS, 
which is far below the peak GFLOPS of the Intel Quad Core 9400 (42.56 
GFLOPS (Double Precision)) [47]. The average memory bandwidth is around 6.2 
GB/s, which is more than half of the peak memory bandwidth of the Intel Core 2 
Quad Core system (8.5GB/s [47]).  

Table 4 The effective performance of selected serial implementations in terms of GFLOPS 
and memory bandwidth [31] (©2011 IEEE) 

 

The above test results show that the serial implementations of iterative methods 
consume a small part of CPU computation power (less than 1% of the peak CPU 
computation power), but a large portion of memory bandwidth (around 60% of the 
peak memory bandwidth) to transport double precision data back and forth be-
tween the CPU and its memory. Consumption of a large portion of the memory 
bandwidth demonstrates that an iterative method in the context of the state estima-
tion application is highly memory bounded. 

3.4   Parallelization of Iterative Methods  

In this section, we discuss the parallelization of iterative methods using multi-core 
and many-core computation architectures.  CGNR + Jacobi pre-conditioning and 
CG + Jacobi pre-conditioning are selected for the parallelization evaluation based 
on the test results in the former section.   

3.4.1   The Parallelization Strategy 

As previously discussed, both the CG + Jacobi and the CGNR + Jacobi pre-
conditioner (Figure 17) have a common framework that includes an initialization part 
and an iterative part constructed by several common operations (e.g., matrix vector 
multiplication, vector inner products, and vector updates). Here, the vector update op-
eration is defined as ui=vi+αwi, where u, v, w are n x 1 vectors, and α is a scalar.  

Table 5 illustrates the time spent by the common operations of serial implemen-
tation of the above two algorithms in the following two test scenarios: CG + Jaco-
bi against a power flow test data set and CGNR + Jacobi against a power system 

Total GFLOP Total Mem

Op.

(DP)

Spent Time 

(s)

GFLOPS Memory Bandwidth 

(GB/s)

CGNR 1.5G 3.11G x 8 3.83 0.39 6.4

CGNR + 

Jacobi 

0.932G 1.98G x 8 2.53 0.36 6.2

Key: 

DP – Number of Double Precision Float Point Calculations
Test Data: 14 bus system diagonal extension with inter-area dependencie
Residue: 1e-3

s
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state estimation data set. The fact that matrix-vector multiplication takes 66.1%, 
which constitutes 82.3% of the total time separately in the above two test cases, 
demonstrates the importance of matrix vector multiplication. Thus, improving its 
performance should be the first priority of parallelism.  

Table 5 Time spent by three basic operations [31] (©2011 IEEE) 

 

3.4.2   The Multi-core CPU Implementation of Matrix Vector Multiplication 

We aim to boost the performance of matrix-vector multiplication operations using 
multi-core technologies. To simplify analysis, we parallelize only the matrix-

vector multiplication of  (in the left part of Figure 17) using a series of 

operations that can be concurrently executed as follows:   

(  are the individual rows of matrix ). The remaining parts of the 

algorithm use the serial implementations.  
The multi-core CG + Jacobi has been implemented using C++ on the windows 

platform. To reduce the overhead of creating and deleting a thread, we use a 
thread pool provided by the Microsoft platform. Managed by the thread pool, the 
overhead of creating and destroying a thread is greatly reduced since the thread 
pool initializes a pool with a certain number of threads and reuses them. Thread 
synchronization is done by a shared variable and an event handler.  

 

Fig. 17 CG with the Jacobi pre-conditioner and the CGNR with Jacobi pre-conditioner [31] 
(©2011 IEEE) 

Total Times
(sec)

Matrix-Vector 
Multiplication

(sec)

Vector and 
Vector 

Multiplication
(sec)

Vector 
Updates

(sec)

Iteration times

CG + Jacobi 2.557 1.69 (66.1%) 0.46 (17.9%) 0.40 (15.6%) 715

CGNR + Jacobi 2.544 2.0945 (82.3%) 0.2272 (8.9%) 0.2 (7.8%) 845

Stopping criterion residual = 1e-3

Test Data Set: 

CG + Jacobi: 1138 bus system with 56 times extension for power flow.
CGNR + Jacobi: 14 bus system  diagonal extension with inter-area 

dependencies for state estimation

ii Apw =

inii pApApA ,,, 10 

ni AAA ,,,0  A
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The workflow of the multi-core CG + Jacobi is as follows: The main thread en-
queues individual operations A0Pi, A1Pi, …, AnPi into the buffer of the thread pool, 
where the above operations can be currently executed by the certain number of 
threads offered by the thread pool; then the main thread idles for an event indicat-
ing that all the operations A0Pi, A1Pi, … , AnPi  have finished. Once the main thread 
receives such an event, it ends its idling status and continually conducts calcula-
tions in the remaining part of the algorithm. For each thread, a shared variable is 
used to synchronize its execution: Once a thread finishes the calculation of AjPi, it 
adds one to the shared variable through the atomic add operation, and then checks 
if the shared variable has reached n (the size of the problem). When the shared va-
riable reaches n, it will trigger an event announces that the main function that cal-
culations of all the threads are complete. The above multi-core CG + Jacobi pre-
conditioner is tested against the data set 1138_56, a power flow Jacobian test data 
extended from the 1,138 system provided by NIST. 

It is apparent from Table 6 that the multi-core version CG + Jacobi has a higher 
CPU utilization rate (94%) than the single-core version. However, the actual per-
formance of the multi-core CG is only one-tenth as fast as that of the CG + Jacobi. 

Table 6 The performance and CPU utilization of the multi-core and single-core CGs [31] 
(©2011 IEEE) 

 

Because of the irregular scarcity pattern of the input matrix, it is cannot be easily 
cached by the infrastructure of the multi-core CPU in the test system. Thus, most of 
the data have to be picked up from the main memory. Observations in the above serial 
version algorithm evaluation demonstrate that the serial version iterative method con-
sumes >60% memory bandwidth. The experimental results confirm the above obser-
vation that the four cores concurrently consuming the same memory bandwidth block 
the memory data channel, causing the individual cores to idle and starve for data. 

3.4.3   Many-Core GPU Implementation 

The many-core GPU computation architecture consists of a host (the original CPU 
system) and a device (the GPU system), in which a C/C++ function in the GPU is 
called a “kernel”. The CPU system is suitable for workflow control while the GPU 
is suited for bulk computations that can be run on numerous data elements simul-
taneously in parallel. So that each type of hardware is allowed to do the work it 
does best, the application should be partitioned and suitable loads distributed to 
both the CPU and the GPU.  

Because the execution of an iterative algorithm consists of a series of iterations, 
the latter of which relies on the results of the former, we cannot concurrently  

CPU Utilization Consumed Time 
(sec)

CG Multi-Core
version

94% 32.168

CG Single-Core 
version

25% 3.39

Key: The test is against the 1135_56 data set 
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execute individual iterations. Hence, a parallel strategy utilizes parallelism of the 
GPU threads to parallelize individual iterations as much as possible; at the same 
time, the strategy should synchronize the execution of the GPU threads using a 
global barrier performed by the CPU to maintain the execution sequence between 
the individual iterations.  

As common operations of the iterative method (Figure 18) are GPU friendly, in 
actual implementation, these operations are offloaded to the GPU for high perfor-
mance computation. At the same time, the CPU coordinates the execution of the 
operations that are offloaded to the GPU.  

Figure 18 illustrates the implementation of CGNR + Jacobi pre-conditioning 
under the CPU-GPU computation architecture, in which the CPU and the GPU 
collaborate to maximize the hardware utilization of both the CPU and the GPU. 
To minimize the overhead of data transportation, we transport only initial data 
from the CPU to the GPU at the beginning of the calculation and then transport 
the results of calculation at the end. During the calculation process, only the syn-
chronization control signal is transported, but the data stays in the GPU. 

 

Fig. 18 The CGNR with Jacobi and its CPU + GPU execution [31] ( ©2011 IEEE) 

3.4.4   GPU Kernel Implementation 

As the parallelization of the vector-update operation is straightforward, this sec-
tion focuses primarily on matrix-vector multiplication and the vector-vector dot 
product. 

 
 

Given an initial guess 

Compute , , 

For = 1, 2, … until convergence Do:

EndDo

Create and initialize the memory in GPU, 
including 

Initialize 

For j = 1, 2, … until convergence Do:

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

CPU: Sync

GPU: 

EndDo

CPU: get the result from CPU
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GPU version matrix vector multiplication 

The GPU implementation of the matrix vector multiplication is based on [49], in 
which matrix vector multiplication Ax=b is partitioned into a series of independent 
operations Aix = bi (Ai refers to the row vector of A, bi is the ith element of vector 
b), concurrently executed by individual GPU threads. In this partition, the number 
of concurrently executed threads is equal to the row number of matrix A. For ex-
ample, in the test scenario of PSSE2, the calculation of Ax = b is done by 28634 
threads, each calculating an Aix = bi but concurrently with all the other threads.  

The vector inner product 

GPU implementation of the vector inner product is based on [50], which defines 
the vector inner product as the sum of the elements of ci = ai x bi (ai and bi are the 
ith element of vectors a and b). Generally, the GPU version of the vector-vector 
dot product consists of two steps: 

Concurrently conducting ci = ai x bi (ai and bi are the ith element of the vector) 
Summing ci ( i = 1… n) 

Theoretically, the parallel vector-vector dot product algorithm requires that all the 
calculations (ci = ai x bi) be done before summing ci, which in turn requires the 
CPU to globally synchronize the executions of ci = ai x bi.  

3.5   Evaluations of Many-core GPU Implementation  

This section evaluates the GPU implementation of CG series algorithms with Ja-
cobi pre-conditioning, including CGNR + Jacobi preconditioning and CG + Jacobi 
preconditioning, in the context of power system state estimation and power flow 
applications. To ensure comparable results, we use the same test system as that in 
the previous sections.  

Power System State Estimation 

Table 7 shows the test results of the CPU and the GPU versions of the CGNR with 
Jacobi pre-conditioner using the test data sets listed in Table 2. Regardless of the 
conditioning of the matrix, the GPU version shows an improvement in perfor-
mance by a factor of between 7 and 10 over the CPU version. 

Table 7 A comparison of the serial and GPU implementations of CGNR + Jacobi in the 
context of power system state estimation application [31] (©2011 IEEE) 

 

14 bus system diagonal 
extension

14 bus system diagonal 
extension with inter-
area dependencies

PSSE2

# of 
iterations

Spent
Time (s)

# of 
iterations

Spent Time 
(s)

# of iterations Spent Time 
(s)

CPU 25 0.063972 845 2.43 27605 42.873

GPU 25 0.006327 845 0.3619 27605 7.13
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Power Flow 

Table 8 lists the various test matrices used for comparing the performance of CG 
with Jacobi pre-conditioning on the CPU to that on the GPU. Each of these ma-
trices represents a power flow admittance matrix [51] equivalent to the power flow 
Jacobian. The first row represents a 494-bus system that is duplicated 28, 56, and 
336 times in rows two, three, and four, respectively. Similarly, rows 5 through 7 
represent a 685-, 662-, and 1138-bus system duplicated 336 times to obtain cor-
responding power flow admittance matrices. The results in Table 8 demonstrate 
that for a large system, the GPU solution is much faster than the corresponding 
CPU solution; however, for a small system such as the 494-bus network (Table 8), 
the GPU solution is slower than the CPU solution due to the overhead of the GPU 
computation platform, such as the expense of launching thousands of threads.   

Matrices that are typically used in power flow calculations, namely, the active 
power flow Jacobian or equivalently, the system admittance matrices, are better 
conditioned than those used in other power system applications such as state esti-
mation. Well-conditioned matrices are more favorable for pre-conditioned itera-
tive methods such as CG using the Jacobi pre-conditioner. Furthermore, as the 
GPU architecture is suitable for parallelizing large-scale matrix-vector multiplica-
tion in iterative methods, it is also a promising approach to efficiently solving 
power flow problems on a large-scale power system (Table 8). The GPU architec-
ture may also be effective for power flow-based contingency analysis because it 
involves multiple power flows for various contingency situations. 

Table 8 The performance comparison between the serial and GPU implementations of 
CG+Jacobi preconditioner in the context of power flow application [31] (©2011 IEEE) 

 

3.6   Discussion 

The deployment of Smart Grid applications in a large scale power grid results in 
more complex operation and control. Providing operational assistance to the con-
trol center operator requires an online system analysis based on high frequency 
and the mass scale measurements provided by the AMI and other data collection 
systems, increasing the computational load.  

Size Time spent by 

CPU (ms)

Time spent by 

GPU (ms)

SpeedUp

494 bus 494 x 494 7.53 38.8

494_28 13,832 x 
13,832

226.6 40.0 5.6

494_56 27,664 x 
27,664

451.4 40.8 11.0

494_336 165,984 x 
165,984

5,400 141.7 38.1

685_336 230,160 x 
230,160

4,030 124 32.5

662_336 222,432 x 
222,432

3,700 74.9 49.3

1138_336 382,638 x 
382,638

25,000 687.6 36.4

-5.15
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5,400 141.7 38.1
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662_336 222,432 x 
222,432

3,700 74.9 49.3
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382,638
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Studies have addressed HPC in the context of power system applications han-
dled by mainframe computers, typically placed in a special environment such as a 
university or a research lab. However, to evaluate the feasibility of handling a 
large-scale power system calculations using state-of-the-art personal computers in 
the market, we have conducted numerical experiments using main stream compu-
tation devices, the multi-core CPU and many-core GPU (as of 2010) and large-
scale power system data for power system state estimation and power flow appli-
cations and reported our findings in this section. 

Results of this evaluation show that the solution to a system of linear equations, 
the key part of most power system applications is highly memory bonded when 
performed using iterative methods. In addition, they show that the multi-core CPU 
and GPU computational architectures impact performance differently. Unlike the 
multicore CPU, the GPU can significantly improve the performance of CG-based 
iterative solver when matrices are well conditioned and large, as typically encoun-
tered in a power flow formulation on a large-scale power system network. 

As this work has demonstrated the potential of the GPU architecture on certain 
class of power system applications, future work should further investigate other 
applications to determine whether they would also benefit from this architecture 
and test them using real-world data. 

4   Conclusions 

This chapter presents recent improvements in distribution system management 
technology. It covered the topics that included outage management of the distribu-
tion system and the application of high performance computation technology to 
Smart Grid analysis. 

Distribution system operators consider effective outage management one of the 
most important applications in the distribution management system to reduce the 
duration of power outages and improve the level of system reliability. The auto-
matic fault detection, isolation, and power restoration technology based on IED in-
formation can quickly identify fault location and automatically implement fault 
isolation and power restoration to a healthy feeder section while crews are repair-
ing the faulty section. In addition, the last gasp message of a meter can quickly no-
tify the utility control center of the occurrence of faults that cannot be detected by 
IEDs. Enhanced by the FDIR and outage analysis based on IED and meter data, 
the outage management system can significantly reduce the outage duration time 
experienced by customers from hours to minutes.  

With the development of the Smart Grid, the power grid is becoming more and 
more complex and dynamic. However, a more thorough understanding of such a 
system in real-time has necessitated online system analyses consisting of high-
frequency and large-scale measurements that require a heavy computation load. 
Therefore, to provide utility control centers with less cost prohibitive solution, the 
work presented here has carried out high performance computations in the context 
of power system applications using the multi-core CPU and the many-core GPU.  
The results of the computations demonstrated that the GPU can significantly  
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improve the performance of the CG-based iterative solver particularly when ma-
trices are well conditioned and large. 

In this chapter, a snapshot of authors’ recent research on the distribution system 
management is presented, which primarily focuses on the areas of outage man-
agement and application of HPC on Smart Grid analysis. As part of the entire 
Smart Grid paradigm, the technology improvements in these two areas together 
with others in various aspects of the smart gird are driving the traditional passive 
distribution system forward to the modern proactive Smart Grid with advanced 
features including the self-healing attribute and the real-time system monitoring, 
analysis, and management capabilities.  
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Power System Emission Control Using 
Electrical Energy Storage Systems*  

Hamid Falaghi and Maryam Khosravi Mahmooee 

Abstract. Increasing air pollution in recent decades has raised many environmen-
tal concerns and affected the operation of electric power plants. On the other hand, 
energy storage systems with their fast-developing technologies are interesting op-
tions to be used with various goals in planning and operation of power systems. In 
this chapter, the power system operation with the Battery Energy Storage Systems 
(BESS) is analyzed and mathematically modeled in order to manage and control 
emission of power plants. Also, the life-time parameters of the BESS are consi-
dered in the problem modeling. The proposed model is optimized using a hybrid 
optimization approach which is based on combination of the λ-iteration based 
economic load dispatch and genetic algorithm. The proposed approach is applied 
to a 69-bus system and the optimal parameters of the BESS are obtained. These 
parameters include the charge and discharge power and the stored energy of the 
BESS as well as its corresponding idle hours. The obtained results show that 
BESS can be used as an effective option for emission control of power plants. 

1   Introduction 

Population growth and tendency toward industrializing have increased the re-
quired amount of electricity. The existing energy production processes in the fossil 
fueled power stations produce large amounts of contaminant such as SO2, CO2, 
and NOX. These pollutants affect the environment so drastically that special con-
straints are required in power system operation. Moreover, Economic Dispatch 
(ED) is one of the major studies of the power system operation in which the total 
production cost of electricity is minimized by determining the output power of 
each committed generating unit.  But operating at absolute minimum cost can no 
longer be the only criterion for ED due to the public awareness and demand to-
ward environmental problems. These concerns have enforced the utility operators 
to consider environmental constraints as well as economic factors in their decision 
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makings. Also, several studies have been performed so far to reduce the emission 
level of the power plants [1-3]. 

On the other hand, several advanced energy storage systems are being devel-
oped, demonstrated and recently commercialized. They can provide new opportuni-
ties for storage systems to be used in the power industries. These technologies can 
help the power system with its main goal of supplying the load at all times by stor-
ing low priced energy when the demand is low and for a later use when energy cost 
is high hence supplying a share of the peak demand. This process can increase the 
total profitability of the system. Also, energy storage systems can be used instead 
of additional peaker power generators whose efficiencies are relatively low and air 
emissions are high. Fundamentally, the electrical energy storage systems can cover 
a wide spectrum of goals such as reliability improvement, power quality applica-
tion, load leveling, peak shaving, and etc [4]. Energy storage systems are already a 
common part of many utilities and extensive researches such as [5-6] have been 
done to discuss about various applications of storage technologies in the power  
systems. However, they are not yet integral to generation, distribution, and trans-
mission operations [7] and limited studies have been done in applying the energy 
storage systems in the operational studies such as economic dispatch and unit 
commitment [8, 9]. Regarding the latest progresses in the constructing technologies 
of the energy storage systems and their promising future, it is necessary to revise 
the application of these systems in the mentioned studies.  

In general, there are limited experiences and familiarities with electricity sto-
rages and their benefits. Even if benefits are understood, in most cases it is quite 
challenging to estimate the magnitude of the benefits. Most utility planning and 
electrical evaluation tools and financial and accounting evaluation criteria do not 
accommodate storage evaluation [7]. Therefore, development of an improved 
utility operation models which include energy storage system as a component is 
necessary. To fulfill this purpose, in this study the economic dispatch problem is 
investigated in the presence of battery energy storage systems (BESSs). In the 
present study, the benefits associated with BESSs are the arbitrage benefits and 
pollution mitigation. To control the power plants emission level, special amount of 
BESS are introduced to the system which determine the discharging periods. Sup-
plying the BESS with its required amount of energy is performed through an op-
timization process. This optimization process is done by considering the environ-
mental restrictions. According to [10] it is assumed that environmental protection 
agency (EPA) can determine the permissible produced amount of emission in each 
hour. The EPA values are determined according to weather conditions (like wind 
speed or temperature), health issues, weather quality parameters and etc. Finally, 
these values are transmitted to the power dispatching center as environmental con-
straints. 

It should be noted that in some cases energy storage systems are physically un-
able to serve some special applications. For example, the storage cannot tolerate 
numerous deep discharge and/or significant cycling [7]. Thus, the operation of the 
BESS can affect the problem and it is necessary to be modeled. In the present  
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study, the ED is performed for a defined period of time and the emission levels 
and BESS restrictions are considered as operation constraints. Each of these  
constraints should be checked hourly. Regarding these constraints, the optimal op-
eration of the battery determines the logic needed for charging and discharging pe-
riods of the battery. To solve the mentioned model, a hybrid approach based on 
the λ -iteration ED method and genetic algorithm (GA) is proposed as optimiza-
tion tool. This optimization approach eliminates most of integrating difficulties of 
the BESS in the ED problem. In the following sections, the proposed model and 
its corresponding formulations are described in details. In this study, any pollutant 
can be considered as the environmental restriction, but here NOX is the main goal 
of the emission control system due to its very harmful effects.  

2   Battery Energy Storage Systems     

Energy storage systems are not common elements of today’s power grids and 
there are many challenges in introducing them to the power systems. However, 
due to many benefits and various applications which these technologies can pro-
vide, their promising future in electric power systems are obvious. An overview of 
different energy storage technologies are introduced in [4, 7, 11]. These technolo-
gies have various structural characteristics that make them appropriate or inappro-
priate for a special application. Technologies which are suitable for large-scale 
application in the power industry are introduced in [4] and decision criteria for se-
lecting the proper energy storage types are also discussed.  

A major factor in choosing a beneficial storage type in power system is the ca-
pacity. The capacity of the storage system is measured in both nominal power (in 
kW) and nominal energy (in kWh). The values of these parameters determine the 
high-power and high-energy specifications of the storage system which affects the 
storage application in the system. With high-energy characteristic, sodium-sulfur 
battery, super capacitor, and Vanadium Redox Battery (VRB) are recommended 
as the proper technologies for energy management applications [4]. The VRB is a 
flowing-electrolyte type battery that stores chemical energy in external electrolyte 
tanks sized in accordance with application requirements [7]. Electrolyte is pumped 
from storage tank to stack cell where chemical energy is converted to electrical 
energy (during discharge period) or electrical energy is converted to chemical 
energy (during the charge period). In the case of VRB, power and energy ratings 
are independent of each other [7]. This type of battery has some specifications that 
make it suitable for large-scale application in the power system. Some of these 
characteristics are high discharge power, and long discharge period. It has fast re-
sponse in state-changing from charge to discharge mode (because of the very short 
reaction time). Due to separate electrolyte reservoirs, electrolyte replacement is 
convenient, electrolytes cannot react, and the system does not have any self-
discharge. More important than all for emission control system it is environmen-
tally friendly because of recyclable materials [4, 7, 11]. Therefore in this study, 
VRB is selected based on its magnificent characteristics. 
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3   Problem Formulation 

The operating fuel cost is the main cost incurred in power generation. The primary 
objective of the ED problem is to determine the optimal combination of power 
generations that minimize the total generation cost while operating constraints are 
satisfied.  

In the proposed model, regarding the presence of the BESS in the ED, the 
charge/discharge state of the battery has a key role. While the storage system is 
being charged, it is modeled as an increase in the load and during the discharge 
hours it is modeled as a decrease in the load. 

3.1   Objective Function 

The fuel cost function of each generating unit is represented as a quadratic func-
tion. Therefore for N  generators and over a period of time T , the objective func-
tion can be formulated as follow: 
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where, totF  is total operating cost of the thermal power plants in $, itP  is output 

power of the i-th generating unit at the t-th hour in MW, iii cba ,,  are fuel cost 

coefficients of the i-th generating unit, N  is number of online generating units, 
and T

 
is the operational period in hour. 

3.2   Constraints  

In this problem, constraints are divided into three groups of operational con-
straints, environmental constraints, and battery constraints. These constraints are 
respectively defined in the following sections. 

3.2.1   Operational Constraints 

In minimizing the fuel cost of the ED, the total generating power of the units 
should be equal to the system load demand plus the transmission losses. The sto-
rage effect on the load of the system was described before. Regarding this effect, 
if DtP is the total demand of the system at the t-th hour, we will have: 
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where, LtP  shows the transmission network loss at the t-th hour. For a given sys-

tem load demand, the transmission network loss is a function of power generation 
at each generating unit. The exact valve of LtP  can be determined using a power 
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flow solution. However in the most popular approach, the transmission network 
loss is approximated by function of the unit power outputs and the transmission 
loss matrix coefficients called B matrix. By using this popular method, in the 
present modeling LtP  is formulated as follow: 
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In this equation, ijB , 00B , and iB0 are the coefficients of the transmission power 

loss. 
Also, the power generated by each generating unit i at each hour t should be 

within its lower limit min
iP and upper limit

 
max

iP . So, the following constraints 

for each generating unit should be satisfied. These constraints can be expressed 
mathematically as: 

maxmin
iiti PPP ≤≤      TtNi 1,...,    and,...,1for  ==                    (4) 

3.2.2   Environmental Constraints 

The amount of the produced emission at the t-th hour is correspondent to the out-
put power of the generating units at that hour and can be described as follow: 

)kg/hr(
1

2
=

++=
N

i
itiitiit PfPedE                                      (5) 

where, tE is the total produced amount of NOX at the t-th hour in kg/hr, and 

iii fed ,,  are the emission coefficients of the i-th generating unit. 

The total amount of NOX produced in each hour should be equal or less than its 
permissible value announced by the environmental protection agency. Thus, 

tt EPAE ≤  Tt ,...,1for  =                                       (6) 

In this constraint, tEPA is the permissible amount of the produced NOX at the t-th 

hour. 

3.2.3   Battery Constraints 

The BESS or generally any storage system can be defined with three important pa-
rameters named the nominal energy capacity, the nominal power capacity, and the 
round-trip efficiency of the battery. These parameters are respectively shown 
by sE , sP , and η  in this section. The round-trip efficiency of the BESS is the 

product of charging and discharging efficiencies as follow: 

dc ηηη ×=                                                         (7)  
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where, cη  and dη  are respectively the charging and the discharging efficiencies. 

The introduced parameters of the BESS and their values set different constraints 
on the battery operation. 

Regarding the energy capacity, this value limits the energy that can be stored in 
the battery. The stored amount of energy in the battery depends on the previous 
charging and discharging powers of the battery and also its initial stored energy. 
The charging and discharging powers are the amounts by which the storage sys-
tem is being charged and discharged. These amounts are respectively assumed to 
be positive and negative values. At each operational hour, the stored energy is 
constrained to a value equal or lower than the energy capacity of the battery. This 
constraint can be formulated as: 

TtESE st ,...,1for  =≤                                            (8)  

where, tSE  is the stored energy at the t-th hour and can be defined as: 

ttt SDESCESE −=                                                      (9)  

In this equation, tSCE is the sum of charged energy stored in the battery and 

tSDE  is the sum of discharged energy extracted out of the battery at the t-th hour. 

These amounts are calculated from the beginning of the operational period and can 
be obtained based on the followings: 
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In each of these equations, the charging and discharging efficiencies are applied. 

jPCB  and jPDB  are respectively the charging and discharging powers of the bat-

tery at the j-th hour. These values are usually limited by the storage converter  
system and range between zero and the nominal power of the battery sP . INEB is 

also the initial stored energy in the battery at the beginning of the operational pe-
riod which can vary between zero and the nominal battery energy capacity. 

In the first time operation of a battery, it is usually charged for a time larger 
than the nominal charging period and INEB  is equal to sE . However, after the 

first operation, the INEB  amount can have any other positive value equal or less 
than sE  depending on the operational strategy of the battery. For example, if the 

starting point of the operational cycle of the battery is midnight, the battery is not 
usually fully charged because of the off-peak hours ahead. 

For a better maintenance of the battery during its entire life-time, special opera-
tional constraints should be considered. Keeping the battery in low energy levels 
for a long period of time will reduce its life time. Therefore, the maximum  
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discharged energy from the battery should be less than its depth of discharge 
(DoD) defined as the maximum permissible amount of extracting energy from the 
battery. Thus, the stored energy of the battery should satisfy the DoD limit as fol-
low: 

( ) ts SEEDoD ≤×−1 Tt ,...,1for  =                               (12) 

It should be noted that the amount of energy remained in the battery at the end of 
the operational period is determined by the battery operational strategy other than 
its life-time concerns. For instance, It is obvious that fully charging the battery at 
the end of the operational period increases the current operational cost while re-
duces the next one. Storing energy for the next operational period greatly depends 
on the self-discharge of the battery and the round trip efficiency. Other than daily 
load-leveling and pollution mitigation, VRB, with negligible self-discharge or 
other cheaper batteries like metal-air [11], can help the system to be prepared for 
the seasonal or annual peak of the load. The energy remained in the battery at the 
end of the operational period T  or TREB  is determined using the following equa-
tion:  
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It is important to mention that relating different operational periods are done using 
the INEB and TREB . The initial energy of the battery for the next operation will 

be equal to the remained energy of the battery in the present operation.   

4    A Hybrid Optimization Approach Based on the λ -Iteration 
Method and Genetic Algorithm 

The presence of the storage system in the ED problem relates the hours of the op-
eration. In this study, the ED is performed for a whole day and a combination of 
the λ -iteration method [15] and GA is used to solve the defined problem. The 
proposed optimization approach has two stages as follows.  

4.1   First Stage 

In the first stage, by using the real load profile, the generating power of each unit 
and the related emission production are calculated on an hourly basis. By compar-
ing the produced emission at each hour with its related permissible level, the hours 
in which the emission constraint is violated, can be determined. At these hours, the 
BESS can play the role of an emissionless generating unit. To satisfy the environ-
mental constraint at the mentioned hours, the system load is decreased step by step 
in an iterative process. The step value depends on the BESS specification and in  
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this study was selected to be 0.1 MW. Then, the ED is performed for the reduced 
load to determine the output power of each generating unit. Next, the total pro-
duced amount of NOx is calculated and compared to its relevant permissible level 
at that hour. If the environmental constraint is not satisfied, the load reduction 
process continues. This iterative process continues until all environmental con-
straints are satisfied in the entire operational period. Consequently, the minimum 
discharge powers and discharge hours of the battery are determined according to 
the amount of decreased load at the related hours. 

4.2   Second Stage 

In the second stage, by using the GA, the optimal solution of the problem is ob-
tained in an evolutionary process.  

Basically, the GA is a metaheuristic search mechanism based on the Darwinian 
principle of natural evolution. A GA starts with a number of solutions to a prob-
lem, encoded as strings. The string that encodes each solution is a ‘chromosome’ 
and the set of solutions is called the ‘population’. Each chromosome consists of 
‘genes’. The initial population can be generated randomly, or may consist of a 
number of known solutions, or a combination of both. Each chromosome 
represents a feasible solution. The objective function is then evaluated for these 
chromosomes. If the best chromosome satisfies the optimization criteria, the 
process terminates, assuming that this best chromosome is the solution of the 
problem. If the optimization criteria are not met, the creation of new generation 
starts. Pairs, or chromosomes are selected randomly and subjected to crossover 
and mutation operations. The resulting chromosomes are selected according to 
their fitness for the production of the new chromosomes. 

In the present study, the initial population comprises a limited number of chro-
mosomes. Each chromosome has T genes as shown in Fig. 1.  

 

 

Fig. 1 Chromosome structure 

The t-th gene of the chromosome represents the power of the BESS at the t-th 
hour and must satisfy the following constraint. 

tts UBPBP ≤≤−                                                         (14) 

In this inequality constraint tPB  represents the power of the BESS at the t-th hour 

and sP shows the nominal power of the battery. Negative and positive values  
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in each gene show the discharging and charging powers of the battery,  
respectively. Zero genes determine the idle states of the BESS.

 tUB  represents the 
upper limit of the battery power at the t-th hour. If load at the t-th hour is de-
creased due to the emission constraint in the first stage, the battery should be at 
discharge mode and tUB

 
is set to the amount of load reduced at that hour with a 

negative sign. Otherwise, tUB
 
is set to sP .    

The genes are randomly chosen by a random number generator according to the 
acceptable range based on constraint (14). Then, the mentioned battery constraints 
should be checked. Those chromosomes that satisfy the constraints are kept. This 
stage is continued till the desired number of initial population is obtained.   

For each of these chromosomes and by having the load profile, a modified load 
profile can be constructed. In these load profiles, the power considered for charg-
ing the battery (positive value) is served as an increase in the load and the power 
considered to be discharged from the battery (negative value) is served as a de-
crease in the load, and zero amounts have no effect on the load profile. Then the 
modified load profile is used in the λ -iteration based ED process and the total op-
erating cost is calculated. Violation of the environmental constraint in each hour is 
considered as an extra cost in the objective function; but if the chromosome does 
not satisfy the operational constraint of the battery, it will be omitted. After the 
off-spring production by mathematical crossover and mutation operators, those 
chromosomes that don’t satisfy the mentioned constraints are omitted from the 
population and the rest are kept to calculate their objective function values. In the 
reproduction stage, a dynamic method is used to determine the probability of the 
crossover and mutation operators to improve the performance and convergence of 
the GA [16]. The roulette wheel and elitist selection methods are used to select the 
new population. This process is continued until finally, the best solution with the 
minimum objective function value is obtained.  

5   Numerical Analysis and Results 

In this study, the 69-bus test system in [10] is used to show the performance and 
applicability of the proposed method. This system has 11 fossil fueled generating 
units with total capacity of 3570 MW. Fuel cost and emission functions of the 
power plants are of the quadratic form. Coefficients related to fuel cost functions 
and generating limits of each power plant, and also their emission coefficients are 
given in Table 1 and Table 2, respectively.  

The optimization process is performed for the load data given in Table 3. The 
BESS is consisted of five strings of VRB batteries with the following specifica-
tions:  

,10MWPs = ,40MWhEs = .85.0=η
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Table 1 Fuel cost coefficients and generating limits of the generating units 

Unit No. 
Fuel Cost Coefficients Generating Limits

ia  ib  ic  minP  maxP  

1 0.00762 1.92699 387.85 20 250
2 0.00838 2.11969 441.62 20 210
3 0.00523 2.19196 422.57 20 250
4 0.00140 2.01983 552.50 60 300
5 0.00154 2.21181 557.75 20 210
6 0.00177 1.91528 562.18 60 300
7 0.00195 2.10681 568.39 20 215
8 0.00106 1.99138 682.93 100 455
9 0.00117 1.99802 741.22 100 455
10 0.00089 2.12352 617.83 110 460
11 0.00098 2.10487 674.61 110 465

Table 2 Emission Coefficients of the generating units 

Unit No. 
Emission Coefficients

id  ie  if  

1 0.00419 -0.67767 387.85

2 0.00461 -0.69044 441.62

3 0.00419 -0.67767 422.57

4 0.00683 -0.54551 552.50

5 0.00751 -0.40006 557.75

6 0.00683 -0.54551 562.18

7 0.00751 -0.40006 568.39

8 0.00355 -0.51116 682.93

9 0.00417 -0.56228 741.22

10 0.00355 -0.41116 617.83

11 0.00417 -0.56228 674.61

Table 3 The 24-hour load data of the system 

Time Demand (in MW) Time  Demand (in MW) Time Demand (in MW) 

1 1590 9 2150 17 2150

2 1450 10 2270 18 2280

3 1345 11 2320 19 2345

4 1200 12 2320 20 2270

5 1200 13 2150 21 2150

6 1345 14 2225 22 1925

7 1450 15 2250 23 1740

8 1750 16 2170 24 1615
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The following cases are investigated in this numerical analysis and the results 
are shown in each case: 

Case 1: Economic Dispatch without BESS 
Case 2: Economic Dispatch in the presence of BESS with DoD = 100% 
Case 3: Economic Dispatch in the presence of BESS with DoD = 75% 

In case 1, ED is performed without the presence of BESS. In this case, the 
power plants’ output powers are determined and the relevant operational cost and 
produced amount of NOX are calculated and given in Table 4. Although minimum 
fuel cost is obtained in the absence of the BESS but as it is depicted in Fig. 2, the 
produced amounts of NOX exceed the permissible amounts of EPA in 9 hours.  

In case 2, the mentioned approach is used in the presence of the BESS and then 
the ED is performed for the system under study. In this case DoD is equal to 100 
percent. The proposed method provides the opportunity of controlling the pro-
duced amount of emission while minimizing the fuel cost as well. In this method, 
the scheduling start-point of the BESS can be any hour of the day. By using the 
time shifting technique in [8] and considering the INEB , the beginning of the 4-th 
hour is selected as the start point of scheduling the BESS of the day. In the pres-
ence of BESS, Fig. 3 shows the produced amount of NOX during the operational 
period.  

By comparing Fig. 2 and Fig. 3, it is obvious that using the proposed method 
limits the produced amount of NOX below the permissible amount of EPA in each 
hour.      

 

Fig. 2 Produced amount of NOX by pure ED     
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Fig. 3 Produced amount of NOX by ED and in the presence of the BESS 

 

Fig. 4 Hourly load and modified load of the system after the presence of the BESS     
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Fig. 5 Charge, discharge and idle hours of the battery in optimal solution obtained for 100% 
of depth of discharge 

In the presence of BESS the daily load profile supplied by generating units is 
modified according to Fig. 4. The real load profile is shown for comparison in this 
figure. 

By considering Fig. 2 and Fig. 5 and comparing them to Fig. 3, it is realized 
that in charging hours of the battery, the required power is supplied from the fossil 
fueled power plants and the relevant amount of the produced NOX is increased. In 
fact in this method, by optimal charging and discharging of the battery, the 
amount of the load that causes violation of the EPA constraint is transferred to 
other hours of the day and finally the EPA constraint is satisfied in the whole 
hours.  

As it is mentioned before, satisfying the DoD constraint increases the battery 
life time. So, in case 3 the proposed method is performed with DoD equals to 75 
percent. There are two important points about DoD which are:   

1. Batteries with DoDs equal to 100 percent, like nickel-cadmium or sodium-
sulfur batteries [12], do not need to keep extra stored energy and these batteries 
can be discharged completely. Therefore, they don’t have extra operational or 
investment charges on the system. 

2. ( ) sEDoD ×−1 is the required amount of energy which  needs to be stored in the 

battery. This amount satisfies the DoD constraint and it will be unavailable dur-
ing the battery operation and imposes extra charges to the system. The more the 
DoD of the battery is, the less this amount is. 
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If the DoD is equal to 100 percent, the INEB is considered to be zero and 

TREB can be zero too. However if the DoD is equal to 75 percent, the minimum 

required energy is considered for the INEB  and TREB  to satisfy the DoD con-

straint in the beginning and at the end of the operational period.  
Optimal solutions obtained from the proposed method in cases 2 and 3, are 

shown in Fig. 5 and Fig. 6. The produced amount of NOX and their relevant costs 
in the mentioned cases are given in Table 4. As it can be seen in Table 4, consider-
ing the depth of discharge slightly affects the total operational cost which can be 
neglected compare to the total operational cost of the day. In other words, by using 
the proposed method, without considerable changes in the total fuel cost, the pro-
duced amounts of NOX are kept within the desirable limits. 

 

Fig. 6 Charge, discharge and idle hours of the battery in optimal solution obtained for 75% 
of depth of discharge 

Table 4 Comparison of the total cost and total emission of different cases 

Case  Total Produced Amount of NOx 

 for the operational Period (in kg)

Total Operational Cost  

(in $) 

Case 1- Pure ED 35173 256275 

Case 2- ED with BESS, DoD = 100 35091 256314 

Case 3- ED with BESS, DoD = 75 35129 256343 
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6   Conclusion 

Nowadays, concerns about the produced amount of environmental pollutants have af-
fected the operation of the power system. Moreover, technology improvements in 
electrical energy storage systems and tendency toward using these storages in power 
system raised the necessity of reviewing the operational studies of the power system. 
In this study, to investigate the effect of battery energy storage system on power sys-
tem economic dispatch and its optimal operation, a heuristic optimization based  
approach is proposed. This approach was applied in a numerical example and its per-
formance in emission controlling of the power system was shown. In case of further 
studies, the result can be used for optimal sizing of the battery energy storage systems. 
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Modeling and Control of a Hybrid Smart Micro Grid 
Using Photo-Voltaic Arrays and Proton Exchange 
Membrane Fuel Cells 

Sukumar Kamalasadan*, James T. Haney, and Chad M. Tanton 

Abstract. Conventional power systems are in need for renovation. The main 
source of energy for the present power system is fossil fuel based, which are dep-
leting in supply day-by-day and at the same time releasing dangerous emissions 
into the atmosphere. The renewable energy resources such as photovoltaic arrays 
have attracted great attention in recent years. However, the intermittent nature of 
this renewable energy and others similar in nature impedes their bulk use and pe-
netration level to the power grid, especially when implemented as a grid con-
nected system. It can be beneficial if a hybrid smart micro grid such as a Photo 
Voltaic (PV) system and fuel cell can be designed and developed.  

This chapter discusses the modeling and control of a PV array and PEM fuel 
cell based hybrid smart micro grid system and the interconnection to power grid as 
a smart grid option. The main goal is to develop a nonlinear model for PV and fuel 
cell, integrate that with power conditioning devices such as DC/DC converters and 
three-phase Voltage Source Inverter (VSI) and analyze the performance of this 
hybrid micro grid connected to power grid acting as an infinite bus based on novel 
controllers. Overall this chapter discusses the development of a simulation envi-
ronment that has unique nonlinear models with controllers and shows the ability of 
the proposed architecture to work as a hybrid micro-grid test bed that is useful for 
testing real-life implementation.  

1   Introduction 

Today’s most commonly used fossil fuels are becoming more expensive and the 
resources are quickly running dry. Also, the power plants that burn these fossil fu-
els are responsible for over half of the green house gas emissions in the U.S. [1]. 
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Besides economic and environmental incentives to change the way electricity is 
produced, technological advances is also leading to change. A vast growing tech-
nology to solve some of the above problems is Distributed Generation (DG). DG 
differs from centralized generation/distribution by “distributing” generation 
sources along the existing power transmission system. The number of DG systems 
across the U.S. has not yet reached significant levels, but a study conducted by 
Electric Power Research Institute indicated that by the end of 2010, 20% of new 
generation would be distributed [2]. DG power systems not only provide environ-
mental benefits, but also offer a more efficient way of generating and distributing 
electricity, as well as enabling the integration of renewable energy sources [3]. 
Unfortunately, DG’s may cause more problems than it may solve due to design 
and interconnection issues [4]. One method to control DG is to treat it as a micro 
grid (MG). A micro grid allows the grouping of certain micro-sources, such as, so-
lar arrays, fuel cells, wind turbines, and micro-turbines. MG’s allow different gen-
eration sources to be added or removed without any modification of the existing 
system and for local control and operation of DG, thus, reducing or eliminating 
the need for central dispatch [5]. MG’s can be directly connected to the existing 
electric power grid, or disconnected and used in island mode. During disturbances 
in the MG or loads connected to it, MG can be disconnected without harming the 
integrity of the existing grid. It can also switch intentionally to islanding when 
fault occurs in the power grid, keeping local reliability higher than what grid  
provides [5].  

This chapter provides a PV and Fuel Cell (FC) based smart micro grid model 
that can be integrated to the power grid.  A PV system consists of a PV generator 
(with PV modules and arrays), battery bank, power control and conditioning sys-
tem. Power produced varies with temperature, cloud coverage, season change, and 
day-night cycle. Thus, a stand-alone PV system is intermittent in nature and seen 
as a negative load because of its uncontrollable power characteristics [6]. To com-
pensate for PV system down times, a FC can be connected together with the PV 
system. FC is an efficient, cost-effective, renewable energy source that is consi-
dered one of the most promising sources of electric power [7] [8]. FCs are not on-
ly more efficient than conventional power plants, but they are also more environ-
mentally clean, have extremely low emission of nitrogen oxide and sulfur, and are 
quiet [9]. The FC produces power to the loads during PV system downtime, or 
when the PV system produces sufficient power for the loads, it can charge the bat-
tery bank or produce power to be sent back to the electrical grid. FCs consists of a 
reformer, fuel cell stack, and power-conditioning unit. Reformer generally pro-
duces hydrogen to supply the FC by processing a hydrocarbon fuel such as pro-
pane, methane, or methanol.  

In this chapter, first, a nonlinear model of PEM fuel cell, including the reformer 
and fuel cell stack is discussed and developed. Then nonlinear modeling of the so-
lar PV module and array is designed and discussed. Further, a Maximum Power 
Point Tracking (MPPT) controller for PV array and a load controller for PEM fuel 
cell system will be designed and modeled. The nonlinear detailed model of these 
two renewable energy based micro-systems will then be integrated using a three 
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phase Voltage Source Inverter (VSI)  model and power conditioning DC-DC con-
verter models for each system. Finally this hybrid system will be integrated with 
the power grid and the performance of the hybrid micro grid as a part of the smart-
grid will be analyzed with the power system treated as an infinite bus. Three cases 
for interconnection of the micro-grid a) Island mode b) Connected to the power 
grid with P and Q negative c) Connected to the power grid with P and Q positive 
will be evaluated and the load following nature of the micro grid with effective 
control will be discussed. Then the operation of unique controllers for load follow-
ing with priority to PV system and optimal power tracking of the micro grid will 
be analyzed. The chapter concludes by discussing the impact of the micro grid on 
the power system as a load following customer driven micro-system and the im-
provement of micro-system parameters using smart controllers.  

2   Modeling and Control of PEM Fuel Cell Micro Grid 

A fuel cell generator in the form of a micro grid can be represented as shown in 
fig. 1 block diagram. Main components consist of fuel cell stack, power condition-
ing devices such as DC/ DC Converters and inverter and controllers for fuel cell 
and VSI Inverter. Each of these blocks is discussed next. 
 

 
 

Fig. 1 Block Diagram of a Fuel Cell Generator 

2.1   Fuel Cell Generator 

A FC system is comprised of two main components, the reformer and fuel cell 
stack. The reformer is the component that takes hydrocarbons, in most cases, such 
as methanol or propane, separates the hydrogen molecules from the gases and in-
jects that into the anode side of the fuel cell stack.  In the anode, hydrogen is 
forced through a catalyst, usually made of platinum, which separates the hydrogen 
molecules into electrons and protons. The protons are allowed to permeate through 
a proton conducting polymer membrane called a Proton Exchange Membrane 
(PEM), which separates the anode and cathode.  The electrons are forced around 
the electrically insulated PEM through an external circuit which in turn supplies 
electrical power to it. An elementary block diagram is given in fig. 2. Several 
models have been proposed for the fuel cell [1]-[12]. However, most of these 
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models shows the basic equations for the fuel cells with some modeling assump-
tions or do not consider the power conditioning devices to use this system as a mi-
cro grid. The proposed model of the fuel cell is an electromechanical one with no 
major modeling assumptions and reflecting the nonlinear relation between chemi-
cal reactions in the fuel cell. Also the model presented here is based on simulating 
the relationship between output voltage and partial pressures of hydrogen, oxygen, 
and water. It gives insight to the transient and linear response of a PEM fuel cell 
with a generating capacity of one thousand watts. 

 

 

Fig. 2 Elementary Flow Block Diagram of a PEM Fuel Cell 

The reformer provides relatively pure hydrogen to the fuel cell, using a hydrocar-
bon that is readily available such as methanol, propane, or natural gas to name a few. 
For houses and stationary power generation, fuels like natural gas or propane are pre-
ferred, simply because many power generator stations and houses are already hooked 
up to natural gas supplies by pipeline or have propane tanks on the property. However, 
this chapter discusses methanol reforming because methane has a higher energy densi-
ty and is easier to transport. The process starts with the vaporization of liquid methanol 
and water. Heat produced in the reforming process is used to accomplish this. This 
mixture is passed through a heated chamber that contains a catalyst. As the methanol 
molecules hit the catalyst, they split into carbon monoxide (CO) and hydrogen gas 
(H2).  The water vapor splits into hydrogen gas and oxygen; this oxygen combines 
with the CO to form CO2. It is important to eliminate as much of the CO from the ex-
haust gas, and this way, very little CO is released, as most of it is converted to CO2. 

The fuel cell system continuously consumes hydrogen and the reformer is con-
tinuously generating hydrogen according to power demand.  To model a reformer 
a second-order transfer function as in (1) is developed. Controlling the hydrogen 
flow rate, according to power demand, is essential to the operation of a fuel cell 
system. Thus a PI controller is introduced to the system to control the hydrogen, 
oxygen, and water vapor flow rates. This feedback control is designed by taking 
the fuel cell output current and feeding it back to the input while converting the 
hydrogen into molar form based on (2)-(12): 
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 ௤ಹమ௤೘೐೟೓ೌ೙೚೗ ൌ ஼௏ఛభఛమ௦మାሺఛభାఛమሻ௦ାଵ                                       

 (1) 

The relationship between the hydrogen flow and the feedback current can be 
represented as  ݍுଶ ൌ ே೚ூଶி௎                                                          (2) 

The PI controller is used to calculate the amount of hydrogen needed from the re-
former which is then used to determine the methane flow rate into the reformer.  
This can be expressed as: ݍ௠௘௧௛௔௡௢௟ ൌ ሺ݇ଷ ൅ ௞యதయ௦ሻ ቀN౥IଶFU െ qHଶ ൅ q୫ୣ୲୦୰ୣ୤ቁ                                (3) 

Mathematical representation of the oxygen flow rate can be seen below: ݍைଶ ൌ ଵܚಹషೀ                                                            
(4) 

This model is dependent on the partial pressures of hydrogen, oxygen, and water 
vapor that is used to develop the fuel cell stack.  Some additional parameters are 
used to get the model highly accurate and nonlinear. However following design 
assumptions are made for the development of the model: 

1. The operating fuel cell temperature will remain under 373 K. 
2. The reaction product entering the reformer is in the liquid phase. 
3. The fuel cell stack output voltage can be obtained by lumping together the 

individual cell parameters to represent a fuel cell stack 
4. In the fuel cell gas flow channels the pressures are kept constant. 
5. Both the hydrogen and oxidants are humidified to prevent damage to the 

proton exchange membrane.   

According to assumptions 3 and 4, the fuel cell output voltage can be obtained by 
the sum of the Nernst voltage, the activation over voltage, the ohmic over voltage 
and the concentration over voltage.  The mathematical representation of this de-
tailed model will then be (5)-(9): 

௖ܸ௘௟௟ ൌ ܧ െ ௔ܸ௖௧ െ ௢ܸ௛௠ െ ௖ܸ௢௡௖                                      (5) 

where, 

௖ܸ௢௡௖ ൌ ோ்௭ி ݈݊ ቀ1 െ ூூ೗೔೘೔೟ቁ
                                              

(6) 

௢ܸ௛௠ ൌ ሺܴ௢௛௠଴ܫ ൅ ݇ோூܫ െ ݇ோ்ܶሻ                                 (7) 
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௔ܸ௖௧ ൌ െ݈݊ܤሺܫܥሻ                                                (8) 

ܧ ൌ ௢ܧ ൅ ோ்ଶி ݈݊ሾ݌ுଶሺ݌ைଶሻ଴.ହሿ െ ௗܧ                                    (9) 

To calculate E properly, Ed is used which is called the reversible voltage delay.  
This delay is considered so that thee time delay of the fuel and oxidant can be in-
cluded.  Under steady state conditions Ed is equal to zero due to the fact that the 
fuel and oxidants are assumed to continue in steady state. Also, notable in the equ-
ation above are the partial pressures of hydrogen and oxidants.  These are used to 
help account for the delay of the hydrogen and oxidants.  The three mathematical 
representation of this delay can be expressed as: 

ௗܧ ൌ ܫ௘ߣ ቀ ఛ೐௦ఛ೐௦ାଵቁ
                                             

(10) 

ுଶ݌ ൌ ூ௞ಹమ ቀ ఛಹమ௦ఛಹమ௦ାଵቁ
                                          

(11) 

ைଶ݌ ൌ ூ௞ೀమ ቀ ఛೀమ௦ఛೀమ௦ାଵቁ
                                          

(12) 

2.2   Simulation Results and Model Comparison  

The proposed equations are all implemented using MATLAB® and Simulink®.  
There is only two input and one outputs to the fuel cell generator and they are 
feedback current, hydrogen flow rate and DC output voltage, respectively. The 
feedback current will vary depending on the load demand and the hydrogen flow 
rate will vary depending on the feedback current.  The voltage is a function of the 
feedback current, partial pressures of hydrogen and oxygen, and the over voltage 
potential inside the fuel cell. For the fuel cell generator, the module was created as 
a block. The equations described above are utilized to produce the output DC vol-
tage. The model is set up so the number of cells and the number of stacks can be 
changed easily to accurately model the desired size of a power plant.  A detailed 
model of a fuel cell reformer and generator inside the FC generator block can be 
seen in fig. 3 and fig. 4. 

The fuel cell generator model shown in fig. 4 is then tested with step changes in 
the feedback current as shown in fig. 5. For this test case, the generator is  
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Fig. 3 Detailed Model of a Fuel Cell Reformer 

 

Fig. 4 Detailed Model of a Fuel Cell Stack 

assumed to be in the active mode. These abrupt changes in the feedback current 
are for testing the dynamic response of the system, and do not necessarily 
represent changes in a residential load. The load model is chosen to reflect all 
possible variations of feedback current. The change of current, voltage, and flow 
rate of hydrogen are illustrated in fig. 5. The results of this simulation show that as 
the feedback current increases FC voltage decreases. The increase in current in-
creases methane flow rate and hydrogen flow rate as well. All of which has a 
small time delay before reaching steady state.  This is because the reformer and 
the FC power generator has time delay constants.  The model output is then vali-
dated with an actual 1KW fuel cell system experimental test bed. It was concluded 
that, this model is able to accurately simulate the dynamic response of a PEM fuel 
cell generator.  
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Fig. 5 Results from Fuel Cell Generator Simulation 

2.3   DC/DC Convertor 

Most models for fuel cells usually neglect the effect of DC/DC converters [13].  In 
this chapter a state space model and transfer functions for the combination of PEM 
FC and related DC/DC converter is discussed. The DC/DC converter was de-
signed using the small signal state space model for the boost DC/DC converter 
evolved from [14]. To this end a multivariable model is introduced with one with 
two inputs and outputs, as in fig. 6. This convertor contains one control signal  

 

 

Fig. 6 Boost DC/DC Converter 
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which is used to shape the duty cycle. The traditional PWM to calculate the duty 
cycle is not needed in this model because of the enabled feedback loop.   

The small signal state space model of the Boost DC/DC Converter can be  
obtained by using the following equations.   

቎ௗ௜೟ௗ௧ௗ௩೟ௗ௧ ቏ ൌ ቎ 0 ିሺଵି஽ሻ௅ଵି஽஼ ିଵோ஼ ቏ כ ൤ ݅௅ݒ஼൨ ൅ ൥ ௩಴௅ି௜ಽ஼ ൩ כ ܷ                           (13) 

When solved for current and voltage in the frequency domain, results are as  
follows: ݅௅ ൌ ቀି௩಴ሺଵି஽ሻ௅ ൅ ௩಴௅ ܷቁ ଵ௦                                           (14) 

஼ݒ ൌ ቀ௜ಽሺଵି஽ሻ஼ െ ௩಴ோ஼ െ ௜ಽ஼ ܷቁ ଵ௦                                     (15) 

Additionally switching losses and input port series resistance were incorporated in 
this model.  This means the output current and voltage is calculated based on (15) 
in order to show the switching current losses and the input port series resistance 
voltage losses for the converter.   ݒை ൌ ஼ݒ െ ோ௅ݒ                                                   (16) 

݅ை ൌ ௏೎೐೗೗ሺଵି஽ሻோಽ െ ௩ೀሺଵି஽ሻమோಽ െ ௦௪ܫ                                     (17) 

A varying duty cycle is used in this model to ensure that the output is constant.  To 
ensure that the model was achieving a high efficiency, an algorithm for calculating 
efficiency with a varying duty cycle is used.   ݂݂ܧ ൌ ଵଵା ೃಽሺభషವሻమ ೔ೀೡೀ                                                  (18) 

To achieve higher efficiency, the capacitor and inductor values are calculated us-
ing the following equation. ܮ ൌ ூೝ೐೑ଶ௙ூೀ೘ೌೣ ௠௔௫ሺ1ܦ െ  ሻଶ                                       (19)ܦ

ܥ ൌ ூೝ೐೑஽೘ೌೣ௙௏ೝ೔೛೛೗೐                                                     (20) 
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Where,                                  ܦ௠௔௫ ൌ 1 െ ௏೘ೌೣ௏ೝ೐೑                 (21) 

Using these equations to find the appropriate inductor and capacitor values is criti-
cal in building a boost converter that is both functional and efficient.  
Fig.7. shows the test results for the DC/DC converter model. The input voltage has 
been varied from 25-35V and the output is observed. DC output voltage stayed 
around 1 p.u. with ripple within the limit and with high efficiency.  

 

 

Fig. 7 Results from DC/DC Converter Simulation 

2.4   Testing Fuel Cell Generator with DC/DC Convertor 

Next a variable resistive load is used to test the dynamic response of the fuel cell 
and converter together.  The resulting plots (fig.8) show that the designed DC/DC 
converter provides a conditioned output.  A varying converter input voltage and 
current results in a constant converter output voltage.  The duty cycle changes to 
accommodate the load demand make the efficiency as high as possible.  Unlike as 
seen in the simulation in fig.5., hard switching in the load demand did not cause as 
sharp of an oscillation in the output voltage and current due to FC generator’s time 
response.   
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Fig. 8 Results from Fuel Cell Generator and DC/DC Converter Simulation 

2.5   Inverter 

For larger power applications of a FC the output of a generator would need to be 
connected to an AC load. This could be done with an inverter.  Several studies 
[14]-[16] have shown that the switching function concept is a powerful tool in un-
derstanding and optimizing the performance of the inverter. Using the switching 
function concept, the power conversion circuits can be modeled according to their 
functions rather than circuit topologies. Therefore, it can achieve simplification of 
the overall power conversion functions.  The inverter can be modeled as a black 
box with the input and output ports. The dc and ac variables can be input and out-
put according to the operation mode. Then a transfer function is developed to de-
scribe the task to be performed by the circuits.  In this chapter, the sinusoidal 
PWM (SPWM) technique is considered as a control strategy.  Based on the 
SPWM (Fig. 9.), two switching functions are required for a Voltage Source  
Inverter (VSI). 
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Fig. 9 (a) Carrier and Control Signals (b) Switching Function 1 {SF1} (c) Switching 
Function 2 {SF2} 

A three phase DC/AC inverter with switches and diodes takes a constant DC 
voltage input and inverts that into three phases of AC voltage.  It can be confi-
gured as in fig. 10: Two switching functions SF1 and SF2 are used to design S1-S6 
as in fig.9. The switching function SF1 expresses the Vao, Vbo, and Vco and it is 
used to calculate the inverter line-to-line voltages (Vab, Vbc, Vca) and phase voltag-
es (Van, Vbn, Vcn). On the other hand, the switching function SF2 designates the 
voltage across the switch and the load currents (Ia, Ib, Ic) are derived as ratios of 
voltages and respective impedances using the switching function SF2. Mathemati-
cal representations and are given as follows: ܵܨଵ ൌ ∑ ௡ܣ sinሺ݊߱ݐሻஶ௡ୀଵ ଶܨܵ (22)                                            ൌ ௢ܤ ൅ ∑ ௡ܤ sinሺ݊߱ݐሻ                    ஶ௡ୀଵ                      (23) 

 
Fig. 10 Circuit Configuration of a Three Phase Voltage Source Inverter 
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Each switching function has three phases (a, b, and c) all 120 degrees apart.  
Using the switching function SF1_a,b,c the Vao, Vbo, and Vco can be calculated.   

௔ܸ௢ ൌ ௏೏ଶ  ଵೌ                                                      (24)ܨܵ

 ௕ܸ௢ ൌ ௏೏ଶ  ଵ್                                                     (25)ܨܵ

௖ܸ௢ ൌ ௏೏ଶ  ଵ_௖                                                     (26)ܨܵ

Then the inverter line-to-line voltage can be derived as follows: 

௔ܸ௕ ൌ ௔ܸ௢ െ ௕ܸ௢                                                 (27) 

௕ܸ௖ ൌ ௕ܸ௢ െ ௖ܸ௢                                                 (28) 

௖ܸ௔ ൌ ௖ܸ௢ െ ௔ܸ௢                                             (29) 

In order to calculate the phase voltage Vno is needed as shown below: 

௡ܸ௢ ൌ ଵଷ ሺ ௔ܸ௢ ൅ ௕ܸ௢ ൅ ௖ܸ௢ሻ                                           (30) 

௔ܸ௡ ൌ ௔ܸ௢ െ ௡ܸ௢                                                   (31) 

௕ܸ௡ ൌ ௕ܸ௢ െ ௡ܸ௢                                                  (32) 

௖ܸ௡ ൌ ௖ܸ௢ െ ௡ܸ௢                                                   (33) 

Assuming the load consists of a balanced R-L load, the load currents can be de-
termined as a ration of the phase voltage and the respective impedance as given 
below: ܫ௔ ൌ ௏ೌ ೙௓ೌ ൌ ௏ೌ ೙ோା௝ఠ௅                                                   (34) 

௕ܫ ൌ ௏್೙௓್ ൌ ௏್೙ோା௝ఠ௅                                                      (35) 

௖ܫ ൌ ௏೎೙௓೎ ൌ ௏೎೙ோା௝ఠ௅                                                  (36) 

The switch currents are calculated by the product of the load currents with the cor-
responding switching function SF2_a,b,c. 
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ௌଵܫ  ൌ ௔ܫ כ ௌଷܫ ଶೌ                                                  (37)ܨܵ ൌ ௕ܫ כ ௌହܫ ଶ್                                                  (38)ܨܵ ൌ ௖ܫ כ  ଶ_௖                                                  (39)ܨܵ

Using these equations VSI can be modeled accurately. The developed model is 
then tested for various loading conditions. Input in the form of P and Q are dy-
namically changed and the VSI output (voltage and current) and efficiency is  
evaluated. Fig.11 shows such a simulation. The results indicated that the model 
stabilizes with high efficiency, and accurate output voltage with changing inputs. 

 

 

Fig. 11 Results from Light Loaded DC/AC Inverter Simulation 

2.6   Fuel Cell Generator and VSI with Controllers 

To meet the requirements for interconnecting a fuel cell system to a utility grid 
and control the real and reactive power flow between them, it is necessary to 
shape and control the inverter output voltage in amplitude, angle, and frequency.   
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In this section, a PWM controller is designed for the inverter to satisfy voltage 
regulation as well as to achieve real and reactive power control.  To this end, a d-q 
transformation is used to transfer a stationary (abc) system to a rotating (dq0) sys-
tem. The transformation decreases the number of control variables from 3 to 2 
(component 0 will be zero) if the system is balanced.  The d-q signals can also be 
used to achieve zero tracking error control.  In order to determine the error, or dif-
ference between the reference signal and the actual signal, a reference voltage is 
needed.  To calculate the reference signal a set of equations are used below  
[14- 16]. 

௥ܸ௘௙ ൌ ௓మாమ ሺܲଶ ൅ ܳଶሻ ൅ ଶܧ ൅ 2PZcosሺ ௓ሻߠ ൅ 2ܼܳ sinሺ  ௓)               (40)ߠ

ߜ ൌ ௓ߠ െ cosିଵ ቄ ௓௉ா௏ೞ ൅ ா௏ೞ cosሺ  ௓ሻቅ                                  (41)ߠ

Where Vref and δ would then need to be transformed into dq coordinates (abc/dq), 
and this is done by using the matrix equation as in (42). As a part of the overall 
control architecture a voltage and current controller was designed. Fig. 12 illu-
strates the design and control topologies of a VSI inverter implementation.  

቎ ௗܸܸ௤ܸ଴቏ ൌ ێێۏ
ሻߠcosሺۍێ cos ቀߠ െ ଶగଷ ቁ cos ቀߠ ൅ ଶగଷ ቁsinሺߠሻ sin ቀߠ െ ଶగଷ ቁ sin ቀߠ ൅ ଶగଷ ቁଵ√ଶ ଵ√ଶ ଵ√ଶ ۑۑے

ېۑ ൥ ௔ܸܸ௕ܸ௖ ൩                      (42) 

 
Fig. 12 Flow Diagram of a VSI Controller 
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Once the signal passes through the voltage and current controllers it must be 
passed through a dq/abc transformation so the signal can be used in the SPWM.  
The transformation is designed based on (43).  A voltage and current controller is 
designed for internal control of the inverter. Fig. 13 shows the block diagram of 
the current and voltage controller that has been used. After the design and model-
ing of the inverter, the system is tested with inverter and power conditioning de-
vices. Fig. 14 shows the detail analysis of testing the inverter DC/DC converter 
and the fuel cell in the closed loop. The inverter model works well with changing 
load current producing highest efficiency and nominal voltage. During steady state 
conditions the RMS voltage (line and phase) indicates steady state values and the 
line current changes with respect to the changes in P and Q demand. After testing 
the inverter, overall system is analyzed as discussed next. 

൥ ௔ܸܸ௕ܸ௖ ൩ ൌ ێێۏ
ۍێ cosሺߠሻ sinሺߠሻ ଵ√ଶcos ቀߠ െ ଶగଷ ቁ sin ቀߠ െ ଶగଷ ቁ ଵ√ଶcos ቀߠ ൅ ଶగଷ ቁ sin ቀߠ ൅ ଶగଷ ቁ ଵ√ଶۑۑے

ېۑ ቎ ௗܸܸ௤ܸ଴቏                           (43) 

 
Fig. 13 (a) Current Controller Block Diagram (b) Voltage Controller Block Diagram 

2.7   Testing the System with VSI and Controllers 

As discussed, two controllers (feedback controller for FC and inverter controller) are 
constructed using the equations discussed before. These controller are constructed to-
gether because the PI feedback controller requires an AC feedback voltage from the 
inverter to calculate the DC feedback current.  Both the inverter and fuel cell control-
ler must then run together.  In this test, the simulation will be run with a static and 
dynamic load demand and the performance of the FC system is discussed.   
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Fig. 14 Fuel Cell, DC/DC Converter, and DC/AC Inverter Simulation 

 

Fig. 15 Fuel Cell Controller Output Feedback Current 

Output feedback current simulation results discussed in fig. 15 shows that the 
control signals respond to the real and reactive power demanded from the fuel cell 
system to the utility grid.  Using the control signals the power delivered to the grid 
can be controlled as desired, while the dc bus voltage is maintained well within 
the prescribed range.  The results also show that the fuel cell system is capable of 
following the load and can remain stable under the occurrence of severe faults. It 
is noted that a two-loop inverter control scheme has an advantage over a voltage-
only control scheme for the inverter especially in the presence of  fault protection 
and system stability.   
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Fig. 16 VSI Control Output Feedback Signal Going to SPWM 

Fig. 16. shows the control output feedback signal going to the SPWM. The con-
trol signal changes to accommodate the power demand switching as shown in the 
figure with respect to the load current change.  

3   Modeling and Control of Photo Voltaic System 

PV energy source can be considered the most essential resource because of the 
ubiquity, abundance, and sustainability of solar radiant energy [17].  The sun ra-
diates approximately 1.8 ൈ 10ଵଵ ܹܯof power that is intercepted by the Earth 
[17]. One method of utilizing solar energy is through PV cells in the form of elec-
trical energy.  A group of cells forms a PV module and a combination of PV mod-
ules is called a solar panel, while a group of solar panels is called a PV array.   

A photovoltaic system consists of the whole assembly of solar cells, connec-
tions, protective parts, supports, etc [18]. The advantages of a PV system far out-
weigh its disadvantages. Some of the advantages include low maintenance, unat-
tended operation, long life, no fuel, no fumes, easy to install, and modularity. 
Disadvantages are high initial setup costs and low output in cloudy weather. This 
section discusses PV system modeling and integrating the developed model as a 
micro grid. 

3.1   Overall System Configuration and Mathematical 
Formulation 

The basic configuration of the PV system is shown in Fig. 17. The following  
subsections describe each block in the figure.  
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3.1.1   PV Generator 

A PV generator consists of a PV array comprising of PV modules. Modeling  
details of PV modules and PV arrays are discussed next.  

3.1.2   PV Cell 

A solar module is the individual piece of equipment that encompasses numerous 
solar cells connected in parallel or in series. By putting solar cells together as a 
module, the current and voltage properties of a module increase. A solar cell can 
be designed as a p-n junction device with no voltage directly applied across the 
junction. It converts photon power into electrical power and delivers this power to 
a load [19]. The p-n junction is fabricated in a thin wafer of semiconductor, usual-
ly silicon. In the dark, p-n has the characteristics of a diode and blocks the flow of 
the current which results in no voltage. A solar cell equivalent circuit model is 
shown in Fig. 18.  This  is a single-diode model which includes a current source, a 
parallel diode and a series resistor Rs. The value of the source current depends on 
the light falling on the cell.  A stronger light results in a higher electric current.  
The nonlinear I-V characteristics of the cell are determined by the diode.    

 

 

Fig. 17 Block Diagram of a PV Micro grid 

 

Fig. 18 Equivalent Solar Cell Model 
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The photocurrent, ܫ௅ , produces a voltage drop across the resistive load which 
forward biases the p-n junction. The forward-bias voltage produces a forward-bias 
diode current, ܫ஽. The net current is the difference between the photocurrent and 
the diode current as represented by the following equation: ܫ ൌ ௅ܫ െ ஽ܫ ൌ ஽ܫ െ ௌܫ ቀ݁݌ݔ ௘ሺ௏ାூோೞሻ௠௞்಴ െ 1ቁ                              (44) 

 

Fig. 19 Typical I-V Characteristic Curve of a Solar Cell 

 
Where ܫௌ is the saturation current, ݁ is electric charge, ܸ is the voltage across 

the cell, ݉ is the diode ideal factor, ݇ is Boltzmann’s constant, and ஼ܶ  is the tem-
perature of the cell. A plot of the I-V characteristics of a PV array for a certain 
temperature is shown in fig. 19. 

3.1.3   PV Modules and Array 

The schematic shown in fig. 20 illustrates how solar cells are connected within a 
solar module. The output power from a single PV cell is relatively small (approx-
imately 0.5 W) [20]. To maximize voltage and power, a solar array is a must.  A 
PV array consists of numerous solar modules that are combined in series and pa-
rallel to form panels, and these panels are connected together to form the entire 
PV array.  The architecture can be thought of similar to fig. 19 with modules re-
placing the cells. So, in a micro grid, there may be numerous solar arrays con-
nected to provide the required power to a load.   The equations used to solve the 
module current are presented below, where the superscripts: ܥ represents the solar 
cell, ܯ represents the solar module, and ܣ represents the solar array. Each solar 
module contains a manufacturer’s data sheet that contains parameters for standard 
operating conditions. The parameters used are related to the datasheet to test and 
validate the model as well. 

Maximum power for cell   ௠ܲ௔௫,଴஼ ൌ ௉೘ೌೣ,బಾேೄಾேುಾ                                           (45) 
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Fig. 20 PV Module with NSM Series Branches and NPM Parallel Branches 

Open circuit voltage for cell 

 ைܸ஼,଴஼ ൌ ௏ೀ಴,బಾேೄಾ                                                  (46) 

Short circuit current for cell 

ௌ஼,଴஼ܫ ൌ ூೄ಴,బಾேುಾ                                               (47) 

Thermal voltage of the cell 

௧ܸ,଴஼ ൌ ௠௞ బ்಴௘                                                 (48) 

Open circuit voltage of the module 

ை஼,଴ݒ ൌ ௏ೀ಴,బ಴௏೟,బ಴                                                   (49) 

Fill factor 

ܨܨ ൌ ௉೘ೌೣ,బ಴௏ೀ಴,బ಴ ூೄ಴,బ಴                                               (50) 

Fill factor at standard conditions 

଴ܨܨ ൌ ௩ೀ಴,బି୪୬൫௩ೀ಴,బା଴.଻ଶ൯௩ೀ಴,బାଵ                                           (51) 
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Equivalent series resistance ݎ௦ ൌ 1 െ ிிிிబ                                               (52) 

Serial resistance of a cell 

ܴௌ஼ ൌ ௥ೞ௏ೀ಴,బ಴ூೄ಴,బ಴                                                 (53) 

Cell parameters for operating conditions with inputs are: VM, Ta, Ga 
Irradiation Parameters 

ଵ ൌܥ ூೄ಴,బ಴ீೌ ,బ                                                    (54) 

Short circuit operating current ܫௌ஼஼ ൌ  ௔                                                (55)ܩଵܥ

Working temperature of cell ܶ஼ ൌ ௔ܶ ൅  ௔                                           (56)ܩଶܥ

Open circuit voltage 

ைܸ஼஼ ൌ ைܸ஼,଴஼ െ ଷሺܶ஼ܥ െ ଴ܶ஼ሻ                                   (57) 

Thermal voltage of cell  

௧ܸ஼ ൌ ௠௞ሺଶ଻ଷା்಴ሻ௘                                                (58) 

Calculated solar module current using cell parameters 

ெܫ ൌ ௌ஼஼ܫ ௉ܰெ ൥1 െ ݌ݔ݁ ൭௏ಾିேೄಾ௏ೀ಴಴ ାூಾRSCNSMNPMV౪CNSM ൱൩                            (59) 

Short circuit current for the module ܫௌ஼ெ ൌ ௌ஼஼ܫ ௉ܰெ                                              (60) 

Open circuit voltage for module 

ைܸ஼ெ ൌ ைܸ஼஼ ௌܰெ                                                (61)   
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Equivalent serial resistance for the cell ܴௌெ ൌ ܴௌ஼ ேೄಾேುಾ                                                 (62) 

Thermal voltage of module 

௧ܸெ ൌ ௧ܸ஼ ௌܰெ                                                (63) 

Module current 

ெܫ ൌ ௌ஼ெܫ ൤1 െ ݌ݔ݁ ൬௏ಾି௏ೀ಴ಾ ାூಾோೄಾ௏೟ಾ ൰൨                                 (64) 

Module voltage 

ܸெ ൌ ln ൬ூೄ಴ಾ ିூಾூೄ಴ಾ ൰ ௧ܸெ ൅ ைܸ஼ெ െ  ெܴௌெ                               (65)ܫ

Module power ܲெ ൌ ܸெܫெ                                                  (66) 

Also, array currents and voltage are calculated from the equations below.  
Total current of array ܫ஺ ൌ ∑ ௜ேೄಲ௜ୀଵܫ                                                       (67) 

Simplified total current of array ܫ஺ ൌ ௌܰ஺ܸெ                                                     (68) 

Power generated by array ܲ஺ ൌ ܸ஺ܫ஺                                                       (69) 

3.1.4   PV Charge Maximum Power Point Tracking (MPPT) Controller 

Renewable sources, such as solar arrays, produce varying power output. When the 
PV arrays are interconnected with the electrical power grid and to the loads, a 
constant and consistent power is required. Solar power varies with irradiation (sun 
power), temperature, and shadowing. A proper working power point should be 
maintained for both the grid and the loads. So to extract the required power from 
the PV array, it is important to operate the power output at the corresponding max-
imum power point (MPP). The MPP is unique for each solar module, it is not a  
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fixed point, and it may change based on the required current for a particular load. 
Thus a Maximum power point tracking (MPPT) is required to match the PV out-
put to load demand. In other words, the electrical tracking of the MPP is accom-
plished through power switching converters as an interface between the load and 
the source.  These converters are controlled to provide a matching between the 
load impedance and the varying PV source impedance [20]. For the model pre-
sented in this chapter, an algorithm is used which works on a simple concept 
known as perturb-and-observe (P&O) method.  The P&O algorithm is a common-
ly used MPPT algorithm. It is used for its simplicity and ease of implementation. 
However, there are some limitations with the P&O method, such as, oscillations 
around the MPP in steady state, slow response speed, and tracking in the wrong 
way under rapidly changing conditions like weather [19-21]. This method works 
best for slow changing or constant weather conditions. However, as long as the 
power increases, the voltage increases or decreases. Once the power decreases, the 
process is reversed. This method can be understood by the flow chart  
in fig. 21.  

 

 

Fig. 21 Flowchart for MPPT algorithm used as the charge controller 

3.1.5   DC/DC Converter and Inverter 

Overall micro grid consists of a DC/DC converter and inverter similar to the ones 
discussed earlier.. With such a system the PV micro grid is tested for dynamic 
load conditions. The results are illustrated next.  

3.2   Modeling and Simulation Results 

The modeling of the PV components is developed using Simulink®.  First, PV 
modules are developed using the equations dicussed earlier. Then a PV array is 
designed. Fig. 22 shows the developed PV array model in Simulink®. This 
developed PV array model is integrated with a DC/DC converter and inverter 
models. Fig. 23 shows an overall model with feedback controller with a static 
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load. Figs. 24 show sample plots for the power with respect to constant 
temperature and irradiations. Since modules and arrays produce fairly similar 
results, only the plots of a module are displayed. Solar modules are affected by 
both the irradiation and the temperature values. Increasing irradiation causes a rise 
in current and voltage, thus resulting in an increased power. Increasing 
temperature causes a rise in the voltage, while current stays constant and power 
increases slightly. These plots are similar to a real system. 

The plots shown in Figs. 25-26 illustrate voltage, and efficiency obtained from 
the DC/DC converter respectively. The efficiency is high at the beginning and at 
the end of the plot, but very sporadic. At these values, irradiation and temperature 
are low which drive the voltage of the PV array to be high. At mid-points, when 
the irradiation and temperature is high efficiency is the lowest.   

The DC/AC inverter was built and tested using Simulink®. Irradiation was 
simulated from 100-1000W/m2 and temperature was simulated from 20-25°C. 
Since in real time, and low irradiation values would only power small loads, small 
P,Q loads were simulated with real power (P) simulated from 0-400W, and 
reactive power, Q, simulated from 0-80var.  Fig. 27 illustrates the irradiation and 
temperature ranges that are used as an input to test the micro grid. PV voltage is 
dependent on the current being fed into it. As the load increases, the voltage 
increases. After the inverter stabilizes, 0.1s time sampling of the inverter line and 
phase voltage is obtained. It was observed that the voltages are 120 degrees out of 
phase.  

PV current ܫ௚ is the same current that is being fed from the inverter. After sta-
bilization, a steady current is delivered to meet the load demand. Fig. 28 illustrates 
the PV current and the output current from the DC/DC converter. The inductor 
current illustrates the opening and closing of the inductor used in the converter. 

 

 

Fig. 22 PV Array model 
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Fig. 29 illustrates the plot of inverter line current and the feedback current (It) 
based on the load current. When connected to the load, the converter efficiency is 
above 99% while the inverter efficiency kept above 90%. Overall the efficiency 
stays very high except during system stabilization. The developed model is tested 
for various load conditions as a micro grid as well. One such case is shown in  
fig. 30. From the plots, it can be seen that the actual P,Q output obtained from the 
inverter is slightly less than the desired P,Q demand. This result is consistent with 
the practical systems developed and tested in a laboratory set-up.  

 

 

Fig. 23 Load Connected Inverter Model 
 
 

 

Fig. 24 Power Curve TC = 25°C 
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Fig. 25 Plot of PV Voltage and DC/DC Converter Voltage 

 
Fig. 26 Plot of DC/DC Efficiency, Irradiation, and Ambient Temperature 
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Fig. 27 Plot of Irradiation and Ambient Temperature 

 
 

 
Fig. 28 Plot of PV Current and DC/DC Output Current 
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Fig. 29 Plot of Inverter Line Current and Feedback current 

 
 

 
Fig. 30 Plot of P,Q demand vs P,Q out 
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4   Hybrid Micro-grid Set Up with PV Arrays and PEM Fuel 
Cell 

There are many different scenarios that can take place when a renewable energy 
power source (i.e. Photovoltaic and Fuel Cell) is connected to the micro grid. The 
power source can supply power to the grid (light loading), require power from the 
grid (Heavy Loading), or be separated from the grid (islanding mode). The first 
scenario that we are going to address is when the micro grid may have been dis-
connected from the power grid because of problems on either side. In this case, the 
micro grid is in island mode.  This test will consist of two power sources, PV and 
FC, working simultaneously to provide power to one load.  Since the PV source is 
“free energy source” it will apply all of its available power to the load and the re-
maining power required will come from the Fuel Cell.  The amount of power that 
the PV can supply is directly related to the amount of irradiation that the PV rece-
ives.  The following equations are used to calculate VS, δ, feedback current, and 
the real and reactive power of the grid. [13,22]. 

ௌܸ ൌ ቂ௓మாమ ሺܲଶ ൅ ܳଶሻ ൅ ଶܧ ൅ ௭ሻߠሺݏ݋2ܼܲܿ ൅ ௭ሻቃଵߠሺ݊݅ݏ2ܼܳ ଶൗ                   (45) 

ߜ ൌ ௭ߠ െ cosିଵ ቀ ௓௉ா௏ೄ cosሺߠ௭ሻቁ                                         (46) ܫ௧ ൌ ௉ಽ௏ೞ௖௢௦ఏ                                             (47) ܫ௅ ൌ ௧ܫ cosሺߠ ൅  ሻ                                       (48)ߜ

Where, ௅ܲis the real power of the load, and 

ߠ  ൌ cosିଵ ቎ ௉ಽට௉ಽమାொಽమ቏, ܼ ൌ √ܴଶ ൅ ܺଶ, and ߠ௭ ൌ tanିଵ ௑ோ.  

4.1   Micro-grid Connected to Power Grid (Islanding Mode) 

To show a simplified representation of the islanding mode a flow diagram is de-
veloped as in fig. 31. 
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Fig. 31 Islanding Mode of a Fuel Cell and PV Power Source (E∟δ2 =1.0∟0 p.u.) 

The system is modeled in Simulink® using previously discussed PV and FC 
models. The PV system used in this simulation has a generating capacity of 450W 
and the FC has a generating capacity of 1kW.  Both systems were placed into a 
subsystem to feed the same load. An intelligent controller is developed to deliver 
the appropriate P,Q power from PV array based on the irradiation. The remaining 
P,Q is supplied by the fuel cell. This is a load following scheme with the micro grid 
follows the load and the power grid sees a constant load at the point of coupling.  
The power demand in this case is modeled by a static load (dynamic response will 
be shown in the following section).  Both subsystems for the PV and FC calculate 
and output VS and δ1.  E and δ2 will be equal to VS and δ2 which is 1∟0 p.u.).  The 
irradiation and ambient temperature used by the PV are as in fig. 27.  

Fig. 32 shows the FC subsystem, PV Array Subsystem, intelligent controller, 
and an infinite bus subsystem to connect the two outputs together. The intelligent 
controller measures the irradiation at the time and calculates the amount of power 
that can be supplied to the load.  Once that is determined the fuel cell will feed the 
remainder of the load demand.  The infinite bus subsystem takes the two outputs 
and connects them in parallel which averages the voltage, given a balanced sys-
tem, and adds the currents.   

 

 
Fig. 32 Island Mode Micro-grid System 
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Fig. 33 Plot of Real and Reactive power demand and generation 

 

 
Fig. 34 Total Feedback Current Including PV and FC Feedback Currents 

 
Then the output values for the power and feedback current are observed for var-

ious simulated conditions.  Fig. 33 shows the changing real and reactive power. As 
the irradiation increases, more power can be supplied by the PV array from the PV 
and FC. As more power is supplied by the PV, less power has to be supplied to the 
load by the fuel cell. Fig. 34 shows the feedback current required controlling the 
flow in PEM fuel cells and the power output of the PV arrays. These results clear-
ly indicate two important issues. First the light load conditions are fed in a  
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power following manner with priority given for PV arrays. From fig. 33 it can be 
seen that the P is around 800W and Q around 200 Vars.  Second, the hybrid  
system smartly controls the feedback current thus providing a stable and effective 
power requirements in the presence of changing load dynamics. Next study shows 
the effect of connecting this smart micro grid to the power grid. 

4.2   Micro-grid Connected to Power Grid (P, Q Positive or 
Negative) 

A micro grid, or distributive generation system, is a cluster of PV and fuel cell 
energy sources, their controllers, converters and inverters connected to a power 
grid system through a transmission line and some type of switch or breaker. The 
mega-grid may contain a large number of interconnected buses, but for this case 
study, we will use light and heavy loading. Light loading is when there is a heavy 
local load and the mega grid is calling for a load demand.  To simplify, there is 
power flowing onto the mega grid as shown below.  Heavy Loading is when there 
is a heavy load on the local load and the mega grid is giving a load demand.  To 
simplify, here there is power flowing from the mega grid. 

Both of these cases can be shown dynamically in one simulation. Fig. 35 illu-
strates both these conditions in a one line block diagram for priority control of the 
power ‘P’. For this simulation we will use the same equations developed earlier. 
The mega-grid was modeled with both renewable energy sources, along with the 
intelligent controller used to control the power demand for each of the energy 
sources, and feedback current using δ1 and δ2. Changes were made to the 3-phase 
inverter in each model to successfully model the VS and δ1 based on line power 
and load power and changing values of grid voltage. The Simulink® model for the 
overall architecture is shown in fig. 36. Parameters include changing irradiation 
and ambient temperature, changing real and reactive power values, and a changing 
grid voltage E and δ2 values. The Vs and δ1 are calculated depending on the chang-
ing E and δ2.  This is used as a reference voltage to be sent back to the VSI inside 
the Fuel Cell and PV Array.  This allows the inverter to accommodate for the 
power flowing to or from the mega grid.  From there the FC and PV work together 
to produce the appropriate power demand. The feedback current going to the PV 
and Fuel Cell is in fig. 37.  Note the changing E and δ2 start out in island mode 
with no power flowing onto or from the mega-grid.  Then, the mega grid cycles 
from demanding power to supplying power a couple of times to ensure that the 
power sources act in the manner in which they should. Fig. 38 shows the changes 
in the power (P and Q) from the grid with load. This shows dynamic load changes 
with the value of P and Q changes with respect to time as shown in fig. 38. 
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Fig. 35 Light Loading of a Fuel Cell and PV Power Source (E∟δ2 >1.0∟0 p.u.) 

 

 
Fig. 36 Simulink Grid-Connected Micro-grid 

 
The PV handles more power when the irradiation is at its highest point. This is 

proven as the output results shown in fig. 39 and fig. 40. It is noted from fig. 40 
that the power grid responds to the initial load changes, and then the micro grid 
picks up the load changes to keep the grid power at its scheduled value. The simu-
lation results show that the micro grid can follow the load power changes in less 
than 0.5 s. As irradiation increases, the load handled by the PV array increases and 
so does the feedback current. The efficiency starts out unstable due to the stabiliz-
ing of the system, but steadies out right around one which equates to an almost 
100% efficiency. Fig. 41 shows the FC share when the P and Q demand changes. 
It can be seen that as the irradiation increases, the FC does not have to handle as  
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much power. Just like the PV array, the fuel cell produces 5% extra power to han-
dle transmission line losses. The system takes almost one second to stabilize, so 
the inverter efficiency varies. It does however become almost one for the re-
mainder of the simulation. Initially the feedback current for the fuel cell becomes 
lower as more power is handled by the PV and increases as irradiation becomes 
smaller.  

 
Fig. 37 Total Feedback Current Including PV and FC Feedback Currents 

 
Fig. 38 Plot of Real and Reactive Power (Grid, Load, and Line) 
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Fig. 39 Plot of Real and Reactive Power Demand vs. Output Handled by the PV 

 

Fig. 40 Plot of PV 3-Phase Inverter Efficiency and Feedback Current 

4.3   Impact of the Micro Grid as a Customer Driven Micro System 

The impact of the micro grid on the power system as a load following customer 
driven micro system can be seen from above simulation and real-time testing. It 
could be noted that with the help of intelligent and local controllers, the priority 
PV micro system can be developed. This is extremely useful when developing a 
customer driven micro grid. First, the proposed method can be used for giving 
priority for intermittent renewable energy resources such as PV system. Second, 
the customer priority can be developed if we have similar such micro grids in the 
system. This coordination can be done with the help of smart controllers that indi-
cate priority based on a global MPPT to extract maximum energy from the renew-
able energy resource. Finally, in the event of faulty modes of operation, shut down 
of individual micro-sources can be initiated if the system is configured correctly. 
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Fig. 41 Plot of FC Real and Reactive Power Demand vs. Output Handled by the FC 

5   Conclusions 

This chapter has presented an overview of PV and FC systems, the mathematical 
formulation and the modeling of all components involved. The model consist of 
mathematical design and development of FC, PV module and arrays, power condi-
tioning DC/DC converter and the inverter set up. Further, a PV charge controller 
based on Maximum Power Point Tracking (MPPT) has been developed for the 
control of PV arrays. For FC a feedback controller has been designed. These de-
signs are then integrated with an inverter controller that controls the voltage at a 
power system bus. Further, an intelligent controller provides a priority tracking 
scheme in order to develop a load following customer driven micro grid. The de-
veloped designs are modeled using Matlab® and Simulink®. For validating the 
models, real-life systems are used and the comparisons are evaluated. The com-
plete system is used as a micro grid set up connected to a power grid. Testing and 
evaluations of the micro grid is then conducted using off-grid and on-grid studies 
and the results show that the micro grid model could emulate real-life scenarios. 
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Optimal Allocation of Wind Turbines in Active 
Distribution Networks by Using Multi-Period 
Optimal Power Flow and Genetic Algorithms 

P. Siano, P. Chen, Z. Chen, and A. Piccolo* 

Abstract. In order to achieve an effective reduction of greenhouse gas emissions, 
the future electrical distribution networks will need to accommodate higher 
amount of renewable energy based distributed generation such as Wind Turbines. 

This will require a re-evaluation and most likely a revision of traditional me-
thodologies, so that they can be used for the planning and management of future 
electrical distribution networks. Such networks evolve from the current passive 
systems to active networks and smart grids, managed through systems based on 
Information Communication Technology. 

This chapter proposes a hybrid optimization method that aims at maximizing 
the Net Present Value related to the investment made by Wind Turbines develop-
ers in an active distribution network. The proposed method combines a Genetic 
Algorithm with a multi-period optimal power flow.  

The method, integrating active management schemes such as coordinated vol-
tage control, energy curtailment and power factor control is demonstrated on a 69-
bus 11 kV radial distribution network. 

1  Introduction 

Today, the environmental concerns and energy crisis lead the international politics 
towards new energy development that calls for the reduction of pollutant emis-
sions and the increase of energy efficiency. Consequently, Distributed Generation 
(DG) based on renewable sources has become the focus of new energy develop-
ment (see European Directive 2001/77/EC and 2003/54/EC). 
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In the meantime, distribution network operators (DNOs) are now forced to deal 
with an increasing number of problems, largely related to increased loads, new 
environmental policies and economic pressures of the market. Distribution net-
works should be operated to meet the following three main objectives: 

- environmental sustainability 
- security and quality of supply 
- low cost. 

These objectives are essential elements of a modern smart grid (SG). First, a SG 
should allow a simple connection (plug & play) of renewable energy based DG 
through common standards of equipment and communication systems. Second, a 
SG, by means of self-healing systems, should be able to reduce the periods of dis-
service in an automatic or semi-automatic mode, and thus improve the quality of 
power supply. Finally, a SG should take advantage of a competitive electricity 
market and optimize the dispatch of generation and consumption so that the total 
system operating cost is minimized without degrading the system security.  

At the distribution level, a smart grid can be achieved through the evolution of 
active distribution networks that employ various active network management 
schemes (ANM). Such ANM schemes intend to make better use of available ener-
gy resources [4, 8, 11, 31, 34, 35, 38, 40, 47].  

ANM is expected to emerge as the preferred solution to the connection and op-
eration of DG in the near-future. In the initial stage, ANM will allow monitoring 
and remote control of DG to facilitate its integration in the system. In the interme-
diate stage, ANM will permit accommodating significant amount of DG once lo-
cal and global services and trading issues have been defined. Ultimately, the full 
active power management will rely on network management regime and use real-
time communication and remote control to meet the majority of the network ser-
vice requirements [11]. 

ANM schemes can be designed by using automatic controllers and data ob-
tained from information communication technologies (ICT). Due to the liberaliza-
tion of the electricity market, the distribution network has a full connection with 
the customer, the supplier and the transmission system operator. Such a connec-
tion enables the exchange of not only energy but also information. The informa-
tion exchange can further contribute to the optimization of the market operation 
and system security. Therefore, the exchange of information is crucial for the 
energy sector to carry out the proper power system management strategies.  

Recent progress in the field of ICT can facilitate such information exchange 
and accelerate the transformation of distribution networks from passive systems to 
active ones. Thus, the ICT is considered a strategic instrument to upgrade the ex-
isting infrastructure.  

Consequently, with the increase in complexity of future distribution systems 
based on ICTs, it is necessary to develop innovative methodologies, models and 
measuring techniques that are able to cope with these new contexts. 

Furthermore, the operation and planning of a SG involves not only the DNOs, but 
also DG developers and energy consumers. Among other issues, this chapter focuses 
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on the technical challenges faced by both the DNOs and DG developers when con-
sidering the grid integration of large amounts of DG [21, 25, 13, 14, 15, 30].  

These challenges are partly caused by the mismatch between the location of 
energy resources and the capability of local networks to accommodate new gener-
ation. Particularly, the location of wind turbines (WTs) is determined by the local 
wind resources and geographical conditions. However, the current capacity of the 
network to which the WTs will be connected may not be sufficient to deliver the 
generated wind power. As a result, network reinforcement needs to be planned by 
the DNOs and the costs of these reinforcements should be partly paid by WT  
developers.  

Since such network reinforcement usually calls for high capital investment, 
DNOs and WT developers would like to explore less costly means that can im-
prove the capability of the network to accommodate new generation. One way is 
to make the best use of the existing network by encouraging development at the 
most suitable locations [13, 14]. In order to do this, DNOs and WTs developers 
require a reliable and repeatable method of quantifying the capacity of new  
DG that may be connected to distribution networks without the need for  
reinforcement.  

The challenge of identifying the best network location and capacity for DG has 
attracted significant research effort, albeit referred to by several terms: optimal 
‘capacity evaluation’ [12, 13, 14, 15, 30], ‘DG placement’ [27], or ‘capacity allo-
cation’ [20, 43, 44]. These optimization problems apply different numerical algo-
rithms with various objectives and constraints. For example, genetic algorithms 
are used to find the optimal location of DG [2, 22, 23]. Several other algorithms 
are adopted to handle optimization problems with discrete variables [10, 43]. Oth-
er approaches require network locations of interest to be pre-specified with algo-
rithms guiding capacity growth within network constraints [13, 14, 15, 30, 33].  

Nevertheless, as values associated with WTs are time- and location-dependent, 
methods that simply consider one specific power value at a specific moment are 
not able to account for time dependence. Therefore, WTs optimal allocation 
should consider their capability of delivering power at the right time and WTs 
should be located in the right place to be able to deliver energy while satisfying 
network constraints. Simulating load and generation variations during a year and 
computing the WTs delivered energy allows including the time dimension, when 
compared with methods that simply consider the power at one specific point in 
time [33]. In order to account for the time dependence of load and generation, 
some approaches focused on the concept of energy from DG [9, 21]. In [9], an op-
timization method is developed to evaluate annual energy in order to measure the 
risk of unserved energy for each planning option. However, active management 
schemes are not considered in either method to exploit higher energy from DG. In 
[21], an optimization method is proposed to maximize the total energy reaped 
from a given area and to minimize DG connection costs and system losses.  

This chapter proposes a hybrid optimization method that aims at maximizing 
the Net Present Value (NPV) related to the investment made by WTs developers 
in a distribution network endowed with active management schemes. The hybrid 
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optimization method combines the Genetic Algorithm (GA) and the multi-period 
optimal power flow (OPF) algorithm.  

The GA is suitable for selecting the optimal site and number of WTs among 
some selected WTs types allowing WTs developers to maximize the NPV. The 
evaluation of the wind energy production is based on a multi-period OPF algo-
rithm, which takes into account distribution network constraints. Such a multi-
period OPF, derived from the OPF methods of [13, 14, 15] and [39] considers the 
time-varying characteristics of the load demand and wind power generation. The 
method also integrates active management schemes such as coordinated voltage 
control, energy curtailment and power factor control. The analyses are demon-
strated on a 69-bus 11 kV radial distribution network. Sections 2 describes the ac-
tive management schemes adopted in the multi-period OPF which is described in 
Section 3. Section 4 describes the GA features. Sections 5 and 6 present and 
comment some case studies. A discussion on the presented results is given in Sec-
tions 7 while conclusions are drawn in Section 8. 

2  Assessing Maximum Wind Energy Exploitation in Active 
Distribution Networks by Means of Multi-period OPF 

Active management represents an alternative approach to enable national targets 
for renewable energy and increase the penetration of WTs into the existing distribu-
tion networks [24, 32]. It has, indeed, the potential to maximize DG penetration 
level while minimizing DG-related network reinforcements [1, 5, 6, 26, 28, 29, 36, 
37, 41, 46]. In [41] it is demonstrated that networks endowed with active manage-
ment schemes can potentially accommodate up to three times as much generation. 

Active management can be realized, for instance, through generation dispatch, 
transformer tap adjustment or reactive power compensators. In [24], WTs genera-
tion curtailment during low demand, reactive power management using a reactive 
compensator, and area-based on-load tap-changer coordinated voltage control 
have been used in the active management. 

In [28, 29], a multi-period steady-state analysis for maximizing the capacity of 
wind generation through an OPF-based technique with active management fea-
tures has been proposed. However, since wind capacity rather than wind energy is 
maximized, WTs allocation does not allows maximum wind energy exploitation. 
Moreover, short-circuit level is computed with a simplified approach. 

The more advanced and emerging concept of active management is based on 
real time measurements of the distribution network parameters and employs real 
time control of generators, tap-changing transformers, reactive power compensa-
tors and communication among the generators and voltage control devices [24]. 

The multi-period OPF proposed here improves the methods proposed in [39] 
and [28, 29] by accounting for load and generation time interdependences and by 
focusing on the concept of energy from WTs. The proposed method allows, in 
fact, finding the optimal WTs capacities allocation in order to maximise wind 
energy exploitation under different active management schemes, briefly described 
in the following subsection. 
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2.1  Coordinated On-Load Tap-Changer Voltage Control 

Traditional control strategies of on-load tap-changers (OLTCs) are either based on 
the voltage regulation at a single busbar or voltage drop compensation on a partic-
ular line [24]. Such voltage control strategies are based on local measurements and 
are suitable for traditional distribution systems with unidirectional power flow. 
However, these strategies may cause problems in distribution networks with bi-
directional power flows. On the other hand, the area-based control strategy of 
OLTCs is based on measurements from various locations of the network. In this 
way, the voltage regulation of OLTCs can be based on the voltage information of 
the bus that has the most severe over voltage problem [24]. Consequently, the 
maximum wind energy penetration level may be increased by the implementation 
of the control strategy. 

2.2  Energy Curtailment 

In order to alleviate the over voltage problem, it may be necessary to curtail a cer-
tain amount of wind energy injected into the network [24]. Although the output 
wind energy is reduced, the WT developer may still gain more profits due to the 
possibility of installing more WTs [36].  

In the proposed method, wind energy may be curtailed during certain periods in 
order to alleviate any voltage or thermal constraint violation. For example, for a 
specific period, there are different possible combinations of load demand and wind 
power. Wind energy is curtailed during periods of minimum demand and high 
wind power generation. The same strategy is applied to each of the periods  
analyzed.  

In the method, energy curtailment is implemented in each period by introducing 
a negative generation variable to represent the curtailed energy from each WT. For 
a given period, the maximum energy that can be curtailed from a given WT is set 
to a fraction of the potential energy that the WT could have produced without 
energy curtailment. 

2.3  Coordinated Generator Reactive Power Control 

The recent grid codes of many countries, such as Denmark, Germany, Italy, Irel-
and and the UK, require that WTs should provide reactive power control capabili-
ties and that network operators may specify power factor or reactive power gener-
ation requirement for grid-connected WTs [42].  

In practice, a grid-connected WT needs to fulfill the specific requirement de-
pending on the regulation of the country. For example, in the Danish grid code for 
grid-connected WTs, reactive power generation is confined to a control band with 
respect to active power generation (with a power factor between 1.00 and 0.995 
lagging). The German grid code specifies different reactive power limits accord-
ing to voltage value at interconnection (with a power factor ranging between 1.00 
and 0.925 lagging). The Irish grid code requires a power factor between 0.835 
leading and 0.835 lagging when the active power output level is below 50% of the 
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rated capacity. In Italy and the UK, the power factor at a WT’s terminal should be 
between 0.95 leading and 0.95 lagging. 

Although it is important to fulfill the grid code when connecting a WT, this pa-
per intends to illustrate the concept of the proposed method, but not to design a 
WT that fulfills a specific requirement. 

WTs, especially those with power electronic controllers, are able to provide ne-
cessary reactive power support to the grid. The reactive power generation can be 
dispatched centrally by the DNOs [45]. In other words, power factors of WTs can 
be controlled so that wind energy penetration level in the network is maximized. 
The proposed control scheme requires WTs to generate reactive power during load 
peak hours and low generation, and to absorb reactive power during load off-peak 
hours and high generation. 

3  Multi-Period Optimal Power Flow 

The optimization method aims to find the optimal locations and capacities of WTs 
so that the wind energy exploitation in the network is maximized. Such an objec-
tive is subject to a number of technical constraints imposed by regulations includ-
ing bus voltage limits, line/transformer thermal limits, and system short-circuit le-
vels. By fulfilling these constraints, the network reinforcement due to the 
connection of WTs may be avoided. In addition, such a method can be used to in-
vestigate the impact of the foregoing active management strategies on the maxi-
mum wind energy penetration level in the network. 

The proposed approach, based on the nonlinear programming formulation of 
the multi-period OPF described in [39] and [28, 29], has been modified in order to 
maximize the wind energy exploitation and to include active management 
schemes, the time-varying characteristics of the load demand and wind power 
generation, and the system short-circuit constraints.  

The multi-period OPF is formulated as: 

 (1)

where  is the wind energy generated during the time period  by 

the  WT with rated capacity ,  is the total number of periods in a 

year corresponding to different combinations of load demand and wind power 
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The vector  consists of a set of controllable quantities and dependent va-

riables during each period . The optimization variables include the capacity of 

each WT, and for each period : the secondary voltage of the OLTC, the power 

factor angle and the curtailed energy of each WT, and the import/export power at 
the interconnection to the external network.  

The equality constraints  represent the static load flow equations such 

as Kirchhoff current law  and , where  is the set of periods 

(indexed by ), is the set of buses (indexed by b) and Kirchhoff voltage law,

 and , where  is the set of lines (indexed by ). 

The inequality constraints are listed in the following. 

-Capacity constraints for the interconnection to external network (slack bus) 
, : 

 

 

(2) 

where  is the set of external sources (indexed by ),  and  are the 

active and reactive power outputs of , respectively and  and  

are the min/max active and reactive power outputs of , respectively. 
-Capacity constraints for the WTs: maximum capacity that may be installed at 

each site , : 

 

 

(3) 

where  is the set of WTs (indexed by ),  and  are the active and 

reactive power outputs of , respectively and and  are the 

min/max active and reactive power output of g, respectively. 
-Voltage level constraints , :  

 (4) 

where  is the voltage at bus ,  and  are the max/min voltage at 

bus , respectively. 
Flow constraints for lines and transformers , : 
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where  and  represent the active and reactive power injection onto l re-

spectively and  the maximum power flow on . 

- Short-circuit level constraint: the requirement of not exceeding the design 
short-circuit capacity in typical radial networks, fed by a MV/LV substation and 
with wind generation, should be satisfied as it could constrain new generation ca-
pacity. WTs connected to the distribution network may contribute to the short-
circuit level at the distribution substation. The upstream grid provides the domi-
nant contribution to the short circuit capacity, which rapidly diminishes down-
stream the network due to the series impedance of the lines. The short-circuit re-
quirement normally needs to be checked at the MV (or LV) busbars of the 
substation [2]. Therefore, given the typical radial arrangement of distribution net-
works, the maximum short-circuit level will be obtained when considering a three-
phase short-circuit at the low-voltage side of the substation.  

The magnitude of the expected short-circuit current  at the low-voltage 

side of the substation, calculated from the phasor sum of the maximum short-
circuit currents from the upstream grid, through the step-down transformer, and 
from the WTs connected to the distribution network, is, therefore, limited by the 

design short-circuit capacity . 

 (6)

The grid contribution is calculated according to IEC 60909 [16, 17, 18, 19] and 
the contribution of WTs is computed according to the method proposed in [2]. 

The additional constraints derived from the active management schemes are: 
coordinated on-load tap-changer voltage constraint, curtailed energy, WTs power 
factor angles. 

- Curtailed energy constraint : 

 (7)

where  represents the amount of curtailed energy from generator  during 

period  and  the maximum permitted curtailed 

energy from generator  during , where  is the curtailment index, vary-

ing in the range [0,1] and  is the maximum energy that generator  

could have produced during  without curtailment. 

- Coordinated on-load tap-changer voltage constraint : 

 (8)
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where  is the secondary voltage of the OLTC during ,  and 

 are the (max/min) voltage of the OLTC, respectively. 

- Coordinated generator reactive power constraints, , : 

 (9)

where  is the power factor angle of  during ,  and  are the 

(max/min) power factor angle of , respectively. 

4  Genetic Algorithm - Multi-Period OPF Hybrid Optimization 
Method for Optimal Allocation of Wind Turbines 

The GA is used in order to select the types and number of WTs to be allocated at 
each candidate bus. The GA randomly generates the initial population of solutions 
(individuals) by defining a set of vectors. Each vector, or called a chromosome, 
has a size , where  is the number of candidate locations 

and  is the number of defined WT types. This is demonstrated in Fig. 1. 

 

 

Fig. 1 Schematic of the GA chromosome. 

As shown in Fig. 1, a chromosome consists of a vector of integers, each of 
which represents the number of WTs of a given type to be allocated at a candidate 
bus. For instance, WTs of type A is associated with the first part of the vector with 
the size of Nୡ, which is the number of the candidate locations. Each element of 
this vector is an integer representing the number of WTs of type A connected to 
the corresponding bus. As such, the locations and types of WTs are expressed as a 
string of integers.  

At each generation of the GA, a new set of improved individuals is created by 
selecting individuals according to their fitness; the selection mechanism used here 
is the normalized geometric ranking scheme. After the new population is selected, 
genetic operators are applied to selected individuals for a discrete number of 
times. These genetic operators are simple crossover and binary mutation. A simple 
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crossover randomly selects a cut-point dividing each parent into two segments. 
Then, two segments from different parents are combined to form a new child (in-
dividual). A binary mutation changes each of the bits of the parent based on the 
probability of mutation. An elitism mechanism is also adopted to ensure the best 
member of the population is not lost. The iteration process continues until one of 
the stopping criteria is reached. 

For each chromosome of the GA, specifying the number and location of WTs, 
the maximum wind energy generation over a year is evaluated by a multi-period 
OPF algorithm nested in the GA algorithm. 

 

 

Fig. 2 Flow chart of the Hybrid optimization method. 
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In order to analyze the profitability of the WTs investment, the GA objective 
function is the NPV, i.e. the difference between the sum of the discounted cash 
flows which are expected from the investment and the amount which is initially 
invested: 

ܸܰܲ ൌ െܥ଴ ൅ ෍ ௞ሺ1ܥ ൅ ݅ሻ௞௡
௞ୀଵ  (10) 

where: ݇ the year of the cash flow, ݅ the discount rate (the rate of return that 
could be earned on an investment in the financial markets with similar risk), ܥ௞ 
the net cash flow (the amount of cash, inflow minus outflow) at year ݇, ܥ଴ is the 
investment, ݊ is the lifetime of WTs. 

Consequently, this hybrid method will deliver the best locations as well as the 
best WT types in the end.  

The flow chart of the foregoing hybrid optimization method is shown in Fig. 2. 
The proposed method has been implemented in Matlab® and is based on 

MATPOWER suite [48] and demonstrated through the study system described in 
the following section. 

5  System Description 

This section describes the distribution system and data that are used to demon-
strate the hybrid optimization approach proposed in the previous section for the 
optimal allocation of WTs. 

The following analyses are based on a 69-bus 11 kV radial distribution system 
whose data are given in [7]. The four feeders are supplied by two identical 6 MVA 
33/11 kV transformers. Fig. 3 shows the distribution system and the potential WT 
locations, selected to demonstrate the capabilities of the method.  

5.1  Modelling of Time-Varying Load and Wind Power 
Generation  

For the modeling of time-varying load and wind power generation, real data from 
the local distribution network in Nordjylland in Denmark have been used and 
processed. In order to account for the seasonal, weekly and daily variation of load, 
the measured data are grouped by summer/winter, weekday/weekend, and 24 
hours. In order to account for the seasonal and daily variation of wind power gen-
eration, the measured data are grouped by summer/winter and 24 hours. In particu-
lar, the 365 days of the year have been divided into 153 winter days and 212 
summer days and, for each week into 5 weekdays and 2 weekend days. As a re-
sult, there are 96 groups for load and 48 groups for wind power generation. 
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Fig. 3 69-bus network indicating potential locations for WTs. 

From each group of load, e.g. 12 o’clock in a summer weekday, a load duration 
curve is obtained and then discretized into four states. A similar approach is ap-
plied to the wind power generation, but discretized into ten states. The discretiza-
tion is demonstrated in Fig. 4. As a result, for one group of load, there are 4 load 
states with corresponding 10 wind power generation states.  

Each type of day consists of 24 hours each of which can have 40 (10x4) differ-
ent combinations of load-generation, therefore a total of 3840 load flows  
( ), with different load-generation 

combinations have been analyzed in the MP-OPF. In order to create the multi-
period interdependency, at each iteration of the MP-OPF, to a unique set of WTs 
capacity variables correspond 3840 sets of power flow variables.  

The maximum load level of each bus given in [7] is scaled down for the use in 
the 69-bus network: the corresponding maximum loading levels are summarized 
in Table 1. 
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a) load 

 
b) wind power generation 

Fig. 4 Discrete states of a) load and b) wind power generation at a given hour. 

Table 1 Maximum Network Loading 

Active Power [MW] Reactive Power [MVar]
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5.2  Short-Circuit Calculations 

The short-circuit capacity of the grid is assumed to be 1000 MVA. The grid is 
connected to the transformers through a series inductive impedance of 8%. Losses 
for the substation’s transformers are not considered. The designed short-circuit 
capacity for the 11 kV network is assumed to be 200 MVA. As recommended by 
the IEC Standard [16, 17, 18, 19], the R/X ratio for the corresponding equivalent 
impedance is assumed to be 0.1. The voltage factor used to consider the variations 
of the system voltage is assumed to be 1.1 [2]. The WTs are connected to the 11 
kV network through a 0.69/11 kV transformer with a series impedance of 4% and 
a rated resistive component of the short-circuit voltage of 1.2% [2]. In order to 
evaluate the WTs’ contribution to the short-circuit level at each bus, the equivalent 
short-circuit impedances of WTs and transformers have been computed for each 
bus according to the installed WTs capacities and to the parallel connections of 
WTs.  

5.3  Network Operation Constraints 

Voltage limits are taken to be ±6% of nominal and feeder thermal limits are 5.1 
MVA (270 A/phase). The substation power exports to the upstream grid are li-
mited to the capacity of the transformers (12 MVA). 

In order to demonstrate the capabilities of the energy curtailment scheme, it has 
been assumed that wind energy can be curtailed only during the period in which 
the combination of minimum demand and high wind power occurs. It has been as-
sumed that energy output from each WT operating at the 10th or 9th wind power 
generation states could be curtailed until it reaches the 8th wind power generation 

state (a curtailment index  equal to 0.62 for the 10th wind power generation 

state and a curtailment index  equal to 0.86 for the 9th wind power generation 

state). Energy curtailment during such periods should alleviate over-voltage or 
overcurrent problems. 

Power factor is assumed to vary between 0.9 leading and 0.9 lagging when the 
coordinated generators reactive power control option is considered. Otherwise, 
WTs are assumed to operate with a fixed power factor of 0.95 lagging (absorbing 
reactive power).  

The short-circuit limit constraint of 200 MVA has been assumed accordingly to 
the designed short-circuit capacity for the network. 

6  Case Study 

The hybrid optimization algorithm was applied on the above-described distribu-
tion system.  

It is assumed that WTs of three different capacities are chosen by the WT de-
velopers. These capacities are 225 kW, 660 kW and 900 kW.  

j
fC

j
fC
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Maximum three WTs of each type are allowed at a given location. This re-
quirement may be set by the available land for building WTs. For another distribu-
tion network with a different load level, WTs with different capacities may be 
considered.  

Consequently, GA is used to search for the optimal number of WTs of each 
type at the candidate locations. It is also assumed that the power factor is the same 
for all WTs connected to the same bus.  

The multi-period OPF has been applied for evaluating its annual maximum 
wind energy exploitation considering the following active management options 
simultaneously: coordinated OLTC voltage control, energy curtailment and WTs 
reactive power control. 

The basic parameters of the GA are summarized as follows. The total control 
variables are 33 ( = 3×11), corresponding to the number of three types of WTs at 
the eleven candidate locations. The population size of each generation is 20. The 
initial population is generated at random between zero and three.  

The GA stops if any of the following conditions is reached:  

1) the maximum generation number exceeds 150,  
2) there is no improvement in the objective function for 50 consecutive genera-

tions, and 3) the cumulative change in the fitness function value over 5 genera-
tions is less than 1e-6.  

Sensitivity analyses have been carried out to consider different values for the GA 
parameters such as stop criteria, population size and genetic operators. From these 
analyses, it was shown that the used values guarantee the convergence of the algo-
rithm to a satisfactory solution in this case. 

In order to evaluate the effectiveness of the proposed hybrid method, different 
scenarios for the wind speed distributions in each bus of the network have been 
assumed.  
 
Table 2 Weibull wind speed distributions parameters 

Weibull  
distribution

Scale  
Parameter

Shape  
Parameter

WD1 6 3 

WD2 10 3 

WD3 18 3 
 

Table 3 Capital costs (ܿܥ) associated to the three candidate WTs 

WT Type  

 Rated output  

electric power [kW] 

Capital  

cost [€€ /kW] 

Total capital  

cost [M€€ ] 

A 225 1400 0.315 

B 660 1200 0.792 

C 900 900 0.810 
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In particular, three different Weibull wind speed distributions have been consi-
dered, namely WD1, WD2 and WD3. The corresponding wind power generation 
have been derived and discretized on the basis of power curves of commercial 
WTs. The Weibull wind speed distributions parameters are shown in Table 2. Ta-
ble 3 lists the capital costs (ܥ௖) associated to the three candidate WTs.  

Table 4 NPV for each WT considering the different wind distributions 

WT Type NPV [€€ ] 

 WD1 WD2 WD3

A 98 320 745 100 1 307 100

B -264 570 1 964 100 3 958 000

C -248 600 2 407 500 5 432 200
 

Table 5 Optimal numbers of WTs at different locations found by the GA and correspond-
ing wind speed distribution 
 

Bus 
no. 

Weibull  

distribution 

225 kW 660 kW 900 kW Capacity (kW) 

7 WD3 2 1 3 3810 

12 WD3 2 1 3 3810 

15 WD3 3 0 0 675 

29 WD2 2 2 0 1770 

26 WD2 1 1 0 885 

34 WD3 2 0 2 2250 

38 WD3 2 0 2 2250 

42 WD3 2 2 3 4470 

55 WD1 3 0 0 675 

52 WD1 3 0 0 675 

62 WD1 1 0 0 225 

Total  23 7 13 21495 

 
Table 4 presents the NPV for a single WT of type A, B, and C in correspon-

dence of different wind distributions WD1, WD2 and WD2. The negative value of 
the NPV indicates that the initial investment is higher than the total benefits ob-
tained from selling wind power over ܰ years. 

It is observed that, under the wind speed distribution of WD3, the investment in 
a single WT of type C produces higher profits than the investment in one type A 
WT plus one type B WT. On the contrary, under the wind speed distribution of 
WD2, the investment in one type A WT plus one type B WT is more beneficial 
than the investment in one single type C WT.  

Moreover, under the wind speed distribution of WD2, the investment in three WTs 
of type A produces higher profits than the investment in one type B WT. In contrast, 
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under the wind speed distribution of WD3, the investment in one type B WT is more 
beneficial than the investment in three type A WTs. However, under the wind speed 
distribution of WD1, only the investment in a type A WT is profitable.  

Table 5 lists the optimal numbers of WTs at different locations found by the 
GA and the corresponding wind speed distribution assumed at each location.  

As shown in Table 6 a total WTs capacity of 21.495 MW is installed allowing 
delivering 126,880 MWh/year, with a curtailed wind energy of 5319 MWh/year.  

The total capital cost of the investment is of 23.319 M€€  and the NPV equals 
108.810 M€€ . 

 
Table 6 Results of WTs obtained from the hybrid optimisation method 

Total  

capacity [MW] 

Delivered wind ener-
gy [MWh] 

Total capital 
cost [M€€ ] 

NPV  

[M€€ ] 

Curtailed wind 
energy [MWh] 

 

21.495 126 880 23.319 108.820 5319 

7   Discussion 

The proposed optimization method combines the GA and the multi-period OPF 
and considers the time-varying characteristics of the load demand and wind power 
generation. The proposed method allows the WTs developers to optimally allocate 
a chosen number and types of WTs among a large number of potential combina-
tions in an active distribution network. Furthermore, the method can be used to 
evaluate the feasibility of a project in WTs before carrying out investments. Simu-
lation results evidenced that the proposed hybrid method, which maximizes the 
NPV related to the investment in WTs, is suitable for selecting the optimal site 
and number of WTs among selected WTs types.  

Different active management schemes have been considered in the proposed 
optimization formulation as they are able to enhance the total amount of wind 
energy exploitation and thus offer more economic benefits to both WTs develop-
ers and DNOs. In fact, active management is expected to provide higher profits to 
the WTs developers by allowing them connecting more WTs to the network. The 
active management is also an effective and indispensable strategy for DNOs to in-
tegrate and operate WTs in distribution networks and to defer network invest-
ments caused by annual load growth and/or DG connections. 

Nevertheless, practical implementation of active management schemes requires 
additional commercial arrangements and financial evaluations. New market rules 
should be implemented to offer economic benefits to DNOs in order to drive them 
to provide the active management service to WTs developers. On the other hand, 
new revenue mechanisms should be developed so that WTs developers and DNOs 
share the benefits as well as the costs of active management. 

Further simulations with larger networks, not presented here, have demonstrat-
ed the scalability of the proposed method and its applicability to larger networks 
[30]. The method is also able to cope with a larger number of control variables 
[30], [39]. Although this will lead to an increase in the computing time, this is not 
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a constraint as the method is intended for long-term planning studies. Different 
load profiles (by considering a mix of industrial, commercial and residential cus-
tomers) for each node can be easily introduced in the method.  

The main drawback of the proposed hybrid optimization algorithm is that the simu-
lation time is very long. This is due to the evaluation of the fitness function which each 
time calls for a lengthy multi-period OPF. However, this drawback can be tolerated as 
simulation time is not a major concern for long-term system planning. In addition, a 
more powerful computer may improve the simulation speed to a certain extent. 

8  Conclusion 

This chapter has described a hybrid optimization method that can help WTs de-
velopers to plan investments in an active distribution network. The hybrid optimi-
zation method, combining the GA and the multi-period OPF, maximizes the NPV 
related to the investment in WTs and allows evaluating the economic benefits de-
riving from active management schemes. Simulation results on a 69-bus 11 kV 
radial distribution network confirmed the effectiveness of the proposed method in 
selecting the optimal site and number of WTs among different WTs types.  
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Planning the Grid for Winds of Change 

Yunzhi Cheng and Mandhir Sahni* 

Abstract. With larger wind generation penetration and concentration on the grid, 
the planning/operation requirements associated with the wind generation have 
evolved drastically over the last decade or so.  While the old challenges such as 
wind resource forecasting are still under study and of significance, the new 
trend/attitude of treating the wind generation as the conventional generation from 
the perspective of the fair market principle of the ISO (Independent System Op-
erator) brings many new challenges associated with wind generation integration. 
Thus the Voltage Ride-though (VRT) capability, reactive power support, frequen-
cy control and sub-synchronous oscillation become key topics from a power  
system planning standpoint. This chapter briefly introduces all these new study 
aspects including relevant discussions on WGR model Equivalencing, requirement 
and assessment of VRT and reactive power, inertial and frequency control of the 
wind generation, all from power system planning perspective. 

1   Introduction/Background 

With the wind generation technology maturing over the last decade or so, the pe-
netration of wind generation resources (WGR) in transmission system networks 
across the world has been on the rise consistently. With close to 76,000 MW of in-
stalled capacity as of 2006, wind generation can now be effectively termed as 
“utility scale”. With the large amounts of wind penetration comes the ability of 
wind to impact generation and transmission planning for regional reliability and/or 
utility organizations across the world. Figure 1 depicts the United States’ national 
fuel mix as of 2009 as per Edison Electric Institute (EEI) [1]. Figure 2 depicts the 
growth of installed wind capacity in the U.S over the last decade or so [2]. Figure 
3 depicts a map of announced wind projects by state totaling over 48 GW with ex-
pected completion dates out till 2015 [3]. Figure 4 depicts the wind generation in-
terconnection queues by reliability organization in GW [3].  
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Fig. 1 U.S National Fuel Mix as of 2009 

 

 

Fig. 2 Growth in U.S Wind Energy Installations 
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Fig. 3 Wind Capacity in Development by State 

 

Fig. 4 Wind Interconnection Queues (GW) by Reliability Region 
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While the presence of the aforementioned large amounts of wind generation on 
the transmission system does go a long way in achieving regional renewable port-
folio standard (RPS) goals, the grid integration of such large amounts of wind 
presents some unique challenges.  Some of the key aspects that have presented 
themselves as increased challenges associated with integrating the large amount 
(and continuously increasing) wind generation in different transmission system 
networks across the U.S and the world in general are: 

 

• Scheduling sufficient generation resources to meet demand 
 

The challenges associated this aspect are many fold. Historical trends are indic-
ative of wind generation being available during off-peak hours and months. Fur-
thermore, uncertainty associated with availability of wind power coupled with the 
inaccuracies in wind forecast make it difficult for the wind generating units to  
either store or schedule their primary energy source. Regional Reliability Organi-
zations and/or Balancing Authorities, in order to fulfill their responsibility of en-
suring reliable delivery of electric power to the entire grid within its footprint, 
have to ensure that the aforementioned uncertainty associated with the wind ener-
gy must be accounted for in the form of reserves from controllable generation re-
sources in the system.  

 

• Maintaining adequate dynamic voltage support (reactive power ca-
pability) to respond to voltage events 

 

Generation resources utilizing traditional synchronous generation technology 
employ a standard Automatic Voltage Regulator (AVR) to ensure automatic vol-
tage control. In the case of wind units, while the older wind units rely on external 
switching devices (capacitor banks, Static Var Compensator (SVC) etc) for reac-
tive power support the newer wind units utilize the in-built power electronic de-
vices to perform the same function. Apart from the other issues raised by external 
switching or power electronic devices (harmonics, resonance etc), proper and 
timely operation of these devices has to be ensured by the system operator during 
any voltage events to ensure voltage stability within its system. To that effect, 
most utility/reliability organizations have effected specific steady state and dy-
namic reactive power requirements associated with WGRs interconnecting to their 
transmission system. The reactive power requirements are typically included in 
the generation interconnection requirements and require the WGR to meet a pre-
specified power factor requirement at the Point of Common Coupling (PCC) with 
the transmission grid.  

 
• Frequency Control & Primary Frequency Response 

 
The issues associated with maintaining frequency control in the wake of in-

creased wind penetration are again many fold. First of all, wind generation units 
being variable energy sources are utilized to meet the Balancing energy need in 
the system. With increasing penetration of wind, a greater percentage of the ener-
gy sources utilized for providing balancing energy is being derived from wind 
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energy sources. Given the uncertainties associated with the wind energy output, 
the risk associated with not meeting the balancing energy need and maintaining 
frequency within acceptable limits is getting higher. 

Additionally, unlike the VRT and Reactive capability requirements, the ability 
to provide primary frequency response is a more recent grid interconnection re-
quirements associated with WGRs connecting to the transmission grid. Figure 5 
provides an illustration of typical frequency response associated with a generation 
unit trip [4]. Under normal operating conditions, the balance between the genera-
tion and load results in the system frequency being at nominal value (i.e. 60 Hz). 
However, the loss of a generation unit results in the aforementioned load-
generation balance being perturbed thereby causing the system frequency to drop. 
The initial decay of the system frequency (from point A to C) is arrested by a 
combination of the system inertial response and primary frequency response. It is 
important to understand that while the primary governor response would assist in 
the recovery of frequency close to nominal ( from point C to B) , supplemental or 
secondary frequency control in the form of Automatic Generation Control (AGC) 
or Load Frequency Controller action is needed to restore frequency back to no-
minal value. 

 

 

Fig. 5 Typical Frequency Response associated with generation unit trip depicting NERC 
defined A, B & C points 

The primary frequency response requirement for the interconnecting WGRs is 
predicated from the fact that increasing concentration of WGRs (which effectively 
replace conventional generation in the unit commitment stack) tend to reduce the 
available system inertia available to respond to low-frequency events. Effectively, 
the frequency nadir associated with a low frequency event is exaggerated during 
high wind conditions thereby necessitating the need for fast acting primary  
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frequency response on WGRs connected to the grid during the event to ensure 
timely and adequate frequency recovery. To that effect, numerous utilities require 
interconnecting WGRs to demonstrate the ability to provide primary frequency re-
sponse with characteristics similar to the 5% droop characteristics associated with 
conventional generators.  

 

• Voltage Ride Through (VRT) Capability 
 

Based on the technology associated with the wind turbine(s) utilized for the 
wind generation units, various wind generation units have varying capabilities to 
remain online during a fault/outage or a dip in voltage. The ability of a WGR to 
ride through voltage dips on the transmission system for a pre-specified period of 
time without tripping i.e. VRT capability has become one of the key grid inter-
connection requirements when connecting to transmission grids across the U.S. 
The issue has gained additional emphasis with the increasing penetration of wind 
generation across the country. Figures 6 and 7 provide pictorial and tabulated ver-
sions of the summary of VRT standards across different national grid codes  
respectively [5]. 

 

 
Fig. 6 Summary of Voltage Ride-Through (VRT) Standards across various national grid 
codes 

Unlike the assessments discussed above, the Sub-Synchronous Resonance  
(SSR) & Sub-Synchronous Torsional Interaction (SSTI) assessments are not typi-
cally part of the grid interconnection requirements. However, with the advent of se-
ries compensated transmission lines coupled with the large concentration of wind 
units such assessments are becoming part of the WGR interconnection process. The 
ideal example of the same is the Competitive Renewable Energy Zones (CREZ) 
Transmission Development in Electric Reliability Council of Texas (ERCOT) 
wherein the presence of series compensated lines in close proximity to wind  
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Fig. 7 Summary of Voltage Ride-Through (VRT) Standards across various national grid 
codes 

collection stations has necessitated the screening for SSR & SSTI phenomenon as-
sociated with WGRs. The categories of sub-synchronous phenomenon relevant to 
the discussion at hand are: 

 

• Torsional Interaction (TI): TI usually occurs when the generators con-
nected to a series compensated transmission system have one or more 
natural frequencies which are the synchronous frequency complements of 
one or more of the spring-mass natural frequencies. TI can lead to grow-
ing shaft torque oscillations at one of the natural mechanical frequencies 
of the turbine-generator spring-mass system. Additionally SSTI can also 
manifest itself in terms of interactions between conventional generator 
and HVDC and/or conventional generators and  power electronic devices 
such as wind farms. 

• Induction Generator Effect (IGE): Unlike the TI, the IGE is purely an 
electrical phenomenon that results from the generator appearing as a neg-
ative resistance circuit at prevailing sub-synchronous frequencies due to 
the flow of sub-synchronous currents in the armature circuit of a sub-
synchronous machine. IGE could result in current and voltage large 
enough to be damaging for the generator and power system equipment. In 
the eventuality, that the sub-synchronous currents in the armature circuit 
of the synchronous machine are at a frequency corresponding to one of 
the turbine-generator spring-mass modes, large oscillatory shaft torque 
could be experienced.  

• Torque Amplification (TA): TA refers to a phenomenon that usually 
occurs following the clearing of a fault on a series compensated line, re-
sulting in high energy storage in the series capacitor banks being  
discharged through the generators in the form of a current which has a 
frequency corresponding to one of the natural frequencies of the  
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turbine-generator spring-mass system. Unlike the TI and IGE, the growth 
rate associated with TA oscillations is high and can cause extensive dam-
age in a very short period of time. 

 

Apart from the classic SSR and/or SSTI issues, another concern associated with 
interconnecting WGRs on weak transmission grids is the presence of Sub-
Synchronous Control Instability (SSCI). The power electronic devices and fast 
control loops associated with modern day WGR technologies are designed to op-
erate on transmission grids with short circuit ratios between 2 to 5. However, with 
wind resource availability typically corresponding to areas of the transmission grid 
that are very weak, short circuit ratios in the order of 0 to 2 are not uncommon. 
The low short circuit ratios associated with the weak transmission grid coupled 
with the fast control loops and high over-all gain of the WGRs can potentially re-
sult in marginally stable or unstable responses of the control loops. While the de-
tailed discussion presented in the ensuing sections of this chapter focuses on the 
more common WGR grid interconnection requirements (VRT capability, reactive 
power capability & frequency response assessment), the authors felt it appropriate 
to outline some lesser observed and more complex issues associated with grid in-
tegration of wind resources.  

2   Voltage Ride-Through Capability 

2.1   Conceptual Discussion and Background 

The ability of a Wind Generation Resource (WGR) to ride through voltage dips on 
the transmission system (especially the Point of Interconnection i.e. POI) has 
gained significant importance over the last decade. The relatively negligible con-
centration of WGRs in the power system network in the past allowed the WGRs to 
disconnect from the network during and/or immediately following system distur-
bances with little or no system impact. However, the ever increasing penetration 
of WGRs (as a percent of the over-all system resource mix), has resulted in the 
need for WGRs to stay connected and ride through voltage dips on the transmis-
sion system for certain pre-specified durations. An ideal illustration of the impact 
of increasing WGR penetration on the need to possess VRT capability exists in the 
form of the Electric Reliability Council of Texas (ERCOT) grid or the “Texas 
Connection”. With close to 9.5 GW of installed wind capacity as of December 
2010 [6], even 30% of the installed wind capacity being dispatched on any given 
windy day/hour amounts close to 3.2 GW. In the eventuality that most WGRs in 
such a system do no possess the ability to ride through voltage dips on the trans-
mission system, the grid would stand to loose about 3.2 GW of generation due to a 
major transmission system disturbance. Under such a situation, the amount of 
generation lost or disconnected from the transmission grid would tend to exceed 
the responsive reserves available to the system to arrest the resulting frequency 
decline thereby resulting in serious system reliability concerns.  
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To that effect, almost all transmission system and/or grid operators have out-
lined specific Voltage Ride-Through (VRT) requirements as part of their Plan-
ning/Operating Guides and/or grid codes. Some of the most notable VRT guide-
lines and/or standards are those associated with the E.ON Grid Code, Red 
Eléctrica de España (REE) Grid Code (the Spanish transmission system operator), 
the German and Danish power system network, the Western Electricity Coordinat-
ing Council (WECC) VRT standard and the Federal Energy Regulatory Commis-
sion (FERC) 661-a standard for WGR VRT requirements. [7] - [11] outline the 
WGR VRT requirements for the aforementioned power system networks as out-
lined in their interconnection procedures to integrate WGRs into the respective 
networks. In United States, while most regional reliability organizations have sti-
pulated individual WGR VRT requirements, the VRT requirements outlined in 
FERC Order 661-A has served as the primary guideline. FERC Order 661-A calls 
for WGRs to ride through a 3- Phase fault on the high side of the wind farm sta-
tion transformer (typically the POI of the wind farm with the transmission grid) 
for a duration of no more 9 cycles depending on the primary fault clearing time of 
the fault interrupting circuit breakers at the POI.  

The advent of such VRT grid code requirements associated with WGRs has re-
sulted in active research and development directed to the enhancement of wind 
turbine technology to aid turbines to ride through such voltage dips on the trans-
mission system. While the Doubly Fed Induction Generator (DFIG) and full con-
verter machines have been the focus of research and development associated with 
VRT capability lately, there are considerable amounts of Fixed Speed Induction 
Generator (FSIG/Type I) and Rotor Current Controlled (RCC/Type II) wind tur-
bines installed in various power system networks across the world. Additionally, 
due to the inherent design of Type I and Type II machines, the LVRT capability of 
these turbine types assumes more significance. Some of the notable technologies 
employed to improve the VRT capability of Type I and/or II turbines include the 
utilization of central dynamic VAR (DVAR) devices such as Static VAR Com-
pensators (SVC) and/or STATCOM to provide dynamic reactive power compen-
sation during the voltage dip period, the use of Energy Capacitor System (ECS) to 
improve the LVRT capability of FSIG machines and the employment of dynamic 
braking resistors to improve the VRT capability for a FSIG machine just to name a 
few [12] - [14].  

The DFIG technology on the other hand has been the focus of extensive re-
search and development in terms of enhancement of VRT capability. Some of the 
key technology enhancements associated with equipping DFIG machines with ad-
vanced VRT capability include [15] - [20]: 

• Efficient control strategies utilizing a combination of passive ( typically a 
crowbar arrangement) and active LVRT compensators resulting in reduced 
electric torque oscillation, rotor instantaneous power and transient response of 
DFIG during a voltage dip thereby enhancing the VRT capability 

• Utilization of series converters on the stator of the DFIG machine to prevent 
over-current conditions on the rotor side  

• Limiting the fluctuation of the DC link voltage associated with the rotor-side 
converter in a DFIG machine 
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• Integration of short-term Energy Storage Device (ESD) in a  
DFIG machine design to smoothen fast wind-induced power variations and to 
strengthen the DC bus during the transient period to enhance VRT capability 

  
While the background associated with VRT requirements for various power sys-
tem grid codes and the technology aspects associated with VRT capability en-
hancement for different turbine types is useful, the focus of discussion in this sec-
tion is the assessment of the VRT capability from a transmission planning 
perspective. From a transmission system planning perspective, all of the afore-
mentioned standards and/or codes require the interconnecting WGR to demon-
strate the ability to meet the VRT requirements at the POI by means of dynamic 
simulation studies. Additionally, most electric utilities, as per the grid code re-
quirements, are required to test each interconnecting WGR for compliance with 
the host grid VRT requirements. The discussion presented in the ensuing sub-
sections of this section focus on the modeling and simulation aspects associated 
with the VRT assessment of WGRs from a transmission planning standpoint. 

2.2   Key Modeling Requirements 

There are 2 main categories of models that are required for setting up and per-
forming accurate dynamic simulations associated with WGR grid integration 
and/or interconnection studies, namely: 

• Steady State Model 
• Dynamic Model 

The steady state model includes accurate and relevant modeling of the turbines, 
pad-mount transformers, wind farm collection system, station transformers and 
any other power system equipment that may affect the performance of the wind 
farm from a power flow and/or voltage standpoint. The steady state model is a key 
ingredient to setting up a acceptable “initial conditions” for the dynamic simula-
tion. The dynamic model on the other hand primarily corresponds to the dynamic 
model of the turbines comprising the wind farm unless there are other external dy-
namic devices (such as SVCs and/or STATCOMS to name a few) in which case 
models for the same would also be accounted for under dynamic modeling. The 
dynamic model for wind turbines are typically compiled source codes for most 
commercial power system simulation software due to intellectual property issues. 
While access to the source code for such turbine models has been difficult in the 
past, there are methods to adequately test the turbine dynamic model to ensure  
acceptable dynamic initialization and behavior of the model. The key aspects as-
sociated with developing and/or ensuring acceptable steady state and dynamic 
models associated with a WGR for the purposes of grid integration VRT studies 
are presented in this sub-section. 

2.2.1   Steady State Modeling 

The following aspects need to be taken into account during the development of de-
tailed steady state models to represent WGR facilities irrespective of the software 
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environment being utilized by utility transmission planners and/or power system 
engineers: 
 

• Accurate modeling of reactive capability of various wind turbine types 
• Accurate modeling of reactive operation/control scheme for various wind tur-

bine types 
• Ability to distinguish between reactive capability and control amongst various 

types of wind turbines 
o Type of Control 
o Range of Control 
o Point of Control 

• Station Transformer Load Tap Changer (LTC) Settings 
o Tap Settings & Step 
o Location of the tap changer 
o Side controlled by LTC – Numerous WGR facilities lo-

cate the LTC on the high side controlling the medium 
voltage side to provide the facility the ability to control 
the high voltages on the turbine side especially in the 
presence of sub-station capacitor banks 

• Medium Voltage Capacitor/Reactor Banks 
o Size 
o Type – Fixed/Discrete/Continuous 
o Control Mechanism – Manual/Automated Switching  
o Control Point & Settings – Avoid conflicts with LTC 

and/or turbine control 
• Accurate Detailed Collection System 

o It is necessary to account for the detailed collector sys-
tem from a steady state and dynamic modeling perspec-
tive 

o The increasing size of WGR facilities (with campuses 
as large as 800 MW in the ERCOT system for exam-
ple) further necessitate the need to account for the reac-
tive power consumption and/or charging originating 
from collector system model 

o It is important to take into account the reactive control 
and operational schemes associated with various wind 
turbine types while developing detailed collector sys-
tem models from a steady state standpoint. This fact is 
further re-iterated by the fact that the collection system 
of an operational 800 MW WGR campus (alluded to 
above) was found to be producing 64 MVAR when tur-
bines were not producing any output. In other words, 
the shunt charging originating from the cable segments 
associated with collection systems of large WGR cam-
puses do have significant modeling impact in terms of 
grid studies and cannot be ignored and/or assumed.  
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o It is important to take into account the impedance asso-
ciated with the collector system for WGR facilities 
when assessing VRT capabilities. The impedance be-
tween the point of common coupling with the system 
and the individual wind turbines does impact the ability 
of a wind turbine to ride through system disturbances 
for varying amounts of time.  

• Accurate impedances (per unit length) for all major under-ground (U/G) cables 
and/or over-head (O/H) lines utilized for collection system 

• Short Circuit Standpoint 
o The representation of wind turbines by means of short 

circuit models associated with conventional generation 
units is necessitated due to the absence of dedicated 
models for wind turbines in commercial power system 
software for short circuit analysis. To that effect, wind 
turbine models are represented by means of a constant 
voltage source behind an impedance which typically 
represents the “source impedance” (Zsource) in case of 
conventional generation models. However, in case of 
wind turbine models, this impedance is reflective of the 
“equivalent impedance” behind the turbine terminal.  

o Accurate reflection of source impedance for various 
turbines which is usually significantly different from 
the traditional transient (Xd’) & sub-transient ( Xd’’) 
reactance for conventional machines. This is especially 
true for DFIG and/or full-conversion machines wherein 
the effective impedance up to the machine terminals al-
so includes the impedance of the associated power elec-
tronic devices 

o Grounding scheme 
o Pad-Mount Transformers including impedance, connec-

tion configuration and grounding scheme 
o Station Transformers – Yg-Yg-Delta 

• In more cases than not, there is a need to aggregate the collection system asso-
ciated with the WGR when performing grid level interconnection studies. The 
aforementioned need arises due to numerous reasons with the most common 
one being the complexity of the resulting network if all wind farms in the net-
work are modeled in detail to the last turbine and the resulting computational 
burden for dynamic simulations.  

• The aggregation model for  grouping N generators into 1 equivalent generator: 

o Rsource-turbine-eq = Rsource-turbine/N                                    (1) 

o Xsource-turbine-eq = Xsource-turbine/ N                                   (2) 

• The aggregation model for  grouping N pad-mount transfomers into 1 equiva-
lent pad-mount transformer: 
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o RPM-EQ = Rtran/N                                               (3) 

o XPM-EQ = Xtran/N                                              (4) 

• The most popular aggregation method of the median voltage line/cable collec-
tor system is based on equal power loss principle: 

o For each line/cable segment of the median voltage col-
lector system: 

 Ri is the resistance of the line/cable segment 
 Xi is the reactance of the line/cable segment 
 Bi is the suseptance of the line/cable segment 
 Count the downstream turbine number, Ni 
 i is the  line/cable segment index, M is the to-

tal number of segments 
o The equivalent impedance of the voltage line/cable col-

lector system can be derived by: 
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o  The equivalent impedance can be derived by:  
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• Care should be taken by utility engineers to ensure that the aggregated model 
associated with the wind farm has been validated with its detailed counterpart 
from the following standpoints: 

o Steady State Standpoint 
 Active and Reactive Power Losses typically 

assessed at POI 
o Short Circuit Standpoint 

 3-Phase and S-L-G fault duties at POI 
o Dynamic Response standpoint 

 Terminal Voltage 
 Active & Reactive Power Response 
 Frequency Response 

o For the dynamic response, it is important to note that 
the voltage diversity across the wind farm campus aris-
ing due to the collection system impedance needs to be 
accounted for and retained in the aggregated model in 
order to ensure that the aggregated model adequately 
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and accurately represents the detail model especially in 
terms of VRT assessment. [21] discusses and approach 
developed by the authors of this chapter that lends itself 
well to achieving this while being applicable in the 
practical environment. This aspect assumes greater sig-
nificance in case of VRT assessments since the voltage 
diversity across the wind farm could result in only a 
section of the farm tripping as opposed to a single ma-
chine aggregated model wherein the entire wind farm is 
modeled as being online or tripped.  

 

The aforementioned aspects serve as key guidelines in ensuring the set-up and uti-
lization of an accurate steady state model associated with WGRs for grid intercon-
nection based VRT assessments. 

2.2.2   Dynamic Modeling 

The focus of the discussion presented in this section is not on the development of 
dynamic models associated with various wind turbine technologies but to equip 
power system planners with guidelines to assess the acceptable dynamic initializa-
tion and behavior of commercial grade turbine dynamic models prior to perform-
ing dynamic simulations similar to those required for VRT assessment. 

Prior to the addition of any wind turbine model to the study dynamic data set or 
testing the dynamic behavior and/or flat start associated with a wind turbine mod-
el, the dynamic behavior of the model should be validated on a simple test system 
preferably containing only conventional unit dynamic models. This is done in or-
der to prevent interaction between dynamic models associated with different wind 
turbine types and/or vendors. 

The addition of the wind turbine model should be followed by the test of an ac-
ceptable flat start of the resulting dynamic data set utilizing a 10-sec no distur-
bance simulation. The following quantities should be monitored to assess the 
worst deviation as part of the wind flat start assessment: 

 

• Conventional (Non-wind Generation Resources) 
o Electrical Active and Reactive Power Output 
o Terminal Voltage 
o Machine Rotor Angle 

• Wind Generation Resources 
o Electrical Active and Reactive Power Output 
o Terminal Voltage 

• System Frequency Deviation 

Care should be taken to ensure that the addition of dynamic data associated with 
the wind turbine model does not have adverse impact on the dynamic behavior of 
the conventional machines reflected in terms of unacceptable deviations on the ro-
tor angles of the conventional machines. The rotor angle of wind turbine model 
has been generally found to be an unsatisfactory indicator of dynamic initializa-
tion of the model and should not be utilized as one of the parameters.  
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The dynamic behavior of the wind turbine model should further be validated by 
simulating a 3-Phase normally cleared dynamic event at the POI associated with 
the WGR utilizing the wind turbine model. Typically, a 3-Phase fault lasting 6 
cycles and subsequently cleared without tripping any transmission system ele-
ments should be simulated to assess the dynamic response of the wind turbine 
model by monitoring the following quantities: 

 
• Pelec & Qelec 
• Eterm 
• System Frequency Deviation & Voltage at POI 

 
Some general guidelines to bear in mind during wind turbine model validation: 

 
• Certain wind turbine models do not lend themselves well to aggregation beyond 

a certain number and the dynamic performance of the resulting aggregated 
model may suffer. 

• Observe the Pelec associated with the wind turbine model to ensure timely dis-
sipation of the energy stored in the rotor following the clearing of the fault dur-
ing a dynamic event simulation. 

• The Xsource associated with a wind turbine model has profound impact on the 
wind turbine model behavior and should be one of the aspects investigated 
when a model exhibits unacceptable dynamic response. 

• Certain wind turbine models have limitations on time step of integration below 
and/or above which they do not exhibit acceptable dynamic behavior. It is im-
portant to verify the same prior to running dynamic simulation. 

• Wind turbine models for different machines do impact each others behavior 
when included in the same dynamic data set and hence the model validation ex-
ercise associated with a particular wind turbine model should be restricted to 
having only that wind turbine model in the sample dynamic data set. 
 

All new versions of wind turbine models or new wind turbine models should be 
subjected to the above described model validation prior to including the models in 
the study dynamic data set. 

2.3   Individual WGR VRT Capability Assessment 

This section presents a discussion on the procedure associated with the assessment 
of the VRT capability for an individual WGR and its compliance with the host 
grid code requirements. The PSS/E sample (“SAVNW”) system from Siemens 
PTI has been utilized as the test system to assess the behavior of the wind farm 
from a transient response standpoint [22]. The sample (“SAVNW”) system com-
prises of 23 buses, 34 branches (including lines and transformers), and 6 genera-
tors. The load level associated with the sample (“SAVNW”) system is 3,200MW. 
Figure 8 depicts a one-line schematic associated with the sample “savnw” case uti-
lized as the test system. 
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The “SAVNW” case is modified to incrementally add the WGR under study. 
The 300MW generator at bus #3018 in the original “savnw” system is replaced by 
a wind farm with the same capacity comprising of the turbines under test for VRT 
compliance. The turbine type and/or vendor have not been dwelt upon since the 
approach is independent of the turbine type and/or vendor. The 35kV collector 
system equivalent and substation transformer (35kV/230kV) associated with the 
300 MW WGR have also been modeled. The data associated with the WGR in-
crementally added to the “savnw” dataset is depicted in Table 1 below. 

 
Table 1 WGR Collection System, Station Transformer & Capacitor Data 

 

Devices Parameters Value 

Substation Transformer 
(35kV/230kV) 

MVA Base 333 
R (p.u. on MVA Base) 0.002 
X (p.u. on MVA Base) 0.085 

35kV Collector System Equiva-
lent Circuit 

R (p.u. on 100MVA Base) 0.014 
X(p.u. on 100MVA Base) 0.026 
B (p.u. on 100MVA Base) 0.0618 

35kV Capacitor (only applied for 
the wind farm with fixed speed 

wind turbine generators) 
MVAR 48 

 
The resulting dynamic dataset, following the inclusion of the test WGR, was 

tested for a 10-sec no-disturbance flat start to assess acceptable dynamic initializa-
tion of the WGR in the study dataset. Maximum deviations associated with the 
following power system quantities were observed for the duration of the 10-sec 
flat start and were observed to be within acceptable limits: 

• Rotor Angles of conventional units 
• Terminal Voltages 
• Active & Reactive Power 
• Frequency 
 
It is important to note that the dynamic behavior of the turbine being utilized for 
the test wind farm has been exhaustively tested utilizing the procedures outlined 
above prior to being utilized for dynamic simulation. However, discussion asso-
ciated with the details of the same are beyond the purview of this chapter.  

The ERCOT VRT requirement curve has been utilized to illustrate the proce-
dure associated with the assessment of the VRT capability of the test wind farm in 
terms of compliance. Figure 9 depicts the VRT boundary associated with the 
ERCOT VRT requirements for WGRs as provided in ERCOT Operating Guides 
Section 3.1.4.6.1[23].  
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Fig. 8 Sample “savnw” transmission system one-line schematic 

Section 3.1.4.6.1 of the ERCOT Operating Guide states that Wind-powered 
Generation Resources (WGRs) are required to set generator voltage relays to re-
main in-service during all transmission faults (no more than nine (9) cycles) in ac-
cordance with Voltage Ride-Through Boundaries For Wind-powered Generation 
Resources.  Faults on individual phases with delayed clearing (zone 2) may result 
in phase voltages outside this boundary but if the phase voltages remain inside this 
boundary then generator voltage relays are required to be set to remain connected 
and recover within the voltage recovery boundary. 
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Fig. 9 ERCOT VRT Boundary, ERCOT Operating Guides 

The ability of the test WGR added to the sample system to comply with the 
ERCOT VRT standard as depicted in  Figure 9 has been tested utilizing the ap-
proach mentioned below.  

 
A 3-Phase fault at the POI substation with varying fault admittances and fault du-
rations is executed to assess the ability of the test wind farm to stay connected at 
different locations on the voltage recovery boundary as depicted in Figure 9. The 
varying levels of fault admittances were utilized to obtain the varying voltage le-
vels depicted in the voltage boundary in Figure 9.  

 
The following voltage and fault duration combinations have been utilized to assess 
the ability of the proposed project to comply with the VRT boundary depicted in 
Figure 9: 

 
• Low Voltage Ride Through Assessment 

o Voltage Dip Level: 0 pu; Voltage Dip Duration: 0.15s 
o Voltage Dip Level: 0.3 pu; Voltage Dip Duration: 0.68s 
o Voltage Dip Level: 0.6 pu; Voltage Dip Duration: 1.22s 
o Voltage Dip Level: 0.9 pu; Voltage Dip Duration: 4s 

• High Voltage Ride Through Assessment 
o Over-Voltage Level: 1.1 pu; Over-Voltage Duration: 10 

sec flat start 
 

Figure 10. depicts the terminal voltage response associated with the test wind farm 
for various fault durations and fault admittances outlined above. As can be seen 
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from Figure 10, the test wind farm does seem to possess the ability to ride through 
varying levels and durations of voltage dips within the VRT boundary depicted in 
Figure 9. It is important to note that the sample “savnw” dynamic dataset does not 
include dynamic behavior of the load models and hence Fault Induced Delayed 
Voltage Recovery (FIDVR), if any, has not been captured in the voltage response 
depicted in Figure 10. However, the approach outlined above lends itself well to 
the inclusion of the dynamic load models, if available. 

 

 

Fig. 10 Terminal Voltage Response of test wind farm, VRT Performance Assessment under 
voltage dips of varying magnitude and duration 

To further illustrate the approach and its application, the test wind farm was 
simulated under 2 conditions namely: 

• Test wind farm comprising of Type I turbines possessing limited VRT  
capability 

• Test wind farm comprising of Type IV turbines possessing zero-voltage ride 
through capability 

 
Figure 11 depicts the terminal voltage response of the test wind farm when com-
prising of the Type I (FSIG) turbines and the Type IV (full-converter) turbines.  
As can be seen from Figure 11, the advanced VRT capability of the Type IV tur-
bines allows it to ride-through the voltage dip created by a normally clearing 3-
Phase fault whereas the Type I turbine trips off due to the lack of adequate VRT 
capability. 
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Fig. 11 Comparative Assessment of VRT Performance of Type I Vs Type IV turbines 

3   Reactive Power Support Requirements 

3.1   Conceptual Discussion and Background 

Apart from VRT capability, another key requirement associated with the integra-
tion of wind generation technology into the transmission grid has been the need 
for reactive power support. As in the case of VRT capability requirements, the in-
creasing penetration of WGRs has resulted in the regional reliability organizations 
and/or utilities mandating a certain level of reactive power support requirements 
from interconnecting wind farms. While the potential reactive power support that 
could be obtained from WGRs was relatively limited during low penetration  
levels, the same is not the case with transmission systems possessing 10-12% pe-
netration of WGRs. While utilities could rely on tripping wind farms that con-
sumed VARs during periods of temporary voltage dips to prevent the situation 
from getting exacerbated, the same is not possible today. On the contrary, utilities 
and regional reliability organizations expect WGRs to contribute to the grid sup-
port during periods of voltage dips and/or reactive power deficiency.  

To that effect, numerous transmission system grids require WGRs to exhibit the 
ability to meet a pre-specified reactive power capability irrespective of the active 
power output. Additionally, the WGRs interconnecting to the transmission grid 
need to meet the reactive power and/or power factor requirements from a steady 
state and dynamic standpoint. While numerous technology based advancements 
have been made by turbine vendors to offer varying packages that provide  
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different levels of reactive power compensation, transmission planners and utility 
engineers have limited information associated with testing these capabilities in the 
planning environment. The discussion presented in this section focuses on certain 
techniques associated with assessing the ability of WGRs to meet pre-specified 
reactive power and/or power factor requirements outlined by the regional reliabili-
ty organization and/or local utility. 

3.2   Steady State Assessment 

It goes without saying that all aspects outlined in Section 3 with respect to detailed 
and accurate steady state modeling of WGRs is a key requirement to performing 
such assessments. Following the development of a detailed WGR steady state 
model taking into account all aspects outlined in Section 3, the following aspects 
need to be accounted for in the steady state reactive capability and/or power factor 
assessment of WGRs: 

 

• Assessment of reactive capability of the WGR campus at varying ac-
tive power output levels 

• Accurate modeling of turbine reactive capability and variation in reac-
tive power capability owing to: 

o Terminal Voltage 
o Active Power Output 
o A combination of the two factors above 

• Adequate and accurate modeling of detailed collection system to ac-
count for the VAR losses therein 

• Accurate modeling of the station capacitor banks that may assist in 
providing additional reactive power or may account for the losses in 
the collection system thereby allowing the campus to fully leverage 
capability of the turbines 

• Controls associated with the stations transformer which may allow 
regulation of the medium side voltage to fully leverage the capability 
of the turbines 

 
It is also important to note that while a lot of the aforementioned aspects may play 
a decisive role in enhancing the steady state reactive capability of the WGR cam-
pus, the very same aspects may have little to no impact on the dynamic reactive 
capability of the campus. Additional discussion on this is presented in the ensuing 
sub-sections. 

lossgenout PPP −=                                              (8) 

lossshuntgenout QQQQ −+=                                  (9) 

 

Where: 
 

Pout, Qout: Active Power and Reactive Power injection to the POI of the wind 
farm 
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Pgen, Qgen: Active Power and Reactive Power from the wind generators 
 
Ploss, Qloss: Active Power and Reactive Power losses of the wind farm including 

pad-mount transformers, median voltage collector system, substation transformers, 
and high-voltage lines 

 
Qshunt: Reative Power Generation/Consumption from wind farm shunt devices 

3.2.1   Case Study 

A 500 MW WGR campus connecting to the transmission grid at 138kV has been 
utilized to illustrate the steady state reactive capability assessment approach. The 
500 MW campus is comprised of Type II, III and IV turbines each comprising of 1 
of the 3 phases of the WGR campus. The details associated with each phase of the 
500 MW WGR campus are as follows: 
 

• Phase I 
o Type II Turbine 
o Number of Turbines: 70 
o Turbine Reactive Capability: Turbine side capacitor 

banks to maintain Unity Power Factor 
o Medium Voltage (34.5kV) capacitor banks 
o Sub-station Transformer (Tap Changer Type): Load 

Tap Changer (LTC) 
 
• Phase II 

o Type III Turbine 
o Number of turbines: 145 
o Turbine Reactive Capability: +/-0.95 pf capability at 

nominal voltage at turbine terminals  
o Medium Voltage (34.5kV) capacitor banks 
o Sub-station Transformer (Tap Changer Type): De-

Energized Tap Changer (DETC) 
 
• Phase III 

o Type IV Turbines 
o Number of Turbines: 70 
o Turbine Reactive Capability: +/- 0.9 pf capability at 

nominal voltage 
o No Medium Voltage Capacitor Banks 
o Sub-station Transformer (Tap Changer Type): De-

energized Tap Changer DETC 
 

The following scenarios have been assessed to gauge the reactive power and/or 
power factor capability associated with the WGR under varying operational condi-
tions: 
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• Scenario #1: Reactive power capability of the WGR campus at 1.0 per 
unit voltage at POI with varying active power output levels associated 
with the campus 

• Scenario #2: Full Buck capability of the WGR campus with 1.05 pu 
voltage at the POI  and full boost capability of WGR campus with 0.95 
pu voltage at the POI bus with varying active power output levels 

 
Figures 12 and 13 depict the results of the steady state reactive capability assess-
ment of the WGR campus for the 2 scenarios mentioned above. The “cone curve” 
outlining the levels associated with +/- 0.95 pf levels at various active power out-
put levels have also been identified in Figures 12 and 13. As per the local utility, 
the following requirements govern acceptable reactive power capability for the in-
terconnecting WGR: 
 

• The ability to demonstrate +/- 0.95 power factor capability at all active 
power output levels with the help of external VAR devices if needed at 
the following POI voltage levels: 

o 1.0 per unit 
o 1.05 per unit for full buck and 0.95 per unit for full 

boost 
• The ability to maintain enough reactive capability at all active power 

levels so as to never fall inside the “cone curve” 
 

As can be seen from Figures 12 and 13, the WGR campus does meet the ability to 
maintain 0.95 pf capability lag/lead at all active power levels except for at 100% 
output at 1.0 per unit voltage at the POI. According to Figure 20, the WGR cam-
pus falls short of meeting the 0.95 lag capability at 100% output when maintaining 
1.0 per unit voltage at POI. However, apart from that specific condition, the WGR 
campus does meet the ability to perform 0.95 power factor lag or lead at all active 
power output levels at various voltages outlined in the scenario definitions. It 
would be important to remember that the following aspects govern the over-all 
reactive capability of the WGR campus: 

• No load tap settings for turbine pad-mount transformers 
• LTC and/or DETC settings for station transformers 
• Station capacitor banks for each phase of the WGR campus 
• Individual turbine reactive capability 

3.2.2   Key Observations 

Based on the results of the illustrative case study presented above, the following 
key observations can be made with regards to the assessment of the WGR steady 
state reactive capability from a transmission planning standpoint: 

 
• The modeling aspects required for accurate steady state representation 

of the WGR model as outlined above play a key role in the assessment 
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• The steady state reactive capability assessment for WGR campuses is 
impacted by and should take into account the following: 

o Assessment across varying active power output levels 
and POI voltage profiles 

o Ability to accurately model turbine reactive capability 
and its dependency on the following: 

 Active Power Output Level 
 Turbine Terminal Voltage 

o No load tap settings for turbine pad-mount transformers 
o LTC and/or DETC settings for station transformers 
o Station capacitor banks for each phase of the WGR 

campus 
o Accurate modeling of the detailed collection system for 

the WGR campus 
 

 

 
 

Fig. 12 Steady State Lag/Lead Reactive Capability Assessment of WGR Campus, 1.0 per 
unit voltage at POI 

3.3   Dynamic Assessment 

As outlined earlier, the following aspects need to be taken into account when de-
veloping a dynamic model associated with a WGR campus for the purposes of dy-
namic reactive capability assessment: 

 

• Comprehensive validation of acceptable dynamic initialization and 
behavior of the dynamic model for the turbine utilizing the techniques 
discussed above 

• Development of detailed steady state model of the WGR campus tak-
ing into account all aspects outlined in the previous sub-section 
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Fig. 13 Steady State Lag/Lead Reactive Capability Assessment of WGR Campus, 1.05/0.95 
per unit voltage at POI 

 
• Inclusion of the dynamic model associated with the WGR under study 

into the study dynamic dataset 
• Ensuring proper dynamic initialization of the resulting dynamic data-

set following the addition of the dynamic data for the WGR by means 
of a 10-sec no disturbance flat start simulation 

 
Following the development and validation of an acceptable dynamic dataset that 
can be utilized for the dynamic assessment, the following approach characterizes 
the dynamic reactive capability assessment of the WGR campus: 
 

• Perform dynamic simulations associated with simulating the injection 
and/or withdrawal of reactive power equaling the requirement amount 
by means of switched shunt activation during the simulation 

o Initiate dynamic simulation and run normal operating 
conditions for 1 second 

o Simulate switched shunt action at the POI of the WGR 
campus to inject or withdraw a pre-determined amount 
of reactive power 

o The size of the switched shunt should be such that the 
VAR injected or withdrawn should equal or exceed the 
reactive capability requirements associated with host 
grid 

o In case of testing dynamic reactive capability leading, 
the switched shunt action would comprise of capacitor 
switching thereby increasing the voltage at POI result-
ing in the turbine consuming reactive power 
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o Conversely, in case of testing dynamic reactive capabil-
ity lagging, the switched shunt action would comprise 
of reactor switching thereby reducing the voltage at 
POI resulting in the turbine injecting reactive power 

o The turbine must be made to operate in voltage control 
mode during the dynamic simulation 

• Repeat simulations at varying levels of active power dispatch to assess 
the ability of the WGR campus to meet the reactive capability re-
quirements set forth by the host grid 

• Utilize the dynamic simulation results to assess the ability of the WGR 
campus to comply with the reactive capability requirements from a 
dynamic standpoint 

 
The ensuing sub-section presents an illustrative case study to demonstrate the ap-
plication of the approach on a sample WGR campus. 

3.3.1   Case Study 

The sample “savnw” dynamic dataset, as described in the previous sections, has 
been utilized to demonstrate the dynamic reactive capability assessment for 
WGRs. A 300 M sample WGR model comprising of Type III turbines has been 
included in the “savnw” dataset including the following aspects of the WGR  
model: 

• Turbine equivalent 
• Pad-mount transformer equivalent 
• Collection system equivalent 
• Station transformer  

 
The Type III turbine model is operated in voltage control mode. The WGR cam-
pus is tested to ensure that it has the ability to meet 0.95 power factor lag or lead 
capability from a dynamic standpoint which would amount close to 95.3 MVAR. 
Figure 14 depicts the one-line schematic associated with the WGR campus as in-
tegrated into the sample “savnw” dataset. 

As mentioned earlier, the POI voltage is changed by means of a switched shunt 
action during the dynamic simulation in order to assess the ability of the WGR to 
dynamically inject and/or withdraw reactive power to the tune of 0.95 power factor 
lag or lead. Additionally, this exercise is repeated at different active power levels. 

The illustrative case study has been executed for the following scenarios and 
sub-scenarios: 

• Scenario #1 – 0.95 pf lag 
o Tested for 10%, 40%, 70% and 100% active power dis-

patch levels associated with test WGR campus 
• Scenario #1 – 0.95 pf lead 

o Tested for 10%, 40%, 70% and 100% active power dis-
patch levels associated with test WGR campus 
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Fig. 14 One-line Schematic of test 300 MW WGR model, Sample “savnw” system 
 

 
Figures 15 through 18 depict the lag/lead dynamic reactive capability and/or re-
sponse associated with varying active power output levels for the WGR campus.  

Figures 15 through 18 depict the response of the reactive power of the test 
WGR system over the period of the dynamic simulation. The reactive power re-
sponse depicted in the figures is on a 100 MVA base. As outlined earlier, for the 
test 300 MW WGR, 0.95 lag/lead power factor capability would correspond to 95 
MVAR which would be about 0.95 per unit on a 100 MVA base. As can be seen 
from Figures 15 through 18, the test WGR depicts the ability of meeting the 0.95 
lag/lead power factor capability at varying active power levels from a dynamic 
standpoint.   

For comparative purposes, the same WGR model was altered to comprise of 
Type I turbines with minimal dynamic reactive capability. The resulting sample 
system was simulated for 70% dispatch level of the test WGR in the same fashion 
as described above to assess the ability of the WGR to meet 0.95 lag/lead reactive 
capability from a dynamic standpoint. Figure 19 depicts the dynamic reactive 
power response associated with the test WGR altered to comprise of Type I tur-
bines. As in the case of Figures 15 through 18, the WGR reactive power response 
is depicted in per unit on a 100 MVA base. As can be seen from Figure 19, the 
WGR comprising of Type I turbines does not meet the 0.95 lag/lead reactive pow-
er capability from a dynamic response standpoint. In such a situation, a typical  
solution expected to be adopted in order to comply with the dynamic reactive ca-
pability requirements set forth by the host grid would be the application of opti-
mally sized DVAR devices such as SVCs and/or STATCOMs. 
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Fig. 15 Dynamic Lag/Lead Reactive Power Capability for Test WGR utilizing Type III tur-
bines, 10% Active Power 
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Fig. 16 Dynamic Lag/Lead Reactive Power Capability for Test WGR utilizing Type III tur-
bines, 40% Active Power 
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Channel Plot
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Fig. 17 Dynamic Lag/Lead Reactive Power Capability for Test WGR utilizing Type III tur-
bines, 70% Active Power 

Channel Plot
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Fig. 18 Dynamic Lag/Lead Reactive Power Capability for Test WGR utilizing Type III tur-
bines, 100% Active Power 
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Fig. 19 Dynamic Lag/Lead Reactive Power Capability for Test WGR utilizing Type I tur-
bines, 70% Active Power 

3.3.2   Key Observations 

Based on the illustrative case study presented above, the following observations 
can be made with respect to the assessment of dynamic reactive capability for 
WGRs: 

 

• Reactive devices such as capacitor banks, station transformer LTC and 
no load tap changers for pad-mount transformers do not play a signifi-
cant role in determining the reactive capability of the WGR from a dy-
namic response standpoint 

• This is so since the timeframe associated with the dynamic reactive re-
sponse is much smaller than the typical response time associated with 
the aforementioned devices 

• Accurate modeling and validation of the steady state and dynamic be-
havior of the WGR are key to performing an adequate dynamic reac-
tive capability assessment 

• It is important to ascertain the ability of the WGR campus to dynami-
cally supply and/or absorb the designated amount of reactive power at 
varying active power levels in order to meet the host grid’s reactive 
power requirements 

• The modeling of the dynamic reactive capability of the turbine com-
prising the WGR is the key aspect in assessing the reactive capability 
of the WGR campus as a whole  

• The reactive capability has to be tested under dynamic simulation en-
vironment by means of creating a deficit or surplus of reactive power 
that the turbine dynamic model can respond to during the simulation 
timeframe 
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4   Inertial Response and Frequency Control Requirements 

4.1   Conceptual Discussion and Background 

The steadily increasing penetration of wind in various power system grids has at-
tracted a lot of attention on the ability of various wind turbine technologies to pro-
vide dynamic reactive power and/or voltage support. The increased penetration of 
wind has also resulted in displacement and/or de-commitment of conventional 
generation resources thereby reducing the grid inertia derived from them. In such 
situations, the ability of wind turbine technologies to provide primary frequency 
control and/or inertial response capabilities is of prime significance.  

Frequency response is defined as the automatic corrective response in order to 
balance demand and supply. The frequency response of a typical power system 
can be broadly classified into 3 categories based on the response time namely: 

 

• Inertial Frequency Response: This category of frequency response is 
inherently present in the system due to the rotating masses in the sys-
tem typically comprising of conventional synchronous generation and 
motor loads. The Inertial Frequency Response typically responds to 
system disturbances within seconds of the disturbance initiation to ar-
rest the frequency deviation.  

• Primary Frequency Response (PFR): This category of frequency re-
sponse can be defined as the increase and/or decrease in active power 
output in proportion to the system frequency deviations. This type of 
response typically derived from synchronous generation units acting 
on primary governor response. The timeframe associated with the pri-
mary frequency response is typically within 12 to 14 seconds. Howev-
er, in case of a system disturbance all governor units will respond to 
the deviation based on the governor droop characteristics. While this 
action reduces the frequency deviation, supplemental control is neces-
sary to adjust the load reference set-point thereby restoring the steady 
state frequency to its nominal value.  

• Secondary Frequency Response: This category of frequency response 
corresponds to Automatic Generation Control (AGC) action typically 
deployed to regulate the frequency back to 60Hz after the deployment 
of the PFR. The objective of AGC, apart from restoring the frequency 
to its nominal value, is to ensure the maintenance of power transfer be-
tween control areas at scheduled values by adjusting the output of se-
lect generation units.  

 
The increasing penetration of WGR on the power system grid has come at the cost 
of displacing conventional synchronous generation from the “order –of – merit” 
stack. The economic benefits of this displacement have been vastly quantified in 
terms of reduced over-all production costs and increased cost savings owing to the 
lower price wind generation. However, the price that system operators and utilities 
tend to pay for this displacement in terms of lost system inertia has rarely if ever 
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quantified until recently. The impact of the reduced system inertia is more exagge-
rated due to the coincidence of high wind penetration periods on the power system 
network with light load conditions. Due to high wind availability during light load 
conditions, the system inertia under such conditions is at its minimum. The wind 
generation resources cannot provide near as much inertia to the system due to the 
decoupling of the machines from the system by power electronic devices. This  
situation is obviously more exacerbated in case of Type III and Type IV  
turbines. 

Inertial Frequency Response is defined as “The power delivered by the Inter-
connection in response to any change in frequency due to the rotating mass of ma-
chines synchronously connected to the Bulk Power System (BPS), including both-
load and generation” [3]. System frequency drops whenever there is shortage of 
generation to supply demand and frequency increases whenever there is excess of 
energy. Sudden loss of supply or demand will result in frequency deviation from 
the nominal frequency. The rate of change in frequency due to imbalance depends 
on the system inertia. System inertia is directly proportional to synchronously ro-
tating mass in the system (includes synchronous generation and motor load). The 
general equation for calculating rate of change of frequency using system inertia 
constant (H) is illustrated by: 

 

                     f
H

D
f

H

P

dt

df Δ∗+∗Δ=
22 0                              (10) 

 
Where: 

 
H: system inertia constant on system base (s) 
D: Load Damping Constant (pu/Hz) 
f0: frequency at the time of disturbance (Hz) 
df/dt: Rate of Change of Frequency (Hz/sec) 
 ΔP: Power Change  
Δf: Change in frequency 
 

As is obvious from the discussion presented above, the inertial response and fre-
quency control requirements and assessments associated with WGRs is gaining 
significance across various power system networks. Utilities and/or regional relia-
bility organizations have placed increased stress on WGR’s ability to provide  
frequency control as part of the interconnecting and grid integration process. The 
ensuing sub-sections under this section present a qualitative and quantitative as-
sessment of frequency control and inertial response capabilities associated with 
various turbine types with special focus on DFIG frequency control capabilities. 

 
R(per unit), the slope of the “droop” curve, is defined as Δf(p.u.)/ ΔP(p.u.) 
 

Where: 
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Δf(p.u.)= Δf(HZ) / 60.0 
 
ΔP(p.u.)= ΔP(MW) / Unit Capacity 
 
In order to understand the concept of a 5% droop characteristic, the following illu-
stration is presented: 

For a 600 MW unit that has a governor response of 20 MW for a frequency ex-
cursion that settles out at 59.9 HZ: 
 
R=Δf(p.u.) / ΔP(p.u.) = (0.1/60)/(20/600) =0.05 or 5% droop 
 
In other words, once the droop is known, the MW response to frequency deviation 
can be determined by: 
 
(ΔP/Δf)=(1/R), or ΔP=(1/R) X Δf 
 
Taking the aforementioned illustration, for the 600 MW unit with 5% droop: 
 
(ΔP/600)=(1/0.05) X (Δf/60), or ΔP=200MW/HZ 
 
Figure 20 depicts the graphic illustration of a droop characteristic described 
above: 

 

 
 

Fig. 20 Typical Steady State Droop Curve Characteristic 
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The same concept can then be extended to a system containing more than one 
generator with varying governor droop characteristics. For example, Table 2 de-
picts a system with 3 generators and associated capacities and droop characteristics. 

 
Table 2 Sample System with 3 Generators – Capacity & Droop Characteristics 

 
UNIT Pgen CAPACITY R (DROOP) ΔP/Δf 

#1 80 MW 300MW 0.100 (10%) 50MW/HZ 

#2 120 MW 450MW 0.075 (7.5%) 100MW/HZ 

#3 160 MW 600MW 0.050 (5%) 200MW/HZ 

 
Following the addition of 21 MW of load on the aforementioned system, the re-

sulting steady state frequency and amount picked up by each generator can be 
simply calculated as: 
 

• Steady State Frequency 
 

Unit #1: ΔP1=50 X Δf 
Unit #2: ΔP2=100 X Δf 
Unit #3: ΔP3=200 X Δf 
ΔΣPi=350Δf=21MW, 
Δf=21/350=0.06HZ 
Frequency=60-0.06=59.94HZ 
 

• MW Amount picked up by each generator 
 

ΔP1=50 X 0.06=3MW 
ΔP2=100 X 0.06=6MW 
ΔP3=200 X 0.06=12MW 
Check:  ΔΣPi=21MW 

 
The aforementioned illustration also underlines the fact that governor response 

alone cannot restore the system frequency back to nominal in the absence of sup-
plemental control in the form of AGC. 

To that effect, generator droop curve, ranges of frequency and/or active power 
output and the dead-band region are all key aspects in assessing the need and ex-
tent of primary frequency response associated with a generator. 

4.2   DFIG Frequency Control and Inertial Response – Qualitative 
Assessment 

As mentioned earlier, newer versions of the DFIG machines have augmented ad-
vanced inertial response modeling capabilities to represent incremental fea-
tures/capabilities associated with their turbines.  
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The over-all turbine model associated with a DFIG primarily comprises of 3 
key device models: 

 

• Generator/Converter Model – injects active and reactive power into 
the grid/network based on control commands. This model also 
represents the high/low voltage protection functions associated with 
the WTG model. 

• Electrical Control Model – contains open and closed real/reactive 
power control/regulation loops and is responsible for sending real and 
reactive commands to the Generator/Converter model in order to regu-
late the active and reactive power injected into the grid.  

• Turbine & Turbine Control Model – comprises of mechanical controls 
including pitch, active power, rotor speed/inertia and power order con-
trol signals to the converter 

 

In the absence of any optional control functions, under all frequency conditions, 
the maximum power set point is utilized as input for the pitch compensation and 
power response rate limit function. However, in the absence of the control func-
tion options, the turbine terminal bus frequency signal does not play any role in 
the calculation of the final power order sent to the converter model to alter the ac-
tive power output of the model. 

The purpose of the inertial response option is to equip the DFIG turbine to pro-
vide an inertial response capability for large under-frequency events. System  
disturbances including loss of generation result in significant system frequency 
excursions with factors such as depth of excursion, rate of frequency decline and 
time to return to normal being a function of the dynamic characteristics of the 
generation connected to the grid. The inertial response option aims to provide the 
turbines with inertial response capability that could reduce the rate of frequency 
decline thereby allowing other synchronous generation to increase power output 
during these events. Some typical aspects characterizing the inertial response op-
tion for DFIG turbines are: 

• This control is asymmetric in nature only responding to under-
frequency events. A dead band filter is utilized to filter only large  
under-frequency events thereby preventing the control to respond to 
minor frequency deviations experienced in day-to-day operations. 

• Furthermore, the impact of the inertial response option is primarily li-
mited to the transient period immediately following the initiation of 
the event leading to under-frequency issues. This feature temporarily 
increases the output of the turbine to within 5-10% of the rated turbine 
power to allow other slow acting conventional generators enough time 
to increase their power output in response to the under-frequency 
event. The duration of the power increase is typically in the order of 
several seconds.  

• The frequency error is a deviation from the normal which is passed 
through the dead-band filter. The presence of the dead-band filter  
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prevents the control from responding to either over-frequency events 
or under-frequency events below a certain threshold. 

• The output of the dead-band is further filtered, coordinated, limited 
and the final output is utilized to obtain the new power order.   

4.3   DFIG Frequency Control and Inertial Response – Dynamic 
Simulation 

The Type III wind turbine model included in the sample “savnw” system, as dis-
cussed in Section 4, has been utilized to perform illustrative simulations to dem-
onstrate the inertial response option associated with DFIG machines.  

Figures 21 and 22 depict the active power and frequency response associated 
with the Type III turbine in the wake of an under-frequency event with and with-
out the inertial response option enabled. PTI sample “savnw” case and dynamic 
data set were utilized for the simulation. The under-frequency event was created 
by tripping a 750 MW conventional unit without creating any fault event. This 
was done in purpose to differentiate between active power response of the Type 
III turbine stemming from frequency excursions as opposed to terminal voltage 
changes. The turbine relay model was excluded from the simulation in order to as-
sess the precise nature of the response. 

 

 
 

Fig. 21 Pelec & Fter Response of Type III turbine (without inertial response Option) during 
the Trip Event (SAVNW case, Gen 101 Gen 750MW Trip) 
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Figure 21 underlines the lack of a frequency response during an under-
frequency event for the Type III turbine model when the inertial response option is 
disabled. Figure 22 depicts the temporary increase in active power owing to the 
increased power order by virtue of the dead-band filtered, coordinated and limited 
signal arising from the enabled inertial response option. The under-frequency 
event was created to be large enough to pass through the dead-band filter asso-
ciated with the inertial response option. 

 

 

Fig. 22 Pelec & Fter Response of Type III turbine (with inertial response Option) during 
the Trip Event (SAVNW case, Gen 101 Gen 750MW Trip) 

4.4   Frequency Control and Inertial Response – Other Turbine 
Technologies 

The active power and frequency response associated with various wind turbine 
technologies have also been simulated utilizing the sample “savnw” system and 
the WGR set-up described in Section 4. All events involved the tripping of genera-
tion without any fault and/or line tripping events to observe the primary frequency 
response while simultaneously observing any major variations in WGR terminal 
voltage to decipher the reason of the active power response of the turbine.  

Figure 23 depicts the active power and terminal frequency response associated 
with Type I turbines utilizing the same set-up as that utilized for Type III turbines 
described above. While the first transient active power increase may be attributed  
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to the increase in the terminal voltage of the machine equivalent following the 
tripping of 700 MW of generation, the Fixed-Speed Induction Generator (FSIG) 
turbines seem to exhibit a slightly improved frequency response in general when 
compared to the DFIG turbines.  
    Figure 24 depicts the active power and terminal frequency response associated 
with Type IV wind turbine replacing the Type I turbine utilizing the set-up de-
scribed above. The full-converter based wind turbine does not seem to have any 
significant transient active power response following the under-frequency  
excursion. 

Figure 25 depicts the active power and terminal frequency response associated 
with another Type III turbine albeit from a different vendor. This Type III turbine 
seems to exhibit significantly more profound active power response. The docu-
mentation associated with these Type III turbines is indicative of the presence of 
optional features of active power/frequency regulation with response time of  5% 
Pr/s  utilizing control algorithms implemented with the aid of turbine side PLCs. 
However, the dynamic data associated with the model provides no information as-
sociated with this aspect of the wind turbine. In such a scenario, it is unclear if the 
active power response demonstrated in Figure 25 is by virtue of the terminal vol-
tage variations alone or a combination of the voltage and frequency excursions.  

 

 
 
Fig. 23 Pelec & Fter Response of Type I turbine during the Trip Event (SAVNW case, Gen 
101 Gen 750MW Trip) 
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Fig. 24 Pelec & Fter Response of Type IV turbine during the Trip Event (SAVNW case, 
Gen 101 Gen 750MW Trip) 

 
 

Fig. 25 Pelec & Fter Response of Type III (alternate vendor) turbine during the Trip Event 
(SAVNW case, Gen 101 Gen 750MW Trip) 
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4.5   Key Observations 

Based on the event simulations and analysis presented in this section, the follow-
ing observations associated with the active power and/or inertial response capa-
bilities of the wind turbine types assessed can be made: 
 

• The typical inertial response option associated with DFIG machines is 
an asymmetric option which only comes into play for under-frequency 
excursions. Furthermore the dead-band filter logic in the inertial re-
sponse option ensures that the machine provides inertial response only 
to large under-frequency excursions above a certain threshold and not 
for minor under-frequency excursions experienced in day-to-day oper-
ations.  

• The other frequency response controls in DFIG turbines are typically 
provided through the active power control option which utilizes the 
terminal bus frequency and a pre-set frequency response curve ( result-
ing in an interpolated factor) to determine a power set point which in 
turn is utilized to determine new power order for the genera-
tor/converter model. However, the frequency response curve in the 
this option typically corresponds to compliance with the host grid 
droop requirements albeit within the limits imposed by the turbine 
rated power and/or available power.  

• In general, the simulation results seem to suggest FSIG turbines pro-
viding slightly improved inertia response in comparison to DFIG 
and/or full-converter machines without any additional frequency regu-
lation options enabled. 

• Most DFIG machines (irrespective of the vendor type) seem to provide 
an optional feature to provide frequency regulation and active power 
control. 

• Detailed simulations of individual machine models on the sample 
“savnw” case do tend to indicate differences in the active power re-
sponse by virtue of enabling the inertial response features across the 
same turbine types albeit from different vendors 
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Topologies and Control Strategies of Multilevel 
Converters* 

Arash Khoshkbar Sadigh and S. Masoud Barakati  

Abstract. Multilevel converters have been continuously developed in recent years 
due to the necessity of increase in power level of industrial applications especially 
high power applications such as high power AC motor drives, active power filters, 
reactive power compensation, FACTS devices, and renewable energies [1-9]. 
Multilevel converters include an array of power semiconductors and capacitor vol-
tage sources which generate step-waveform output voltages. The commutation of 
the switches permits the addition of the capacitors voltages and generates high 
voltage at the output [8, 10, 11]. The term multilevel starts with the three-level 
converter introduced by Nabae [12]. By increasing the number of levels in the 
converter, the output voltage has more steps generating a staircase waveform 
which has a reduced harmonic distortion [13]. However, a high number of levels 
increases the control complexity and introduces voltage unbalance problems [10]. 

The Neutral Point Clamped (NPC) converter, presented in the early 80’s [12], 
is now a standard topology in industry on its 3-level version. However, for a high 
number of levels, this topology presents some problems, mainly with the clamping 
diodes and the balance of the dc-link capacitors. An alternative for the NPC con-
verter are the Multicell topologies. Different cells and ways to interconnect them 
generate several topologies which the most important ones, described in Section 
II, are the Cascaded Multicell (CM) and the Flying Capacitor Multicell (FCM) 
with its sub-topology Stacked Multicell (SM) converters [11-14]. 

The CM converter is the series connection of 2-level H-bridge converter, that 
several configurations have been proposed for this topology [13]. Since this topol-
ogy consists of series power conversion cells, the voltage and power levels may be 
scaled easily. As other alternative topologies, the FCM converter [15, 16], and its 
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derivative, the SM converter [17-19], have many attractive properties for medium 
voltage applications [15-22]. 

To control the multilevel converters, there are several modulation methods 
which can be classified to high and low switching frequency. High switching fre-
quencies based methods have several commutations during one period of the fun-
damental output voltage. The pulse width modulation (PWM), sinusoidal pulse 
width modulation (SPWM) and space vector PWM are common methods for the 
high switching frequency. Low switching frequencies based methods have one or 
two commutations during one period of the fundamental output voltage, generating 
a staircase waveform. The multilevel selective harmonic elimination (SHE) and the 
space vector control (SVC) are common use for the low switching frequency.  

The mentioned topologies of multilevel converters as well as their several con-
trol methods are discussed in this chapter. 

1   Multilevel Converters Topologies 

1.1   Cascade Multicell (CM) Converter  

The CM converter was introduced in the early 90s [23, 24]. This topology is based 
on the series connection of units known as cells with three-level output voltage, as 
shown in Fig. 1. Structure of each cell is based on an isolated voltage source,  
Fig. 1(a). When only one dc voltage source is available, a bulky and complex 
multi-secondary input transformer is required, Fig. 1(b). Therefore, the cost and 
size of the converter is increased.  

Since this topology consists of series power conversion cells, the voltage and 
power levels may be scaled easily and a maximum of  output voltage levels 
is obtained. The total output voltage, corresponding to the sum of each cell output 
voltage, is:  

                                                     

 (1) 

where n is the number of cells connected in series. 
An additional advantage of this topology is that when an internal fault is de-

tected and the faulty cell is identified, it can be easily isolated through an external 
switch and replaced by a new operative cell without turning off the converter [25]. 
However, while the replacement is done, the maximum output voltage in the 
faulty leg is reduced to:  

                                            
 (2) 

where f  is the number of faulty cells. 
As the 2-cell-5-level CM converter is controlled by phase shifted-SPWM (PS-

SPWM) and operated with a modulation index equal to 0.8 ( ), its control 
strategy, switches states as well as the output voltage are shown in Fig. 2. The 
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Switch X is on when its state is 1 and is off when its state is 0.  The PS-SPWM is a 
regular phase shifted-SPWM where the phase shift between the carriers of each 
cell is: 

                                                         (3) 

where n is number of cells. There are other control methods in addition to PS-
SPWM which will be discussed in next section. Switches states of the 2-cell-5-
level CM converter, using PS-SPWM method, are illustrated in Table 1. 

 

Fig. 1 2n+1 level cascade multicell converter with maximum output voltage value of E: (a) 
based on isolated dc voltage sources; (b) based on one dc voltage source and isolating trans-
formers. 

The voltage of dc sources in different cells of the CM converter topology, as 
shown in Fig. 1, discussed in the previous are equal and this configuration of CM 
converter is called symmetrical CM converter. However, it is not essential to have 
dc voltage sources with same voltage value in all series connected cells. Alterna-
tively, unequal dc voltages may be selected for the power cells. In fact, a proper 
choice of voltage asymmetry between dc voltage sources of connected cells can 
produce a different combination of voltage levels and eliminate redundancies. 
This issue causes to increase the number of voltage levels in the converter output 
voltage waveform for a given number of cells without necessarily increasing the 
number of H-bridge cells [13, 26]. This topology of CM converter is asymmetrical 

2 / nφ π=
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CM converter. Fig. 3 shows two topologies of asymmetrical CM converter, where 
the dc voltages for the H-bridge cells are not equal. The relationship between the 
voltage levels and their corresponding switching states in two-cell seven-level 
asymmetrical CM converter is illustrated in Table 2. There are some drawbacks 
associated with the asymmetrical CM converters. The modularity advantage of 
symmetrical CM converter does not exist in asymmetrical CM converter. In addi-
tion, switching pattern design becomes much more difficult due to the reduction in 
redundant switching states [26]. Therefore, the topology of asymmetrical CM 
converter has limited industrial applications. 

 

Fig. 2 2-cell-5-level cascade multicell configuration, its control strategy based on PS-
SPWM, switches states and output voltage. 
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1.2   Flying Capacitor Multicell (FCM) Converter  

A 2n-cell FCM converter, as shown in Fig. 4, is composed of 4n switches forming 
2n-commutation cells controlled with equal duty cycles and phase shifted of 

 and  flying capacitors with the same capacitance. As a result, the 
electrical stresses on each switch are reduced and more equally distributed, so that 
each switch must withstand 2E/2n volts [27-30]. 

Table 1 Switches states of 2-cell-5-level cascade multicell converter. 

Output Voltage Level State of switches (S1 , S2 , S3 , S4) Number of States 

 (1, 0 , 1 , 0) 1 

 
(1, 0 , 1 , 1) , (1, 0 , 0 , 0) 
(1, 1 , 1 , 0) , (0, 0 , 1 , 0) 

4 

 (1, 1 , 1 , 1) , (1, 1 , 0 , 0) 
(0, 0, 0, 0) , (0, 0 , 1 , 1) 

4 

 
(0 , 1 , 1 , 1) , (0, 1 , 0 , 0) 
(1, 1 , 0 , 1) , (0, 0 , 0 , 1) 

4 

 (0, 1 , 0 , 1) 1 

The output voltage of 2n-cell FCM converter has  level and its frequency 
spectrum has the harmonics around the (2n.k.fswitching)

th harmonic where k and 

are the integer number and the switching frequency, respectively. Due to 

the similar waveform of current in all flying capacitors, they have the same ca-
pacitance in order to obtain the same voltage ripple. However, their dc voltage rat-
ings are different and equal to , , …, , so that the energy 
stored in the capacitor k is [30-32]: 

                                                (4) 

The FCM converter and its derivative, the SM converter have many attractive 
properties for medium voltage applications including an advantage of transformer-
less operation and  ability to naturally maintain the flying capacitors voltages 
called natural balancing [31, 32]. 

The advantage of transformer-less operation causes that the FCM converter 
does not require a complex input transformer and in the case of internal fault of 
one cell, the maximum output voltage remains constant, but the number of levels 
decreases to: 
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Fig. 3 Two-cell asymmetrical cascade multicell converter configuration: (a) seven-level; (b) 
nine-level. 

Table 2 Switches states of two-cell-seven-level asymmetrical cascade multicell converter. 

Output 

Voltage 

Level 

State of switches 

(S1 , S2 , S3 , S4) 

Output 

Voltage of  

cell-1 (V1) 

Output  
Voltage of  

cell-2 (V2) 

Number 

of States 

 (1, 0 , 1 , 0)   1 

 (1, 1 , 1 , 0) , (0, 0 , 1 , 0)   2 

 (1, 0 , 0 , 0) , (1, 0 , 1 , 1)   2 

 (1, 1 , 0 , 0), (0, 0 , 0 , 0) 
(1, 1 , 1 , 1) , (0, 0 , 1 , 1) 

  4 

 (0, 1 , 1 , 1) , (0, 1 , 0 , 0)   2 

 (0, 0 , 0 , 1) , (1, 1 , 0 , 1)   2 

 (0, 1 , 0 , 1)   1 
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Fig. 4 2n+1 Level flying capacitor multicell converter with maximum output voltage value 
of E. 

                                                    (5) 

where f  is the number of faulty cells. 
As an example, Fig. 5 shows control strategy, switches states, and the output 

voltage of a 2-cell-5-level FCM converter controlled by the PS-SPWM and oper-
ated with a modulation index equal to 0.8 ( ). The Switch X is on when its 
state is 1 and is off when its state is 0.  Switches states of the 2-cell-5-level FCM 
converter, using PS-SPWM method, are illustrated in Table 3. 

Natural self-balancing  process of the flying capacitors voltages, as one of the 
advantages of FCM converter, occurs without any feedback control and this proc-
ess causes that the flying capacitors reach to their different  dc voltage ratings 
equal to , , …, . A necessary self-balancing condition is 
that the average flying capacitors currents must be zero. As a result, each cell must 
be controlled with the same duty cycle and a regular phase shifted progression 
along the cells. Generally, an output RLC filter (balance booster circuit), tuned to 
the switching frequency, has to be connected across the load in order to accelerate 
the self-balancing process in the transient states and to reduce the control signal 
fault effects [16-19, 31]. In this case, the dynamic of the transient depends on the 
impedance of load at the switching frequency. If the impedance at the switching 
frequency is high then the natural balancing is very slow and inversely. The output 
RLC filter is tuned to the switching frequency as follow:  

                                              (6) 

where, fSW is the switching frequency, L and C are inductance and capacitance of 
the output RLC filter, respectively. 
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Table 3 Switches states of 4-cell-5-level flying capacitor multicell converter 

Output Voltage Level State of switches (S4 , S3 , S2 , S1) Number of States 

 (1, 1 , 1 , 1) 1 

 
(1, 1 , 1 , 0) , (1, 1 , 0 , 1) 

 (1, 0 , 1 , 1) , (0, 1 , 1 , 1) 
4 

 
(1, 1 , 0 , 0) , (1, 0 , 0 , 1) 

 (0, 0, 1, 1) , (0, 1 , 1 , 0) 
4 

 
(0, 0 , 0 , 1) , (0, 0 , 1 , 0) 

(0, 1 , 0 , 0) , (1, 0 , 0 , 0) 
4 

 (0, 0 , 0 , 0) 1 

1.3   Stacked Multicell (SM) Converter 

An alternative topology based on the FCM converter is the SM converter which 
stacks two FCM converters together; the upper stack is switched only when a 
positive output is required and the lower stack is switched only when a negative 
output is required [31-33]. A -cell SM converter, as shown in Fig. 6, is com-
posed of 4n switches forming 2n-commutation cells controlled with equal duty 
cycles,  flying capacitors with the same capacitance and different dc rating 
voltages equal to , , …, . As a result, the electrical 
stress on each switch is reduced and more equally distributed, so that each switch 
must support  volts [27]. 
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Fig. 5 4-cell-5-level flying capacitor multicell configuration, its control strategy based on 
PS-SPWM, switches states and output voltage. 
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Fig. 6 2n+1 level stacked multicell converter with maximum output voltage value of E. 

The main advantages of this configuration are that the number of combinations 
to obtain a desired voltage level is increased and the voltage ratings of capacitors 
and stored energy in the flying capacitors as well as the semiconductor losses are 
reduced. However, it requires the same number of capacitors and semiconductors 
in comparison with the equivalent FCM converter for the same number of output 
voltage levels [31, 32]. 

As shown in Fig. 7, the 4-cell-5-level SM converter as like as FCM converter is 
controlled by a regular PS-SPWM where the phase shift between the carriers of 
each cell is the same as (14.3); while, n is number of cells which work in each half 
cycle and equals 2 in the 4-cell-5-level SM converter. The switches states of 4-
cell-5-level SM converter are shown in Table 4.  Similar the FCM converter, the 
SM converter has the self-balancing advantage and each cell must be controlled 
with the same duty cycle and a regular phase shifted progression along the cells 
[21, 30]. In addition, the output RLC filter can be connected across the load in or-
der to accelerate the self-balancing process in the transient states. 
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Fig. 7 4-cell-5-level stacked multicell configuration, its control strategy based on PS-
SPWM, switches states, and output voltage. 
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Table 4 Switches states of 4-cell-5-level stacked multicell converter 

Output Voltage Level State of switches {(SP2 , S P1) , (SN2 , S N1)} Number of States 

 {(1 , 1) , (1 , 1)} 1 

 {(1 , 0) , (1 , 1)} , {(0 , 1) , (1 , 1)} 2 

 
{(0 , 0) , (1 , 1)} , {(1 , 0) , (1 , 0)} 

{(0 , 1) , (0 , 1)} 
3 

 {(0 , 0) , (1 , 0)} , {(0 , 0) , (0 , 1)} 2 

 {(0 , 0) , (0 , 0)} 1 

2   Control Strategies of Multilevel Converters 

2.1   Carrier Based SPWM Algorithms  

The carrier-based modulation algorithms for multilevel converters can be gener-
ally classified into two categories: phase-shifted and level-shifted modulations. 

2.1.1   Phase-Shifted SPWM  

Phase-shifted SPWM (PS-SPWM) is a natural extension of traditional SPWM 
technique [34], specially conceived for FCM and CM converters. Since each FC 
cell is a two-level converter, and each CM cell is a three-level inverter, the tradi-
tional bipolar and unipolar SPWM techniques can be used, respectively. Due to 
the modularity of these topologies, each cell can be modulated independently us-
ing the same reference signal. In general, a multilevel inverter with m voltage lev-
els controlled by bipolar PS-SPWM requires (m – 1) triangular carriers. In the 
phase-shifted multicarrier modulation, all of (m – 1) triangular carriers have the 

same frequency (fcr) and the same peak amplitude ( ), but there is a phase shift 

between any two adjacent carrier waves [16-19], given by: 

                                                   (7) 

The reference signal, Vm, is usually a sinusoidal wave with adjustable amplitude, 

 , and frequency. The gate signals are generated by comparing the modulating 

sinusoidal reference with the carrier waves [31-33]. Since all the cells are con-
trolled with the same reference and carrier frequency, the switch device usage and 
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the average power handled by each cell is evenly distributed. Another interesting 
feature is that the total output voltage has a switching frequency with k times of 
the switching frequency of each cell, where k is an integer number. This multipli-
cative effect is produced by the phase-shift of the carriers and results in better total 
harmonic distortion (THD) at the output.  

Figs. 8 and 9 show the principle of the PS-SPWM for a five-level CM   
and FCM converter, respectively. In Fig. 8 the PS-SPWM for CM converter is  
 

 

Fig. 8 Switches states and output voltage of 2-cell-5-level cascade multicell converter con-
trolled by unipolar PS-PWM. 
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unipolar in which the operations of four switches (S1 , S2 , S3 , S4) are independent 
from each other. There are two series of carrier waves, one series including the 
carriers of S1 and S3, between 0 and +1, and the other one including the carriers of 
S2 and S4, between 0 and -1. On the other hand, in the CM converter controlled by 
bipolar PS-SPWM, the pair switch of S1 and S2 as well as pair switch of S3 and S4 
will operate complementary and there will be one series of carrier waves between 
+1 and -1. In addition, the PS-PWM for FCM converter is bipolar, as shown in 
Fig. 9, in which the operation of two switches in each cell is complementary and 
there is one series of carrier waves between +1 and -1.  

 

 

Fig. 9 Switches states and output voltage 4-cell-5-level flying capacitor multicell converter 
controlled by bipolar PS-SPWM. 



Topologies and Control Strategies of Multilevel Converters 325
 

As shown in Figs. 8 and 9, the gating for the each switch generated by compar-
ing the related carrier waves, Vcr,  and the sinusoidal reference signal. In this algo-
rithm, the modulation index is expressed as: 

                                                   (8) 

Moreover, the device (switch) switching frequency, , can be calculated as: 

                                                 (9) 

In general, the switching frequency of the converter, , using the phase-

shifted-SPWM is related to the device switching frequency as: 

                                  (10) 

The harmonics in the output voltage of CM converter controlled by unipolar PS-

SPWM is distributed around  frequency, where k is an integer num-

ber. While the output voltage harmonics of both CM converter and FCM converter 

controlled by bipolar PS-SPWM are distributed around .  

2.1.2   Level-Shifted SPWM  

Level-shifted SPWM (LS-SPWM) is a natural extension of unipolar SPWM tech-
nique for multilevel converters [35]. Similar to the phase-shifted modulation, an 
m-level CM converter using level-shifted multicarrier modulation algorithm re-
quires (m–1) triangular carriers, all having the same frequency and amplitude. The 
(m–1) triangular carriers are arranged in vertical shifts, instead of the phase-shift 
used in PS-PWM, so that the bands they occupy are contiguous and each carrier is 
set between two voltage levels. Since each carrier is set to two levels, the same 
principle of unipolar SPWM can be applied.  

To generate the corresponding levels, the control signal should be directed to 
the appropriate switches. The carriers span the whole amplitude range that can be 
generated by the converter. They can be arranged in vertical shifts, with all the 
signals in phase with each other, called in-phase disposition (IPD-SPWM); with 
all the positive carriers in phase with each other and in opposite phase of the nega-
tive carriers, known as phase opposition disposition (POD-SPWM); and alternate 
phase opposition disposition (APOD-SPWM), which is obtained by alternating the 
phase between adjacent carriers [35, 36]. An example of these methods for a five-
level converter (four carriers) is illustrated in Fig. 10(a)–(c), respectively. 
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Fig. 10 Carrier arrangement of level-shifted SPWM for five-level converter: (a) in-phase 
disposition (IPD), (b) phase opposition disposition (POD), (c) alternate phase opposition 
disposition (APOD). 

LS-SPWM leads to less distorted line voltages since all the carriers are in phase 
compared to PS-PWM [36]. In addition, since it is based on the output voltage 
levels, the method is so useful for NPC multilevel converter topology. However, 
the method is not preferred for CM and FCM converters, since it causes an uneven 
power distribution among the different cells. This generates input current distor-
tion in the CM converter and flying capacitors unbalance voltage in the FCM con-
verter compared to PS-SPWM. 

In the following, the IPD-SPWM algorithm is only discussed since it provides 
the best harmonic profile of all three modulation algorithms. The detailed princi-
ple of IPD-SPWM for seven-level CM converter is shown in Fig. 11. The device 
switching frequency in the phase-shifted SPWM is equal to the carrier frequency. 
This relationship, however, is not applicable for the level- shifted SPWM. For ex-
ample, with the carrier frequency of 450 Hz in Fig. 11, the switching frequency of 
the devices in Cell#1 is only 50 Hz, which is obtained by the number of gating 
pulses per cycle multiplied by the frequency of the modulating wave  
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(50 Hz). On the other hand, the switches in Cell#3 are turned on and off only 
twice per cycle, which means a switching frequency of 100 Hz. Therefore, it can 
be pointed out that the switching frequency is not same for the devices in different 
H-bridge cells. In general, the switching frequency of the converter, fsw, conv, using 
the level-shifted-SPWM is equal to the carrier frequency, fcr, that is, 

                                                 (11) 

The average device switching frequency, fsw,dev, is 

                                      (12) 

Besides the unequal device switching frequencies, the conduction time of the de-
vices is not evenly distributed. For example, the device S5 in Cell#3 conducts 
much less time than S1 in Cell#1 per cycle of the fundamental frequency. To 
evenly distribute the switching and conduction losses, the switching pattern should 
rotate among the H-bridge cells. 

The harmonics in the output voltage of CM converter controlled by unipolar 

LS-SPWM are distributed around , where k is an integer number. The 
comparison of level-shifted and phase shifted SPWM are illustrated in Table 5. 
The maximum voltage in multilevel converters as well as two-level converters can 
be boosted by 15.5% using the third harmonic injection method. This technique 
can also be applied to the phase- and level-shifted modulation algorithms. 

2.2   Space Vector Pulse Width Modulation Technique  

The space vector-based pulse width modulation (SVPWM) technique is a digital 
modulation technique and a well-known method in control the power electronics 
converters [37]. The SVPWM offers a number of useful features in comparison 
PWM methods, such as:   

• Easy to implement with digital controller (PWM method is an inherently analo-
gue technique), 

• Better output waveforms, 
• Representing voltage or current in two-dimension reference frames (instated of 

three-dimensional abc frames), 
• Reducing the number of switching in each cycle. 

In addition, SVPWM has capability to control input and output power factors in-
dependently. In the following, the SVPWM will be used to control a voltage 
source converter.      

Fig. 12 illustrates the voltage source inverter (VSI), where input is connected to 
a dc voltage, and output is connected to a three-phase load with constant current.   

Eight possible switching states that can be considered for the six switches of 
VSI, are shown in Fig. 13. The last two combinations make zero output voltage.   
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Fig. 11 Level-shifted SPWM for seven-level cascade multicell converter. 
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Table 5 Comparison of level- and phase-shifted SPWM 

Item Phase-Shifted SPWM Level-Shifted (IPD) SPWM 

Device switching frequency Same for all devices  Different 

Device conduction period Same for all devices  Different 

Rotating of switching patterns Not required  Required 

Line-to-line voltage THD Good Better 

 
The desired three-phase output ac voltages VAB, VBC and VCA are a set of quan-

tized values in abc coordinate at each state. These voltages can be transferred to a 
fixed two-dimensional dq-frame as follows [38]:  

                 (13) 

In complex form, the space vector of the desired quantized output line voltages 
can be defined by: 

                          (14) 

This transformation can be used for any of the three-phase quantities in abc-frame, 
i.e., voltages or currents related to the voltage or current source converters.  

By calculating the switching state vector for allowed output voltages of the 
voltage-source inverter in each switching state, six non-zero space switching volt-

age vectors, , will result, as illustrated in Fig. 14.  These vectors can 

form a hexagon centered at the origin of the dq frame. The remaining two zero 

voltage space voltage vectors, & , are located at the origin of the frame  

[38,  39]. 
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Fig. 12 Voltage-source inverter with fictitious dc-link voltage, Vdc. 

 

Fig. 13 Eight possible switching states for the six switches of VSI. 

The continuous desired output voltages, vAB(t), vBC(t) and vCA(t) can be repre-
sented by a space vector given by (14.15).  

                                     (15) 
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This reference vector should be synthesized using the two active vectors adjacent 
to the reference vector and a zero vector. Fig. 15 illustrates an example of how 

 can be synthesized when it is located in sector 1, between non-zero vectors,

 and . 

 

Fig. 14 Output voltage space vector in complex plane. 

 

Fig. 15  synthesis using vectors  and . 
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During each switching period, Ts, the VoL_ref  is calculated by choosing the time

 spent in vector  , and time  spent in vector . The rest of the time  

is dedication to a zero vector. These three time periods can be stated by duty cy-
cles using trigonometric identities as: 

    

 (16) 

where  is the modulation index of voltage source inverter, and  the 

angle between the reference vector and the closest clockwise state vector.  
There are several methods for distributing the time periods during a 

switching period in space vector modulation. One possible way is shown in  
Fig. 16. 

 

Fig. 16 A possible method of distributing the time periods during one switching period. 

2.3   Selective Harmonic Elimination  

To control the output voltage and reduce the undesired harmonics, different sinu-
soidal pulse width modulation (SPWM) and space-vector PWM schemes are ex-
plained in previous sections for multilevel inverters; however, PWM techniques 
are not able to eliminate lower order harmonics completely. The undesirable lower 
order harmonics of a square wave can be eliminated and the fundamental voltage 
can be controlled by Selective Harmonic Elimination (SHE) technique in which 
switching angles should be chosen [40]. SHE technique offer several advantages 
over other modulation methods including acceptable performance with low 
switching frequency to fundamental frequency ratios, direct control over output 
waveform harmonics, and the ability to leave triplen harmonics uncontrolled to 
take advantage of circuit topology in three phase systems, and therefore have 
drawn great attention in recent years [40-42]. There are two categories of SHE 
technique which are SHE staircase modulation and SHE-PWM. In the SHE  
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staircase modulation, only one switching is done at predetermined angle in each 
level of multilevel output voltage while several switchings are done at predeter-
mined angle in each level of multilevel output voltage controlled by SHE-PWM. 
A fundamental issue associated with such method is to obtain the arithmetical so-
lution of nonlinear transcendental equations that contain trigonometric terms and 
naturally present multiple solutions. The principle of SHE staircase modulation 
and SHE-PWM are illustrated in Figs. 17 and 18, where V1, V2, V3 and V4 are the 
output of the H-bridge cells in a nine-level CM converter. In these figures, posi-
tive half cycle output voltage is shown with quarter-wave symmetry.  

As shown in Fig. 17, the positive half cycle of output voltage controlled by 
SHE staircase modulation is formed by four-level staircase; thus, there are 4 vari-
ables, i.e., , ,  and , which can be determined to eliminate three signifi-

cant harmonic components and control the fundamental voltage. 

 

Fig. 17 Principle of selective harmonic elimination staircase modulation for nine-level  
converter. 
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Fig. 18 Principle of selective harmonic elimination pulse width modulation (SHE-PWM) 
for nine-level converter with twelve switching angles 

On the other hand, the positive half cycle of output voltage controlled by SHE-
PWM has four levels, while three switchings, can be extended to five, seven, …, 
(any odd number) switchings, are done in each level, as shown in Fig. 18. There-
fore, there are 12 variables, i.e., , , … and , which can be determined to 

eliminate eleven significant harmonic components and control the fundamental 
voltage. Although the number of switchings in each level in SHE-PWM should be 
odd, they are not essential to be same. In the SHE staircase modulation and SHE-
PWM, a large number of harmonic components can be eliminated if the waveform 
accommodates additional variables, i.e., switching angles. The general Fourier  
series of the wave can be given as: 
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                       (17) 

where 

                               (18) 

                              (19) 

For a waveform with quarter-cycle symmetry, only the odd harmonics with sine 
components will be present. Therefore,  

                                                         (20) 

                                 (21) 

where,  

                              (22) 

Assuming that the each level has E amplitude,  for SHE staircase modulation 

can be expanded as: 
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 (24) 

Using the general relation  

                   (25) 

and integrating other components of equation (23) and (24), we can write  for 

SHE staircase modulation as follows: 

              (26) 

Coefficients  for SHE-PWM is as follows: 
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 (27) 

where k is number of levels. In the SHE staircase modulation with k number of 
levels, there are k number of switching angles and k number of simultaneous equa-
tions. In this case, the fundamental voltage can be controlled and k-1 harmonics 
can be eliminated.  

For example, consider nine-level CM converter controlled by SHE staircase 
modulation that the 5th, 7th and 11th harmonics (lowest significant harmonics) 
should be eliminated and the fundamental voltage is to be controlled. The 3rd and 
other triplen harmonics can be ignored if the converter has three-phase applica-
tion. In this case, k=4 and simultaneous equations can be written as follows: 

                    
 (28) 

                
 (29) 

                 
 (30) 

           
 (31) 

These nonlinear equations can be solved by iterative methods, such as the New-
ton–Raphson method, or by the theory of resultant [40-42]. Iterative methods 
mainly depend on the initial guess which makes a divergence problem especially 
for high numbers of inverter levels. Also, both techniques are complicated and 
time consuming. Another approach to deal with the SHE problem is based on 
modern stochastic search techniques such as genetic algorithm (GA) and particle 
swarm optimization (PSO) [40-42]. However, by increasing the number of switch-
ing angles, the complexity of search space increases dramatically and both the 
methods trap the local optima of search space. As an example, for a fundamental 
voltage of 4E ( ), the  values are: 
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The selective harmonic elimination method can be implemented with a micro-
computer using a lookup table of switching angles. As the number of switching 
angles per cycle increases, a higher number of significant harmonics can be elimi-
nated. However, the number of switching angles per cycle, switching frequency, is 
determined by the converter switching losses. An obvious disadvantage of this 
scheme is that the lookup table for higher number of switching angles is unusually 
large. 
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Modeling and Control of DC-AC Power 
Converters of Distributed Energy Resources in 
Microgrids* 

Mohammadhassan Abdollahi Sofla, Lingfeng Wang, and Roger King  

Abstract. The high penetration of power electronic interfaced distributed energy 
resources in microgrids raises several problems on the stability and power quality 
of microgrids. In this chapter, the modeling of DC-AC converters is discussed 
based on the characteristics of the MGs. The control techniques developed for 
DC-AC converters are briefly discussed. The capabilities and limits of these con-
trol methods are presented in order to enable the researchers to find suitable con-
trol strategy for a specified microgrid application. Finally, a performance test of 
microgrids is analyzed based on power quality and stability of microgrids. In this 
analysis, various scenarios are developed in order to examine the performance of 
the system. Some of the main issues which must be considered are discussed such 
as: 1) Power quality and regulation in the steady state operation, 2) Stability under 
low and medium frequency disturbances, 3) Stability under high frequency distur-
bances. This chapter is focused on the inner voltage and current controllers rather 
than power management of microgrids. The performance tests are developed in 
MATLAB/SIMULINK in which a more realistic performance of the system is 
tested using the SimPowerSystem Toolbox.  

Nomenclature  

v     Inverter output voltage (capacitor voltage). 
i     Inverter current (inductance current). 
L     Filter inductance. 
C     Filter Capacitance.  

Lr     Inductance resistance.  

inv     Inverter input voltage.  

CL     Coupling inductance (transformer inductance).   

MGi     Microgrid side current.  
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DCV     DC link voltage. 

E B, A,    System description matrices.  
D C ,    System outputs matrices.   

u     Input control signal.  
d     Disturbance of the system.  
x    State variables.  

pk     Proportional gain.  

ik     Integral gain.  
∗∗∗ E ,B A ,   Discredited system matrices.  

P     Real power.   
Q     Reactive power.  

ik     Integral gain.  

( ) ( )txtx ,,, B f  Time-variant system matrices.  

1   Introduction 

One of important applications of smart grids is associated with distribution net-
works [1]. Future distribution networks integrate various technologies such as dis-
tributed energy resources (DERs), smart buildings, Plug-in Hybrid Electric  
Vehicles (PHEVs). Hence, this kind of distribution networks needs to be con-
trolled and managed smartly. Fig. 1 shows a schematic of a cyber-physical smart 
distribution network.           

 

Fig. 1 A cyber physical smart distribution network.       

Microgrid (MG) can be defined broadly for any energy system which is a clus-
ter of loads and DERs, able to operate independently if necessary [1]. In MGs, 
Power Electronic Interfaces (PEIs) has been used as an efficient way to integrate 
DERs [2]. Hence, proper operation of these interfaces is important in proper  
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operation of MGs or any other energy system. Therefore, this chapter focuses on 
the modeling and control of DC-AC converters of DERs in microgrid applications. 
In this study, modeling of Voltage Source Inverters (VSIs) is considered due to the 
importance of considering characteristics of MGs in designing control methods. In 
fact, modeling and control strategies of VSI must be adaptable to the characteris-
tics of the MGs.  

The control strategy of MGs can be considered in two parts: 1) Control of  
power flow (power management), and 2) Control of power converters (VSIs). 
Controllers of VSIs are discussed in this chapter which high and medium frequen-
cy dynamics should be controlled [3]. Also, output power quality and reference 
signals tracking are controlled by these controllers [3]. There are several issues 
make the modeling and control of power converters for MG applications critical:  

• Stability: characteristics of MGs make them vulnerable systems which can easi-
ly be led to the instability. 

• Power quality: high penetration of DERs in MGs and very low impedance be-
tween loads and DERs make the power quality analysis a major issue. 

Several techniques have been applied to the control of DC-AC conversion in 
DERs applications. Recently, Digital Signal Processing (DSP) techniques are 
widely used instead of the analog approaches. In the MG applications, the current 
and voltage of DERs must be controlled to stabilize the system. Thus, the inner 
controllers construct a Current Controlled Voltage Source Converter (CC-VSC). 
The cascaded control structure has been used mostly to separate the control me-
thods of voltage and current loops based on their respective dynamics [4]. The 
conventional linear controllers such as Proportional Integral (PI) regulators and re-
sonant controller have been used in several works as voltage or current loop  
controller [5]. Usually, it has been used as voltage loop controller because it was 
assumed that voltage dynamics are not as fast as current dynamics [3]. However, 
more robust control methods have been developed for the voltage loop to enhance 

its dynamic and transient performance. Sliding mode [6]- [7], ∞H  [8], robust ser-
vomechanism problem [9], repetitive [10], fuzzy [11] control methods are devel-
oped to enhance one or more properties of the voltage control loop. A PI control-
ler has been added to a Sliding Mode Control (SMC) for the voltage loop in [12].  

The speed and robustness of the controller in the current control loop have been 
considered much more than in voltage control loop. The conventional linear con-
trol methods have been developed in different configurations and reference frames 
for the inner current loop [10], [13], [14]. Deadbeat (predictive) control method 
which is a very fast controller has been applied for the current loop and an en-
hanced one has been presented in [15]. A nonlinear method based on the sliding 
mode control has been developed in [7], [16] to have a robust current loop against 
uncertainties and disturbances. Hysteresis current control has been used widely for 
the current loop in where a fast and robust response was needed [17]. Neural net-
works method has been also applied to the current controllers [18]. Fuzzy self-
tuned PI method which enhances some properties of conventional PI controllers  
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has been applied to the current controllers [19]. These methods are categorized 
and analyzed in this paper. This analysis is based on the characteristics of different 
MGs, meaning that each control method is described in a way that readers can find 
the suitable method for a proposed application of MGs. The modeling will be 
briefly considered in Section 3. Linear controllers are discussed in Section 3. The 
nonlinear controllers are described in Section 4. The properties of each control 
method are described to help in choosing an appropriate method based on the MG 
characteristics. A control strategy is simulated as an example to illustrate the per-
formance tests in Section 5.   

2   Modeling of DC-AC Converters in Microgrids 

2.1   Microgrids Description  

In MGs, it is supposed there is a considerable penetration of DERs connected to 
the system (distribution network). As distribution networks are not designed for 
being active power systems, there might be various interactions between DERs 
and the distribution system. In the LV distribution networks, low X/R  ratio is a 
clear difference from transmission networks. Thus, in the low and medium fre-
quency modes (and almost in the high frequency dynamics) LV distribution net-
works are resistive dominant. This demands that all dynamics particularly high 
frequency dynamics be transmitted very quickly. Some fast dynamics that might 
occur in MGs are listed as follows:  

• Any switching action specially capacitors switching.   
• Start up or disconnection of DERs.   
• Islanding from the main grid.  
• Connection or disconnection of a large load.  
• Faults in the network.  
• Start up or variations of fast dynamic loads such as induction motors.  
 
There are some other medium or low frequency dynamics which are listed bellow:  
• Unbalanced network.  
• Load variations.    
• Energy generation variation (especially those from the renewable energy re-

sources).   

All of dynamics influence the voltages and currents in the MG. These dynamics 
are supposed to be controlled by both voltage and current loops. Fig. 2 shows the 
configuration of a typical MG.  

In a systematic view for the modeling purpose, the following characteristics of 
MG are obvious:  
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• MGs might have different operating points.  
• Dynamics with higher frequency than system frequency might cause the nonli-

nearity and saturation of different elements.   
• Variation of the modeled signals might be very fast.   
• Regarding the network, loads and DERs characteristics, there might be parame-

tric uncertainties.  
• The system might have severe disturbances which might cause very high fre-

quency oscillations.  

Power quality of power converters needs more improvement since there might be 
several converters connected to a distribution feeder. These DERs can be sources 
of harmonics which are located very close to the end customer. Thus, it is neces-
sary to reduce the THD of the output voltage of each DER in order to have a stan-
dard power quality in the whole system. A single line microgrid schematic is 
shown in Fig. 2.  

 

Fig. 2 Single line schematic of a microgrid: Central and local controllers are shown.  

Primary source of the DERs may influence the mathematical modeling in both 
low and high frequency modes of operation. Some DERs have nondispatchable 
generation (renewable energy units). These generators can be analyzed in the 
long-term stability as sources of small disturbances however, they may be consi-
dered as sources of large disturbances because of existing severe weather distur-
bance. Moreover, the speed of the DERs in responding to transients should be  
taken into account in the stability analysis. Dynamics of the primary source was 
mostly neglected (because of ideal dc link assumption). However, this assumption 
can be violated in the high frequency modes analysis. Fig. 3 shows various PEI 
configurations for different DERs. However, it is not limited to only these  
configurations.  
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Other characteristics of the MGs come from the possible disturbances in the 
network. The voltage disturbances with different sources may occur in a MG. 
They can be considered, as follows: 1) transient over-voltages, which have charac-
teristics of high frequency phenomena, 2) unbalanced voltages, because of differ-
ent parameters such as nonlinearities of loads, malfunction of measurement  
devices, signal conversion errors, different phase parameters and single phase 
loads or generations 3) voltage dips and short interruptions, 4) voltage fluctua-
tions, especially those causing flicker, 5) disturbances in generation units with var-
iations in spectrum, duration and magnitude such as variation in generation of 
non-dispatchable units, dynamics of primary energy sources and 6) islanding and 
reconnection of the MG to the utility grid. In a MG system, all types of distur-
bances are severe and can lead to the voltage instability. Note that in situation 
when LCL filter is used for Voltage Source Inverters (VSIs) coupling point, high-
frequency poles are placed near the instability border, and hence, any disturbance 
can take the system out of stability.  

  

Fig. 3 Various DERs and their PEIs. Top: left) A Photovoltaic (PV) panel, right) Hybrid 
PV-battery unit. Bottom: left) Hybrid PV-Fuel Cell (FC) unit, right) Wind turbine system.  

In designing inner controllers, all transients, the sag or swell of voltage, and the 
recovery time following a disturbance should be small enough and the transient 
oscillations must be maximally damped and free of circulating currents [4].  

Moreover, VSIs employ passive low pass filters and therefore, they have near-
zero inertia and a cut off frequency which is much higher than the fundamental 
frequency of MG. Inverter-based DERs tend to have faster dynamics but smaller 
output impedance.  
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2.2   Microgrids Control Process 

High and low frequency modes of MG are controlled by different parts of control 
process. For high frequency disturbances, large signal analysis has been consi-
dered; and for load sharing analysis, small signal analysis has been developed.  

In the MG stability analysis, voltage signal including angle is controlled by in-
ner controllers of VSIs. The reference voltage signals come from the load sharing 
control.  

It should be noted that if a DER could not follow proposed voltage angle fast 
enough, then DER would not remain synchronized with the system. This is impor-
tant in both grid-connected and islanded modes of operation.  

Islanding is a phenomenon in which main grid disconnects for any reason. But, 
the MGs do not go to the outage and keep working in the islanded mode.  

In the islanded mode, severity of disturbances and vulnerability of MG is very 
important in designing controller for DC-AC converters. Fig. 4 represents the con-
trol process in the MGs. There are some control methods providing discrete 
ON/OFF signals and do not need any type of Pulse-Width-Modulation (PWM).    

 

Fig. 4 Control process of inverters includes two main parts: power control and inner control 
VSIs, a) For continuous input signals, b) For discrete input signals.  
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Fig. 5 Three-phase diagram of an inverter interface of a DER connected to the MG, signal a 
is for discrete u and signal b is for continuous u.  

2.3   Modeling of Power Electronic Interfaced DERs in Microgrids 

Fig. 5 shows a three-phase diagram of a DER connected to the MG via VSI. LC 
filter is used to pass the desired fundamental frequency voltages. The coupling in-
ductance models the transformer inductance used for the connection of DERs to 
MGs.  

Modeling of VSIs has been considered in the literature for different purposes. 
The average model of VSIs is an inaccurate model which is used for small signal 
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analysis. This model sometimes is used to design linear controllers which are 
model dependent. The nonlinearity of the VSIs comes from the saturation and 
nonlinear behavior of active elements in high frequency modes. Also, linearized 
models at a specific operating point are not suitable for the MGs application be-
cause the operating point is changing. 

There might be some uncertainties in the plant. These uncertainties must be 
considered in designing the control methods. For example, DC link perturbation in 
an uncertainty which depends on the type of DERs.  

Disturbances in the utility grids are very common. Some of these disturbances 
can be considered in the model. The switching process is one of possible distur-
bances in VSIs because it can be a source of undesirable harmonics. But, it has 
been neglected mostly because the switching frequency is much higher than the 
system frequency.  

Each MG has its own characteristics and aforementioned parameters must be 
considered in modeling and designing the controllers based on these modeling  
methods.  

For example, in a MG in which the operating points of DERs are almost fixed 
and the plant parameters are precise enough, a linearized model can be used for 
designing linear controllers.  

The reference frame of the modeling is also important in the performance of the 
controllers. Stationary αβ  reference frame by Clark’s transformation, synchron-

ous dq  reference frame by Park’s transformation, and positive-negative syn-

chronous sequences reference frame have been developed for inner controllers of 
VSIs. The use of these methods is dependent on the characteristics of the proposed 
MGs.  

The dynamics of the one phase of a VSI are expressed as follows: 
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The state space presentation of this model is represented as follows:  
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(6.2)

The matrix C  depends on the controller type. In the cascaded structure, 

[ ]T0,1=C  for the current control loop and [ ]T1,0=C  for the voltage control loop. 
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Some robust control methods use the following representation to develop a robust 
controller for VSIs: 

( ) ( ) ( ) ( )
( ) ( ) ( ) .,, mt,mnt,nt,,

t,t,t,t,

RRR ∈×∈∈

+⋅+=

 xu    xB    xf  x

xhxuxBxfx

 

(6.3)

where ( )t,xf  and ( )t,xB  are time-variant system matrices. ( )t,xh  is the distur-

bance matrix.  
The dynamics of the current in (6.2) can be written as follows: 
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The input signal is u′  which is a vector. This model is more accurate and also faci-
litates the modeling of switching disturbances [20].  

In (6.2), the coupling inductance current is modeled as a disturbance to the sys-
tem. Note that for some control methods modeling includes the second coupling 
inductance dynamics. However, this needs to add more sensors which results in 
higher cost.    

3   Control Techniques for Power Converters of DERs in MGs 

For inner Voltage Controller (VC), the following properties are desirable: 1) High 
loop gain at dc to control the magnitude of the fundamental frequency voltage 
with low error, 2) High loop gains at fundamental and twice at the fundamental 
frequency in order to suppress imbalance, 3) High bandwidth to reject harmonic 
distortions, 4) Robust for uncertainties of the plant model 5) Maximum resonance 
damping, 6) fast response with smooth and minimum overshoot, 7) Negligible in-
teraction (coupling) between real and reactive powers and 8) Highly stable to any 
nonlinear behavior toward instability [22]-[23]. 

For inner Current Controller (CC), the following properties are desirable: 1) 
Fast transient response with minimum overshoot, 2) Precise current control, 3)  
Zero steady-state error, 4) Low distortion and current ripple, 6) High bandwidth 
(this will be limited by the switching frequency and the controller-sampling pe-
riod), and 7) Less sensitivity to the system uncertain parameters. The response 
speed of inner current controllers must be much more than that of inner voltage 
controllers because current dynamics are much faster. The current high frequency 
modes made by any transient is more common and wider than voltage high fre-
quency modes; thus, the bandwidth of current controller must be much higher to 
be shown the desired performance.    

These properties might be achieved by different techniques for different MGs. 
For example, those MGs with high uncertainties need a more robust control tech-
nique to show the desired performance.  
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3.1   Linear Control Methods 

Linear Controllers have been developed with different structures such as: 1) Con-
ventional/Synchronous PI, 2) Resonant, 3) Predictive (Deadbeat) controllers.     

1-1-3. Conventional/Synchronous PI Control  
The transfer function of a PI controller is represented as follows:  

)(
s

k
ksG i

pc +=  
(6.5)

where  kp is a proportional gain, ki is an integral gain and s is the Laplace operator. 
Fig. 6 shows a conventional PI control method as VC. The desired performance 
can be achieved by choosing appropriate gains. These gains are designed by ad-
justing a Bode plot, crossover frequency and phase margin. Root locus approaches 
are also used for tuning to improve the transient response. Phase margin is an im-
portant parameter to test the robustness of the inner controller. In (6.5), it is shown 
that PI regulators have a pole (infinite gain) at zero-frequency. Thus, they are not 
the best solutions to regulate the fundamental frequency and compensate higher 
harmonic disturbances of inner voltage loops. Also, typical high voltage-recovery 
times and high voltage variations have been reported [24]. The voltage regulation 
performance might not be quick enough to mitigate fast voltage disturbances in 
the subcycle range, such as capacitor switching transients and loads with fast dy-
namics. Note that conventional PI regulators do not have proper performance for 
unbalanced systems.  

 

Fig. 6 Conventional PI voltage controller and PR controller of a VSI.   

 

Fig. 7 Synchronous dq PI current and PR voltage controller of a VSI. Space Vector PWM 
(SV-PWM) is represented to generate control signals for switches.  
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PI controllers show better performance with some improvements such as using 
the voltage flux vector [25], or adding a predictive loop [26]. A hybrid PI-SMC 
controller is also developed for the inner voltage loop which shows an improved 
performance [12].  

Synchronous PI controllers are a kind of PI controllers designed in the dq  ref-
erence frame. Fig. 7 shows this control method as CC. This control method has a 
better performance than stationary type.       

State feedback improves the dynamic behavior of PI controllers. This method 
improves the bandwidth of the PI controllers and hence improves the robustness.  

3.1.1   Resonant Control  

Resonant controller is a stationary frame equivalent of the synchronous PI control-
ler. Resonant controller has been developed for inner voltage and current loops of 
VSIs [27]-[28]. This controller acts on a very narrow band around its resonant fre-
quencyω . Usually, this method has been applied to the voltage control loop. As 
voltage controller, the implementation of harmonic compensator for low-order 
harmonics is possible without influencing all the behaviors of the current control-
ler. Transfer function of Proportional Resonant (PR) controller can be as follows: 
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where kih is the resonant gain for the resonant peak adjustment.  
This PR controller is also called P+ multi frequency resonant controller. The 

properties of this method are as follows: 1) Almost zero steady-state error regula-
tion by having significant gains in the vicinity of the controller’s resonant fre-
quencies, 2) Actively damping the voltage oscillations, 3) Capability to control 
harmonics.  

Note that the last term of (6.7) is a Harmonic Controller (HC) which can facili-
tate current harmonics control.  

3.1.2   Deadbeat Control or Predictive Control 

Predictive control has been mostly used as inner current controller due to its fast 
response [29]. The basic concept of predictive control is presented here.  

The discrete-time dynamics of current can be written as follows:  

( ) ( ) ( ) ( ).kdkuki1ki ∗∗∗ ++=+ EBA  
(6.8)
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The required control input, u(k) can be obtained as follows: 
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( ) ( ) ( ) ( )[ ].1
1

kdkikiku
- ∗∗∗ −−+= EAB  

(6.9)

As it is shown in (6.9), this control method needs a prediction for the parameter 
with k+1 dependent variable. Due to the presence of system delays, a delay  
compensation method has been applied in [15] to improve its bandwidth  
characteristics.  

This method is a fast discrete-time controller; but, it has some disadvantages 
such as: 1) High THD for nonlinear loads [16], 2) Precise filter parameters deter-
mination [30] and 3) Sensitive to the parametric variations of the controlled sys-
tem [6]. Though these disadvantages of deadbeat control can be compensated for, 
a longer control period results in lower control accuracy and lower bandwidth cha-
racteristics; hence, some favorable features of the predictive deadbeat control are 
lost [15].  

3.2   Robust Control Methods 

MGs may have different levels of uncertainties. Linear Controllers are model-
dependent methods; hence, these methods cannot have proper performance in 
MGs with high uncertainty. Nonlinear control methods have been developed in 
order to improve the performance of VSIs in such applications. However, linear 
control methods can be used in MGs whose characteristics fit these methods. 
These methods are as follows: 1) ∞H , 2) Repetitive, 3) Robust servo-mechanism 
problem and 4) Two nonlinear robust controls: sliding mode and hysteresis  
control.   

3.2.1   ∞H  Control  

∞H  control technique is served as a robust controller for VSIs [8]. Fig. 8 shows a 

standard ∞H  diagram, in which K(s) is the controller and G(s) is transfer function 
in frequency domain by model (6). P(s) is the augmented plant by weighting func-
tions, W1(s) and W2(s) based on the desired performance indices (third weighting 
function can be added). The weighting function, W1(s) is a typical low-pass filter, 
shaping the sensitivity function S at low frequency to reject disturbance and to re-
duce tracking errors, and Z1 is a control variable used to adjust the tracking errors. 

The weighting function, W2(s) is chosen to be a high-pass filter, shaping the 
complementary sensitivity function T at high frequency to minimize instability ef-

fects. Therefore, the steps in designing ∞H  controller are as follows: 1) Augment 
the plant G(s) by weighting functions based on the desired performance indices, 2) 
Suppose that input r can be any sinusoidal signal with amplitude less or equal to 1, 
performance specification ε<∞S  guarantees the tracking error e with amplitude  
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less than ε . Next, we have to find a ∞H  robust controller K(s) to satisfy the fol-
lowing inequality: 
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Fig. 8 
∞H  current controller diagram. 

and 3) Examine if the design is close to the desired performance indexes based on 
the evaluation of the singular-value Bode plot; otherwise, step 1 should be re-
peated.   

∞H  controller can work well with known disturbances though it may not guar-
antee the voltage tracking capability under parametric uncertainty [24]. However, 
voltage disturbances are not periodic by nature, and there are some unknown dis-
turbances in the MG [24].  

3.2.2   Repetitive Control Method 

In the repetitive control method, a repetitive controller is added to the control loop 

in addition to the conventional regulator. In Fig. 9, ( )1−zP  represents the closed-
loop transfer function of the plant which is closed loop regulated by a conventional 

regulator [31]. Blocks ( )1−zQ  and ( )1−zS are the auxiliary compensators of the  
repetitive controller.  
 

This system is stable if ( )1−zP  is stable and 

( ) ( ) ( ) .allfor ,1111 ωω     <− =
−−−

TjezzSzPzQ  

The design of ( )1−zQ  and ( )1−zS  is a compromise between the relative stability 
and the convergence rate of the periodic error.  

The repetitive control guarantees zero steady-state error at all the harmonic fre-
quencies less than half of the sampling period. This is accomplished because the 
frequency modes of the periodic error are included in the stable control loops. This  
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Fig. 9 Repetitive voltage controller schematic.  

control method has a suitable performance against periodic disturbances. Howev-
er, the repetitive control is not easy to stabilize for all unknown load disturbances 
and cannot obtain very fast response for fluctuating load [16]. 

3.2.3   Sliding Mode Control and Hysteresis  

In the category of nonlinear control methods, hysteresis control is used mostly for 
the inner current controller. The difference between hysteresis control and SMC is 
the number of variable states used in the sliding manifold. In the hysteresis control 
only one variable has been used; however, in SMC, sliding manifold of all system 
state variables is used in the design.  

The system (6.2) is discretized as follows: 

( ) ( ) ( ) ( )kkk1k dEuBxAx ∗∗∗ ++=+  
(6.14)

The control signal is obtained from the equivalent control method [32] as follows: 

( ) ( ) ( ) ( )( ).1
kkk refeq dECxACxBCu ∗∗−∗ ′−′−′=

 
(6.15)

This control signal meets the Lyapunov stability criterion in which ( )1+kS  

must be less than or equal to ( )kS .   

Finally, the control law in this discrete-time Sliding Mode Control (SMC) can 
be stated as follows:  
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Fig. 10 shows the basic idea of SMC developed by Utkin [32].  
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Fig. 10 Sliding mode control diagram. 
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Fig. 11 Stationary  αβ  PI voltage controller and hysteresis current controller (HCC).  

SMC is an energy-based control mechanism that has been tested for inner con-
trol loops of VSIs in [7], [9], [16] and as voltage controller in [6], [33]. SMC is a 
variable structure controller that exhibits reliable performance during transients 
which can show acceptable THD if it is designed well. Chattering is a problem in 
discrete SMC implementation and some methods have been developed to achieve 
chatter-free SMC.  

Fig. 11 represents a control scheme of a synchronous PI voltage controller and 
a hysteresis current controller (HCC). 

3.2.4   Perfect Robust Servomechanism Problem (RSP) Control  

Robust Servomechanism Problem (RSP) control is implemented by the internal 
model principle. This controller which has been used for the inner voltage loop 
[16] shows robust performance. RSP control ensures perfect tracking of the output 
voltages under unknown loading. This is accomplished by means of eliminating 
errors at specified harmonic level while ensuring good transient response and neg-
ligible interaction [16], [20]. Suitable transient performance in the RSP control 
depends on the design of this controller; however, fast response of this method 
need a proper design of RSP. Also, RSP as inner voltage controller facilitates the 
desired current harmonics control.  

In this control method, the control input is a linear function of the states of the 

augmented plant ∗
px  and servo compensator states η  as follows: 

.10 ηKxK p += ∗u
 

The coefficients are derived by minimizing the performance index function.  
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Fig. 12 Servomechanism problem control method schematic.   

3.2.5   Neural Networks and Fuzzy Control Methods  

Neural networks (NN) control method has been mostly used in current controllers 
because of its high robustness [34]-[35]. NN control methods are trained in off-
line or on-line approaches. In the MG applications, it must be noticed if there is 
any parametric variation in the plant. In a MG application in which there is any 
parametric variation, the off-line method lacks a suitable performance. Note that 
NN control method has been used to modify the performance of other controllers 
such as deadbeat control in [36].  

Fuzzy control has been mostly applied to the current control loops of VSIs 
[37]-[38]. Fuzzy is used to tune PI controllers to reduce overshoots and improve 
the tracking error performance. But, fuzzy controller is not a fast control method. 
In those MG applications in which there are fast dynamics, fuzzy tuned PI control 
method is not the best solution.  

4   Discussion on Control Methods Properties  

Depending on the MG application, different control methods can be used for inner 
controllers of VSIs of DERs. It is discussed which elements should be considered 
in the MG characteristics for inner controllers design.  

Linear controller can have a good performance in an MG with more accurate 
transfer function and less uncertainty in the equipment and operating points. Pro-
portional resonant control method is a good choice as inner voltage controller. 
This method can be used with a robust inner current controller to show the desired 
performance. Deadbeat (predictive) control method needs precise model of the fil-
ter to show the desired performance. However, it is a very fast response method 
and suitable for the current controller.     

Among robust methods, ∞H control has robust performance for MGs with no 
parametric uncertainties. Repetitive control is a method which can show robust 
performance for periodic disturbances. Note that disturbances in the distribution 
networks are not all periodic. RSP control method has good performance as inner 
voltage controller in a MG where there might be parametric uncertainty.     
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SMC is a nonlinear robust controller which has a fast and robust performance. 
Sometimes, it is difficult to design a SMC to exhibit both suitable transient and ze-
ro steady state performance. In this case, a feedforward controller can be em-
ployed [6]. Note that adding a well-designed feedforward controller to the  
SMC improves the zero tracking speed as well as a non-overshoot transient  
performance.  

5   Performance Tests for DC-AC Power Converters in MGs  

In this section, power quality and stability analysis of VSIs are considered. This 
section shows the performance test for a proposed control strategy in an MG ap-
plication. A MG configuration is proposed which is shown in Fig. 13. In this 
configuration, there are two feeders connected to the substation. The operation of 
MG in both of grid-connected and island modes and the transient between these 
two modes are considered. An islanded MG is a vulnerable system; thus, the 
dynamic stability analysis is considered when the system is islanded. In Fig. 13, 
the control center provides reference signals for the local controllers of VSIs. It 
has been shown that a low frequency communication system is adequate for a 
suitabl performance of MGs [4].  Table 1 shows the VSIs specifications. MG 
specifications are shown in Table 2.  

The values of the distribution network cable impedences are calculated as 
follows:  

Ω+= )5003.0(1 μωjL , Ω+= )30012.0(2 μωjL  

Ω+= )50028.0(3 μωjL , Ω+= )55032.0(4 μωjL  

 

Fig. 13 Single line schematic of the proposed inverter-based microgrid. 
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Table 1 DC-AC Power Converters Specifications 
 

Parameters Values 

DC Links Voltages 550 V (max)-300 V (min) 

VSIs Filters: 
L = 300 μ H, 

L
r = 0.01 Ω , 

C (Delta Configuration) = 200 μ F 

DERs Transformers 
50 VA, 200:440 V (rms), 60 Hz,  

 L = 0.02 pu 

 
Table 2 Microgrid Specifications 

 

Substation transformer 440 V: 23 KV (rms), L = 0.03 pu 

MG operation 440 V, f = 60 Hz 

Static loads 15 kW, pf = 0.85 

Induction motor 2 kW, pf = 0.85 

DERs nominal power 50 kVA 

 
In the proposed configuration voltage control in the grid-connected mode is 

necessary to avoid adverse voltage profile. For example, when there is no voltage 
control, if voltage drops at Bus 4, then the substation will increase the voltage  
which can result in overvoltage at Bus 2. Voltage control in the grid-connected 
mode needs to be coordinated to avoid voltage cotrol conflict.  

In the islanded mode of operation, it is necessary to have a central controller to 
share power properly among DERs.  

It is assumed that there are some high frequency dynamics in this MG. 
Induction motor is a fast dynamic load and islanding is a severe disturbance. 
Regarding these characteristics, a PR voltage controller and a fuzzy sliding mode 
controller seems to be the best potential candidates. The approximate voltage 
control loop transfer function diagram and the reference signal track (regulation) 
are shown in Fig. 14. It is obvious that the voltage controller has achieved good 
robustness and regulation is excellent.  
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Fig. 14 Voltage regulation and Bode diagram of voltage control loop 

The powers of DER 1, DER 2 and DER 3 are set to 10, 30 and 50 kW, 
respectively. These power are shown in Fig. 15. The  output voltage and current of 
DERs are shown in Fig. 16 and Fig. 17. Substation voltage and injected current to 
it are shown in Fig. 17. The voltage profiles in the grid-connected mode with and 
without coordinated voltage control are shown in Fig. 18 and Fig. 19. It is shown 
that voltage profile can be out of standard voltage level. However, the coordinated 
voltage control improves the voltage profile in grid-connected mode. The 
developed algorithm depends on the configuration of the MG. For the propsoed 
MG, if voltage of Bus 4 drops, DER 2 tries to increase its power as much as 
possible. If the voltage is still below than desired level, then DER 1 increase. 
Finally, If voltage is still low substation transformer will increase its voltage. 
However, voltage of Buses 2 and 3 must not pass the maximum voltage. The 
THDs of output bus of VSIs are shown in Table 3.  

 

Fig. 15 Setting real power of DERs. 
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Fig. 16 Voltages of DERs in the steady state.  

 

Fig. 17 Currents of DERs in the steady state.  

In a dynamic stability analysis of grid-connected mode, a three-phase fault is 
tested at Bus 3. The current and voltage controller performance is tested in this 
scenario. The results are shown in Fig. 19-21. These results show that the 
proposed controller has excellent dynamic performance. This fault has severe 
impact on DER 2 and then on DER 1. DER 3 is not influenced. Islanding is tested 
to observe if the proposed control method is able to keep system working 
uninterruptly. An intentional islanding is tested at t = 2 s under different power 
flow scenarios. The voltage and frequency of Bus 1 are shown in Fig. 22. To test  
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Fig. 18 Voltage of buses without coordinated voltage control.  

Table 3 Voltage THD at output Bus of VSIs 

 Phase A Phase B Phase C 

VSI 1 0.96 1.13 2.14 

VSI 2 1.10 2.14 2.50 

VSI 3 1.40 1.80 2.32 

 
the dynamic stability of the proposed control method in an islanded MG, the 
induction motor is started at t = 0.2 s. The voltage sag resulted from this start-up is 
well controlled by inner voltage and current controllers. The voltage of Bus 5 is 
shown in Fig. 23 for this scenario.  

 

 

Fig. 19 Performance of DER 1 under fault test.  
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Fig. 20 Performance of DER 2 under fault test.  

 

Fig. 21 Performance of DER 3 under fault test.  
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Fig. 22 Islanding at t = 2. Top) Power flow is from MG to the grid. Bottom) Power flow is 
from the grid to the MG. 

 
 

 

Fig. 23 Dynamic stability test in the island MG with the start-up of the induction motor.  
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6   Conclusion  

The stability and power quality of MGs are discussed in this chapter. The focus of 
this chapter was on inner controllers of VSIs. Different methods are presented for 
inner control loops of VSIs. These controllers are categorized as linear and nonli-
near methods. The capabilities and weakness of each method are discussed. It is 
discussed how to choose appropriate control method for a proposed MG applica-
tion. Each method is useful if it is chosen for an appropriate application.  Finally, 
the performance of a MG is tested for a proposed control method.  

It is discussed that voltage stability should be considered in both grid-connected 
and islanded mode. However, in island MGs, the system is more sensitive to any 
transient. Different transients may occur in an MG such as load and generation 
variations, faults, islanding and reconnection. Two poles of each VSI transfer 
function can easily go to instability for any transient. Thus, more attention is 
needed to design of the LC filter of VSIs and control methods. 

The basic formulation of each control method is presented in order to provide 
better understanding of its function. The design steps are briefly reviewed and 
some references are provided. Although, more robust and advance controller can 
work in where a PI controller works well, but overdesign has its own drawbacks.  
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