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Preface

This is a book about the modeling of RF power transistors, in particular,
field effect transistors, or FETs. In it, we shall describe characterization
and measurement techniques, analysis and synthesis methods, the model
implementation in the simulator, and the verification and validation tech-
niques that are needed to produce a transistor model that can be used with
confidence by the circuit designer.

The demand for accurate transistor models for RF and microwave circuit
design has increased as a result of the more stringent requirements that are
placed upon power amplifier and transmitter designs by the customers and
regulating agencies. Modern power amplifiers for communications systems
are tightly specified in terms of the required linearity performance, multi-
channel capability, bandwidth, and so forth. At the same time, there is a
quest for higher-efficiency operation, to be realized perhaps by inherently
nonlinear modes of operation, such as Class D, E, F, and others. These
demands are generally conflicting, and the designer is faced with a multi-
dimensional compromise. The traditional high-frequency design approaches
of ‘cut-and-try’ are simply not appropriate for the design of RF power am-
plifiers for complex signal communications systems, and the designer must
turn to computer-aided design (CAD) techniques and circuit simulation to
optimize his design to meet the specifications. This increased use of CAD
methods for RF power amplifier design places a greater reliance on the avail-
ability of accurate transistor models for simulation.

Transistor models have been used extensively in the design of analogue
circuits, from lower-frequency multi-function circuits with hundreds to thou-
sands of transistors, to higher-frequency microwave and millimeter-wave cir-
cuits with a relatively low transistor density. Simulation-based design is
essential in these arenas: the circuits are virtually impossible to tune after
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xii Preface

manufacture, and so the design must be close to perfect first time, meaning
that accurate models are essential.

The combination of high powers and high frequencies in RF and microwave
power amplifiers brings together a unique set of challenges for the modeling
engineer. The transistors themselves are physically large, and may be a
significant fraction of a wavelength, even at microwave frequencies, for power
transistors; the electrical behaviour in this distributed environment must be
captured in the model. Even with the trend towards higher efficiency modes
of operation, the device will generate a lot of heat, which must be dissipated
effectively; the thermal effects on the transistor’s electrical behaviour need
to be characterized and modeled accurately to enable high-power designs.

Our goal is to produce compact models of the power FETs that can be
used in the RF circuit simulator. The compact models will be designed
to preserve the dynamics of the transistor, while being simple to develop
and extract. We shall adopt a technology-independent approach to creat-
ing the compact model, based on observations of the transistor’s electrical
behaviour: the models will be derived directly from electrical and thermal
measurements, and so careful characterization is necessary. We shall address
the thermal effects on the device, scaling issues, nonlinear modeling of the
active transistor, and the modeling of the internal package and matching
networks. These modeling techniques are illustrated using LDMOS FETs,
as this is the current market-leading high-power technology for RF cellular
infrastructure applications, as well as with GaAs power devices. This is the
first book to address the modeling requirements specific to high-power RF
transistors. That said, the methodology that we outline can be applied to
almost any FET modeling application.

We shall introduce the book by reviewing some of the historical devel-
opments in both applications and device technology that have resulted in
transistor devices capable of delivering tens to hundreds of watts at RF and
microwave frequencies. We shall also review the basics of FET operation,
although we have left the detailed physical principles to the semiconductor
device texts, and introduce the concepts behind compact modeling. This
provides a basis for our analysis and construction of the transistor model in
later parts of the book.

Accurate measurements form the foundation of the model. We describe
how calibration and fixturing are used to ensure that repeatable and accu-
rate measurements of the high-power transistor are made. A range of DC
and RF measurement techniques and principles is outlined, for both model
extraction and validation measurements. The analysis and construction of
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the compact model are then described. We partition the transistor into pas-
sive and active components, and address the modeling of these elements in
detail.

The passive components comprise the transistor package and the in-
package bondwire and capacitor components that provide the internal
matching network of the transistor. This matching network is used to con-
trol the impedances presented at the terminals of the packaged transistor.
The strict specifications imposed by the regulatory authorities require care-
ful design of these matching networks. Consequently, these networks must
be equally carefully modeled, to provide an accurate description of the tran-
sistor for circuit design.

The active transistor can then be accessed by de-embedding the package
elements. We shall construct a large-signal model of the FET from DC and
RF measurements, using a charge conservative approach for highest accu-
racy. The development of the charge conservative model is described in some
detail, to give some insight into how the model works and its advantages for
large-signal nonlinear applications.

The thermal environment is, of course, very important for power tran-
sistors: as the device heats up, its electrical properties change and so we
spend some time describing a number of modern techniques for measuring
the static and dynamic thermal properties. The thermal description is then
used to construct a self-consistent electro-thermal model for the power FET.

At this point we consider how the model can be constructed in the circuit
simulator, using function approximation or data fitting techniques, and how
we can verify that the model is working correctly. Finally, we compare the
model predictions with high-power RF measurements, using loadpull and
large-signal network analyzer instruments, to validate the model accuracy
and provide the circuit designers with confidence in its use.
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1

RF and Microwave Power Transistors

1.1 Introduction

While wireless communications standards may come and go with develop-
ments in the latest digital coding technology, or the liberation of new frag-
ments of the electromagnetic spectrum, the common denominator among
the various communications systems is the power amplifier. Over the last
few decades, the transition from vacuum tubes and other forms of amplifi-
cation to solid state devices has been almost complete, especially at power
levels less than 1 kW. Nowadays, at the heart of the power amplifier, we
find the power transistor.

In the world of RF wireless communications, the base-stations and long
range transmitters use silicon LDMOS (laterally-diffused MOS) high power
transistors almost exclusively. In addition to modern cellular communica-
tion systems, LDMOS devices are also used in a wide range of applications
requiring radio-frequency power amplification: HF, VHF, and UHF com-
munications systems; pulsed radar; industrial, scientific and medical (ISM)
applications; avionics; and most recently in WiMAX™ communication sys-
tems. The frequency range of these applications is from a few megahertz
and up to 4 GHz.

While LDMOS technology is pre-eminent in high-power RF and lower fre-
quency microwave applications, a wide variety of compound (III–V) semi-
conductors are used as effective power amplification devices, especially for
application frequencies above about 5 GHz, and also for lower power appli-
cations such as cellular handsets, Bluetooth™ and other wireless local area
networks (WLANs), which generally demand output powers of about 1 watt
or below. The most commonly used compound semiconductor material for
RF and microwave applications is gallium arsenide (GaAs), which is used
as the basis for field effect transistor devices such as metal-semiconductor

1



2 RF and Microwave Power Transistors

FETs (MESFETs), heterojunction transistors such as high electron mobility
transistors (HEMTs), and heterojunction bipolar transistors (HBTs). The
basics of operation of these devices will be outlined later in this chapter.
Gallium arsenide FETs and pseudomorphic HEMTs (PHEMTs) are used
for low-power handset power amplifiers, as well as in some high-power cel-
lular base-station applications, and they are also used for wide bandwidth
power transistors up to the millimeter-wave regime. Recent compound semi-
conductor technology developments have led to the introduction of gallium
nitride (GaN)-based HEMT devices, which boast very high power densi-
ties, and, depending on the substrate material used, can also have very low
thermal resistance, making these devices well suited for high-power amplifi-
cation. Gallium nitride FETs also have high transition frequencies, similar
to some GaAs FET technologies, and so they also have the potential for
high-power amplification while operating at microwave and millimeter-wave
frequencies.

Even as the complexity of wireless systems continues to increase, the pres-
sure to reduce the design cycle time and the time-to-market is challenging
the designer to evaluate and develop alternative design techniques. Tra-
ditional empirical design methods based on experience and measurements
are being replaced with computer-aided design (CAD) approaches. In a
CAD-based design flow, the need for accurate and validated models that
are properly implemented in the design tools is of paramount importance.

In this book, we shall focus on the device modeling issues peculiar to high
power RF applications. Here we should state that we shall use the term
‘RF’ to include the RF, microwave and millimeter-wave frequency bands, in
which the field effect transistor is widely used for power amplification. The
use of transistors at high powers brings a unique set of problems that must
be overcome in the development and deployment of a transistor model that
can be used in the successful design of high power RF amplifiers. The power
transistors are of considerable physical size, as can been readily appreciated
from Fig. 1.1. This figure shows a transistor capable of delivering 140 watts
of power at 1-dB compression, at 2.1 GHz. The complexity of the transistor
in terms of the number of constituent components is a major factor to be
considered in how the device is modeled. This complexity is manifest in
a number of issues that must be addressed in a successful realization of a
model, including electromagnetic interactions between matching networks,
packaging considerations, thermal management, and the self-consistent in-
tegration of the thermal model with the electrical model of the device. The
power transistor has very large total gate-width, generally much too large
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Fig. 1.1. A view of a high-power LDMOS transistor, with the lid removed to show
the complexity of the internal matching networks and the LDMOS die [1]. © 2006
IEEE. Reprinted with permission.

to measure and characterize directly, so the question of scaling must be ad-
dressed. How these problems are overcome depends upon the overall device
modeling strategy: the interaction between measurement techniques and
function approximations, and between accuracy and implementation in the
CAD tool. Our goal is to describe how these compromises can be addressed
successfully.

Although the focus of this book is primarily on the high-power LDMOS
FET, as this is the current market-leading technology, we shall develop,
describe, and apply many measurement, analysis, and model synthesis tech-
niques that can be more widely applied to FET modeling in general. For
example, the nonlinear analysis and modeling techniques can be applied to
other material technologies, such as GaAs or GaN power devices, which
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may be used in different applications, such as much higher frequencies and
bandwidths.

In building the transistor model, we should bear in mind the following
Laws of Simulation and Modeling†:

(i) A simulation is only as accurate as the models it is based on;
(ii) A model is (mostly) useless unless it is embedded in a simulator;
(iii) Models are, by definition, inaccurate; it’s just a matter of degree;
(iv) Models generally trade off complexity (simulation time) for accuracy.

1.2 Outline of the Transistor Modeling Process

In this section we present the overall processes we follow for model develop-
ment and provide some insight into the tasks required. It is these tasks that
are to be presented in detail in subsequent chapters. In general the process
of developing and extracting a model is shown in Fig. 1.2. Not only is this
typical of the process but it is also serves as an overview to the book.

At the beginning of the modeling process it is expected that the applica-
tion of the model and the ranges within which it is expected to operate are
defined. For example, the requirements of model to be used in a high-power
Doherty or Class F are very different from those for a low-power Class A
design. Although it is our objective to generate a model with a wide range
of applicability, the model must function in its intended application. From
our experience, this step of defining the model is very time-consuming and
is often overlooked. A clear and complete definition of the scope and de-
liverables of a project should be received before moving into the execution
phase; this is fundamental to project management methodology. The time
taken to investigate and document the model specifications is well invested,
as it forces the modeling engineer and the customer to agree upon a set of
objectives and validation criteria for the model. The type of model that
is required is determined from these discussions. Without completing this
task, which is simple in concept, but difficult to achieve in practice, there
is a high probability that a model will not match the desired application or
expectations of the customer.

Once the model topology has been finalized, data need to be gathered
either through measurement or simulation. Typically, the frequency range,
impedance ranges, and power levels are used for the specification of nonlinear
models. For linear devices the frequency range and parametric variations

† These ‘laws’ have been attributed to both Colin MacAndrew and Mike Golio; we are unsure
who has the precedence.



1.2 Outline of the Transistor Modeling Process 5

Fig. 1.2. A flow chart illustrating the distinct processes required to generate a
model. Each step is covered in detail in the following chapters.

of the geometry are often specified. In Chapter 3, several measurement
techniques for the extraction of linear and nonlinear models are presented.
In Chapter 5, we discuss the measurements required for thermal sub-circuit
generation. Electromagnetic and thermal simulation techniques are also
covered in Chapters 4 and 5, respectively.

The model is generated by transforming the measured data into a format
that is suitable for the implementation of the model in the chosen topology.
As an example, for large-signal transistor models, the nonlinear charges and
currents for the transistor model need to be extracted (see Chapter 6), then
a function approximation technique is applied to generate a mathematical
representation of the data that is suitable for use within a circuit simula-
tor. Several practical approaches to function approximation are described
in Chapter 7. The transistor model must then be implemented in the circuit



6 RF and Microwave Power Transistors

simulator of choice, verified, and validated prior to its release: these are the
topics of Chapters 8 and 9.

1.3 A Review of the Commercial Applications of
High-Power Transistors

Since the beginnings of radar development during the Second World War [2],
there has been a need for components that can generate large amounts of
power at RF and microwave frequencies. Initially, pulsed radar systems
were designed to use klystrons, traveling wave tubes (TWT), and cavity
resonators (magnetrons): vacuum tube microwave devices. In the 1960s
the first semiconductor devices, GaAs transferred electron devices and sili-
con and GaAs IMPATT (impact ionization transit time) diodes, began to be
used in radar systems as the main RF power amplification component. Com-
pared with vacuum tubes, these first solid-state devices generated relatively
low power, and were only used for short-range applications. Nowadays,
semiconductor devices are widely used in pulsed radar applications. These
applications present another interesting collection of design challenges: the
pulsed nature of the signals used in many radar systems means that the
devices are not as thermally stressed as they are in CW applications, and
their transient performance can be optimized for these pulse signals.

The commercial development of HF, UHF, and VHF communication and
broadcast systems drove the growth and technology innovations of high
power transistors, power amplifiers and communication systems further dur-
ing the 1980s. Paging and cellular communication systems then brought a
new wave of products and technologies operating at higher frequencies. The
first generation of cellular systems, based on analogue modulation, were in-
troduced in the 1980s and were limited to use within the 900 MHz frequency
bands. During the 1990s, the second-generation (‘2G’) cellular systems
revolutionized the communication industry by integrating voice and data
through the introduction of digital modulation. These second-generation
systems also shifted to higher frequencies in their quest for available spec-
trum and higher data rates (900 MHz, 1.9 GHz, and 2.1 GHz). In the early
years of this century, third-generation (‘3G’) cellular systems were becom-
ing available; these more complex systems are distinguished by even higher
data rates, resulting in more stringent requirements on the efficiency and
linearity of the power amplifier.

A broad category of applications that requires the generation and amplifi-
cation of high powers is the industrial, scientific, and medical (ISM) market.
Examples of such applications are plasma generators for etching, surface
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finishing, coating, magnetic resonance imaging (MRI), industrial lighting,
microwave heating and drying, and so forth. In this market, there is a grow-
ing need for higher power levels, and for some applications many devices
are assembled in parallel to obtain power amplifiers that can deliver several
kilowatts. A new trend is to offer high performance RF transistors that
are designed to operate at 50 V, thereby increasing the power density per
device, and hence reducing the number of devices per power amplifier. A
further benefit of using the higher voltage transistors is that the high power
levels can be obtained with higher terminal impedances [3], making it easier
to design amplifiers of broad frequency bandwidth.

A relatively new application in which RF high-power semiconductor de-
vices are being used instead of tube RF amplification devices is digital
television or video broadcasting (DVB). This application spectrum covers
480 MHz to 880 MHz, and because of its large bandwidth, presents a dif-
ferent set of challenges to the RF transistor designer. In this application,
many transistors are used in a large combining network to achieve the re-
quired amount of RF power. To maximize the amount of power output
per device, the devices used in digital broadcast applications operate at
32 V DC instead of the more common 28 V DC that is used in other RF
power applications, such as wireless infrastructure base-stations.

Another recent application area for high-power RF transistors is in
WiMAX communication systems. These systems represent a new oppor-
tunity for LDMOS power transistors as they are pushing the frequency of
operation higher than is found in the traditional wireless communication sys-
tems. WiMAX systems are being designed and built to operate at several
frequency bands for different regions of the world, with the majority of the
development centered around 2.7 GHz and the 3.4 to 3.8 GHz bands. These
higher frequencies also bring a new set of challenges to designers, as more
distributed phenomena must be considered for optimum transistor and cir-
cuit design. In addition, these systems are designed with bandwidths that
are much wider than traditional wireless communication systems, further
increasing the complexity of the design.

1.4 Silicon Device Technology Development

Silicon metal-oxide-semiconductor field effect transistors (MOSFETs) are
the most common devices in use today in the high-power RF market. They
offer several advantages over bipolar devices in RF power applications as
they tend to exhibit lower intermodulation distortion, and do not suffer from
thermal runaway [4]. With the requirement for ever more linear transistors,
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Fig. 1.3. Cross-section of a VDMOS transistor.

the BJT was relegated in the early 1990s. The cost and performance trade-
off of the MOS devices also provides a clear advantage over many III–V
technologies at frequencies below 4 GHz. The silicon LDMOS FET is the
predominant technology among all the silicon high power FET transistors.
In this section we will review the technology progression that led to the
development of the silicon LDMOS transistor.

The development of the power MOSFET was marked by the introduc-
tion of a structure that allowed the current to flow through the substrate
vertically. Figure 1.3 shows a cross-section of a vertically-diffused MOS
(VDMOS) transistor, which is characterized by a structure that has the
source and drain terminals on opposite sides of the silicon wafer. The
VDMOS FET allows a more efficient use of the space on the wafer since
it enables a higher concentration of the active cells. The VDMOS structure
is an enhancement-mode device, which requires only a single bias polarity.

The vast majority of RF transistors are used in the common source
configuration and, therefore, the VDMOS device structure has a major
disadvantage in that its drain electrode is located in the back side of the
wafer. As a consequence the source of the transistor, which is at the
top surface of the silicon wafer, needs to be connected to the grounded
terminal of the package. This results in a package construction that is very
complex, requiring the use of an insulating material to isolate the back
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side of the wafer (the drain terminal of the transistor) from the grounded
metal carrier of the package. Beryllium oxide (BeO) was commonly used as
the insulating material in the VDMOS RF packages, which was expensive
and highly toxic. Wire bonds were used to provide the source connection
from the top of the wafer to the grounded part of the package, introducing
an inductive path to ground, severely limiting the gain and the frequency
response of the transistors. As a result the commercial success of VDMOS
transistor was limited to applications less than 1 GHz.

Another high-power transistor technology that enjoyed commercial accep-
tance in the 1980s and early 1990s is the high-power bipolar junction transis-
tor (BJT). The state-of-the-art sub-micron, high-power RF BJT technology
achieved power levels around 60 W in single-ended common emitter Class
AB devices at 2 GHz [5]. The high-power RF BJT suffered from the same
drawback as the VDMOS device as the back side of the wafer is the collec-
tor terminal, which has to be insulated from the grounded package, and the
emitter contact is at the top of the silicon wafer, requiring bondwires from
the top of the wafer to the grounding bar of the package. These bondwires
introduced a high feedback inductance limiting the gain of the devices. In
addition, the mutual coupling between the collector and emitter bondwire
arrays made the design of the matching network more challenging. The
ruggedness of this sub-micron BJT was quite limited, and special care was
needed in the design of bias network to ensure the thermal stability of the
device, and prevent thermal runaway.

In the late 1980s and early 1990s, researchers at Motorola’s Semiconductor
Product Sector, now Freescale Semiconductor, developed a laterally-diffused
MOS field effect transistor, or LDMOS FET, to address the inherent lim-
itations of the VDMOS FET and silicon BJT transistor [6–9]. Figure 1.4
shows the LDMOS FET structure, with the source, gate, and drain contacts
at the top surface of the wafer. It is desirable to have the source terminal
at the back of the die because it can be easily grounded to an electrically
and thermally conductive heatsink. The LDMOS FET also has a very low
resistance and inductance connection from the source terminal at the top of
the wafer to the back side of the wafer, which simplifies the design of the
package and eliminates the need for source bondwires.

The LDMOS structure has a number of important advantages over the
VDMOS structure. The LDMOS structure has significantly lower parasitic
capacitances, by virtue of its structure; this feature results in an extended
high-frequency response compared with the vertical structure. The gate-
to-source capacitance, Cgs, and the drain-to-source capacitance, Cds, have
inherently lower values compared with the VDMOS structure. Another
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Fig. 1.4. Cross-section of an LDMOS transistor.

important advantage is that the LDMOS FETs can be used in RF integrated
circuits, since they have the gate and drain terminals located on the same
side of the wafer, enabling the use of microstrip transmission lines, integrated
capacitors, resistors and inductors, and so forth, in the design of integrated
power amplifiers and circuits.

The commercial predecessor of the LDMOS device was the sub-micron
RF BJT, so it is interesting to compare the main performance differences
between these two technologies. The LDMOS transistor is more reliable in
the field owing to its improved ruggedness over the BJT transistor. For
example, it is common for LDMOS transistors to withstand a 10:1 VSWR
when driven well past their rated output power without resulting in any
damage, whereas the BJT can only accept 3:1 VSWR at rated power before
damage to the transistor is observed. Also, LDMOS FETs have a significant
gain advantage over the BJTs. One reason for this is that the LDMOS source
is connected directly to the package ground plane, avoiding the inductive
feedback of the grounding bondwires.

The power saturation characteristic of an LDMOS device is quite different
from that of a BJT device. The LDMOS FET has a soft saturation compared
with the more abrupt power saturation of the bipolar transistor. This gives
the LDMOS FET an advantage when the peak-to-average ratio (PAR) of
the stimulus signal is high, avoiding the sudden clipping of the peaks in
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the signal and, as a result, improving the distortion characteristics of the
LDMOS device.

1.5 Compound Semiconductor (III–V) Device
Technology Development

The III–V compound semiconductor materials have been studied since the
early 1960s because their electronic band structure and material properties
offered practical device possibilities that promised significant improvements
over what could be obtained in silicon, germanium, and other elemental
semiconductors. The prototypical III–V compound semiconductor that is
used for RF and microwave applications is gallium arsenide (GaAs); exam-
ples of such microwave devices include: transferred electron diodes (TEDs),
impact ionization transit time (IMPATT) diodes, metal-semiconductor field
effect transistors (MESFETs), and bipolar junction transistors (BJTs). Gal-
lium arsenide as a material and in devices has been the subject of much
development for microwave and optical applications.

The family of III–V compound semiconductors includes aluminium phos-
phide (AlP) and indium antimonide (InSb), and also cross-periodic com-
pounds such as indium phosphide (InP) and aluminium antimonide (AlSb).
Alloy semiconductors can be created by substituting some of the Group III
or V atoms with others from the same group: gallium arsenide phosphide
(GaAsP) has probably enjoyed the most commercial success of all III–V
semiconductors, as a light-emitting diode (LED) material; aluminium gal-
lium arsenide ( AlGaAs) allows the band-gap of the material to be changed
as the proportion of aluminium is changed, without introducing strain or
stress into the lattice structure – this has enabled the development of hetero-
junction devices such as the high electron mobility transistor (HEMT) and
the heterojunction bipolar transistor (HBT), which will be described later.

The earliest commercial III–V semiconductor microwave devices were the
transferred electron diodes and IMPATT diodes, which were used primar-
ily as oscillators, covering the frequency range from about 1–100 GHz, and
from a few dBm to several watts for the highest power IMPATT diodes.
These solid state signal sources displaced vacuum tube-based circuits, be-
cause of their smaller size, lower cost and higher reliability. These devices
were also used in reflection amplifier configurations, over a similar frequency
and power regime, although transistor-based circuits have all but replaced
these applications.

The first GaAs-based transistors were bipolar junction transistors, devel-
oped in the early 1970s for RF applications. Silicon RF BJTs dominated
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the power transistor market up to about 3 GHz at this time, and while the
GaAs transistors were being developed for higher frequency applications
than their silicon counterparts, they suffered from low gain and high noise.
The performance limitation in GaAs BJTs was attributable to the low hole
mobility in the p-type base region of the transistor. Even at the high base
doping levels that were used to minimize the base contact resistance, this
resulted in a relatively high base resistance, which led to the poor noise
performance. The high base doping also compromised the emitter efficiency
of the BJT, resulting in low forward gain, and high leakage current across
the base-emitter junction. Gallium arsenide BJTs were not a commercial
success.

With the advent of modern epitaxial growth techniques for controlling
the content, purity, and layer thickness of the semiconductor layers, such
as molecular beam epitaxy (MBE) and metal-organic chemical vapour de-
position (MOCVD), the fabrication of heterojunction bipolar transistors
(HBTs) became a reality. The HBT uses the difference in the energy band-
gap between the emitter and base materials; this band-gap difference is
used either to produce an enhanced flow of majority carriers from emitter
to base, or to introduce a potential barrier to the flow of minority carri-
ers from base to emitter, or both. The HBT principle was patented by
Shockley in 1951 [10], well before the semiconductor technology was able to
build such a device. The fundamental analysis of the HBT was published by
Kroemer in 1957, [11]. The first HBTs in III–V semiconductors used a wide
band-gap n-type AlGaAs emitter, with narrower band-gap p-type GaAs for
the base region; the collector was n-type GaAs. The potential barrier to
hole transport across the emitter-base junction enabled the base region to
be very heavily doped p-type, reducing its bulk resistance and metal con-
tact resistance considerably. Epitaxial growth techniques also enabled the
base region to be grown to a consistent and very small thickness, enabling
a high base transport factor and hence high operating frequencies. Modern
HBTs use InGaP base regions to make the band offsets more pronounced,
and to improve the hole mobility. The current density in the emitter region
is usually the limiting factor in the size of HBTs; the individual emitter
areas are kept relatively small – a few µm2 – to minimize the power dissi-
pation and temperature rise at the base-emitter junction. Even multi-finger
emitter structures are presently limited to relatively small absolute emitter
currents even though the current density can be high. This limits these
devices to relatively low powers, in the context of RF power amplification
applications, although AlGaAs (emitter)–InGaP (base) HBTs are used for
the power amplifiers in the majority of hand-held cellular telephones.
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In the early 1970s, a number of laboratories worldwide began to de-
velop FET device technology using gallium arsenide: the GaAs metal-
semiconductor FET, or MESFET. Unlike the dominant silicon MOS tech-
nology which uses the insulating silicon dioxide between the gate terminal
and the FET channel, the GaAs MESFET uses a Schottky barrier diode
for the gate connection. In normal operation this diode is reverse biased,
so there is little gate current, and the FET conducting channel is defined
by the depletion width of the Schottky barrier in the GaAs material – the
device operates in a similar manner to the junction FET (JFET); the prin-
ciples of operation of the MESFET will be outlined in more detail later
in this chapter. In contrast to the bipolar device, the current flow in the
MESFET is parallel to the semiconductor surface, and to obtain a high
transition frequency, fT, the channel length must be short: there is an ap-
proximate inverse relationship between the channel length and fT. There
is also a direct proportionality between the carrier (electron) velocity and
the transition frequency; GaAs has a much higher electron mobility than
silicon, which is one of the reasons for the interest in GaAs and similar
III–V semiconductors for microwave applications. The channel is essentially
the region under the gate, and is hence defined by the length of the gate
metal contact. To obtain fT in the microwave frequency range requires a
gate-length of a micron or less. This was a significant technological chal-
lenge at the time. Silicon MOS technology used self-alignment of the source
and drain contacts to the channel region, avoiding any critical layer-to-layer
alignment issues, and at that time the critical dimension in silicon MOS
was of the order of two to three microns. In contrast, the fabrication of the
GaAs MESFET required the definition of the gate metal, and the source
and drain connections by separate photolithographic steps: this required
not only the definition of sub-micron features, but also layer-to-layer align-
ment of features to sub-micron resolution. Nevertheless, these and other
fabrication challenges were overcome and the GaAs MESFET began to see
some commercial successes as a low-noise and medium-power microwave
transistor.

Contemporary reviews of GaAs MESFET technology and applications can
be found in [12,13]. The GaAs MESFET was used initially in low-noise and
small-signal microwave amplifiers, and was the pre-eminent solid-state de-
vice for such commercial applications in the 1980s. One example was its ap-
plication in direct broadcasting of TV over satellite links, at around 12 GHz:
a GaAs MESFET was used in the low-noise amplifier block (LNB), ahead
of the first mixer. MESFETs also saw applications as power amplifiers,
generally at low output powers, below one watt at microwave frequencies.
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After the demonstration of the growth of modulation-doped
AlGaAs/GaAs superlattice structures using MBE by Dingle et al. in
1978 [14], in which the wide band-gap material (AlGaAs) was heavily
doped, and the narrow band-gap material was undoped, enabling this
material to exhibit a high electron mobility, this technology was applied
to the construction of FET devices in the early 1980s. These FETs used
a heavily-doped n-type AlGaAs layer grown close to the heterojunction
with the undoped GaAs; the freed electrons would ‘spill over’ into the
thin undoped GaAs region, where they would occupy a thin sheet close
to the heterojunction, and have a high mobility. These heterojunction
FET devices were able to demonstrate higher transition frequencies, and
hence operating frequencies, than MESFETs of the same gate-length (or
channel length). Generally, heterojunction FETs also showed higher gain
and lower noise figures than MESFETs, and have supplanted the GaAs
MESFET in many applications. In the early years of the development of
these heterojunction FETs, the various proponents of the device coined
their own taxonomy: the modulation-doped FET (MODFET), from
Cornell University; the two-dimensional electron gas FET (TEGFET),
from Thomson-CSF; and the high electron mobility transistor (HEMT),
generally used by the physics community. This last term, HEMT, is the one
that is common currency today (despite the fact that it is the high saturated
electron velocity that gives this device its microwave and millimeter-wave
performance, not the electron mobility).

Further developments in the MBE growth technology enabled the stable
growth of thin semiconductor layers of mismatched crystal lattice dimension
compared with the substrate material. The prototype example of this is the
growth of indium gallium arsenide (InGaAs) on GaAs substrates. Provided
that the fraction of indium is kept reasonably low, below about 25%, and is of
the order of a tenth of a micron in thickness, the strain due to the mismatch
in crystal lattice size can be accommodated in the epitaxial layer structure.
The advantage obtained from this technique is yet higher electron mobility
and saturated velocity in the InGaAs channel, and hence higher frequency
of operation of the transistor. In all other respects, the construction or
fabrication of the HEMT is, in principle, the same as the MESFET. Because
of the mismatch in the semiconductor layer lattice constants, these devices
are known as pseudomorphic HEMTs, or PHEMTs. Epitaxial growth and
fabrication technology for PHEMTs is nowadays well established, and these
devices are used in the lowest noise applications, and also for small-signal
and power amplifiers.



1.5 Compound Semiconductor (III–V) Device Technology 15

Nowadays, MESFETs and PHEMTs are available commercially as dis-
crete packaged transistors for medium power applications from RF to mi-
crowave frequencies. Plastic packages are commonplace at lower frequencies,
and ceramic packages are used at higher frequencies, for lower parasitics.
These devices are used in broadband microwave amplifiers for instrumenta-
tion applications: for example, the Agilent 83020A 2–26 GHz bandwidth, 1
W amplifier, and 83050A 2–50 GHz bandwidth, 100 mW amplifier are dis-
tributed amplifiers built using MESFET and PHEMT technologies, respec-
tively, and probably represent the yardstick for broadband medium-power
amplifiers. GaAs FET and PHEMT transistors have also been used in high
power base-station amplifiers for cellular wireless communications. Com-
mercial transistors are available with powers comparable to LDMOS, [15],
and very high powers from a single die have been recorded, for example [16],
at the time, a world record of about 300 watts.

The PHEMT is also used at much lower powers in the cellular frequency
bands, in the power amplifier of mobile telephones. In this application,
the threshold voltage of the PHEMT is adjusted by controlling the growth
and fabrication conditions, so that the transistor is in the ‘off’ state when
no gate voltage is applied; in other words, no drain current flows in this
condition. This is known as ‘normally-off’ or enhancement-mode PHEMT,
or E-PHEMT. Such a device consumes no DC power as there is no current
flow, and this helps prolong the battery life in the hand-held device. When
switched on, the E-PHEMT power amplifier is biased into Class AB to
deliver the RF output signal. Typically, these power amplifiers are rated at
1–2 W, and are used in GSM and CDMA applications.

An advantage claimed for III–V MESFETs and PHEMTs is that the out-
put conductance of the transistor is relatively small, and approximately
independent of the drain voltage [17]. In contrast, LDMOS transistors have
a higher output capacitance than comparably-rated GaAs PHEMT power
transistors. This parameter is important for Doherty amplifier applications.
In the Doherty amplifier configuration, an auxiliary or peaking amplifier is
used to modulate the load seen by the main amplifier, to improve the overall
efficiency of the power amplifier [18]. The auxiliary amplifier is switched off
at lower input powers, and so it should present an open circuit to the main
amplifier’s output. The ability of the transistor to present an open circuit
at RF is compromised by its output capacitance. Even so, LDMOS tran-
sistors have been used successfully in Doherty configuration for RF power
amplifiers [19–21].

Since the early 1990s, there has been an upsurge of interest in wide band-
gap semiconductors for power amplifiers. The advantage of a wide band-gap
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is the increase in breakdown voltage between the FET gate and drain; this
allows higher operating drain voltages and RF voltage amplitudes and so
higher output powers can be realized. A collateral benefit of the higher
RF drain voltage is that there is a higher impedance at the output of the
transistor, which is easier to match to in the amplifier circuit. The first wide
band-gap semiconductor to be studied for RF power transistors was silicon
carbide, SiC. This material has an indirect band-gap of about 3.2 eV in the
4H-SiC form, and also has a very high thermal conductivity, which means
that the transistor can operate at a high specific dissipated power while the
junction temperature can be kept to a practical value for device reliability
[22]. Good laboratory results have been obtained for SiC MESFETs, but
the high cost of substrates and difficult processing have so far prevented
commercial exploitation.

More recently, gallium nitride has received considerable attention as a
wide band-gap semiconductor for power FET applications. This material
has similar properties to the prototype III–V semiconductor, GaAs, but has
a wide band-gap coupled with high electron mobility and saturated velocity.
The GaN FET device is a HEMT structure, with aluminium nitride used as
the barrier layer, and gallium nitride as the conducting channel. Gallium
nitride can be grown epitaxially onto silicon or silicon carbide substrates,
although as a result of the stresses between the GaN and the substrate, the
GaN layer can have a high density of dislocations and defects. This picture
has improved in recent years as the semiconductor growth and processing
technology has been focused on this problem. The GaN-on-SiC technology
is very expensive, and targeted primarily at military applications. The GaN-
on-silicon technology is less expensive, but has inferior thermal properties;
this technology is being focused on commercial power amplifier applications
at communications frequencies that are not attainable by LDMOS devices.
Very high specific power densities of around 10 W/mm have been quoted
for GaN HEMTs, significantly higher than that of GaAs or LDMOS power
transistors, which are about 1 W/mm. Such a high power density is not such
a clear benefit, even if the power amplifier operates under high efficiency
conditions, because the dissipated power or heat still has to be extracted
from the transistor package to maintain a reasonable junction temperature
at the device. In commercial applications, efforts are made to reduce the
power density for good thermal management. At the time of writing, several
semiconductor companies are poised to announce commercial availability of
GaN-based power transistors, directed at cellular and WiMAX base-station
applications.
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1.6 The Basics of FET Operation

The field effect transistor is a charge-controlled device. By this we mean
that by applying a voltage to the ‘control’ terminal – the gate – we can
control the amount of charge in the region of the semiconductor beneath
the gate. This region is confined laterally and vertically by the structure of
the transistor, so the charge is effectively confined to a channel that connects
the drain and source terminals. By controlling the amount of charge in the
channel, we can control the flow of current between the source and drain
terminals. Thus, the input voltage controls the output current; this is also
known as a transconductance device:

Idrain ∝ Vgate

= gmVgate

(1.1)

where the parameter gm is the transconductance. The subscript ‘m’ remains
as a legacy of the old-fashioned term, mutual conductance.

We shall investigate this charge control mechanism, as it applies to the
various field effect transistor devices that are used for power transistors, to
determine the drain current. We shall highlight only the main results for
each device; the details of the basic semiconductor physics and fundamentals
of operation of these transistors can be found in, for example [13,23–26].

1.6.1 Basic Theory of Operation of the MOS Transistor

The essential feature of the MOSFET is the MOS capacitor. This is a two-
terminal device, comprising a metal contact that is separated from the semi-
conductor by a thin insulating layer. In practical terms, the semiconductor
is silicon, and the thin insulator is silicon dioxide, which can be grown di-
rectly onto the silicon with very few defects at the silicon–silicon dioxide
interface. The thickness of the oxide can be carefully controlled in the fabri-
cation process, and the high quality of the interface permits mobile charges
to flow near the silicon surface, without being trapped by the defects. It is
the high structural quality of the silicon-silicon dioxide interface that sets
this metallurgical system apart: many attempts at building metal-insulator-
semiconductor (MIS) FET devices have failed because of the inability to con-
trol the defect densities at the interface, and in the insulator, at the levels
required to permit charge to accumulate and move freely at the interface.

The charge density at the surface of the silicon, beneath the oxide, is
controlled by the application of a voltage to the metal gate. The applied
voltage is dropped across the oxide and the semiconductor, and the voltage
at the surface of the semiconductor causes bending of the electron energy
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Fig. 1.5. Electron energy-band diagram for an idealized MOS capacitor in inversion.

bands in the silicon. The MOS devices used at high frequencies are typically
n-channel transistors; electrons have a higher mobility than holes in silicon,
and so can operate at higher frequencies. The electron channel is created
at the oxide-silicon interface, in an inversion layer, by applying a positive
voltage to the metal.

A positive voltage applied to the metal will cause the energy bands in
the silicon to bend downwards, creating a depletion region at the silicon
surface. We can also think of this condition arising from the electrostatic
force between the positive charge on the metal due to the applied voltage
and the positively-charged holes, repelling the holes from the semiconductor
surface and hence creating the depletion region. If the positive voltage on
the metal is increased, the energy-band bending will become greater, and
at some voltage the Fermi energy of the silicon at the surface will be nearer
to the conduction band than the valence band: the p-type semiconductor
‘looks’ n-type at the surface. This electron-rich layer is the inversion layer.
In practice, the onset of strong inversion occurs when the electron density in
the inversion layer is the same as the bulk hole density in the substrate. The
voltage that is applied at this point is the threshold voltage. The electron
energy-band structure in inversion is shown in Fig. 1.5.

In (strong) inversion, the positive charge on the metal, QM, is balanced by
the negative charge in the semiconductor, Qs, which comprises the depletion
region charge, Qdep, and the charge due to the electrons in the inversion
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layer, Qn:

QM = −Qs = −Qdep − Qn (1.2)

At the onset of strong inversion, while the surface electron density is the
same as the bulk hole density, the total surface charge is small compared
with the charge in the depletion region. The positive charge on the metal
is, therefore, approximately equal to the negative charge in the depletion
region, and the threshold voltage is given by

VT = VFB − Qdep

Cox
+ 2φf (1.3)

where the surface potential at threshold, 2φf, is related to the doping density
of the p-type silicon, and VFB accounts for any defect charge, and differences
between the metal and silicon work functions. Cox is the parallel-plate ca-
pacitance of the oxide layer.

An expression for the charge control by the applied voltage can be de-
veloped from the expressions above, and accounting for the applied voltage
drop across the oxide and depletion regions, to yield

Qn = −Cox (V − VT − (φs − 2φf)) (1.4)

The charge in the inversion layer is controlled by the amount of applied
voltage above threshold, less the excess band-bending at the surface, denoted
by φs. This defines the capacitance of the device.

The MOS capacitance–voltage relationship is shown in Fig. 1.6. At ex-
treme negative applied voltages we attract the majority carrier holes to the
surface, and we have effectively a parallel-plate capacitance, Cox. As the
applied voltage passes through zero volts, we obtain the flat-band condition
for this idealized MOS structure. As the voltage becomes positive, we begin
to create the depletion region in the semiconductor, as described earlier.
The capacitance is a series combination of the oxide capacitance and the
semiconductor depletion capacitance. As the applied voltage increases, the
depletion region widens, and the total capacitance falls, until we reach the
minimum capacitance at the threshold voltage: the depletion region is at its
maximum width. Above threshold, the depletion width does not increase
significantly with further applied voltage. The charge density in the inver-
sion layer at the surface grows, and screens the depletion region from the
applied voltage. The increase in the positive charge on the metal is balanced
by an increase in the inversion layer charge, and above threshold the MOS
capacitor behaves like a parallel-plate capacitor Cox. This characteristic is
true at low frequencies. At high frequencies, we see that the capacitance in
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Fig. 1.6. Capacitance–voltage relationship for an idealized MOS capacitor.

the inversion regime remains at or close to the minimum value, with the de-
pletion capacitance corresponding to its value at threshold. The reason for
this is that the minority carrier electrons which comprise the inversion layer
arise from the generation–recombination (G–R) processes at work in the
semiconductor. These G–R processes have relatively long time constants,
and so they cannot respond to the high-frequency excitation.

The MOS transistor is created when the inversion layer of a MOS capacitor
is used as the conducting channel between the source and drain regions. The
MOS capacitor metal electrode forms the gate contact. A schematic of an
n-channel MOSFET is shown in Fig. 1.7, indicating the source and drain
regions, and their terminals, the inversion layer and the depletion region
under the MOS capacitor, and the gate terminal.

In the MOS transistor, the gate capacitance will follow the ‘low-frequency’
curve in Fig. 1.6, for all frequencies. This is because in the FET, the source
and drain contacts are abundant sources of minority carriers – electrons –
and as long as the gate bias is above the threshold voltage, the inversion
channel will be filled with electrons, and the gate capacitance will look, to
first order, like the parallel-plate capacitor. As noted above, in the MOS
capacitor, the only sources of electrons in the inversion layer are thermal
generation processes, which have time constants that are too great to re-
spond to high-frequency excitation.

In the MOS capacitor, the potential beneath the oxide is well defined
and the inversion layer is at equipotential. In the MOS transistor, we also
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Fig. 1.7. Schematic view of an n-channel MOSFET, showing the inversion layer
which forms the conducting channel between the source and drain, and the depletion
layer, under the gate.

apply a potential difference between the drain and source terminals, causing
current to flow in the inversion layer or channel. The applied voltages at the
gate and drain are VG and VD, with the source at zero volts. There is now
also a voltage drop along the length of the inversion layer, and each point in
the channel experiences a different voltage or potential. The drain current
in the transistor is calculated by expressing the surface potential and hence
the channel charge in eq. 1.4 as a function of the local potential. The drain
current can then be found by integration along the channel, to give

ID =
WCoxµs

L

[
(VG − VT)VD − 1

2
V 2

D

]
(1.5)

where µs is the surface or channel electron mobility, and W and L are the
width and length of the gate, respectively. We stress that this mobility is
different from the mobility of electrons in bulk silicon; generally the surface
mobility is much lower. This is thought to be due to additional electron
scattering mechanisms present at the oxide-silicon interface, and to quantum
confinement effects induced by the narrowness of the inversion channel.

The expression in eq. 1.5 is the ‘simple charge control model’ and is based
on the gradual channel approximation (GCA). This model is applicable at
low drain voltages; this is often called the linear or triode region of the
FET drain current characteristics. As the drain voltage is increased, the
maximum value of the drain current is reached at the saturation voltage:

VD = VG − VT = Vsat (1.6)
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Fig. 1.8. Drain current characteristics for a MOSFET calculated using the simple
charge control model, showing the ‘linear’ or ‘triode’ region and saturation.

This is the onset of saturation in the FET. In saturation, the drain current
is independent of the drain voltage, and has a value given by substituting
the expression in eq. 1.6 into the drain current equation, eq. 1.5:

ID =
WCoxµs

2L
(VG − VT)2 (1.7)

The MOSFET drain current characteristics for the simplified charge con-
trol model are shown in Fig. 1.8. While qualitatively useful in terms of
understanding the origins of MOSFET behaviour, and estimation of some
device parameters, a brief examination of this model reveals its drawbacks:
at the onset of saturation, the charge in the channel falls to zero. This
is a somewhat unphysical result, and is generally side-stepped by calling
this condition ‘pinch-off’ and invoking an infinitesimally-thin channel for
the drain current to pass through.

As MOS technology developed, and transistor gate-lengths became
shorter, the electric fields along the channel became larger, and a more en-
lightened view of electron transport in the channel led to the conclusion that
the saturation in the drain current characteristic is result of the electrons in
the channel reaching a limiting velocity at high electric fields. This limiting
velocity is the saturation velocity. At the onset of drain current saturation,
the potential drop along the channel is just sufficient to cause electron veloc-
ity saturation. A number of empirical expressions for the electron channel
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velocity as a function of the applied electric field have been reported [27],
generally concerned with smoothing the transition from ohmic (linear) to
limiting behaviour.

The practical MOSFET has drain current characteristics that differ from
these ideal curves. We will outline below a few effects on the drain current
curves that occur largely as a result of high electric fields, which are con-
sequences of the short gate-lengths and transport physics in aggressively-
scaled MOSFETs. We shall follow up this discussion with more detailed
descriptions and models in Chapter 6 where we present the foundations of
our nonlinear FET model.

The ideal drain current characteristics shown in Fig. 1.8 display ideal
current source behavior in saturation. Practical devices have a finite output
conductance, both at DC and RF; this is attributable to the effect known as
channel-length modulation. As the drain voltage is increased in saturation,
the electric field in the channel must increase, and the point in the channel
where the electrons reach the saturation velocity moves slightly closer to the
source. At this point the channel voltage will be slightly smaller, and hence
the band-bending at the surface φs will be slightly larger, admitting a higher
current density. An increasing channel current with drain-source voltage in
saturation produces a positive slope, that is, a finite output resistance.

At high drain voltages, the MOSFET suffers a breakdown caused by the
high voltage across the oxide at the drain end of the gate, resulting in high
gate-drain current flow. Another effect arising from the high electric field
in this region is hot-carrier injection. The high fields and small distances in
the MOSFET give rise to non-equilibrium transport effects on the electrons
in the channel: some electrons are accelerated to much higher velocities than
the average, and hence have sufficient (kinetic) energy to cross the potential
barrier at the oxide-silicon interface, and become trapped in the oxide. The
resulting space charge causes shifts in threshold in the transistor, and hence
changes to the operating conditions and device performance.

These high-field effects are mitigated in the laterally-diffused (LD) MOS
structures developed for power MOSFETs. The use of a lightly-doped n-type
region at the drain end of the gate moves the heavily-doped drain contact
region away from the high field region, and has a number of benefits. The
lightly-doped semiconductor can support a high voltage, enabling the high
RF voltage swing required for a high-power device. The electric field in
saturation at the drain edge of the gate is reduced, thereby reducing the
hot-carrier injection and increasing the gate breakdown voltage.
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1.6.2 Basic Theory of Operation of the GaAs MESFET

The gallium arsenide MESFET is a member of the junction FET family.
In this case, the gate contact is a metal-semiconductor Schottky barrier
junction instead of the more common p-n junction diode that is found in
classical silicon JFETs (in fact, silicon MESFETs can also be made, but so
far have not found a significant commercial application). The gate diode is
normally operated in reverse-bias, using the bias-dependent depletion region
depth to define the channel region between the source and drain contacts. In
reverse bias, there is also very little gate current flow, so the device presents
a high input resistance at DC.

A simple schematic cross-section of the GaAs MESFET structure is shown
in Fig. 1.9. The channel region is formed in a layer of n-type GaAs that
is grown epitaxially onto a semi-insulating GaAs substrate. The electron
mobility in GaAs is much greater than the hole mobility, so only n-channel
MESFETs are practical microwave devices. An undoped GaAs ‘buffer layer’
is often grown between the substrate and the active layer to minimize the
incorporation of defects and unwanted impurities at the lower interface of
the channel. The source and drain contacts are made to highly-doped GaAs
to reduce the contact resistance and the resistance of the semiconductor that
is in series with the channel region. The height of the conducting channel
between the source and drain is determined by the depth of the depletion
region under the gate contact: the voltage on the reverse-biased gate contact
controls the current flow between the drain and source. For a given gate
voltage and channel opening, the device will behave as a (nonlinear) resistor
at low values of drain-source voltage. As the drain voltage is increased, at
some point the drain current becomes independent of any further increase
in the drain voltage, and the MESFET is in saturation. The drain voltage
at the onset of saturation is known as VdsSAT. When sufficient voltage is
applied to the gate to cause the depletion region to reach completely across
the conducting channel to the buffer layer, the flow of current is cut off. The
gate voltage required for this condition is known as the pinch-off voltage,
VPO. Strictly speaking, this definition applies at zero drain voltage, but the
channel can still be pinched-off for non-zero drain voltage, by the application
of a suitable gate voltage.

The transistor action in the GaAs MESFET is in principle the same as
the silicon MOSFET: a change in the channel conductance controlled by
the gate voltage. The difference is that in the MESFET it is the physical
dimension of the channel that is changed, whereas in the MOSFET it is the
channel charge and hence conductivity that is controlled by the applied gate
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Fig. 1.9. Schematic cross-section of a GaAs MESFET.

voltage. The drain current characteristics can be developed from some basic
semiconductor physics. We shall use the channel charge control approach,
for consistency of the analysis with the MOSFET drain current character-
istics derived earlier. The charge Q at a point x in the channel under the
depletion region is given by

Q(x) = qn0WD

(
1 − Ddep(x)

D

)
(1.8)

where D is the total thickness of the active channel, and Ddep is the depletion
layer thickness; n0 is the equilibrium electron density in the active channel.
The depletion region depth is controlled by the reverse bias voltage on the
gate, giving the charge control. The current in the channel can be found by
integrating along the length of the channel from drain to source, and after
some simplifying assumptions [23], yields

ID = G0VP

[
VD

VP
− 2

3

(
VD − VG + φbi

VP

) 3
2

+
2
3

(
φbi − VG

VP

) 3
2

]
(1.9)

where G0 is the open-channel conductance, obtained from eq. 1.8 when the
depletion depth is zero, and φbi is the built-in potential of the Schottky
contact [25]. This relation is only valid up to the point of pinch-off, or
saturation, where VD − VG = VP. In saturation we assume that the drain
current remains essentially constant, independent of any further increase in
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drain voltage. Equation 1.9 can then be simplified to

ID = G0VP

[
VG

VP
+

2
3

(
φbi − VG

VP

) 3
2

+
1
3

]
(1.10)

The drain current characteristics are qualitatively the same as those ob-
tained for the MOSFET earlier, and demonstrate that the charge-control
approach can yield satisfactory results.

In saturation, the MESFET drain current is determined by velocity sat-
uration effects, in a similar manner to the MOSFET. From Fig. 1.9, we can
see that the shape of the depletion region along the channel reflects the lo-
cal gate-to-channel potential in the device. The gate-to-channel voltage is
highest at the drain edge of the gate, and so the depletion region is widest
at this point. The electric field in the channel is highest at the drain edge
of the gate and, consequently, the electron velocity is highest at this point.
The drain voltage at which the channel electrons reach the limiting velocity
therefore defines the onset of saturation in the GaAs MESFET; this is the
saturation voltage.

Increasing the drain voltage beyond the saturation voltage requires that
the channel narrows even more around the drain end of the gate, as the local
channel voltage is higher, and hence the depletion region is deeper. The
point in the channel corresponding to the electrons reaching the saturated
velocity moves towards the source. There is a region of the channel under the
drain end of the gate where the channel height is smaller than the height
at velocity saturation. To maintain current continuity in this region, the
electron density must increase above its equilibrium value, and there is an
accumulation of charge. Beyond the drain edge of the gate, the channel
widens sharply; the electric field here is still above the critical value, so the
electrons continue to travel at their saturated drift velocity in this region,
and to maintain current continuity, the charge density in this region falls
below the equilibrium value: a partial depletion of charge in the channel
occurs. The MESFET in saturation is characterized by a charge dipole at
the drain edge of the gate, and most of the applied drain voltage above
saturation falls across this dipole.

The MESFET suffers from similar high electric field limitations as the
MOSFET, viz, finite output conductance, and gate-drain breakdown effects.
The output conductance arises because as the drain voltage increases, the
point at which the electrons in the channel reach velocity saturation moves
nearer to the source. At this point the channel voltage will be slightly
smaller, the depletion depth smaller, and hence the channel will be slightly
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larger, admitting a higher current density. An increasing channel current
with drain-source voltage in saturation produces a positive slope, that is, a
finite output resistance.

The highest voltage in the MESFET is at the drain edge of the gate, and
this is the usual location for the breakdown. In high power MESFETs, the
region between the gate and drain contacts is made quite wide compared
with typical general-purpose devices, up to several microns, and etched to
a small thickness: this allows a high voltage to be supported without the
creation of high-field domains associated with the Gunn Effect, which can
lead to instability and oscillations [28].

1.6.3 Basic Theory of Operation of the High Electron

Mobility Transistor

The demonstration of high electron mobility in modulation-doped super-
lattice structures, comprising thin alternating layers of n-type AlGaAs and
undoped GaAs, by Dingle et al. [14] in 1978 led to a race to find a commer-
cial device application for this phenomenon. Within about a year, several
laboratories around the world announced a field effect transistor based on a
simplified version of the superlattice: the high electron mobility transistor
(HEMT) using a single heterojunction. The structure and associated elec-
tron energy bands in the channel are shown in Fig. 1.10. The thin electron
charge sheet in the GaAs forms the channel between the source and drain
contacts. The electron density in the charge sheet is controlled by the gate
voltage, which controls the band-bending in the structure and hence charge
density. The electronic band structure of the channel and means of charge
control are very similar to the MOSFET (see Fig. 1.5). The ability of this
structure to control the charge at the heterojunction interface, and hence
produce a current flow parallel to this interface, is a statement of the crys-
talline purity and defect control provided by the MBE semiconductor growth
technique, which was beginning to show its capabilities at this time [29].
Nowadays, virtually all high quality commercial grade heterojunction FETs
are grown exclusively using MBE.

Higher performance HEMT structures were achieved through the syner-
getic development of the MBE technique and an understanding of the elec-
tron transport behaviour in the confined channel. By sandwiching a layer
of very narrow-gap semiconductor between layers of high band-gap mate-
rial, good charge confinement was obtained, and high transconductance and
transition frequency fT were observed. The narrow-gap material, indium
gallium arsenide (InGaAs), has a slightly different crystal lattice constant
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Fig. 1.10. Schematic diagram of AlGaAs–GaAs HEMT structure and its electron
energy-band diagram.

from the GaAs substrate, but for low concentrations of indium in the alloy,
typically 25% or below, the strain in the structure can be accommodated
without generating the crystal defects that would destroy the device perfor-
mance. In fact, the strain is beneficial, as it causes the electron mobility in
the InGaAs layer to increase slightly. This structure is the basis of the pseu-
domorphic HEMT or PHEMT. The schematic structure of the PHEMT and
the associated electron energy-band structure are shown in Fig. 1.11. While
the HEMT has the MOS-like advantage of a confined charge sheet, with its
direct charge control and a well defined threshold of conduction, it also has
the MESFET’s drawback of requiring the drain and source contacts to be
place at some distance from the channel region, introducing an access resis-
tance that lowers the extrinsic gain, increases noise, and dissipates power.
In spite of this, the PHEMT has all but supplanted the GaAs MESFET for
commercial applications, offering lower noise, higher gain, and high power
capability.

Early attempts at modeling the HEMT focused on analytical models of the
charge control mechanism in the channel, for example, [30]. The objective of
these analyses was to establish a simple relationship between the epitaxial
layer structure of the device and the charge confinement in the channel.
The quantum confinement of the charge in the channel, and the difficulty
in expressing this simply in analytical form, led to adoption of numerical
modeling schemes involving self-consistent Poisson and Schrödinger equation
solvers (SPS) to model the charge confinement [31] and also couple this with
the electron transport to yield a full, physically-based model [32].
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Fig. 1.11. Schematic diagram of AlGaAs–InGaAs–GaAs PHEMT structure and its
electron energy-band diagram.

While such models are useful for optimizing the predicted device perfor-
mance by adjusting the epitaxial layer structure, they are not suitable for
circuit design, as they are difficult to implement or embed in the circuit
simulator software, and can take a very long time to converge. Since the
basic principle of operation of the HEMT is the control of the channel charge
by the gate voltage, existing FET compact models can be used, by adjust-
ing various of the model parameters to suit the HEMT. The basic Id–Vds

characteristic of the HEMT is similar to that of the other charge-controlled
field effect transistors, so adapting the hyperbolic tangent model of the GaAs
MESFET is straightforward. The charge model for the HEMT is closer to
that of the MOSFET than the MESFET, and, in principle, some accom-
modation should be made for this, although as we shall see in Chapter 6,
the charge models are rarely implemented in a correct charge-conservative
manner in many of the available compact models.

A further discouragement to developing a simple analytic model for
PHEMTs used as power transistors is the fact that these devices often take
advantage of the parasitic MESFET that exists in the upper barrier layer
to increase the current density. The power capability is related to the cur-
rent and voltage that the device can support, so increasing the current in
this way is a method of increasing the power capability of the HEMT. This
perhaps goes against the grain of the purist, who might try to engineer the
band structure for maximum quantum confinement of the charge, but in a
practical power transistor there are more prosaic concerns.
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From these concerns about quantum confinement, parasitic MESFET,
conservative charge, and so forth, it is no surprise that a model specifically
directed for HEMT circuit design has not been proposed: most HEMT mod-
els are derived from GaAs MESFET measurement-based compact models,
and use similar curve-fitting methods. Further, the development of a com-
pact model for a specific technology can take many man-months, requiring
an in-house modeling team to adapt its model continuously to the develop-
ing technology. Our approach to generating the compact model is somewhat
different from the practice described above. We have chosen to develop a
technology-independent architecture for the compact model, enabling the
model to be used to describe LDMOS and III–V MESFET and PHEMT
power devices for circuit design.

1.6.4 FET Figures of Merit

The figures of merit for a transistor or technology are used as simple in-
dicators of performance and for comparison. They are generally measured
qualities derived from S-parameters and related to a small-signal equivalent
circuit model of the transistor, or features of the Id–Vds characteristics, for
example. Small-signal figures of merit include the transition frequency, fT,
the maximum frequency of oscillation, fmax, and the transconductance or
small-signal gain gm. The figures of merit that can be derived from the DC
characteristics include the maximum breakdown voltage, and the channel
on-resistance. Large-signal figures of merit of the transistor can be mea-
sured using loadpull techniques to determine the power output and gain,
efficiency, distortion behaviour, and so forth, under conditions that repli-
cate the operating conditions of the transistor in a power amplifier.

A generic charge-control FET Id–Vds characteristic is shown in Fig. 1.12,
indicating regions of non-zero output conductance, and gate-drain break-
down current. In Fig. 1.13 we show an intrinsic small-signal model. The
capacitances correspond to the small-signal gate-source and gate-drain ca-
pacitances, found by measurement or by differentiation of the charge ex-
pression, and the transconductance and output conductance are found from
differentiation of the drain current expression with respect to Vgs and Vds,
respectively. The series resistors in the gate-source and gate-drain branches
are included to accommodate the gate charging current paths.

The (intrinsic) transition frequency for the transistor is defined as that
frequency for which the current gain is unity. We can find this by applying
a short circuit to the output of the small-signal model in Fig. 1.13. Ignoring
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Fig. 1.12. The prototype drain current characteristics for a charge-controlled field
effect transistor, showing the ‘linear’ or ‘triode’ region and saturation region.

Fig. 1.13. A simple and generic small-signal model of the field effect transistor

the feedback capacitance, the current gain is

Ai =
gmvgs

Cgs (dvgs/dt)
=

gm

jωCgs
(1.11)

for a sinusoidal excitation; and hence the transition frequency is

fT =
gm

2πCgs
(1.12)

This is a measure of how quickly the transistor can transfer the charge in its
channel onto the gate of another transistor of the same size, acting as the
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load. The HEMT and MOSFET tend to show ‘flatter’ transconductance and
input channel capacitance relationships with the gate voltage, than does the
MESFET, indicating that high fT can be achieved over a wide bias range.

The maximum frequency of oscillation, fmax, is the maximum frequency
that power can be extracted from the device. It is related to unilateral gain
of the transistor, U, through the Y-parameters [33]

U =
|y21|2

4Re (y11) Re (y22)
=
(

fmax

f

)2

(1.13)

and

fmax =
fT

2

√
Rout

Rin
(1.14)

To maximize fmax, a high intrinsic switching speed is needed, as well as a
high output resistance and low input resistance. An estimate of the output
resistance can be found from the slope of the drain current characteristics
in saturation, or from the real part of y22, the output admittance.

In the FETs we have described so far, the drain current saturation is
reached when the electrons in the channel reach the saturated velocity. At
this point the electric field along the channel must be at least the critical
field for the onset of velocity saturation:

Ecrit =
Vi

L
(1.15)

where Vi is the voltage drop along the channel under the gate. The electron
saturated velocity is given by

vsat = µEcrit (1.16)

Hence, the channel voltage at the onset of saturation is

Vi =
vsatL

µ0
(1.17)

By substituting this voltage for the saturation voltage into the MOSFET
or MESFET drain current and gate charge expressions, we can obtain the
following result (derived in Appendix 1.1)

fT =
gm

2πCgs
=

vsat

L
(1.18)

This indicates that a shorter gate-length in a given technology, or choosing a
material technology with high saturation velocity, results in higher frequency
capability.
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The transconductance of the MOSFET in the saturation region is given
by

gm(sat) =
dID

dVG
=

WCoxµs

L
(VG − VT) (1.19)

This ideal equation does not account for the presence of access resistances,
which connect the device terminals to the channel region beneath the gate,
and degrade the measured transconductance through

gm,meas =
gm

1 + gm (Rs + Rg)
(1.20)

The output conductance in saturation for the ideal model is zero – the
drain current is perfectly flat in saturation – but in practice there is a positive
slope to the high-frequency characteristic. The output conductance should
be as low as possible, although this parameter is difficult to control, and is
affected by the temperature of the device. In the ‘linear’ or ‘triode’ region
of the FET, the slope of the drain current characteristic is

g0(linear) =
dID

dVDS
� WCoxµs

L
(VG − VT) (1.21)

Again, the simple expression for MOSFET drain current has been used.
The reciprocal of this is the on-resistance of the transistor, Rds(on). The on-
resistance can be minimized by using a material system with a high carrier
mobility, so III–V FETs have the advantage over MOSFETs in this regard.
Another indicator of high Rds(on) is a large knee voltage, which also limits
the available linear swing of the output voltage in a power amplifier [18].

The large-signal figures of merit for a power transistor include power gain,
saturated power and maximum linear power; drain efficiency; and linearity,
usually measured in terms of intermodulation distortion (IMD), and adja-
cent channel power (ACP) or error vector magnitude (EVM) for digitally-
modulated signals. The maximum power is determined by the maximum
current and voltage swings available. The maximum voltage swing is lim-
ited by the gate-to-drain breakdown voltage, and, as indicated earlier, both
MOSFET and III–V FET technologies use doping and etching techniques
to maximize the breakdown voltage. Gallium nitride heterojunction FETs
have the advantage of being made from a wide band-gap material, which
naturally has a large breakdown voltage; with careful processing methods,
modern LDMOS devices can achieve breakdown voltages in excess of 100 V.

The maximum drain current in III–V FETs depends on the maximum
forward current permissible in the gate Schottky diode; exceeding this value
can have catastrophic consequences. In contrast, LDMOS FETs have an in-
sulating gate dielectric, and can support a very high drain current, although
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other limitations such as the maximum permissible power dissipation in the
device will come into play well before any practical limitation on maximum
drain current.

The power dissipation is also limited by the thermal parameters of the de-
vice and the heatsink. The power density in the die is limited by how much
heat can be conducted away through the die and heatsink. Gallium arsenide
substrates have poor thermal conductivity, and consequently modest power
density, in the context of RF power transistors. Silicon is a better thermal
conductor, and can realize power densities similar to the GaAs FETs de-
spite generally lower gains and worse on-resistance. Gallium nitride devices
have potentially the best power density: silicon carbide substrates have high
thermal conductivity, and devices fabricated on SiC have very high power
density. Gallium nitride FETs built on silicon substrates have a lower power
density, but it is still higher than LDMOS or GaAs FETs, because of the
higher breakdown voltage and also because the saturated velocity of the
electrons in the channel is higher, yielding higher current density.

Power FET efficiency is largely a circuit-controlled phenomenon, but some
device features can have an influence, notably the knee voltage. Through the
knee voltage, the drain efficiency is related to the on-resistance of the FET.
A small knee voltage will allow a greater RF voltage swing for a given drain
bias, and therefore the drain efficiency is improved. LDMOS transistors have
a larger knee voltage than GaAs, and should, therefore, suffer by comparison
in terms of efficiency, though for high-power base-station applications this is
not significant. The reduction in efficiency is particularly noticeable under
low drain bias conditions. The ‘sharper’ knee of GaAs FETs is why these
devices are for used many low-voltage handset PA applications.

The device linearity is a measure of the drive-up gain compression charac-
teristic. This is a reflection of the linearity of the drain current–gate voltage
characteristic, or the transconductance. The HEMT devices are noted for
a relatively broad and flat transconductance over a range of gate voltages,
whereas MESFETs exhibit more of a peak.

The figures of merit can be used with confidence when comparing devices
manufactured using the same technology. More care should be exercised
when using such figures to compare different technologies, such as LDMOS
and GaN HEMTs, for example, as some of the figures may not be realizable
in practice, resulting in some necessary modification to the device technology
that may outweigh the apparent advantage.
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1.6.5 Variation of the FET Physical Parameters

with Temperature

The basic principles of operation of the FETs that have been described so
far have assumed a constant temperature; no explicit variations with tem-
perature of the physical parameters of the transistor have been considered.
As we are concerned with the modeling of power transistors, we can expect
the thermal properties of the semiconductor, the package, and the device
physics to play a role in the transistor’s behaviour under large-signal, high-
power conditions. We need to be aware of how the transistor’s characteristics
vary with temperature, so that these effects can be accommodated in the
compact model.

When measured under controlled, isothermal conditions, the transistor
drain current shows an approximately linear variation with temperature at
a constant drain-source voltage [34,35], which can be expressed as

Id (T ) =
Id0

1 + c (T − T0)
(1.22)

where Id0 is the drain current measured at the reference temperature T0, and
c is the drain current static thermal coefficient. If we now try and relate this
empirical result to the simple drain current expressions outlined earlier, we
can see that there are several material and device parameters that contribute
to this temperature dependence. These parameters include the threshold,
pinch-off and breakdown voltages, the mobility and saturation velocity of
the charge carriers in the channel, changes in oxide thickness due to thermal
expansion, and band-gap changes that affect the band-bending in MOSFETs
and HEMTs. Before proceeding with a detailed analysis, we shall neglect, as
second-order effects, the thermal expansion and band-gap changes, as their
thermal coefficients are very small. This leaves the voltage parameters and
electron transport in the channel as the first-order influences.

The threshold and breakdown voltages have a positive, linear temper-
ature dependence, and the thermal coefficients can be extracted directly
from isothermal drain current measurements over temperature. The elec-
tron mobility in the channel, and the saturation velocity have a more compli-
cated temperature dependence, which is governed by the electron scattering
mechanisms in the channel. The dominant electron scattering mechanisms
include scattering by the ionized dopants in the semiconductor, and the
interaction between the electron momentum and the thermal vibrations of
the semiconductor crystal, known as phonons. These two mechanisms have
temperature coefficients of opposite sign. While the impurity density can
affect the mobility significantly, it is scattering by phonons that dominates
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Fig. 1.14. A comparison between pulsed and DC Id–Vds characteristics, indicating
the reduction in current with temperature. In this case, the increase in temperature
in the transistor is due to self-heating.

the electron transport in the channel at room temperature and above, con-
ditions typical of power amplifier applications. The temperature coefficient
for phonon-limited mobility is negative at these temperatures, and is ap-
proximately –1 in lightly-doped GaAs, –1.5 in lightly-doped silicon, and up
to –2.5 in LDMOS channels [36]. The electron scattering in the channel
also affects the limiting velocity of the electrons. The velocity saturation
is a result of inelastic scattering of the electrons by high energy phonons.
As the temperature increases, the phonon energy increases, and the limiting
velocity decreases.

The decrease in the electron velocity in the channel, due to thermal effects
on the mobility and saturated velocity, can be observed in Fig. 1.14. The
graph is a comparison of Id–Vds characteristics obtained by DC and pulsed
I–V measurements. The measurements made at DC exhibit a noticeable re-
duction in the current in the saturation region, owing to the reduced electron
velocity in the channel of the transistor [37].

Another important transistor parameter that exhibits a significant vari-
ation with temperature is the threshold voltage in LDMOS and GaAs
PHEMT devices, and the pinch-off voltage in MESFETs. Changes in the
Fermi energy-level with temperature reduce the magnitude of the threshold
voltage as temperature increases.
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Fig. 1.15. The pulsed Id–Vgs transfer characteristic measured from different
heatsink temperatures, indicating the zero temperature coefficient (ZTC) point.

We shall examine the drain current characteristics in an LDMOS transis-
tor to illustrate these thermal effects. The simple expression for the satu-
rated drain current in an LDMOS transistor, eq. 1.7 can be expressed in
the following way when temperature dependence of the electron mobility
and threshold voltage are included:

Id = µ(T )Cox(
W

2L
)(Vgs − VT(T ))2 (1.23)

For small values of gate voltage and correspondingly small currents, the
threshold voltage term dominates, and the decrease in threshold voltage
with increasing temperature results in a positive temperature coefficient for
saturation current, that is, the saturation current increases with temper-
ature. For large gate voltages, the negative temperature coefficient of the
mobility term dominates, and the saturation current decreases with temper-
ature. For the special case dubbed the ‘zero-temperature coefficient’ (ZTC)
bias condition, the saturation current does not change with temperature, as
shown in Fig. 1.15. The ZTC point arises from the cancellation of the oppo-
site thermal dependences of the threshold voltage and the electron mobility.
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A large on-resistance, Rds(on), dissipates some of the available output
power from the FET as heat, and hence reduces the potential efficiency.
This self-heating of the transistor gives rise other effects such as:

(i) A higher breakdown voltage, because the impact ionization rate de-
creases with temperature;

(ii) A reduced mean time before failure (MTBF), as physical effects such
as diffusion and chemical reaction rates tend to increase with tem-
perature; and

(iii) The possibility of burn-out, which may be assisted by large RF volt-
ages.

The extrinsic parameters in the transistor can also change their proper-
ties with temperature. In particular, the extrinsic resistances have a linear,
positive temperature coefficient of resistance in the temperature range of in-
terest. This means that at higher temperatures, a slightly higher proportion
of the applied terminal voltage will be dropped across these components,
thereby reducing the drain current further.

It is critical that the FET model incorporates the temperature dependence
of the device electrical characteristics, in order to describe accurately the
electrical behaviors that result from the self-heating, the most obvious being
a reduction in the RF output power.

Because LDMOS devices do not experience frequency-dispersive effects,
pulsed I–V measurements can be used to produce isothermal Id–Vds data, by
changing only the base-plate temperature. After the drain current charac-
teristics curves have been collected at several temperatures (typically 25◦C,
75◦C, 125◦C, and 175◦C ), the temperature-mapping equations for each of
the temperature-varying electrical parameters can be developed, either by
optimizing algorithms or by direct extraction of the model parameters at
each of the measured heatsink temperatures.

1.7 Packages

High-power RF and microwave semiconductor transistors are generally en-
closed in air-cavity or over-molded plastic packages. These packages protect
the internal circuitry from the external environment, and they aid in the
removal of heat generated by the active area of the transistor. In addition,
these packages also serve as components of the low-loss matching network
used to transform the impedance of the transistor to a higher value at the
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Fig. 1.16. Photographs of packages used within cellular base-stations. Several ex-
amples of air-cavity and over-molded plastic packages are shown on the left and
right halves of the figure (courtesy of Freescale Semiconductor Inc.).

edge of the package. Transistors used for wireless infrastructure applica-
tions generate some of the largest heat fluxes amongst all semiconductor de-
vices and must be carefully designed [38]. Stringent electrical and thermal-
mechanical design practices are required to ensure the package does not
degrade the electrical performance of the transistor and to enable the dissi-
pation of the substantial heat-flux [39].

The design and use of packages for high-power semiconductor transistors
has been primarily driven by the dominant transistor technology of the era.
Throughout the evolution of the transistor, air-cavity metal-ceramic pack-
ages have been widely employed for GaAs, silicon bipolar, VDMOS, and
LDMOS technologies.

As previously mentioned, bipolar and VDMOS transistors require connec-
tions to the back side of the die; this significantly complicates the packaging
because insulating ceramics needed to be placed between the transistor and
the package flange; unfortunately these materials were often toxic and expen-
sive. Rows of vias within the ceramic permitted connections to the package
flange, for electrical contact.

With the advent of LDMOS transistors constructed on high-conductivity
silicon and GaAs transistors, employing through vias, the insulating ceram-
ics were removed because the source contact of the FETs could be bonded
directly to the package flange. This eliminated the requirement for a back-
side connection and since the sources were already attached to the flange,
no grounding wires were necessary in common collector (BJT) or common
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source (FET) configurations. Additionally, the thermal conductivity of the
heatsink increased with the removal of the ceramic insulator. Even with
these simplifications to the air-cavity package design and construction, they
remain the most expensive component of an assembled power transistor.
They are also difficult to manufacture and complicated to use in high-volume
power amplifier manufacturing lines. Since the power transistor is one of the
most expensive components in the RF power amplifier of a base-station, the
metal-ceramic package is often the target for cost reduction.

Until recently, the majority of all packages were air-cavity metal-ceramic
packages. With the adoption of the LDMOS and its common source configu-
ration, the use of plastic packaging, which is widely employed in automotive
and industrial applications, was very appealing. The plastic packaging in
use at the time was restricted to low frequency and lower temperature appli-
cations. Since the 1990s, research has been conducted in the development
of new low-loss dielectric compounds able to work at RF frequencies and
withstand the high junction temperatures of the transistors. This has cul-
minated in the development of a high-frequency plastic packaging technology
suitable for use in high-volume RF power transistor manufacturing with sig-
nificant cost benefits compared with conventional metal-ceramic packaging.
Research and development continues for cost reduction initiatives in the face
of the continuing pressure to reduce the overall costs of the packaged power
transistor.

Photographs of typical air-cavity and over-molded plastic packages are
shown in Fig. 1.16. The internal components of the transistor within the air-
cavity package are not encapsulated while those of the plastic package have
been encapsulated, or over-molded, by the plastic material. The leads of each
package are separated from the flange by either the ceramic or the plastic
dielectrics as illustrated in Figs. 1.17(a) and 1.17(b). The majority of high-
power transistor packages generally have two or four leads, although new
multi-stage high-power RFICs, incorporating higher functionality, require
more leads, as shown in Fig. 1.16. The packages are designed for the leads
to rest on top of the microstrip transmission lines on the PCB. The back
side of the flange contacts the heatsink of the power amplifier forming a
conductive electrical connection to the bottom conductor of the microstrip
and a conductive thermal connection to the heatsink, which enables heat
to flow away from the packaged transistor. Alternatively, the leads of the
packages may be bent such that the package is surface-mountable. In this
case, vias through the PCB contact the package flange provide for thermal
transfer and electrical grounding, and the bent leads contact the metal bond-
pads on top of the the board.
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(a) (b)

Fig. 1.17. Illustrations of typical packages showing their constituent components.
Shown in (a) is a metal-ceramic air-cavity package and in (b) an over-molded plastic
package.

The construction of both air-cavity and over-molded plastic packages is
presented through exploded views outlining the internal package details as
shown in Fig. 1.17. The air-cavity metal-ceramic package, shown in Fig.
1.17(a) consists of a metal flange, ceramic window-frame, gate and drain
leads, and ceramic lid. The leads are attached to the ceramic window-frame,
forming a short microstrip transmission line with the flange. A ceramic lid
is attached using epoxy to seal the package. The gate and drain leads are
manufactured from a nickel-iron alloy (‘Alloy-42’) and then gold plated.
The flanges are constructed from proprietary copper-tungsten (CuW) or
copper laminates designed for optimal thermal transfer and to minimize the
stresses generated between the die and flange that arise from differences in
the coefficients of thermal expansion.

Over-molded packages are similarly constructed as illustrated in Fig.
1.17(b), with the flange and package leads made from high-grade copper.
The over-molded plastic provides mechanical rigidity and environmental pro-
tection. Notable differences in the design of the flange and lead-frame are
the incorporation of the mold-locks. These are features incorporated into
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the flange and lead-frame material to enhance the adhesion of the mold com-
pound to the copper surfaces, as indicated in Fig. 1.17(b). Various types of
locks, such as through-holes, surface, and edge features are used to ensure
that plastic delamination does not occur [38].

New hybrid approaches to packages, which combine air-cavity with plas-
tic window-frames and lids, have been developed recently. These packages
resemble the air-cavity package illustrated in Fig. 1.17(a). The air-cavity
plastic package has lower component costs, by replacing the window-frame
and lid with plastic, but the flange costs and mechanical assembly are basi-
cally unchanged, resulting in a product that is marginally cheaper to build,
and offers similar performance as ceramic air-cavity packages. It does not
match the huge strides in cost reduction benefits provided by over-molded
plastic packages.

1.7.1 Key Aspects of Manufacturing a Packaged Transistor

The basic manufacturing steps required to assemble a transistor are generally
the same regardless of the package type. Each transistor typically consists of
transistor dies, pre- and post-matching capacitors, and arrays of bondwires.
The first step in manufacturing is to attach the die to the package flange.

Achieving a uniform die attachment is very important for thermal man-
agement of high-power transistors, as the package flange is the main path for
the heat-flux to be removed from the transistor. Any area beneath the die
that has not been electrically connected to the flange is commonly referred
to as a void. Since the void is a region of very low thermal conductivity, it
results in an overall increase in the thermal resistance of the die-to-package
interface. The impact of voids is magnified for RFIC applications where the
heat generating areas of the die are much smaller compared with the total
die area. A void beneath one of the smaller transistors can seriously degrade
the amplifier performance.

The quality of a die-attach can be assessed through the use of acous-
tic micro-imaging, where a focused beam of ultra-high frequency pulses is
scanned over the back side of the package flange [40]. As the pulses of ul-
trasonic energy travel though the flange they reflect at material interfaces,
in a manner analogous to the operation of a radar system. Ultrasound will
not pass through air spaces caused by delamination, cracks, or voids present
in the sample. The return time of the pulse is a function of the distance
from the interface to the transducer. By selecting different return times the
interfaces at different depths can be examined and a picture or the intensity
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(a) (b)

Fig. 1.18. Images from a scanning acoustic microscope, illustrating a poor die-
attach with voiding (light spots) beneath the die in (a). An example of a good
die-attach is shown in (b). Note the uniformity and lack of voids.

of the reflected energy is plotted as the acoustic source is scanned over the
sample.

Examples of a poor- and good-quality die-attach are provided in Fig. 1.18.
The light spots in Fig. 1.18(a) indicate large voids beneath the die. These
voids will increase the thermal resistance of the die and limit the performance
of the transistor. An example of an acceptable die-attach is provided in Fig.
1.18(b). Notice the lack of voids and the rectangular shape of the die-attach
layer.

Once the transistor and matching capacitors have been attached to the
flange, the package, capacitors, and die are connected together by bondwires,
in an automated process. Bondwires are the most common inductive match-
ing element within packaged high-power transistors. They are available in
several diameters, ranging from 1 mil to 2.4 mil, and in various metals, in-
cluding gold and aluminium alloys, for low resistance and high-temperature
capability.

The inductance of the bondwire arrays within the package is controlled
by: the number of wires; the three-dimensional profile; the spacing between
adjacent wires (and arrays); and the wire diameter. These are all adjustable
design parameters. Repeatability and controllability of these parameters are
crucial to the production of transistors with tight performance distributions.
At high frequencies, even small variations can have a serious effect on the
performance of the device, and so the maintenance of tight mechanical and
assembly tolerances is critical.

The other component in the in-package matching network is the MOS
capacitor. The value of the capacitance is defined by the thickness of the
silicon dioxide dielectric layer, its dielectric constant, and the size of the
metal plate. The bottom plate of the capacitor is a heavily-doped bulk
silicon substrate.



44 RF and Microwave Power Transistors

For plastic-encapsulated devices, the last manufacturing step is to over-
mold the assembly with a plastic compound. In the case of air-cavity com-
ponents, a ceramic or plastic lid is bonded to the flange and window-frame
with epoxy to seal the transistor package.

1.8 Trends and Future Directions

To predict trends and the future directions of technology is always a difficult
proposition. The rate of change of the RF and microwave semiconductor
industry over the last couple of decades has been phenomenal, and there
are no signs that technological innovation in the field will slow down in the
future. Therefore, as engineers we need to understand how the proposed
solutions to today’s modeling problems will work on tomorrow’s challenges.

A clear trend observed over the last decade is the constant upward mo-
bility of the spectrum allocated for communication systems. Based on this
observation, the modeling engineer needs to be prepared to face the chal-
lenge of higher power levels at higher frequencies. With this trend, the
importance of coupled circuit-level and electromagnetic simulation will in-
crease, to enable higher levels of simulation accuracy as distributed effects
become more important at higher frequencies.

The persistence of Moore’s law means that the circuits themselves are
becoming more complex, with multi-stage integrated power amplifiers be-
coming more common, and including extra functionality such as thermal
tracking and bias control. The transistor models must then be scalable and
operate accurately over a range of dynamic bias conditions. The packaging
requirements must follow the circuit complexity, and multi-lead packages
are required to provide the DC, RF connections and other functions such as
feedback or power control. The complexity of the package structure requires
detailed electromagnetic simulation, coupled with the circuit and thermal
simulations.

An important trend that will affect the modeling engineer’s outlook is the
blurring of the lines between traditional RF and microwave circuit design
and system-level design, which typically involves aspects of digital signal pro-
cessing. The modeling engineer needs to become more knowledgeable of sys-
tem aspects, as his interaction with the system and circuit designers is likely
to increase. To satisfy the simulation needs of a coupled circuit-level and
system-level design approach, the transistor-level models and the transistor-
or circuit-level behavioural models will need to converge seamlessly with one
another. As computer processing power and advances in simulation technol-
ogy continue to increase, we envision a time in which circuit-level simulations
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of the whole system being driven by digitally-modulated signals will be pos-
sible with simulation times that are comparable with today’s circuit-level
simulation times.

Historically, in the design of the high-power RF transistor, the thermal
and electrical parts of the design activity have been decoupled. To extract
the best performance from the device, the thermal and electrical designs
must be combined to obtain the best compromise between the design objec-
tives. This goal can only be accomplished through the use of coupled thermal
and electrical simulations, including electromagnetic interactions, in the de-
sign of the packaged transistors and integrated circuits. In this book we will
present modeling approaches that combine electrical and thermal compact
models into a single electro-thermal model of a transistor that can be used
to predict dynamic electro-thermal behaviour, which is a necessary first step
toward the goal of a coupled electro-thermal simulation environment. A fur-
ther extension of this approach is to couple electrical (electromagnetic) and
thermal models with a physical simulation of the electronic processes within
the semiconductor device, to achieve a self-consistent model at a physical
level [41]. Currently, while such simulations can provide invaluable insight
into the physical design of the transistor, they are very slow. As computer
processing power increases, and the development of fast algorithms to solve
the difference-equation matrices progresses, such modeling approaches may
become more commonplace in the design of the transistor itself. For the
circuit design using this component, the compact model will still be the
primary choice.

A complementary point of convergence is the use of compact model tech-
niques with ‘Technology CAD’ (TCAD) approaches to the design of semi-
conductor devices based on large signal figures of merit. This capability has
already been demonstrated [42], and we see an acceleration of this practice
as the complexity of the designs continues to increase.

On the model implementation and verification front, we envisage that the
adoption of an open architecture in the CAD tools will bring a much higher
level of model portability. This will be a benefit for modeling organizations
that need to support multiple CAD packages from different vendors, in terms
of the simplification of the model implementation.

The technology-independent modeling approach that we are presenting
in this book is be able to accommodate new FET device, structure, and
technology trends, provided the physics of operation of the device does not
change significantly.
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Appendix 1.1 – Derivation of fT in the MESFET

To allow a simple analysis of the saturation behaviour under high electric
field conditions, we shall consider that the channel current for a given gate
and drain bias is limited by the minimum channel height, that is, the height
of the channel at the drain edge of the gate. This corresponds to the deple-
tion depth at that point. The channel current is

Ichannel = GchannelVi

= G0

(
1 − Ddep

D

)
Vi

(1.24)

where Ddep is the depletion layer depth at the drain edge of the gate, where
it is largest, and Vi is the voltage drop in the channel along the length of
the gate, in the x -direction.

At the onset of saturation, the electric field in the channel is the critical
field

Ecrit =
Vi

L
(1.25)

and the electron saturated velocity is given by

vsat = µ0Ecrit (1.26)

Hence, the channel voltage at the onset of saturation is

Vi =
vsatL

µ0
(1.27)

The (intrinsic) transconductance can then be determined from the derivative
of the channel current with respect to the gate voltage

Gm =
dIchannel

dVG

∣∣∣∣
Vi=constant

= −G0

D

vsatL

µ

dDdep

dVG

=
√

qn0εGaAs

2
1

(φbi − VG)1/2
vsatW

(1.28)

where φbi is the built-in potential of the Schottky gate metal-semiconductor
contact, and εGaAs is the permittivity of the GaAs channel.

The input capacitance of the MESFET is approximately equal to the
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derivative of the charge in the depletion region under the gate, with respect
to the gate voltage. The charge in the depletion region is

Qdep =

Ddep∫
0

qn(z)dz

≈ WLqn0Ddep

(1.29)

approximating the true shape of the depletion region by a box. The input
capacitance is then given by

Cin =
dQdep

dVG

∣∣∣∣
Vi=constant

= qn0WL
dDdep

dVG

=
√

qn0εGaAs

2
1

(φbi − VG)1/2
WL

(1.30)

Hence, the transition frequency is

fT =
gm

2πCgs
=

vsat

L
(1.31)
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2

An Introduction to the Compact Modeling of
High-Power FETs

2.1 Introduction

In this chapter we set the stage for the detailed discussion of the model
analysis, extraction and construction choices that are described in subse-
quent chapters. So far, we have presented a background outlining how field
effect transistors (FETs) have been developed for and used in RF and mi-
crowave power amplifiers. This has covered a high level introduction to how
the FET-based transistors are structured and fabricated, in both silicon
LDMOS and III–V semiconductor technologies, and an outline of how these
field-effect transistors operate electrically. With this background in place,
we can now discuss in greater detail some of the modeling issues that need
to be considered carefully in order to construct an accurate transistor model
that can be used in the design of RF power amplifiers.

Our aim is to build models for the transistors that can be used in circuit
simulators for the design of power amplifiers and power amplifier integrated
circuits. These models are known as compact models. To achieve this ob-
jective, the models must be able to reproduce with acceptable fidelity the
measured electrical and thermal properties of the transistors, and to simu-
late them quickly, with robust convergence.

Another common modeling objective is to be able to inform the physical
device design: in other words indicate which of the material and structural
properties of a given transistor affect its electrical performance. The accu-
racy with which any model can achieve this depends on the level of abstrac-
tion of the model in the first place. As this aspect is not always appreciated,
we shall discuss here some different modeling approaches, commonly found
in the literature. We shall refer to Fig. 2.1, which describes a hierarchy of
modeling approaches.
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Finally, we shall discuss ‘memory effects.’ This term has become popular
recently as a means of describing well known electrical phenomena such
as frequency response and hysteresis, as well as nonlinear effects such as
intermodulation distortions that appear out-of-band. This latter can be a
particular problem for power amplifiers: even-order distortion mechanisms
generate products at the baseband frequency. This low frequency energy can
affect the DC bias of the transistor – observed as self-biasing – and alter the
gain and other properties of the transistor and amplifier. As this happens
at a timescale that is much longer than the RF period, the term memory is
coined to describe it. Clearly, this is a real physical phenomenon that must
be captured in a successful model of a power transistor. We shall outline in
more detail how memory effects arise and can be measured, and hence how
we can construct our model to accommodate this behaviour.

2.2 Physical Modeling

The ‘physics of operation’ of a given transistor are best described using a
physical model simulation, in which the geometry, topography, and the ma-
terial properties of the semiconductors, metals, and insulators that form the
transistor are captured in the model description in the simulator. In physical
modeling, the nonlinear partial differential equations (PDEs) that describe
charge distribution, charge transport, current continuity, and so forth, in
the transistor structure are solved in the simulator. As the transistor ge-
ometries become smaller, quantum-mechanical (QM) effects also need to be
incorporated into this solution. In the simulation, the transistor geometry is
discretized in two or three dimensions, and the solution of the PDEs and QM
equations is performed for each cell or node in the structure. This requires
complex solution techniques to be used, such as finite-difference [1, 2] and
finite-element methods [3, 4]. These numerical methods are also found in
commercial software for physical transistor modeling, for example: ISE [5]
and Silvaco [6]. This class of device modeling is also known as ‘TCAD’ –
Technology CAD.

Despite the many recent mathematical developments in the solution
techniques for large systems of nonlinear PDEs, such as parallelization of
the problem, using harmonic balance methods instead of traditional time-
stepping [7], or modern advanced matrix mathematics [8], and the advances
in computer technology such as increases in processor speed and available
memory, this is still a huge problem to solve. The solution of these nonlinear
PDEs takes a long time, and the accuracy of the solution depends on how
well the physical properties and dimensions of the device are estimated,
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on the approximations used in the fundamental semiconductor equations,
and on the numerical techniques applied in the solution of the system of
equations.

This means that physical modeling is generally unsuitable for circuit de-
sign. However, these modeling techniques have been applied successfully to
the technology development cycle for new generations of transistors. Phys-
ical model simulations can be used to generate DC I–V characteristics and
bias-dependent S-parameter data directly from the simulation. These data
can then be used to assess how the physical and geometrical design of the
transistor need to be adjusted to improve the device RF performance. Even
‘computational loadpull’ simulations can be performed using the physical
device model loaded by a tunable impedance [9] to assess the large signal
performance of the transistor design and technology, and to inform the de-
vice designers of how the nuances in the physical structure of the transistor
can influence the RF behaviour. Such TCAD simulations are performed at
huge computational cost, though it could be argued that this is time bet-
ter spent, in terms of economy and resources, than building up an array
of process lot variations and measuring the electrical performance of each
transistor.

A further development of the physical modeling approach is known as
global modeling. Here, the physical model simulation describing the semi-
conductor equations and device geometry is coupled with a thermal model
describing the heat transfer in the transistor, and an electromagnetic simu-
lation of the device geometry, metallizations, and substrate [10]. This brings
all of the physical principles of operation of the device together in one simu-
lation. Such an approach can provide valuable feedback to the device design
team, especially for the physically large structures typical of RF power tran-
sistors. For example, the thermal distribution in the transistor under RF
drive can be understood and related to the metallization, feeding structures
and manifolds, and device structural features such as source-to-drain spac-
ing. Global modeling enables the complete design space of the transistor
to be investigated to arrive at the optimal semiconductor and structural
arrangement to meet a given design brief.

2.3 Compact Models

While physical modeling provides a viable route for detailed device design
and technology development and optimization, it is generally impractical
for circuit design. Aside from the computational overhead involved, it is
usually expected that the transistor or integrated circuit (IC) process has
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been determined (‘frozen’) by the time circuit design begins, and therefore
we can devise a more appropriate model that can be used in the circuit
simulator for the design of the IC or discrete transistor product. Such models
generally fall under the rubric compact, and these models are the main focus
in this book. In fact, in many new device technology developments, compact
models can be created from the physical model simulations, and hence the
circuit or IC design can begin well before the process is finally frozen. The
compact models can be updated as the technology develops, so that the
circuit design is always in step with the latest technology improvements,
enabling a much reduced new product introduction cycle. The question
remains, what should these compact models look like?

2.3.1 Measurement-Based Equivalent Circuit Models

Generally, compact models are ‘equivalent circuit’ representations of the
transistor. The electrical measurements that are performed during the char-
acterization of the transistor can be mapped directly onto a network of
circuit components to mimic this electrical behaviour. The values of the
equivalent circuit parameters are extracted directly from the DC I–V and
S-parameter measurements [11]. For example, at a given DC bias point and
RF frequency, we can measure the S-parameters, which can then be readily
converted into generalized two-port Y-parameters using standard conver-
sion relationships. After de-embedding the extrinsic components, this yields
an equivalent circuit containing conductance and susceptance components
that can be readily incorporated into the circuit simulator. An example is
shown in Fig. 2.2, where the admittance elements in the gate-source and
gate-drain branches were transformed into series R–C networks. The values
of the equivalent circuit components should, generally speaking, be indepen-
dent of frequency.

This approach works well for small-signal models; the extraction of the
equivalent circuit parameter values can be carried out over a range of bias
voltages (Vgs, Vds), and the values can be stored in a table indexed by
the bias, using interpolation to find the required component values for the
given bias voltages, to produce a bias-dependent linear transistor model [12].
The equivalent circuit parameter values can be fitted with parameterized
functions of the bias voltages, and the model extraction consists of finding
these function parameters for each of the circuit elements in the model.
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Large-signal models can also be implemented in the simulator using equiv-
alent circuit components, but now the component parameter values are de-
pendent on the large-signal voltages. The example circuit topology shown
in Fig. 2.3 is the Motorola electro-thermal (MET) model [13].

Fig. 2.2. Small-signal equivalent circuit model of the intrinsic transistor; this model
is derived from Y-parameters, with some admittance-to-impedance transformation
in the gate-source and gate-drain branches.

For a compact model that can be used for small- and large-signal applica-
tions, the functional dependences of the equivalent circuit parameter values
on the instantaneous terminal voltages are required. We cannot simply use
the DC bias voltages as indices and expect the dynamic behaviour of the
transistor to be predicted correctly. The small-signal model is a represen-
tation of the first moment of the Taylor series expansion of the terminal
admittances about the DC bias point, that is, the slopes defined by the
infinitesimal voltage swings around the quiescent condition. In the large-
signal model, we need to include the responses to large excursions of the
terminal voltages. This can be done by integrating the voltage-dependent
admittances over the voltage space, subject to some fundamental physical
constraints. The construction of such a large-signal compact model is de-
scribed in detail in Chapter 6.

We can then apply mathematical function fitting techniques to these de-
rived large-signal equivalent circuit parameters, to obtain a nonlinear func-
tional description for the large-signal model, as outlined in Chapter 7. An
example of this mathematical function-fitting approach is the description of
the FET Id–Vds characteristics using a hyperbolic tangent (tanh(x)) curve.
The hyperbolic tangent itself has no physical meaning in the context of
FET operation, but describes the basic shape of the curve from quasi-linear
through saturation regions reasonably well. This function is used in sev-
eral examples of FET compact models [13–16] and is generally modified
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Fig. 2.3. An example of a large-signal equivalent circuit (compact) model, from
Ref [13]. © 1999 IEEE. Reprinted with permission.

with other parameters to describe the sharpness of the ‘knee’ region, output
conductance, and so forth.

Instead of fitting these derived parameters with some function approxima-
tion, we can simply store them in table form, indexed by the instantaneous
terminal voltages (Vgs(t), Vds(t)) [17], to produce a ‘table model’.

2.3.2 Physically-Based Equivalent Circuit Models

The main alternative to the measurement-based approach to compact mod-
eling, described above, is a physically-based approach in which the fun-
damental device physics is used as a basis for a set of ‘phenomenological’
equations that describe the terminal behaviour of the transistor in terms of
macroscopic physical qualities or parameters, such as the thickness of the ac-
tive semiconductor layer, gate length, active layer doping, electron mobility,
gate oxide thickness, and so forth. We have outlined the physical structure
and principles of operation of the FET in Chapter 1, and these equations can
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Fig. 2.4. Two-zone electron velocity versus electric field relationship used in
physically-based models for short gate-length FETs.

be used as the basis of a model to describe the terminal electrical behaviour
of the device: this is a physically-based compact model.

In physically-based compact models, significant simplifications are usually
made to the real underlying physics of the FET device operation, in order to
construct a model that can run quickly enough in the circuit simulator to be
of use in circuit design. Classic examples of such an approach are found in
Shockley’s original drain current model of the silicon JFET [18], and in the
extension of this for MESFETs by Pucel [19], in which the electron velocity
saturation is modeled by a two-zone velocity field relationship, shown in
Fig. 2.4; similar long-channel and velocity saturation models exist for MOS-
FETs [20]. In these models the transistor I–V characteristics are calculated
using the phenomenological equations. Thus, the influence of the material
and device parameters on the terminal I–V characteristics can, in principle,
be determined. In a similar manner, the gate current and depletion capaci-
tances associated with the Schottky gate contact in MESFETs and HEMTs
are often modeled using simple one-dimensional expressions for the rectifying
diode. As we shall see in Chapter 6, this simple one-dimensional description
of the charge storage as a two-terminal capacitance neglects charge conser-
vation principles and results in an incorrect description of the bias-voltage
dependence of the measured FET capacitances.

In contrast, physically-based compact models for bipolar transistors are
relatively straightforward: their basic physics of operation can be described
by back-to-back diodes and controlled current sources found in Ebers–Moll
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and Gummel–Poon models. These models are implemented in simulators
and can be used successfully in circuit design. Extensions of these basic
models to accommodate second-order effects and transport effects in III–V
semiconductor heterojunction bipolar transistors (HBT) have been made,
resulting in the VBIC model for silicon-based transistors [21], and the Agi-
lentHBT model for III–V HBTs [22].

For any given FET transistor device, we will need to perform measure-
ments to determine the values of the parameters that are used in the equa-
tions describing the device physics. This process is known as parameter or
model extraction. To extract the parameters for a physically-based compact
model, we will generally measure the I–V and C–V or S-parameters of the
transistor, and fit the simplified equations by adjusting the parameters in
these equations. The curve-fitting is often done automatically in a modeling
tool such as Agilent-EEsof IC-CAP™. As we try to improve the model by
accounting for higher-order physical phenomena into the equations, we cre-
ate more parameters that need to be extracted from the measurements. We
therefore need to make more measurements to illuminate these higher-order
effects. The higher-order parameters are usually determined after the first-
order model is created, often by using optimization methods. This can lead
to a complicated measurement and extraction procedure, and result in a
large number of parameters to describe fully the operation of the transistor.
An example of this approach is the BSIM MOSFET model [23], with the
‘level 4’ model containing around four hundred extractable parameters to
describe the detailed physics of short-gate MOSFET operation. Even the
BJT/HBT physically-based compact models contain many parameters – the
AgilentHBT model uses about one hundred extractable parameters.

There are several potential problems with a model that comprises a large
number of model parameters. The parameter extraction process generally
takes a long time, and can be open to interpretation by the modeler. It may
also be difficult to know which parameters are the most important and that
should be determined accurately for a given device application.

Before we leave this discussion of compact or equivalent circuit models, it
is worth pointing out that it is common to try and place physical meanings
and origins on the circuit elements in the model. The presumed physical
origins of the components of the MESFET equivalent circuit model of Fig.
2.2 are illustrated in Fig. 2.5. The extrinsic or parasitic elements have also
been included. While this can be useful in relating circuit performance to de-
vice design, it should be remembered that these circuit elements are derived
from two-port small-signal measurements, and not from a physically-based
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Fig. 2.5. Physical origins of the components of the equivalent circuit model of a
MESFET shown in Fig. 2.2 based on [24]. © 1976 IEEE. Reprinted with permis-
sion.

model. This can lead to some confusion between small-signal and large-
signal model parameters. For instance, the elements Rgs and Rgd (often
called Ri and Rj, respectively) are often described as providing a ‘charging
path’ with resulting characteristic time constants for the capacitances Cgs

and Cgd, whereas they are simply small-signal component values determined
from a measurement. Further, there is the often irresistible temptation to
ascribe poor circuit performance to specific physical properties, leading to
‘tweaking’ of individual equivalent circuit component values to demonstrate
this behaviour without paying any attention to how these element values
depend on each other in the complete model.

2.3.3 Behavioural Models

As noted in the introduction, and illustrated in Fig. 2.1, we tend to re-
serve the label behavioural model for those modeling approaches that use a
mathematical function or mapping to relate the measured output to input
data. Behavioural models are generally used at higher levels of abstraction
in the overall circuit or system design [25]. We have also noted that we often
use curve-fitting of the voltage dependences for some of the elements in the
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Fig. 2.6. Simple two-port representation that we adopt for the large-signal FET
model.

equivalent circuit models, rather than try and estimate the true physical
relationship. Although this appears to be a behavioural approach, we prefer
to categorize these models as compact models.

2.3.4 Our Modeling Approach

We shall focus on creating compact models of RF power transistors. These
models will be designed to preserve the dynamics of the transistor, while be-
ing simple to develop and extract. We adopt a two-port structure to describe
the intrinsic part of the transistor under large-signal conditions, as shown
in Fig. 2.6. The model consists of controlled current and charge sources
that are each dependent on the instantaneous voltages Vgs and Vds applied
to the transistor (intrinsic) terminals. These current and charge source
functions are determined from pulsed bias-dependent S-parameter measure-
ments, as described in Chapter 3. The data is transformed, preserving the
device dynamics, and is then fitted in the two-dimensional Vgs–Vds space us-
ing appropriate mathematical functions. The model structure will preserve
small-signal to large-signal consistency. The details of the construction of
this large-signal, nonlinear model are presented in Chapter 6.

2.4 Memory Effects

The expression memory effects has become increasingly common currency
in the discussion of the nonlinear behaviour of RF power amplifiers. Indeed,
it has become something of a catch-all phrase to describe any of the distor-
tions arising from the nonlinearities inherent in the active device – the RF
power transistor. In the context of nonlinear systems the term ‘memory’
was proposed by Chua [26], to describe the influence on the output of a
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system at a time t of the input signal(s) not only at time t, but also span-
ning a finite history of the input signal, to some time in the past, t–τ . This
is known as a fading memory, as the influence of the input signals deep in
the past fades to zero. Essentially, by memory effects we are describing the
dynamical behaviour of the device or system, such dynamics usually being
associated with either charge storage or hysteretic phenomena that occur
over a wide range of timescales. By this we mean capacitive or inductive
behaviour with characteristic times that are generally either of the same
timescale as the signal frequency – short-term memory – or at much slower
rates – long-term memory. From a modeling point of view, it is important
that we are able to identify the causes of memory effects in the RF power
transistor, and then describe them in our model of the device.

When we talk of memory effects in RF power amplifiers, we can identify
four major sources; these are shown in Fig. 2.7. We can see that the causes
of memory fall into two main categories: those inherent in the transistor
itself, and those associated with the external circuitry necessary for the
transistor to function. Initially we may be tempted to ignore the external
causes, those due to the bias and perhaps any matching circuitry inside the
package as being the responsibility of the circuit designer. But to do so
would require us to ignore how our transistor model works in the circuit,
which is a major validation of the model itself. In particular, we would miss
the interaction between the long-term memory effects and the short-term
(RF) response, which can only occur through a correct description of the
nonlinear behaviour in our transistor model. We shall now outline the major
sources of memory effects in the nonlinear device or system, and describe
how we might accommodate them in the model of the RF power transistor.

2.4.1 Short-Term Memory Effects

The high frequency dynamics of the transistor are determined by the reac-
tances associated with the transistor. In the usual description of a transistor
model, these reactances comprise the capacitances and inductances associ-
ated with the extrinsic or parasitic elements of the transistor model, and also
the charge storage within the transistor’s active region, the intrinsic part of
the model. The extrinsic components are usually considered to be linear
elements, independent of bias, described simply by dv/dt and di/dt expres-
sions for the capacitors and inductors, respectively. The intrinsic charge
storage behaviour is usually nonlinear, dependent upon the instantaneous
voltage or current, and so the dynamic behaviour will change with bias or
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Fig. 2.7. Origins of short-term and long-term memory effects in a transistor circuit
(adapted from [27]).

drive signal. When linearized, these nonlinear charge storage components
can be described by capacitances in the equivalent circuit representation.
For small-signal characterization, the short-term memory effects are simply
the frequency response of the transistor. We note that the frequency re-
sponse is bias-dependent, which requires that the capacitances describing
the linearized charge storage behaviour in the transistor are also bias de-
pendent: this is a bias-dependent linear transistor model, described in more
detail in Chapter 6.

Under large-signal conditions, the voltage- or current-dependence of the
charge storage functions becomes important. The changing dynamical be-
haviour with signal drive is manifest in measured quantities such as AM-
to-AM (gain compression) and AM-to-PM (phase transfer characteristic) of
the transistor, and hence the amplifier or system as a whole. The phase
transfer characteristic is usually defined as the change in phase of the S21

of the transistor from its small-signal value as the signal drive is increased.
The AM-to-PM effects are essentially the nonlinear behaviour that is often
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referred to as short-term memory effects. As an illustration, the impact of
AM-to-PM on the two-tone response of a transistor in a power amplifier
circuit is analyzed elegantly by [28], who shows that a nonlinear phase re-
sponse will result in extra components at the intermodulation frequencies
that will add in a vector sense to the traditional AM-to-AM IM3 compo-
nents, but with different phase. The phase of the AM-to-PM IM3 compo-
nents is signal-dependent, generally resulting in an IM3 response that does
not change uniformly with signal drive.

At a system or power amplifier level of description, the matching networks
are also a source of short-term memory effects. The matching networks
are built from reactive components – chip capacitors and inductors – or
transmission lines. These all have obvious frequency dependence and hence
contribute to the short-term dynamics. A less obvious effect is a result of
the interaction between the transistor and the matching circuit. The output
matching network in a power amplifier is generally designed to present the
optimum load resistance to the transistor for maximum power output. This
is generally not the conjugate of the small-signal output reflection coefficient,
and so there will be reflections at the transistor-circuit interface under large
signal conditions: the reflected signals will not see the small-signal reflection
coefficient of the transistor, but the hot-S22 [29], whose dynamical behaviour
is different from the small-signal case: short-term memory effects. The
transistor model must be able to accommodate these small-signal and large-
signal behaviours.

2.4.2 Long-Term Memory Effects

The long-term memory effects are due to dynamics that take place on a
timescale that is much longer than the period of the RF signal. In RF
power amplifiers, ‘long-term’ is generally considered to be on the order of
the timescale of the signal envelope, or even longer. Within the transistor,
there are considered to be two main causes of long-term memory: thermal
effects, and charge trapping. Additionally, we have a circuit-dominated
effect, related to the bandwidth of the DC bias network.

2.4.2.1 Thermal Effects

Under conditions of constant drive, the transistor channel heats up uni-
formly in cross-section. When driven using a modulated information signal,
we may find that at some instant the signal is high amplitude, and hence
high energy: the transistor channel heats up a little in response to this sig-
nal. A short time later, the signal has returned to a low value, but the
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channel has not cooled down instantaneously: it is still at a slightly higher
temperature. Because of this local change in temperature, some of the tran-
sistor’s parameters will be slightly different; for instance, the gain may be
slightly reduced from the equilibrium-temperature value. This later signal
will see the reduced gain, and therefore the output from the transistor will
be slightly reduced from the expected, equilibrium-gain value. The transis-
tor parameters are exhibiting a memory of the previous signal. The time
constants associated with thermal transients are generally of the order of
milliseconds to microseconds. This timescale is significantly longer than the
RF period, and is closer to the timescale of the information signal in the
envelope: RF information channel bandwidths are in the range 200 kHz
to 20 MHz and beyond. These long-term memory effects can be seen in
the AM-to-AM characteristics of RF power amplifiers, as a ‘spread’ around
the mean gain compression curve [30], as shown in Fig. 2.8. The thermal
memory effects can be included in the transistor model through a dynamic
coupling of the electrical and thermal signals.

2.4.2.2 Charge Trapping

Imperfections and defects in the semiconductor occur in the channel itself,
at interfaces between the semiconductor and oxide, at the surface of the
semiconductor, and at the channel–buffer interface. These imperfections
often manifest themselves as available states that can capture and release
electrons or holes. The trapping and release are governed by local potentials
and temperature. The action of trapping or releasing an electron is effec-
tively changing the charge density in the channel of the transistor. The rate
of trapping and release is on a timescale of kilohertz through megahertz,
depending on the nature of the trapping center. The trapping mechanism
is, therefore, one that can change the signal current in response to local
voltage changes, on a long timescale: a long-term memory effect.

Fortunately, LDMOS transistors do not suffer from such trap-related phe-
nomena [31], and so memory effects due to trapping are negligible. On the
other hand, gallium arsenide and gallium nitride FETs display several trap-
related phenomena. One example is the well known dispersion of the small-
signal transconductance and output conductance in GaAs FETs: the values
of these parameters fall significantly from DC to RF, with the transition
occurring between about 10 kHz and 10 MHz. At frequencies above this,
the traps are unable to respond to the voltage signal. Other phenomena
seen in GaN power transistors include knee collapse and walkout under RF
drive, these effects recovering after the drive is removed [32].
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2.4.2.3 DC Bias Network

In the strict sense, this may be considered to be a circuit design issue: the
DC bias network provides a low impedance path for the DC bias connections
that is simultaneously a high impedance to the RF signal. The bandwidth of
the low impedance path is known as the video bandwidth, and it is limited
by the reactive components that define it. In other words, this path has
inductance and capacitance that control the frequency response of the video
bandwidth from DC to a few tens of MHz. Any signal components in this
frequency range will experience memory effects.

The appearance of signal components in this frequency range is a result
of the even-order nonlinearities in the transistor, which should be captured
by the model. The finite impedance of the DC bias connections means
that these low-frequency components will be impressed upon the transistor,
causing small changes in the bias conditions on a timescale appropriate to
the signal envelope. The small bias deviations will result in changes in the
transistor’s RF behaviour – its gain, for example – which will affect the
output RF signal. These changes will occur at a slow rate compared with
the RF signal frequency, and again fall under the rubric long-term memory
effects. Essentially, the even-order components in the video bandwidth are
being remixed with the RF signal through this gain modulation effect: they
re-appear at the IM3 frequencies, with amplitude and phase that reflect the
frequency response of the video bandwidth. This can lead to asymmetry in
the IM3 responses, which is often taken to be a characteristic of long-term
memory effects [30].

2.4.3 Measuring Memory Effects

Short-term memory effects are relatively straightforward to characterize.
Typically, one would measure the RF frequency response of the transistor,
and the AM-to-AM and AM-to-PM characteristics. The frequency response
is largely determined by the package and matching networks, and the small-
signal capacitances in the transistor model. We have outlined how the pack-
age reactances such as the bondwire arrays, MOS capacitors, and the like
can be determined using segmentation techniques and EM simulation, and
the device capacitances can be determined from the S-parameter characteri-
zation required for the model extraction. Short-term memory effects should,
therefore, be reasonably straightforward to capture in our model.
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(a) AM-to-AM (b) AM-to-PM

Fig. 2.8. Long-term memory effect on the compression characteristic of a power
amplifier; a memoryless device or circuit should have a response that is a single
line. The memory effects here are indicated by the spread of the compression char-
acteristic: the actual point response depends on the signal value at some previous
instant of time. This compression characteristic is obtained using a modulated
signal [33]. © 2006 IEEE. Reprinted with permission.

Long-term memory effects are often characterized by asymmetry in the
intermodulation products. In other words, the upper and lower IM3 prod-
ucts have different magnitudes and phases from each other. A typical mea-
surement to observe these long term memory effects is to perform two-tone
measurements at high RF power, and sweep the tone spacing. If long-term
memory effects are present, the IM3 responses will vary with the tone spac-
ing, which translates to baseband frequency response. The identification of
the origins of the long-term memory are more difficult. Thermal effects can
be observed by making pulsed measurements, and varying the pulse width
and duty cycle, to change the IM response. The transistor model can ac-
count for these thermal effects with a suitable electro-thermal model, the
construction of which is described in Chapter 6.

A number of techniques have been proposed for measuring the video band-
width of the circuit in which the transistor is embedded, and identifying the
limiting components and effects in this bandwidth [34].

It is important to stress that some care should be exercised in carry-
ing out and interpreting swept-tone-separation two-tone measurements or
simulations of RF power transistors. Generally, RF power transistors, par-
ticularly those designed for wireless infrastructure applications, have narrow
RF bandwidths of the order of 60 MHz. Once the two-tone spacing exceeds
about 20 MHz, the separation of the two IM3 products will exceed the RF
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bandwidth, and any magnitude or phase differences between the IM prod-
ucts may be attributable to the RF frequency response, and not necessarily
any long-term memory effects in the transistor or its fixture.

2.5 Conclusions

In this chapter we have presented some of the background and framework of
transistor modeling. The models that we shall build will be compact models,
consisting of mathematical functions that describe the dependences of the
charges and currents in the transistor on its intrinsic terminals. We embed
that compact intrinsic model in the manifolds, bondwire arrays and package
to obtain a model of the packaged transistor that can be used in circuit
simulation. We can accommodate effects such as long-term and short-term
memory by accurate modeling of the electro-thermal and charge trapping
behaviour.

In the following chapters we will describe the measurements that are re-
quired for the characterization of the transistor, and how the electrical and
thermal models of the transistor are defined and determined. We shall then
present some practical methods for implementing the compact model in the
simulator, and finally we shall outline verification and validation techniques
to demonstrate the performance and veracity of the transistor model.
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3.1 Introduction

Obtaining precise measurement data at microwave frequencies is a demand-
ing task. Complex equipment and elaborate calibration procedures are
needed, and a significant fraction of the time needed to generate a model
is spent on the collection of measurement data. Measurement quality and
accuracy are paramount, as they are the basis for generation and validation
of models.

Historically, significant advances in transistor modeling have coincided
with the development of new measurement techniques. The more obvious
examples include: the introduction of the vector network analyzer to mea-
sure small-signal scattering parameters [1,2]; mechanical and electronic load-
pull systems for mapping the small-signal (for example, noise parameters)
and the large-signal (power, linearity, and so forth) performance parame-
ters as a function of the impedance presented to the transistor [3]; pulsed
DC [4–6] and S-parameter [7, 8] systems used to overcome complex transis-
tor dynamics and dispersive phenomena. More recently, the development of
the large-signal vector network analyzer has enabled the characterization of
transistors under realistic large-signal modulations [9–11].

In this chapter, we elaborate on general issues related to the measurement
environment, including a description of the fixtures used during the model
extraction and validation processes. In addition, we shall present a de-
scription of the different calibration schemes used during the measurement
process followed by an explanation of the de-embedding process. Subse-
quently, we shall describe measurement techniques that are essential for the
generation and validation of high-power transistor models. The techniques
are presented in detail with specific insight into their usefulness in the char-
acterization, extraction, and validation stages of model development.
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3.2 Electrical Reference Planes

The electrical reference planes define physical locations in the circuit at
which the measurements of voltage and current are known to be as ac-
curate as our measurement instruments allow. This accuracy is achieved
by calibrating the instruments against known standards that are placed at
these reference points. By ‘known standards’, we mean components whose
values can be determined either by virtue of their physical or mechanical
construction, or whose values are compared regularly against nationally de-
fined standard components – these latter are known as traceable standards.
The purpose of calibration is to measure the known standards, and com-
pare our actual measurements against these known standards to determine
the systematic errors in our measurement instruments; then, knowing these
errors, we can correct our measurements of unknown components to obtain
an accurate estimation of their value at the specified reference planes.

At DC, the measurement instrumentation often has a built-in calibration;
this is performed at the front-panel connections so that the instrument is
‘accurate’ at its own connections. This built-in self-test often consists of the
measurement of a known internal voltage reference, which can be made sta-
ble and temperature insensitive using IC design techniques. We now have
a known measurement reference at the instrument plane. While this is a
good starting point, to perform practical measurements on a transistor we
need to connect the device to the DC bias and the rest of the measurement
circuit: this requires bias networks, cables, connectors, and so forth, which
will all contribute some resistive loss that must be accounted for in order
to make accurate measurements at the transistor terminals. We define the
DC reference plane at the transistor itself, and calibrate our measurement
system by placing a short circuit at this point: the measured voltage and
current at the instrument plane determine the loss in the intervening ca-
bles and connectors. Subsequently, when the current–voltage characteristics
of the transistor are to be determined, by measuring the current supplied
and knowing this resistive loss, the voltage drop along the cabling can be
determined, and hence the terminal voltage at the transistor is found.

For RF measurements, whereas the principle is the same, the actual proce-
dure is a little more involved. The calibration of the vector network analyzer
(VNA) is a prerequisite to obtaining accurate S-parameter measurements.
A discussion of the calibration of the VNA could be the subject of a book
in itself, and so we will only outline the basics here, focusing more on the
practical details and implementation of the calibration techniques.
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3.2.1 SOLT Calibration

A basic VNA measurement setup is shown in Fig. 3.1. The VNA takes
the signals that are input to its R, A, and B ports, and takes the complex
ratio of these signals to determine the S-parameters. This arrangement
allows us to measure the input reflection coefficient, S11 = A/R, and the
forward transmission coefficient, S21, B/R of the device-under-test (DUT).
The reverse S-parameters require the DUT to be disconnected and rotated
so that its ports are reversed to that of the forward measurement. Such
a setup is typical of three-channel (detector) VNAs such as the venerable
Hewlett Packard (now Agilent Technologies) 8753. More modern VNAs
swap the position of the source internally by means of switches, but this
simple structure illustrates one of the fundamental means of calibrating the
VNA. Conceptually, the circuit in Fig. 3.1 can be analyzed using signal
flowgraph techniques [12] to accommodate the mismatches at component
connections, the coupler directivity and losses, and so forth. The signal
flowgraph representation is usually simplified to yield the error model shown
in Fig. 3.2, in which we can identify the following errors associated with
reflection, transmission, and crosstalk:

(i) e00 = eD = Directivity error
(ii) e10e01 = eR = Reflection or Tracking error – these two signals, e10

and e01, cannot be separated in the analysis.
(iii) e11 = eS = Source match error
(iv) e22 = eL = Load match error
(v) e23 = eT = Transmission error
(vi) e30 = eX = Crosstalk error

This is the forward path of the well-known 12-term error model for the VNA.
A calibration in which known standards are substituted for the DUT is used
to determine these error terms. This must be performed at every frequency
of interest. Once the error vectors are known, the measured S-parameters
can be corrected to yield the true S-parameters of the DUT.

Let us consider just the reflection terms: a one-port measurement. The
errors are collected into a fictitious error adapter that modifies the reflec-
tion coefficient of the DUT, and the modified value is measured by a perfect
reflectometer. There are three error terms, so by removing the DUT and re-
placing with three known standards we obtain three simultaneous equations
that can be solved for eD, eR, and eS , the error adaptor network. Typically,
the three standards are a Short-circuit, an Open-circuit, and a matched (Z0)
Load, yielding the Short-Open-Load or SOL one-port calibration. This pro-
cedure is illustrated in Fig. 3.3. The physical location in the measurement
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Fig. 3.1. A simple transmission-reflection vector network analysis setup. This is a
‘3-sampler’ setup, as found in the Agilent 8753.

Fig. 3.2. Signal flowgraph representation of the transmission-reflection test setup
shown in Fig. 3.1. The error signals are labeled, unlabeled flows have unity magni-
tude. From [13], used with permission of the author.

system at which the connections to the DUT and the standards are made
defines the reference plane. For a two-port DUT we will have input and
output reference planes, which are the locations of the input and output
connections of the DUT.

The transmission error terms can be calculated by placing a known stan-
dard in place of the DUT. A simple known standard is a length of trans-
mission line, which in some circumstances can be of zero length, in other
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Fig. 3.3. Illustrating the Short-Open-Load calibration procedure.

words, the two reference plane ports where we would place the DUT are
connected directly together. This is a Through connection. Knowing the
reflection error terms, and the S-parameters of the Through, the load match
and transmission error terms can be calculated. Finally, the crosstalk error
term is measured by removing any physical connection between the refer-
ence planes: this can be achieved effectively by placing matched loads on
both ports. We now have the six error terms.

For a full two-port characterization using a four-channel VNA, we place
the Short, Open and Load at the reference planes at each port, and then
connect the two reference planes with a Through: seven connections in
all for twelve error terms. This is the Short-Open-Load-Through or SOLT
calibration method.

One of the drawbacks of the SOLT calibration method is that the electri-
cal characteristics of each of the standards must be known to a high degree
of precision. If we are working in a connectorized environment, using, for
example APC-7 seven millimeter precision connectors, then a calibration kit
that includes short, open, load, and through components that are traceable
standards is available from manufacturers of these precision components,
such as Agilent Technologies or Maury Microwave.† We can then trust
the standards to have the electrical characteristics that are defined in the

† Our mention of these manufacturers does not imply any recommendation.
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Fig. 3.4. Error model for the TRL calibration. This error model has only eight
terms. From [13], used with permission of the author.

calibration kit. On the other hand, if we are making measurements of tran-
sistors directly on wafer using electrical probes, then we must use either
an impedance standard substrate (ISS), which contains the various calibra-
tion components as microstripline or coplanar waveguide elements in thin-
or thick-film form on an insulating dielectric substrate, or build our own
‘standards’ onto the semiconductor wafer, next to the DUT. Such standards
are clearly not traceable, and so the accuracy of our measurements can be
compromised. We will discuss ‘on-wafer’ standards and wafer-probing RF
measurements in more detail later, but first we will outline some more ro-
bust calibration principles, which can yield very accurate measurements but
relax the constraints on the characteristics of the standards.

3.2.2 TRL Calibration

It is possible to reduce the 12-term error model to an 8-term error model,
given certain assumptions, and provided that we use a four-channel VNA.
The schematic of this error model is shown in Fig. 3.4: there are now only
two 4-term error adaptors between the DUT and the ideal reflectometers,
and the signal source is switched between a0 and a3 to generate the forward
and reverse S-parameters. One of the key assumptions is that the switch
is perfect and does not change the port match term as the switch changes
state from forward to reverse. In fact, this is not a significant limitation
as it is possible to ratio out any imperfections mathematically. It is also
assumed that the crosstalk term can be ignored, or found later in a separate
measurement.

The key to the reduction in the number of error terms, and hence mea-
surements, without sacrificing accuracy, comes from treating the system as
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a two-port measurement instrument for all the calibration standards. A sig-
nal flowgraph treatment of the system then shows that the DUT is always
embedded in the two error adaptors, and the measured (TM) and true (T )
DUT parameters are related through:

TM =
1

e10e32

[
−∆A e00

−e11 1

]
T

[
−∆B e22

−e33 1

]
(3.1)

where

∆A = e00e11 − e10e01 (3.2)

and

∆B = e22e33 − e32e23 (3.3)

and we use cascade T-parameters instead of S-parameters for this analysis.
This formulation was first presented by Engen and Hoer [14] in their de-
velopment of a calibration method for a six-port network analyzer, and has
been developed further for VNAs by Eul and Schiek [15]. From eq. 3.1, we
can identify seven error terms in the cascade of matrices. There are three
error terms associated with port 1 (∆A, e00, e11), three associated with port
2 (∆B, e22, e33), and a transmission term (e10e32). We calibrate this system,
in other words, find the values of these error terms, by measuring just three
two-port standards. These three measurements will give us twelve obser-
vations from which we need to find only seven terms. This gives us some
freedom in the choice of two-port calibration standards that we can use.

Following Eul and Schiek [15], we note that only one of the three con-
nections or standards needs to be known completely, that is, all four of its
S-parameters, accounting for four of the seven unknowns. This standard can
be realized simply by using a zero-length Through component: connecting
the reference planes together directly. The second standard is a transmission
line. This standard requires us to know the electrical length and the char-
acteristic impedance, and provides us with two of the remaining unknowns
in the calibration. The electrical length is related to the physical length and
can therefore be estimated accurately. The characteristic impedance of the
line is usually chosen to be 50 Ω, to provide a match. In this calibration,
the characteristic impedance of the line is the characteristic impedance of
the calibration. The final standard is a reflect standard: either an Open or
Short can be used, all that we need to know for the calibration is whether the
reflection coefficient of the standard is close to +1 or –1. Ideally, identical
reflects should be provided at both ports, and in some calibration routines
this is assumed, although strictly speaking it is not necessary. The reflect
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standard is used to determine the last unknown. This calibration technique
is known as Through-Reflect-Line or TRL.

The TRL calibration is widely used as it requires fewer connections than
SOLT, less absolute knowledge of the standards, and in fact has been shown
to be more accurate, showing lower residual errors [16]. A limitation of this
method is that the frequency range over which the calibration is valid is
determined by the length of the transmission line standard. Ideally, the line
standard should have an electrical length of 90◦ for best accuracy, but is
usable for lengths that are not close to a half-wavelength, that is 0◦ or 180◦,
corresponding to one cycle of the Smith chart. In practice, we usually set
the limits on the line length to be 20◦ and 160◦, which then determines the
frequency range of the calibration. To obtain a wider frequency range, we
must use several transmission lines of different lengths, which means that
we have to make additional connections to accomplish the calibration. A
widely-used software for managing the calibration process and calculating
the error adaptors for TRL calibration is MultiCal, available from the Na-
tional Institute of Standards and Technology (NIST) [16].

Commercially available and traceable calibration kits for TRL comprise
Open, Short, Through, and several Line standards to cover the specified
frequency range. These standards are the same ones that we would use in
SOLT calibration, except that we do not need to know the specifications of
all of the standards in so much detail. The calibration kits are available in
several types of precision coaxial connector, for example APC-7, APC-3.5
and 2.4-mm, depending on the test frequencies of interest. The calibration
components are generally made to more exacting tolerances than the regular
connectors, and care must be exercised in their use: ‘connector care’ proce-
dures should be strictly adhered to [17]. We use these calibration kits for
calibrating the VNA when we want to make measurements on connectorized
components or on transistors that have been mounted in a test fixture, as
described in Section 3.3.

3.2.3 On-Wafer Measurements

If we want to make S-parameter measurements on a device that is still on the
semiconductor wafer, then we have several choices regarding the calibration
techniques that we can use. First, we can choose between using an ISS that
is usually supplied by the probe and calibration software provider [18] (see
Fig. 3.5), or designing and building a custom calibration kit onto the semi-
conductor wafer. In either case, the standards are not traceable, but can be
constructed with enough precision to permit TRL calibration techniques to
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Fig. 3.5. Impedance standard substrate, ISS. Reproduced with the permission of
Cascade Microtech Inc.

be used successfully. The use of ISS calibration kits is widespread: they are
simple to use, reliable, and do not require access to the semiconductor fab
design rules, as is necessary for an on-wafer design. One drawback of the ISS
is that the substrate material has very different dielectric properties from
the semiconductor wafer material. Usually the ISS is alumina, a low-loss
medium that is well suited to microwave circuit fabrication. The transis-
tors that we are interested in characterizing are typically built on silicon or
gallium arsenide (GaAs) substrates. Gallium arsenide substrates are semi-
insulating and have relatively low loss, and are able to support near-ideal
transmission line propagation. Even so, the difference in dielectric proper-
ties between GaAs and the alumina of the ISS can lead to inaccuracies in
the calibration [19]. The silicon substrates are, in contrast, relatively lossy
even at RF frequencies. This loss is not accounted for in the ISS and as a
result the error adaptors may not capture the loss properly. Generally, the
ISS calibration is made at the probe tips, minimizing any substrate effects
on the calibration accuracy. We then have to move the reference planes to
the device ports by using de-embedding techniques, as outlined in Section
3.3.5. Building the calibration kit on-wafer generally leads to more satisfac-
tory measurements, as the dielectric and loss properties of the substrate are
built into the calibration standards, resulting in self-consistent calibration
and measurement. The calibration kits require knowledge of the impedance
parameters of the lumped element standards: Open, Short, Match. These
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are generally only known to a limited accuracy, especially using standards
built from semiconductor fabrication processes; the resistor component is
often only specified to a modest tolerance.

It is possible to build a TRL calibration kit on-wafer, although for a wide-
band calibration we will need to construct several transmission lines to cover
the frequency range. This can become a problem at low frequencies where
the line lengths can become very long: we may not be able to accommodate
the length of the line in the allowed reticle dimension for the given semi-
conductor fab process. Also, a very long line in a multi-line calibration kit
will require us to traverse the probes over some distance: we generally try to
avoid or minimize moving probes and cables during the calibration process,
to prevent phase errors from being generated.

A practical alternative to TRL calibration is to replace the transmission
line(s) with a broadband match. This is known as the Line-Reflect-Match
or LRM calibration: the Line can be a zero- or nonzero-length Through.
In the VNA the broadband match can be modeled in the TRL calibration
procedure as a very long line: in the Agilent 8510, for example, the match is
mimicked by a line of ≈ 1 second delay. This is equivalent to a line of several
thousand kilometers in length. The LRM calibration kit has the advantage
of being easier to construct than the TRL kit, and it requires less space on
the wafer or ISS. Further, the whole calibration kit can be designed so that
the probes do not need to be moved at all in terms of the in-out direction,
or so that this movement is very small, minimizing cable movement and
potential for phase errors.

An on-wafer calibration kit for GaAs FET characterization is shown in
Fig. 3.6 [20]. In this design, care has been taken to transform the coplanar
electromagnetic (EM) fields that exist at the ground-signal-ground (GSG)
probe tips into the microstrip EM field distribution that is seen by the
transistor DUT in circuit applications. This is done by designing a 50 Ω
coplanar waveguide (CPW) transmission line structure for the probes to
land upon, and then transforming this to a 50 Ω microstrip transmission
line: the transformer is logarithmic, and via-holes through to the back side
ground metallization are placed on the CPW grounds. The reference planes
for this calibration kit are at the end of the microstrip lines – this is where
we place the FET structures for test. This reference position can be en-
sured by using a zero-length Through component in the calibration kit: this
component is well defined electrically, but has the small drawback that the
probes need to be moved inwards by the length of the DUT, causing a small
cable movement. A nonzero-length Through component can be used; the
reference plane is then defined to be exactly in the center of the line, and
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Fig. 3.6. On-wafer calibration set executed in microstrip.

can be rolled back to the end of the microstrip launch. This action requires
more knowledge of the electrical properties of the line component – electri-
cal length, loss, characteristic impedance, and so forth. Inaccuracies in this
physical data are probably similar in effect to any small phase errors that
may be introduced by moving the probes and cables through a few hundred
microns to touch the zero-length Through. The remaining standards used in
the LRM calibration are a 50 Ω load (Match standard), and an Open reflect:
this latter is preferred over the Short reflect in this microstrip calibration
kit, because any misplacement of the through via-holes during processing
of the back side of the wafer could lead to asymmetric Reflect standards,
resulting in errors in the calibration.

On silicon, the lossy dielectric substrate has a frequency-dependent loss,
and the lumped-element resistor may be a complex impedance: calibrations
based on a known resistive match such as SOLT or LRM, may be unreliable
[21]. The probe pads can also introduce a significant lossy capacitance that
must be de-embedded from the measurement for an accurate calibration [22].

An extension of the LRM method uses an additional Reflect component,
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Fig. 3.7. On-wafer calibration set executed in coplanar waveguide CPW.

so that both Open and Short standards are used. This is known as LRRM
calibration [23], and is available in commercial calibration software [18]. The
advantage of LRRM technique is that it is capable of accommodating the
reactive losses that are inherent in the Match component of the calibration
kit, giving superior results to regular LRM, especially at higher frequencies.

It is also possible to design an on-wafer CPW calibration kit, as shown
in Fig. 3.7. Here the Reflect standard is a Short as it is easy to realize in
this stripline medium. The Match component is also easy to realize using
100 Ω resistors between the signal and ground lines. Since all of the cal-
ibration kit components are realized using photolithographic techniques in
the fabrication process, their dimensions can be carefully controlled. This is
suitable for GaAs and GaN transistors, which are built on a semi-insulating
substrate material; LDMOS transistors have a source connection through
the substrate, and so this CPW approach is not appropriate.

These on-wafer approaches to calibration can also be used in principle
for in-fixture measurements, by constructing fixture calibration standards
for TRL/LRM. This is generally satisfactory if the DUT is biased using
external bias tees, which are usually placed outside the VNA couplers and
therefore do not affect the RF calibration. If the gate and drain biases
are included on fixture, these bias networks must be accommodated in the
calibration standards: this can make the standards more difficult to define,
so TRL/LRM approaches are recommended.
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3.2.4 Verification

Once we have measured all of the standards and computed the error coeffi-
cients, we have a calibrated VNA; we now need to verify that the calibration
is accurate. Usually the verification begins by measuring some or all of the
standards used in the calibration measurements. Of course, we expect to
see the VNA make accurate measurements of these standards, by which we
mean that the measurement should return the standard definition in the
calibration kit, and not the ideal value. For example, if the Short standard
is defined as having an inductance of 20 pH, the measurement of the Short
after calibration should produce data corresponding to a 20 pH inductor.
This is a verification of the correctness of the implementation of the cali-
bration algorithm. While this is a necessary aspect of the verification, it is
not sufficient. We complete the verification by measuring other independent
standard components, not used during the calibration, whose properties we
already know, and are traceable or can be calculated from their dimensions.

In a connectorized environment, we will often use Line standards of lengths
other than those used in the calibration measurement, and an Offset Short
(or Offset Open) component: constructed from one of the Line standards
and the Short or Open standard. These verification components enable us
to get an assessment of the accuracy of the measurements around the center
of the Smith Chart – using the Line – and close to the edge of the Smith
Chart – using the Offset Short; this latter component also gives us a measure
of the phase accuracy of the calibration.

Similar verification components can be constructed on-wafer or in-fixture.
An interesting approach to the design of on-wafer or ISS verification stan-
dards is to treat them as two-port standards. An Offset Load standard can
be constructed by placing 50 Ω resistors between signal and ground conduc-
tors of a CPW line: this produces a 25 Ω resistance in parallel with the 50 Ω
VNA ports, yielding a 17 Ω resistance seen in port reflection and transmis-
sion measurements. This gives a value of 6 dB for each of S11, S12, S21, and
S22. This standard is easy to construct and is a straightforward measure of
the magnitude accuracy. The on-wafer Offset Short can also be made using
similar artwork, with metal instead of resistor, to verify the phase accuracy
of the calibration, knowing the round-trip delay from the length of the offset.
In a microstrip environment, the Offset Load and Short can introduce some
inductance, associated with the through-vias to the back side ground metal.
This will produce a frequency-dependent Load ‘verification’ standard, al-
though at microwave frequencies up to about 30 GHz this is not serious. An
Offset Open is a better choice for the phase verification standard.
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For measurement of high power transistors, where the calibrated system
impedance may be much smaller than 50 Ω, the offset load can be made
smaller, to verify the calibration accuracy at higher reflection coefficient
loads.

3.2.5 E-Cal

Electronic calibration, or ‘E-Cal’, is a calibration procedure that can be per-
formed with some modern VNAs. The network analyzer controls a switch-
box that connects the various calibration standards to the VNA ports. Only
one physical connection to the VNA’s ports is made, so connect-disconnect
errors are minimized. The switch-box contains low-loss switches and high-
quality reflection (one-port) and transmission standards. Usually, three or
four reflection standards are provided, covering Open, Short, and Load stan-
dards, and two Line standards of different lengths. E-Cal is now available
for frequencies up to 67 GHz, and the reduction in connection-disconnection
events makes it attractive for the calibration of multi-port VNAs [24].

3.2.6 Non-50 Ω Calibration

Virtually all of the published VNA calibration techniques have been con-
cerned with measurement in a 50 Ω system. Some calibration methods,
such as TRL, can be used successfully in non-50 Ω environments, as the
Line standard (or Match in LRM) defines the characteristic impedance of
the measurement. At microwave and millimeter-wave frequencies, power
transistors are generally sufficiently small that a 50 Ω environment makes
practical sense, but the power transistors used for RF wireless infrastruc-
ture PAs generally exhibit very high reflection coefficients, and therefore
measurement in a low characteristic impedance environment is necessary to
reduce measurement errors due to reflections and mismatches. Non-50 Ω
calibration requires the use of transformers or pre-match tuners to convert
the low device-plane impedance to the regular 50 Ω environment of the test
equipment. This in itself does not pose any problems for the calibration
process, though care is required in the definition of the reference planes and
impedances, and the error coefficients at these planes must be converted to
the reference rather than the system (50 Ω) impedance if the measured data
is to be interpreted correctly. The use of fixtures for accurate measurements
in a non-50 Ω environment is discussed in detail later.
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Fig. 3.8. A schematic representation of a device within a test-fixture: FxA and
FxB represent the left and right halves of the test-fixture located on either side of
the device-under-test.

3.3 Measurement Environment

The development and validation of several different types of fixtures are re-
quired to perform the diverse set of measurements used for model extraction.
The needs vary from fixtures that require broad frequency characteristics
for S-parameter measurements that are used during the model extraction
process, to fixtures that require a substantial amount of impedance trans-
formation from 50 Ω, and are capable of dissipating high levels of DC and
RF power during loadpull measurements used for model validation. In this
section, we cover the important features of the fixture design for a number
of measurement interfaces, from the perspectives of model extraction and
validation.

3.3.1 Introduction to Fixturing Concepts

At microwave frequencies, S-parameters are regularly employed to describe
the characteristics of a circuit. The majority of circuits in planar media are,
unfortunately, impossible to measure directly, since the coaxial connectors
of the vector network analyzer cannot be connected directly to the circuit.
Instead, the measurements are made at a plane physically distant from the
device, and the circuit is said to be embedded in a network or test-fixture
[25]. The purpose of the test-fixture is to modify the electromagnetic fields
propagating within the coaxial cables to the field configuration within the
microstrip line, with low insertion loss [26]. In practice, the finite losses
and the discontinuity introduced by the test-fixture will also modify the
measurements of the device-under-test, and these effects must be removed.
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A schematic representation of a test-fixture is shown in Fig. 3.8, where
the locations of the measurement and device reference planes are indi-
cated. Once the calibration process has been completed, the influence of
the test-fixture can be removed from the measured results, by using the
de-embedding process outlined in Sub-section 3.3.5. The selection of a cali-
bration method depends on the ease of construction or implementation of the
calibration standards within a specific transmission line media, frequency of
the measurement, and required accuracy.

One of the most common calibration procedures used for measuring fix-
tured devices involves the use of a two-tier calibration scheme. Generally,
the first tier of the calibration is performed with a commercially available
calibration kit, at the ends of the coaxial cables. After the first-tier calibra-
tion has been completed and verified, the second-tier calibration is carried
out. The purpose of the second tier of calibration is to shift the calibrated
reference plane from the coaxial cable ends to another location that is closer
to the device-under-test; this reference plane is typically in a microstrip
environment.

During the second-tier calibration, the S-parameters of the different cali-
bration standards are measured and collected, and then the S-parameters of
the input and output fixture halves can be computed easily. The end result
is a set of portable fixture S-parameters. The key advantage in having a
set of portable fixture S-parameters is that subsequent measurements can
be made using only the first-tier calibration and appropriate de-embedding
of the test fixture S-parameters to arrive at the S-parameters of the device-
under-test.

3.3.2 Probe-Based Fixturing

Measurements performed directly on-wafer using coplanar probes are widely
used to characterize active and passive circuits. Many of the measurement
techniques discussed in upcoming sections employ probe-stations and copla-
nar probes. The stations are well suited for software automation allowing
many measurements to be taken quickly. By probing the wafer directly, one
can avoid issues relating to manufacturing or packaging individual dies for
testing. Details of the calibration methodology used with coplanar probes
for on-wafer devices were covered in detail earlier.

On-wafer measurements are widely used during the model extraction pro-
cess, for example, the measurement of frequency- and bias-dependent, con-
tinuous or pulsed S-parameters, capacitance measurements with C–V me-
ters, and continuous or pulsed DC measurements. The combination of high
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accuracy, excellent repeatability, very broadband frequency response, and
environmental control (of the probe-station) result in on-wafer probing be-
ing an essential measurement technique. If a large number of on-wafer mea-
surements are required, for example, when generating a large database of
models and data for a statistically-based model, on-wafer probing is the
ideal technique, since it can be fully automated with a computer-controlled
probe-station.

The basic components of a probe-station include a large round metal plate,
the chuck, which is connected electrically to ground. Wafers are positioned
on top of the chuck for mechanical support. The temperature of the chuck
can be adjusted using a temperature control system. Coplanar measurement
probes are mounted on micro-manipulators that are used to control precisely
the position and height of the probes, thereby enabling extremely repeatable
measurements. A high-magnification optical microscope is mounted on top
of the station; this allows us to view the circuits to be measured, and to
ensure that the probes are in good contact with the circuit. The entire
assembly is usually placed on top of a vibration-dampening table to reduce
any external vibrations that may damage the probes or the wafer-under-test.
Cables attached to the probes can be connected to a VNA, loadpull tuner
or other measurement test-set. Additional features of a probe-station to
facilitate measurements include vacuum lines for holding the device-under-
test in place, an enclosed environmental chamber enabling a flow of clean dry
air to avoid frost accumulation for extended low temperature measurements,
and the availability of an inert gas to surround the coplanar probes to avoid
potential metal oxidation. A photograph of a probe-station is provided in
Fig. 3.9(b).

The coplanar probes consist of a coaxial connector (for example a 3.5 mm
or SMA) mounted onto a low-loss coaxial cable contained within the plastic
housing: the probe-body. The probe-body is then bolted to the micro-
manipulators. Internal to the body, a low-loss coaxial cable connects the
coaxial connector to the probe tips as illustrated in Fig. 3.9(a). Another set
of tips is connected to the exterior of the coaxial cable protruding through
the body. These tips are used to provide ground continuity between the
measurement instrumentation and the circuit-under-test. Designations of
the style of probe follow the number and arrangement of tips connected to
a probe. For example, a coplanar probe with two ground tips on either side
of the signal tip is called a ground-signal-ground (GSG) probe. In addition
to the type of probe, it is important to specify the pitch of the probe, which
is defined as the distance between the probe tips. The pitch determines
the size of the on-wafer pad that can be probed. Great care must be taken
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(a) Examples of GSG probes (courtesy of Cascade Microtech Inc. and GGB Indus-
tries Inc.)

(b) Probe-station (courtesy of Cascade Microtech Inc.)

Fig. 3.9. Photographs of the equipment used to perform probe-based measure-
ments.

during the use of the probes because they are extremely easy to damage
during the measurement. For detailed handling and operating instructions
of GSG probes the reader is referred to [27,28].
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Fig. 3.10. A package adapter for use with GSG probes. In this illustration a tran-
sistor is bonded to the metal-carrier and bondwires are attached exactly as imple-
mented within the overall design.

In addition to measurements that are performed directly on-wafer, there
are also devices that are designed to be wire-bonded into a circuit. Conse-
quently, they do not have the access pads for probing, or required calibration
standards. For these devices it is desirable to perform the measurements
with the same bondwire configuration as implemented within the circuit,
so that the bondwires become part of the circuit being characterized. A
package adapter designed for this purpose is illustrated in Fig. 3.10. The
adapter consists of GSG pads connected to microstrip transmission line on
an alumina substrate. The adapter substrates are bonded to a metal carrier,
with the device to be characterized mounted in between the carriers. Bond-
wires are then used to connect to the device. A calibration substrate is then
used to establish reference planes at the ends of the microstrip transmission
lines on the adapter substrates.

The characterization of transistors using GSG probes and on-wafer prob-
ing techniques is arguably the best method for transistor characterization
due to the excellent measurement repeatability, the wide commercial avail-
ability of probes, and the accuracy of on-wafer calibration. However, high-
power transistors often require a packaged approach since the physical width
of the die to be measured can be 25–50 times the probe pitch. The effect on
transistor performance from current spreading, low-impedances and high-
power levels complicates the measurement. Additionally, the output power
for a high-periphery transistor can exceed the maximum current limits and
damage a probe. Therefore, a package-based measurement approach in ad-
dition to probe-based measurement is often required.
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3.3.3 Die-Level Fixtures

The characterization of small transistors using GSG probes and on-wafer
probing techniques is frequently used during for model extraction. For the
model extraction and validation of moderately large periphery transistors,
the test-fixture requirements pose a new set of challenges.

It is tempting to use one of the packages designed for the final packaging of
the internally matched transistor for transistor characterization. In practice,
it is difficult to obtain measurements of sufficient repeatability for transistor
characterization using these packages. The difficulty arises primarily for
three reasons. The first is that the packages are designed to be used in low-
cost, high-volume power amplifier manufacturing lines, where the package
will be soldered onto a circuit board. Because of this, there is a variability
in the package dimensions due to manufacturing tolerances, which means
that the package placement within the test-fixture is not consistent. And
since the test-fixture must be re-used, soldering each packaged device into
the test-fixture is not practical. The second difficulty is that the package
leads are very wide, significantly wider than the 50 Ω transmission line of
the test-fixture. The third difficulty arises from the thickness of the package
flange. In many instances, the thickness of the flange requires a recessed area
in the heatsink for the leads of the package to connect to the test-fixture.
This abrupt change in current flow creates an electrical discontinuity in the
return current path which affects the circuit performance [29].

A test-fixture commonly used to measure large die-level devices is illus-
trated in Fig. 3.11 [30]. Central to the method is a specially designed 50 Ω
microstrip carrier assembly that allows measurement reference planes to be
rigorously established. The metal carrier serves as the ground plane and as
a mechanical support. The uniform ground-plane avoids any of the afore-
mentioned issues related to discontinuities in the ground-plane [31]. Bonded
to this conductor is an alumina substrate that contains the 50 Ω microstrip
transmission line. Bond-pads at the ends of the microstrip allow bondwires
to connect the transistor to the fixture. To accommodate different sizes
of transistors, carrier assemblies of various dimensions are constructed by
changing the length of the metal carrier and width of the bond-pads on the
alumina substrate.

The assemblies illustrated in Fig. 3.12 are designed such that they can be
inserted into a test-fixture for measurement. The metal carrier is bolted to a
mechanical support and coaxial-to-microstrip launchers connect the cables
of vector network analyzer to the alumina microstrip lines as illustrated in
Fig. 3.11. Calibration of the test fixture is accomplished through a two-tiered
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Fig. 3.11. An exploded view illustrating the assembly of the microstrip test-fixture.
The assembly is complete when the carrier assembly and the adapters are bolted
to the mechanical support [32]. © 2005 IEEE. Reprinted with permission.

TRL calibration [33]. The measurement reference planes are established at
the ends of the narrow microstrip, just prior to the bond-pad, as indicated
in Fig. 3.12.

The mechanical support shown in Fig. 3.11 is designed to accommodate
a thermocouple mounted directly beneath the metal carrier, to establish a
thermal reference plane. The temperature can be controlled through con-
vection cooling or through more elaborate liquid cooling techniques, where
a liquid is passed through the metal support. With a feedback loop between
the thermocouple and the refrigeration unit, the temperature can be kept
constant throughout a measurement.

In addition to transistor characterization, this fixture is very well suited
for the measurement of passive components (for example bondwires, MOS
capacitors). Furthermore, since many packages employ a plastic encapsu-
lant as a means of protecting the circuit, a molding system placed around
the carrier assembly allows the performance variation with the plastic to be
examined. An illustration of a carrier assembly with an encapsulating mate-
rial is provided in Fig. 3.12(b). For transistors of up to a few millimeters of
gate periphery, these fixtures work very well. A different fixturing approach
is required for measuring full-sized, high-power packaged transistors; this is
outlined below.
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(a) empty carrier assembly (b) with plastic encapsulation

Fig. 3.12. Illustrations of the carrier assemblies used with the microstrip test-fixture
illustrated in Fig. 3.11. Note the indication of the reference plane of each package
after calibration. A molding system (not shown) allows plastic to be injected and
when cured forms a cube located between the reference planes as shown in (b) [32].
© 2005 IEEE. Reprinted with permission.

3.3.4 Package-Level Fixtures

We have presented two different kinds of fixtures that are used during the
transistor model extraction and validation. These two fixtures are geared
towards the measurement of smaller transistors or building blocks, rather
than the full size die found in commercially-available high power packaged
transistors, such as in [34]. Here we describe the design and use of a fixture
that can accommodate a packaged transistor; that is, a complete transistor
product. A good package-level fixture design must have the necessary char-
acteristics to accommodate all the measurements that are needed to validate
the nonlinear model of the packaged transistor.

Typically, three types of measurement are required to validate the pack-
aged transistor model; these are described in Chapter 9. The first and most
fundamental validation exercise is the comparison of measured and simu-
lated small-signal S-parameters as a function of frequency and bias. The
second category consists of large-signal measurements, typically loadpull
measurements or fixed-impedance power bench measurements. In this cat-
egory of measurements, the fixture design must accommodate high levels
of dissipated and delivered output powers, as well as providing very good
low-frequency decoupling, to prevent oscillations and to optimize the perfor-
mance of the transistor by reducing low frequency memory effects. The third
set of validation measurements are those in which the thermal environment
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must be carefully monitored. In this last category, the fixture design must
include thermocouples or the ability to force a set of thermal conditions.

It is difficult to obtain accurate measured S-parameters of packaged
power transistors because their input and output impedances are very low.
Even after pre-matching the die within the package, the input and out-
put impedances are often around 1 to 2 Ω. It is well known that when
the impedance of a circuit is significantly different from that of the system
impedance, under high reflection coefficient conditions, the measurement ac-
curacy of the VNA is degraded. Additionally, the loadpull systems used for
handling high power levels of base-station transistors are primarily based on
mechanical tuners. Such high-power tuners have a limited impedance range,
and obtaining accurate measurements at the edge of the Smith chart under
high-power conditions is a challenging exercise [35].

One solution for improving the measurement accuracy for both small-
signal S-parameter measurements and large-signal loadpull measurements
is to reduce the mismatch between the system impedance reference plane
and the packaged transistor by incorporating a pre-matching circuit into
the test-fixture, to transform the system impedance to a lower value that is
closer to the packaged transistor input and output impedances. For example,
a 10-to-1 transformation ratio will produce a 5 Ω system impedance at the
package-to-microstrip interface, although this comes at the expense of a more
complicated fixture design and calibration procedure. The benefit of placing
a pre-matching fixture in between the mechanical tuners and the packaged
device is the expansion of the impedance tuning range. Incorporating a lower
characteristic impedance at the package reference plane is not limited to
passive loadpull systems [36]: for active loadpull systems, the incorporation
of a pre-matching fixture means a significant reduction in the amount of
available power needed to characterize the transistor [37].

Often, a single-section quarter-wave transformer is used to obtain the
frequency transformation. One disadvantage of this otherwise simple ap-
proach is that the transformer is of narrow bandwidth. Further, because
the transformer is effectively transparent at the even multiples of the funda-
mental frequency (2f 0, 4f 0, and so forth), there is a large mismatch around
these frequencies, resulting in the measurement errors outlined above, and
preventing accurate control of the impedances for harmonic tuning, or de-
embedding of the harmonic impedances.

One of the many different designs of package-level fixtures is illustrated in
Fig. 3.13. In this particular design, the distributed planar matching networks
are constructed within the test-fixture. The entire test-fixture is constructed
of a single printed circuit board (PCB) soldered to a metal carrier, which has
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Fig. 3.13. An exploded view illustrating the assembly of the test-fixture used to
obtain S-parameter measurements of large packaged transistors [38]. © 2006 IEEE.
Reprinted with permission.

a recessed area to accommodate the package flange as indicated. The depth
of the recessed area is such that the leads of the package rest on top of the
test-fixture when the package flange is securely fastened to the metal-carrier.
A plastic block or clamp is used to exert pressure on the transistor pack-
age, to establish a conductive connection between the package flange and the
metal carrier while simultaneously forcing contact between the package leads
and the transmission lines of the test-fixture. Measurement repeatability is
enhanced by using GSG probes and by manufacturing the entire calibration
set of standards from a single PCB. An alternative to this fixture design uses
a pair of microstrip-to-coaxial transitions instead of the GSG probes. This
alternative approach is used for bench or loadpull measurements in which the
mechanical tuners and couplers are components equipped with coaxial con-
nectors. This fixture design is suitable for the measurement of small-signal
S-parameters over a broad frequency range (provided by the bandwidth of
the transformers) and large-signal measurements with a coaxial connector
or probe-based loadpull system.

The fixture illustrated in Fig. 3.13 uses Chebyshev transformers designed
for a specific bandwidth and transformation ratio. The test-fixture is de-
signed to accommodate the transistor package geometry and to minimize any
electrical discontinuities between the packaged device and the test fixture.
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This discontinuity is minimized by selecting the width of the last section of
the transformer to match the lead width of the packaged transistor. Thus,
the transformation ratio is dictated by the width of the package lead and
the substrate characteristics.

The calibration of a fixture containing a transformer uses non-50 Ω trans-
mission line standards. The Through standard consists of the two sides of
the test-fixture placed back-to-back, and the Line standard consists of two
transformers separated by a length of transmission line. The Reflect stan-
dard is composed of transformers that are terminated in either open or short
circuits. A two-tiered calibration approach is applied, where the character-
istic impedance of the inner shell is based on the characteristic impedance of
the lines used during the TRL calibration [14,36]. Although standard TRL
calibration techniques are used, a key step in the calibration is determining
the characteristic impedance of the line standard as this is the impedance
to which the S-parameters of the packaged devices are referenced after de-
embedding. One method for obtaining the characteristic impedance of the
calibration transmission lines is through the determination of the propaga-
tion constant from measured data and a measurement of the low-frequency
capacitance [39,40], and another technique employs time-domain reflectom-
etry to good effect [41, 42].

We have highlighted several important aspects of fixture design for the
electrical measurements often encountered during the model extraction and
validation of packaged transistors. For completeness we point out some
important design aspects that need to be considered if the fixture is to be
used in thermal measurements or thermal monitoring conditions.

During the validation of an electro-thermal model the temperature of the
heatsink directly beneath the package flange must be known, and able to be
held constant over all of the impedance states presented to the transistor
by the tuners. Typically, the cooling of high-power transistors is performed
using fixtures that rely on fans circulating air around the fixture. For higher-
power devices, convection cooling is not sufficient for temperature regulation
and liquid cooling integrated into the fixture is often used. A photograph of
a liquid cooled test-fixture is provided in Fig. 3.14, where water flows from
a chilling unit through a serpentine trench that is milled into the heatsink,
as illustrated in Fig. 3.15(a). This ensures immediate cooling or heating
of the device. The temperature at the bottom of the package flange is
monitored by a thermocouple inserted from the back side of the heatsink.
The thermocouple provides temperature feedback to the refrigeration unit
to maintain the desired temperature at the package flange. A close-up view
of the pre-matching network and biasing circuit is shown in Fig. 3.15(b).
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Fig. 3.14. A photograph of a liquid cooled loadpull test-fixture [42]. © 2000 IEEE.
Reprinted with permission.

(a) Serpentine trace for liquid cooling (b) Close-up view of the transformer

Fig. 3.15. Photographs detailing the matching network and biasing circuit of the
test-fixture shown in Fig. 3.14. In (a), the bottom of the fixture is shown with the
cover removed to show the serpentine channel for liquid cooling and the location of
the thermocouple port [42]. © 2000 IEEE. Reprinted with permission.

3.3.5 De-embedding and Segmentation Techniques

We have taken some care in the establishment of the reference planes so that
we are able to make accurate measurements, or simulations using a circuit
or electromagnetic field solver, of a component defined at these planes. We
have seen that a typical high-power RF transistor contains many compo-
nents. For example, the RF power transistor shown in Fig. 1.1 comprises
the package itself, and then for each of the three LDMOS dies, there are
two bondwire arrays and a MOS capacitor that form the input matching
network, the transistor die, and another two bondwire arrays and a MOS
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capacitor for the output matching network. The structure as a whole is
too complex for us to simulate all at once, and this complexity places too
great a computational burden on the simulator or modeling tool to make
this an efficient exercise. Instead, we can manage the computational expense
by systematically segmenting the transistor into its constituent parts, and
modeling each component individually, using the most appropriate tool for
the job: using a full-field three-dimensional EM simulator for the bondwire
arrays, a planar EM solver for the capacitors, and a large-signal compact
model for the transistor. The complete product model is then created by
cascading these individual model elements together to obtain the overall
system response.

The key to the success of this approach is that first, the individual compo-
nents must somehow be separated from each other; and second, the compo-
nent when analyzed by itself must behave identically to when it is embedded
within the complete device. A critical issue is that the planes at which the
circuit is divided must be carefully selected such that the field configura-
tions on either side of the plane are matched up, otherwise, an artificial
discontinuity will be added to the analysis results. Thus, it is important
that the reference planes, within the measurement system or the simulator,
are carefully defined.

The outcomes from the EM simulations of the passive components will
generally be in the form of S-parameter files or equivalent-circuit models.
After we perform the measurements of the whole transistor, for the purpose
of extracting the large-signal model, these component blocks will need to
be de-embedded from the measured data, to arrive at the transistor die
reference planes. The de-embedding can be performed mathematically, as
explained in the example below, or carried out in the circuit simulator using
de-embedding S-parameter blocks.

A schematic representation of a device located within a test-fixture is
illustrated in Fig. 3.8; essentially, a number of two-port devices are cascaded
together. The two-port labeled FxA represents the left-half of the test-
fixture, FxB represents the right-half, and the DUT represents the transistor
whose S-parameters are to be measured.

Mathematically, this experimental setup can be viewed as a set of cascaded
ABCD matrices, represented by eq. 3.4. To de-embed the test-fixture from
the measured results, the ABCD matrix of the measurements, M, is pre-
and post-multiplied by the inverse ABCD matrices of FxA and FxB as
indicated in eq. 3.5

[M] = [FxA][DUT][FxB] (3.4)
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Fig. 3.16. A schematic representation of a device within a test-fixture when the
ports of the test-fixture are coupled together.

[DUT] = [FxA]−1[M][FxB]−1 (3.5)

A further practical issue is that any inter-element coupling, such as the
mutual inductance between arrays of bondwires, must also be characterized
for the transistor to be properly de-embedded. The de-embedding formula-
tion presented above assumes that the two halves of the test-fixture are not
electromagnetically coupled together. If the test-fixture has been designed
such that the two halves are coupled, the de-embedding algorithm is signif-
icantly more complex. This situation is rarely encountered when measuring
a device within a microstrip test-fixture, as the large distances between the
ports of the test-fixture prevent significant coupling from occurring. Often,
a semiconductor die must be placed within a package for measurement, but
it is the S-parameters of the die only that are wanted. Coupling occurs
between the bondwires used to connect the device to the package.

Once the S-parameters of the package and wires are known, either from
simulation or measurement, they can be de-embedded from the S-parameters
of the entire device. Alternately, if the S-parameters of the package and
the die are known, they can be embedded to yield the S-parameters of the
entire device. The equations for embedding and de-embedding a circuit,
when significant inter-port coupling is presented, are derived below. To be
consistent with the terminology used earlier, the circuit exhibiting inter-port
coupling is referred to as the fixture. A schematic representation of a circuit
contained within a test-fixture exhibiting significant inter-port coupling is
illustrated in Fig. 3.16. This derivation is an expanded version of the one
presented by Dobrowolski [43].

To embed the S-parameters of the fixture, T, around those of the circuit,
S, and compute the S-parameters of the entire network, Snet, the fixture
S-parameters must first be partitioned into sub-matrices. The sub-matrices
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are grouped according to the location of the ports, and they are labeled
as internal or external. The matrix representing the entire system can be
written as [

be

bi

]
=
[
Tee Tei

Tie Tii

] [
ae

ai

]
(3.6)

where ae, be and ai, bi are vectors representing the outgoing and incoming
waves for the network T. The internal network, labeled as the DUT in Fig.
3.16, also describes a system of equations written in matrix form as

bs = Sas (3.7)

Since the two networks, S and T, are connected together, the following
constraints are introduced:

ai = bs (3.8)

bi = as (3.9)

The waves leaving T are the waves entering S. The S-parameters of the
entire network can be computed from eqs. 3.6, 3.7, 3.8, and 3.9 by first
eliminating bi. This results in

ai = (S−1 − Tii)−1Tieae (3.10)

and then by eliminating ai in eq. 3.6 we get

be = [Tee + Tei(S−1 − Tii
−1)Tie]ae (3.11)

Recognizing that the ratio be/ae = Snet, the solution for the S-parameters
of the entire network results:

Snet = Tee + Tei(S−1 − Tii
−1)Tie (3.12)

The package effects can be de-embedded from the entire network by re-
arranging eq. 3.12 to solve for S, which yields

S = [Tii + [Tei
−1(Snet − Tee)Tie

−1]−1]−1 (3.13)

Even after this exercise, we may need to perform further segmentation
and de-embedding at the transistor die level. A typical high-power RF
transistor die has a large gate periphery, and the signals to the gate and
drain electrodes of the transistor are fed using large manifold structures as
shown in Fig. 1.1. Again, these structures may be simulated using a planar
EM simulator to obtain the S-parameters of each structure, and the manifold
can then be de-embedded so that we can focus on modeling the transistor
itself.



100 Electrical Measurement Techniques

3.4 Measurements for Model Extraction

In this section, we introduce several measurement techniques used to collect
the necessary data for the extraction of transistor models. These measure-
ments can be categorized into electrical and thermal measurements. In the
electrical measurement category, we begin with a description of the most
basic form of transistor characterization: DC measurement of the transis-
tor current–voltage relationships under both continuous and pulsed exci-
tations. To complement the DC characteristics of the transistor, the fre-
quency response is typically captured through the measurement of small-
signal S-parameters, also under continuous and pulsed RF excitation. The
S-parameters are generally measured as functions of the applied DC bias.
Techniques for performing thermal measurements are explained in detail in
Chapter 5.

3.4.1 DC Measurements

The most basic form of transistor characterization is the measurement of
the voltage–current relationships. For Si LDMOS, GaAs MESFET, and
GaAs PHEMTs this means the measurement of the drain terminal voltage–
current relationship as a function of the applied gate voltage. For GaAs
FETs the gate terminal voltage–current relationship must also be charac-
terized. An accurate measurement of the Id–Vds and Ig–Vgs curves is ex-
tremely important since the main nonlinearities of a FET are contained in
its voltage–current relationships, and therefore the measurements are an im-
portant foundation for the large-signal model development of the transistor.

Continuous DC measurements are very practical and are widely used to
characterize small periphery transistors (that is, gate peripheries resulting
in drain currents of around 1 A or less) owing to the small amount of current
and hence power required to capture the voltage and current characteristics.
Continuous DC measurements usually require simple measurement setups,
provide fast measurement times and can typically be made with a very low
noise measurement floor. The measurement of large periphery transistors
(drain current values in excess of 1 A) is quite difficult under constant DC
excitation because of the large power required and significant amount of self-
heating that occurs, which poses a risk of possible destruction or damage to
the device-under-test.

For self-heating effects to be described properly by the nonlinear transis-
tor model, we need to account for the dynamic temperature dependences
of the model parameters that are caused by the electrical signal. During
the extraction procedure, isothermal model parameters can be extracted at
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Fig. 3.17. An example of Ids–Vds curves for an LDMOS transistor. The differences
between constant and pulsed DC measurement are visible.

various temperatures, provided that the electrical and thermal dependences
of the model parameters are de-coupled.

One method to determine isothermal model parameters is to measure the
devices under pulsed conditions. Evidence of self-heating during the char-
acterization under continuous DC excitation is evident by comparing the
Id–Vds curves under continuous and pulsed DC excitations, as plotted in
Fig. 3.17. Pulsing the DC voltage with narrow pulse widths and a low duty
cycle, while measuring the voltage–current characteristics of the transistor,
overcomes the heating that is encountered when measuring large periphery
transistors [44]. Although it is possible to de-embed the thermal effects
of the non-isothermal data gathered during the measurement of a transis-
tor under continuous DC conditions, the measurement of the device under
pulsed conditions is straightforward, and avoids potential errors that can
be introduced during the de-embedding process, such as errors made in the
determination of the thermal resistance.

There are several good reasons for performing pulsed DC characterization
of transistors. For silicon LDMOS transistors, the first advantage is that
the thermal and electrical behaviours of the transistor can be decoupled,
enabling an accurate measurement of the current–voltage characteristics. A
second advantage is that the safe measurement range of the transistor can
be extended significantly compared with steady DC measurements. This
allows us to access regions of the Id–Vds characteristics corresponding to
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Fig. 3.18. An example of constant and pulsed DC drain current for an LDMOS
transistor. Id is plotted against Vds for pulse widths of 1.5, 5, 20, and 100 µs at Vgs

of 6.0 and 10.0 V

high dissipated powers, typical of power amplifier operation, that would
destroy or permanently damage the transistor if applied continuously.

The characterization of GaAs and GaN FETs presents an additional chal-
lenge, since these transistors may suffer from low frequency dispersion of
the I–V characteristics; that is, a change to the output conductance or
transconductance as a function of frequency. The III–V FETs have ‘slow
states’: these are thought to be attributable to surface or interface traps, or
unwanted impurities in the substrate or buffer layer, which can only capture
or release charge at a relatively slow rate compared with the RF operating
frequency of the device, but can respond to the slow rate of change of bias
under DC characterization. Consequently, the device I–V characteristics
are very different at DC and RF. Indeed, when coupled with the thermal
effects, the transistor’s low frequency dynamics can be very complex. The
idea of using pulsed DC measurements to capture the dominant drain cur-
rent nonlinearity in GaAs MESFETs and HEMTs was originally proposed by
Platzker et al. [6], and has been pursued more recently by Parker and Rath-
mell [45]. Accurate measurement of the effective high-frequency drain and
gate currents can be carried out using pulsed DC measurements, and used
to provide an accurate model of the main nonlinearity of the transistor. The
low-frequency dynamics are also of interest for power amplifier applications,
since they will affect the video bandwidth of the amplifier. Gallium arsenide
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FETs and HEMTs have been shown to exhibit very different low-frequency
behaviour when characterized using pulsed DC measurements from different
quiescent bias points [46], and this needs to be accounted for in a successful
model.

The first step in performing a pulsed DC characterization is to determine
the minimum pulse width, sampling location and duty cycle that will guar-
antee an isothermal environment. The sensitivity of the drain current to
pulse width for an LDMOS transistor is plotted in Fig. 3.18, where pulsed
DC drain current is plotted against drain-to-source voltage for 1.5, 5, 20,
and 100 µs pulse widths and gate-to-source voltages of 6.0 V and 10.0 V.
Very little change occurs for pulse widths less than 1.5 µs. For each pulse
width the pulse repetition period was modified to maintain a constant duty
cycle of 0.1% [44].

Not surprisingly, significant differences also occur in constant versus
pulsed DC values of Gds and Gm. A clear comparison of the constant and
pulsed DC output conductance Gds against Vds for Vgs varying from 4.0 V
to 10.0 V is shown in Fig. 3.19. The constant and pulsed DC transcon-
ductance Gm against Vgs for Vds of 5.0 V and 20.0 V is shown in Fig. 3.20.
Notice how the constant and pulsed DC values of I d, Gds, and Gm diverge
from each other as the power dissipation (that is, the product of Vds and
Id) increases [44]. By examining the differences of the output conductance
and transconductance between constant DC and pulsed DC, one cannot im-
mediately conclude that all the observed differences are induced by thermal
effects, since low frequency dispersion or trapping could also be affecting the
measured results. The amount of low frequency dispersion effects in silicon
LDMOS devices are significantly smaller compared to GaAs devices [47,48].
Therefore the vast majority of the differences observed in Fig. 3.20 can be
attributed to thermal effects.

3.4.2 Continuous DC Measurement System

The most rudimentary instrument at the disposal of the modeling engineer
to perform DC measurements of a transistor is the DC curve tracer. The
early curve tracer models did not have the necessary functionality to record
the I–V data, so its usefulness as a data collection instrument was somewhat
limited. Its main advantage is its versatility and ease of use to measure and
characterize transistors.

Nowadays, the DC parametric analyzer is the most common instrument
used for measuring the DC characteristics of transistors. Most modern DC
parametric analyzers perform a periodical auto-calibration automatically to
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Fig. 3.20. An example of constant and pulsed DC transconductance of an LDMOS
transistor. Gm versus Vgs is plotted for Vds voltages of 5.0 V and 20.0 V.

maintain measurement accuracy. This is accomplished by the DC paramet-
ric analyzer disconnecting its outputs from the DUT, measuring possible
offset voltages and currents, and then comparing these with a very stable
voltage or current reference, and making the corrections as appropriate. This
type of auto-calibration does not require the interaction of the user. The
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DC parametric analyzer’s current and voltage capabilities are well suited
for the characterization of small transistors (owing to its current handling
capabilities) and to situations which require the accurate measurement of
very low current levels, in the order of nano- to femto-amperes.

The DC power required to characterize large gate periphery transistors
is often beyond the capability of the DC parametric analyzer. Under those
circumstances a DC measurement system can be assembled with the ap-
propriate power supplies, and voltage and current meters. For very high
current values it is sometimes necessary to replace the current meter by a
very low resistance element, which has been very accurately characterized
so that the current can be computed by measuring the voltage drop across
it. In addition, oscillation suppression components, which are frequently
needed to overcome stability issues during the transistor characterization,
must be included in the gate and drain bias lines or bias networks of the DC
measurement system.

High-precision DC measurement systems utilize Kelvin measurements to
avoid inaccuracies associated with the series contact resistances of the mea-
surement leads or electrodes. This measurement procedure, also known as
the four-wire method, consists of two separate lines, viz, a force line and an-
other connected in parallel, the sense line. The force line carries the current
from the meter, while the sense lines allow the meter to measure the voltage
across the DUT. With this type of configuration, any voltage drop due to
the resistance of the force lines and their contact resistances is ignored by
the meter. To improve the accuracy of the Kelvin measurement method,
the point where the force and sense lines are tied together must be as close
as possible to the DUT.

3.4.3 Pulsed DC Measurement System

Typical pulsed DC measurement systems are capable of generating short
voltage pulse widths (around 200 ns to 1 µs minimum) with low duty cycles
and high voltages and currents. There are several commercially available
systems [49–51], and a number of systems have been developed but not
commercialized by corporations and academia [4–8].

To measure high voltage LDMOS devices, the main purpose of the DC
pulsed system is to overcome self-heating effects. The minimum pulse width
should be in the 1 µs range, with the maximum input (gate) pulsed voltages
of around 20 V and maximum output (drain) pulsed voltages in excess of
100 V, while being able to supply at least 10 A of current at duty cycles of
around 0.1 to 1 percent.
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Fig. 3.21. Examples of the pulse timing used during pulsed-DC and pulsed-RF
measurements

If the application is the characterization of microwave GaAs FET power
devices, the maximum voltage requirements are somewhat less, perhaps
around 5 V for the input and 20 V for the output, with maximum cur-
rent capability of 1 to 2 A. To make sure that all low frequency dispersion
phenomena are properly addressed, the minimum pulse width should be
significantly smaller, around 200 ns.

A diagram of a typical train of pulses used during the characterization of
LDMOS devices is shown in Fig. 3.21. The gate voltage pulses are seen to
be contained within the drain voltage pulses, allowing the transistor to be
biased following a zero bias current path; that is, the drain voltage is applied
first while the gate voltage is still 0 V, producing no drain-to-source current,
and thus reducing the possibility of device damage or oscillation issues. The
diagram also shows the quiescent bias point from which the pulses are being
pulsed; this is 0 V for both the gate and drain. A schematic diagram of the
equipment used for a pulsed DC measurement system is shown in Fig. 3.22.

During the characterization of LDMOS devices, where the amount of low
frequency dispersion of the output conductance and the transconductance is
negligible, the choice of the initial DC quiescent point from which to pulse
the input and output voltage is, to a certain extent, arbitrary. Since the
purpose of pulsed DC measurements for the characterization of LDMOS
transistors is to remove self-heating, a convenient zero-power dissipation
point can be selected. For GaAs FETs that exhibit dispersion character-
istics, the value of the initial DC bias point has a significant effect on the
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Fig. 3.22. A schematic of the typical equipment used for pulsed DC measurements.

measured (pulsed) drain-to-source and gate-to-source currents, and special
care must be taken in its selection [46].

By controlling the surrounding temperature of the device during the
pulsed measurements, and the fact that a negligible amount of self-heating is
produced, the junction temperature can be controlled, allowing the transis-
tor characteristics to be measured under specific thermal conditions. When
performing on-wafer measurements, the temperature of the wafer chuck
can be used to set the isothermal environment of the transistor during the
pulsed DC measurement process. Similar temperature-setting arrangements
can be made when using fixture devices, either by water-cooled fixtures,
temperature-controlled chucks, or systems that can force hot or cold air on
top of the device.

3.4.4 Small-Signal S-Parameter Measurements

The measurement of small-signal S-parameters is perhaps the most common
and useful way to provide a linear description of a circuit and its frequency
response. S-parameter measurements are fundamental to the development
of linear and nonlinear models and they are often divided into two broad
categories by the type of component measured: active or passive. The basic
distinction is that active components require the injection of a DC compo-
nent in addition to the RF signal that is used to determine the frequency-
dependent S-parameters.

The combination of a DC and an RF signal is accomplished with the
integration of a bias circuit into the RF circuit, yielding a new three-terminal
circuit, called a ‘bias tee.’ This component has one port for the RF input,
another for the DC input, and the third port for the DC plus RF output,
which is connected to the transistor. The quality of the bias tee is governed
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by its ability to isolate the DC and RF signals, while providing very low
impedance at low frequencies, as seen from the port next to the transistor
(DC & RF port). Additionally, a very low insertion loss between the RF
ports, and a good return loss at all ports are required.

It is especially challenging to design and construct a bias network that op-
erates over a large bandwidth and is capable of handling large DC currents.
The design is further complicated by the need to provide satisfactory RF
performance when the circuit is excited by pulses having short durations,
in the range of hundreds of nanoseconds, and fast rise-times, of the order
of tenths of a nanosecond, as is required during the measurement of pulsed
DC and pulsed S-parameter measurements.

As outlined in Section 3.4.1, a major problem that must be overcome dur-
ing the characterization of high-power devices is the self-heating of the tran-
sistor. This is also the case when measuring bias-dependent S-parameters
at high-frequencies, to extract isothermal model parameters. Often, S-
parameter measurements are performed on-wafer, presenting an additional
challenge to obtaining isothermal measurements, since the heatsink is not
optimal, in contrast with fixtured and packaged measurements. The tem-
perature of the device-under-test is controlled using a cooling station or
temperature-controlled chuck. A very effective and often-used method to
overcome the effects of self-heating is to excite the transistor with DC and
RF pulses that are substantially smaller than the thermal time constants
of the transistor. If the temperature rise is reduced to a negligible amount,
then we have achieved an isothermal measurement environment. This allows
us to maintain thermal consistency between the pulsed DC and S-parameter
measurements.

Performing pulsed S-parameter measurements instead of continuous S-
parameter measurements is not without its disadvantages. A major draw-
back is a drastic reduction of the measurement dynamic range. If wide-band
detection is used as the basic architecture of the pulsed S-parameter test-set,
the dynamic range is fairly independent of the pulse width used during the
measurement, but its value is well below the value that is obtained with con-
tinuous S-parameter test sets (around 65 dB compared with around 100 dB).
More modern pulsed VNA architectures employ a narrow-band detection
scheme, where the dynamic range is proportional to the signal energy re-
ceived. This means that the dynamic range is reduced as the pulse width is
narrowed. The reduction in dynamic range is because the narrow-band filter
is attenuating everything but the fundamental tone of the pulsed signal. As
the duty cycle decreases, less energy is present in the fundamental tone and
hence the reduction in dynamic range [52].
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Fig. 3.23. Constant and pulsed DC and RF fT vs. Id for Vds of 26.0 V.

Differences between pulsed and continuous S-parameters are evident when
analyzing the measured short-circuit current gain unity frequency, or the
transition frequency, fT, of the transistor as a function of Id. Figures 3.23
and 3.24 show fT versus Vgs and Ids of an LDMOS transistor. To calcu-
late the value of fT, the S-parameters were measured at the desired bias,
between 0.5 GHz and 8 GHz, and then converted to H-parameters, where
the value of fT was interpolated between the adjacent frequency points in
which the magnitude of H21 became less than unity. The drain current was
measured at the same time under pulsed and continuous conditions, allow-
ing us to plot fT versus Id under continuous and pulsed conditions. Clear
differences are present in the peak value of fT and its roll-off character-
istics. Those differences arise from the strong thermal dependence of the
transistor’s transconductance.

3.5 Measurements for Validation

Several of the most common measurements used during the model validation
process are highlighted in this section. Large-signal loadpull measurements
are by far the most common method used to validate high power RF transis-
tor models. Their popularity arises from their versatility: loadpull measure-
ments can be performed under many different kinds of signal excitations,
power levels, and frequencies in both on-wafer and in-fixture environments.
Loadpull systems have been available commercially to the RF and microwave
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Fig. 3.24. Constant and pulsed DC and RF fT vs. Vgs for Vds of 26.0 V.

engineer for many years. The section will conclude with the description of
an instrument that is gaining acceptance in today’s marketplace as a great
complement to a frequency-domain and impedance-plane-only model valida-
tion strategy: the large-signal network analyzer. With this instrument the
frontier of time-domain measurements is starting to be explored and a new
way to characterize transistors under large-signal conditions is providing
additional insights into the accuracy and range of validity of models.

3.5.1 Loadpull Measurements

A key aspect of any transistor modeling and validation activity is the deter-
mination of the region of validity of the model, under realistic bias, power
level and signal excitation conditions. Within the context of large-signal
model validation, the loadpull measurement technique is extremely popular
in the RF and microwave engineering community. Its flexibility in char-
acterizing transistors of different sizes, at different frequencies and under
arbitrary stimuli makes it today’s preferred tool for transistor model val-
idation. Loadpull test-benches allow control over the specific impedance
terminations presented to the device, at the fundamental and the harmonic
frequencies, while measuring the performance figures of merit of the tran-
sistor. The measurements are plotted as contours of equal performance as
a function of the input and output impedance termination super-imposed
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Fig. 3.25. A schematic diagram of a typical loadpull system [53]. © 2006 IEEE.
Reprinted with permission.

on a Smith chart. During the design, plotting the various transistor charac-
teristics simultaneously allows a designer to make compromises to meet the
required design specifications.

An illustration of a typical passive loadpull measurement system is pro-
vided in Fig. 3.25. The impedances presented to the transistor are varied
by the mechanical tuners, which contain a slab transmission line loaded by
one or more sliding stubs. The position of the stubs and their proximity
to the center conductor is controlled by precision stepper motors. Via com-
puter control, a wide range of reflection coefficients can be presented to the
transistor. However, the range of impedances that can be realized by the
loadpull system is limited by the losses of the system from the mechanical
tuner reference plane to the active transistor reference plane. These losses
are introduced by connectors, pre-matching fixtures, transistor packaging,
and so forth. For very high-power devices, the optimal impedances are of-
ten around 1 Ω, and the losses limit the range of impedances that can be
presented by the loadpull system. This is a major disadvantage of passive
loadpull system with mechanical tuners, compared with active loadpull sys-
tems, which can present impedances at the very edge of the Smith chart,
and even beyond [54]. Although the impedance-tuning restrictions due to
losses limit the tuning range of the passive tuner, the peak power handling
capability of these tuners is critical for the measurement of high-power tran-
sistors and is the main reason why electrical tuners are not more frequently
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employed in this kind of application. Researchers are making progress to-
wards the development of new active systems, where signals are injected
directly into the transistor to synthesize an impedance, thereby avoiding
any issues related to the tuner losses [37]. Presently, such systems are lim-
ited to sinusoidal excitations, although techniques are being developed to
accommodate the system delays and enable characterization using realistic,
digitally-modulated RF signals [55, 56].

In a loadpull system, one or more signal generators and power amplifiers
are required to create the desired stimuli to the device-under-test, typically
providing enough available input power to drive the transistor into several
dB of gain compression. Modern state-of-the-art (passive) loadpull systems
are capable of measuring devices up to 100 to 200 W at impedances below
one ohm, under digitally modulated stimuli, at frequencies around 2 GHz,
and up to 20 W at frequencies around 40 GHz.

Prior to performing loadpull measurements, a system calibration must be
performed in order to know the exact impedances and power quantities pre-
sented to the device-under-test at the frequencies of interest. Each tuner
needs to be connected to a vector network analyzer to measure its two-port
S-parameters for the specified set of tuner positions and frequency points. In
addition, the S-parameters of the remaining passive components of the sys-
tem, such as the input and output couplers, isolators and attenuators, need
to be measured accurately. Once the tuner and the remaining S-parameters
of the pre-matching fixture halves are determined and properly loaded into
the system software, the loadpull system can then be assembled for a power
calibration. The power calibration of the RF source is conducted to mea-
sure the available power at the input of the source tuner over a programmed
power range. A zero-length through line is usually connected in place of the
device-under-test and the fixture to perform the power calibration.

The final step prior to commencing the transistor characterization in a
loadpull bench is the verification of the loadpull system. The complete
system can be verified by measuring its transducer gain under sourcepull
and loadpull conditions of a Through or Delay (Line) standard. Since S-
parameters of both the input and output tuners, load strings and fixture
halves, and the Through standard, are all known from calibration, the trans-
ducer gain of the system can be computed by cascading the appropriate sets
of S-parameters. By comparing the calculated transducer gain to the mea-
sured transducer gain, the errors in the system can be determined. From
experience, we have determined that an acceptable value of the difference
in measured and calculated transducer gain, or ∆Gt, needs to be less than
0.2 dB in the areas of interest [35, 57]. If the value of ∆Gt is small, it can
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Fig. 3.26. Typical ∆Gt contours. The minimum ∆Gt is 0.06 dB and the contours
increase in 0.05 dB steps outward [42]. © 2000 IEEE. Reprinted with permission.

be deduced that the calibration and the error boxes for the pre-matching
fixture are accurate. Fig. 3.26 shows loadpull contours of ∆Gt while setting
the input tuner to an impedance of 5 Ω at the calibrated reference plane.
Similar results were achieved when measuring sourcepull contours of Gt and
a load tuner setting of 5 Ω at the calibrated reference plane.

In the previous section, we highlighted the importance of having fixtures
that provide a significant impedance transformation, to enable the user of a
loadpull system to be able to reach the low impedance values of the packaged
transistors with a reasonable amount of system accuracy. Another important
component of the loadpull fixture, in addition to its pre-matching charac-
teristics, is its low frequency bias decoupling. To minimize low-frequency
memory effects (more details can be found in Chapter 2), the bias network
must provide a very low impedance to the active device at frequencies several
times the bandwidth of the signal being used to test the device.

An often-overlooked detail while collecting loadpull data for large-signal
model validation is the information about the impedances presented by the
measurement system to the device-under-test at frequencies other than the
fundamental frequency. It is well known that the impedances presented
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Fig. 3.27. An example of loadpull contour plots superimposed on a Smith chart.

to the device at the harmonic frequencies and at low frequencies have a
significant effect on the transistor’s RF performance [58]. Therefore, the
simulation environment must replicate the measurement conditions in which
the transistor was characterized at all the relevant frequencies [59].

Traditionally, scanning through the loadpull data was a fairly simple exer-
cise. Today’s commercially available software that is used to control loadpull
systems and to gather and display the measured data provides greater flex-
ibility and capability. For example, the measurement and display of perfor-
mance contours at a constant output power can be displayed easily. With the
advent of digitally modulated signals in second- and third-generation cellu-
lar communication systems, loadpull systems have been adapted to measure
and analyze new kinds of transistor characteristics, such as adjacent channel
power [60]. More recently, with the trend for more peak power from high
power RF transistors, loadpull systems are being modified to measure and
analyze the ratio of the peak to average power (PAR) [53]. In a similar
fashion, contours of constant output PAR can be measured and displayed,
resulting in a very compact snapshot of the transistor performance. The
results of an example loadpull measurement are plotted in Figs. 3.27 and
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Fig. 3.28. An example of transistor performance for a single set of impedances.

3.28, where the gain and efficiency of a transistor are plotted as functions
of the output power.

3.5.2 Large-Signal Network Analyzer

The large-signal network analyzer (LSNA) can be thought of as a vector-
corrected and time-aligned microwave oscilloscope. It works in a similar
way to a VNA, by measuring incident and reflected voltage waves applied
to the device-under-test. The VNA operates at small signal levels, in the
linear regime, and determines the ratios of the incident and reflected waves
in a complex ratiometer: these ratios are the scattering parameters or S-
parameters. In the case of the LSNA, we are generally measuring the DUT
under large-signal conditions, and we must allow for the possibility of har-
monics of the original wave being generated in the reflected and transmitted
waves – indeed, if there are any sourcepull effects we may have harmonics of
the incident wave as well. We now need to measure the absolute magnitudes
and relative phases of all of the harmonic components, to make any sense
of the large-signal transfer and reflection characteristics of the DUT. The
LSNA captures the information in the frequency domain, like a VNA, but
(usually) the visualization of the measurement is done in the time domain,
like an oscilloscope: the LSNA is carrying out the Fourier analysis of the
scattered waves, at microwave frequencies.
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In fact, the first example of the LSNA [9] used a VNA to measure suc-
cessively the fundamental and harmonic components of the signals, by syn-
chronizing the VNA with the harmonics using a phase-coherent fundamen-
tal source for reference. This technique has been adapted by Ferrero et
al. [54,61] for the development of active harmonic loadpull techniques, where
one sampler of the VNA is used as the reference for the fundamental and
harmonics. Most modern examples of the LSNA are based on the Hewlett
Packard (HP) Microwave Transition Analyzer (MTA), which was introduced
in 1992, and was adopted as the basis for large-signal waveform measurement
by Tasker et al. [10], and by Verspecht and coworkers [11], who later collab-
orated with the Network Measurement and Description Group (NMDG) of
HP. This latter collaboration saw the development of the first commercial
prototype LSNA, where two MTA receivers are used with a pair of reflec-
tometers to create a two-port network analyzer-style of instrument, with
40 GHz of RF bandwidth. This instrument measures directly the mag-
nitude and phase of the incident and reflected waves at all harmonic or
intermodulation frequencies, with the phase being coherently referenced so
that reconstruction of the large-signal time domain waveform can be carried
out. This signal-processing and timing hardware is an essential piece of the
instrument.

The MTA-based LSNA requires a calibration to be able to measure the
absolute magnitude and phase of the four a and b waves at the two ports.
The calibration comprises three parts: the first part is a regular VNA cal-
ibration, to establish the measurement reference planes and determine the
linear error coefficients of the system. The second part comprises a power
calibration. This is usually done at a remote port, especially for on-wafer
measurements: a one-port SOL calibration is carried out first, to enable
the measurement at this port to be re-referenced or de-embedded to the
device measurement reference planes. Then a (calibrated) power meter is
attached and the signal source swept over power and harmonic frequencies,
to establish the actual power detected at the samplers. Finally, for the third
part, a phase calibration is carried out by attaching a calibrated phase ref-
erence unit at this same port, and the absolute phase of the samplers can
be determined. The phase reference unit is a step recovery diode (SRD)
driven by a high-amplitude square wave, generating very sharp pulses at a
specific repetition rate, at harmonics of the drive frequency, which is 600–
1200 MHz in the commercial LSNA [62]. This effectively gives a lower limit
to the RF bandwidth of this instrument. The phase reference unit is a trace-
able calibration: the unit can be recalibrated at NIST using a nose-to-nose
calibration method with a sampling oscilloscope to measure the pulses.
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For many of the wireless applications, this phase calibration can be omit-
ted: the samplers used in the LSNA (and HP8510) have a phase response
that is flat to within about one degree, to 20 GHz, and so the phase cor-
rection is negligible for RF signals of around 2 GHz fundamental [63]. This
allows a little more freedom in the low-frequency range of the instrument,
and a simpler calibration procedure.

The ‘microwave oscilloscope’ description of the LSNA is a reality with
modern digital sampling oscilloscopes (DSO), which claim 13–14 GHz RF
bandwidth. By connecting a four-channel DSO behind a pair of reflectome-
ters, after suitable calibration we have an instrument that can display the
time-domain current and voltage waveforms of the reflected and transmit-
ted microwave signals of the DUT: this is essentially LSNA functionality.
In fact one of the original papers on high-frequency time-domain waveform
measurement used a coupler and DSO to measure the waveforms and the
voltage and current at the gate and drain of an HF transistor [64]. The
drawback with the DSO approach is the limited dynamic range, attributable
to the limited range of the analogue-to-digital converters (ADC) typically
found in these instruments: only 8-bit, compared with the 14-bit ADCs in
the MTA.

The research and development in nonlinear microwave measurements us-
ing the LSNA instrument has resulted in new developments of the instru-
ment itself, including loadpull, pulsed capability, and extended RF and IF
bandwidth, resulting in second-generation LSNA, as well as the characteriza-
tion of nonlinear components and the development of new device and system
models. These models for microwave transistors are of both compact and
behavioural flavours.

The LSNA has been used for transistor modeling, in terms of collection of
data for modeling, and model verification. Gaddi et al. [65] used LSNA mea-
surements to create a nonlinear electro-thermal model as described in [47],
and showed that the model created from LSNA measurements compared
well with the traditionally derived model, though both models showed some
shortcomings in the charge model, a characteristic of this model configura-
tion (see Chapter 6 for a fuller discussion of this topic). Curras-Francos and
co-workers [66,67] used the LSNA with a complex variable load to generate
measurements for extracting a table-based HEMT model based on nonlinear
current and charge generators. The model performance in predicting output
power, harmonic performance and small-signal S-parameters was excellent,
similar to the non-quasi-static model generated using more traditional bias-
dependent S-parameters. Schreurs et al. [68] used an LSNA with two RF
sources, one each for gate and drain signals, to generate a loadpull effect that
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enabled a rapid coverage of the output characteristic space of the FET, and
used artificial neural networks to model the FET terminal characteristics,
with promising results. This modeling technique has since been applied to
the generation of RF ‘black-box’ behavioural models of RFIC amplifiers [69].

The LSNA has also been used for large-signal model validation [70].
For example, the transistor load-lines under active drive conditions can be
mapped out from the measured terminal currents and voltage, and compared
with model predictions [67]. The use of the LSNA for model validation is
described more fully in Chapter 9.
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simulation for large-signal transistor model validation,” Microwave J., no. 3,
Mar. 1997.

[60] J. F. Sevic, M. B. Steer, and A. M. Pavio, “Large-signal automated load-pull of
adjacent-channel power for digital wireless communication systems,” in IEEE
MTT-S Int. Microwave Symp. Dig., 2, San Francisco, CA, June 1996, pp.
763–766.

[61] A. Ferrero, F. Sanpietro, U. Pisani, and C. Beccari, “Novel hardware and
software solutions for a complete linear and nonlinear microwave device char-
acterization,” IEEE Trans. Instrum. Meas., 43, no. 2, pp. 299–305, Apr. 1994.

[62] Maury Microwave, Inc. http://www.maurymw.com/

[63] P. J. Tasker and J. Verspecht, private communication.

[64] M. Sipila, K. Lethinen, and V. Porra, “High-frequency periodic time-domain
waveform measurement system,” IEEE Trans. Microwave Theory Tech., 36,
no. 10, pp. 1397–1405, oct 1988.
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4

Passive Components: Simulation and Modeling

4.1 Introduction

In the design and modeling of a microwave packaged power transistor, lin-
ear models of the package and matching networks are combined with a
nonlinear model of the transistor. The resulting performance is dictated by
the impedances presented by the matching networks to the transistor at the
fundamental, harmonic and low-frequency terminations. These matching
networks are often composed of arrays of small-diameter bondwires, metal-
oxide-semiconductor (MOS) capacitors, and packages. The passive compo-
nents provide the necessary low-loss impedance transformation essential for
the successful operation of the RF power amplifier.

While the discussion here focuses on the modeling of the matching net-
works of a packaged LDMOS transistor used in wireless infrastructure ap-
plications, the techniques described are general enough to be applied to
transistors that are based on other device technologies, or that are used
for higher frequency applications. In this chapter, we will describe model-
ing techniques for each component of the matching network – that is, the
package, bondwires, and internal matching capacitors, and show how mod-
ern computer-aided design tools can be used to support the modeling and
design of the matching network.

4.2 Packages

Typically, the packages that are used for wireless infrastructure RF power
amplifier applications are constructed from high-conductivity metals and
low-loss dielectrics. The package is one component of the low-loss matching
network located between the transistor die and the microstrip matching
circuitry on the printed circuit board of the amplifier.
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(a) Metal-ceramic package (b) Plastic packages

Fig. 4.1. Illustrations of a power transistor using ceramic and plastic packages.

Stringent thermal-mechanical design practices are required to ensure that
the package can dissipate the substantial heat-flux generated by the transis-
tor [1]. Low thermal resistance packages are required (typically, around 0.5
W/◦C), since all of the energy not converted into RF power is dissipated as
heat. For example, a 200 W amplifier operating at 50% efficiency dissipates
100 W of power as heat through the package.

The packages, as illustrated in Fig. 4.1, are designed for the leads to
rest on top of the microstrip transmission lines on the printed circuit board
(PCB). The back side of the flange contacts the heatsink of the power am-
plifier forming a conductive electrical connection to the bottom conductor of
the microstrip and a conductive thermal connection to the heatsink, which
permits heat to flow away from the packaged transistor.

4.2.1 Analysis of an Empty Package

In general, the width of the package leads approximately match the total
combined width of the dies mounted within the package. The largest pack-
aged transistors have lead widths in excess of 500 mil. The combination
of lead width, high ceramic permittivity and thin substrate of the window-
frame forms a short transmission line having a low characteristic impedance,
which is often approximated by an equivalent package capacitance.

The package capacitance can be extracted directly from the simulated or
measured Y-parameters. Assuming a Π-network of capacitors, the shunt
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Fig. 4.2. The phase of the input reflection coefficient of the empty microstrip pack-
age. The encapsulant has a relative dielectric constant of εr = 3.5 and a loss tangent
of 0.005. The relative dielectric constant of the window-frame is 9.73.

capacitance, Cpkg, is expressed as,

Cpkg =
Im(Y11 + Y12)

ω
(4.1)

Cm =
−Im(Y12)

ω
(4.2)

where Cpkg is the extracted bond-pad capacitance to ground, Cm is the
extracted capacitance between the input and output bond-pads, Yij are the
elements of the two-port admittance matrix, and ω is the radial frequency.

As an example, we performed S-parameter measurement and simulation
of the empty package illustrated in Fig. 3.12, in the test-fixture shown in
Fig. 3.11, with and without a plastic encapsulant. Finite-element simula-
tions were conducted by replicating the package geometry within a finite-
element-based simulator. The phase of the reflection coefficient and the
magnitude of the transmission coefficient are plotted in Figs. 4.2 and 4.3.
It is worth noting that the effects of the plastic encapsulation on the pack-
age are an increased bond-pad capacitance and reduced isolation between
package leads.
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Fig. 4.3. Plots of the measured vs. simulated transmission coefficient of the empty
microstrip package. Results for both encapsulated and non-encapsulated packages
are provided.

4.3 Bondwires

The primary role of a bondwire is to provide a conductive electrical connec-
tion between a semiconductor die and the external environment. In many
devices, such as microprocessors, digital signal processors, and so forth, the
purpose of the bondwire is two-fold: to provide a means for the transmis-
sion of signals, and to distribute the DC power. The bondwire is typically
considered to be a parasitic element, which degrades circuit performance.
Estimates of its parasitic effects are crucial during the design process to
avoid serious signal integrity issues.

In RF power transistors, the bondwire also functions as a low-loss element
of an impedance-matching network. Since the shape of the wire, number of
wires, spacing between wires, and wire radius are all easily controlled by
automatic wire-bonding machines, it is the element that can be most easily
adjusted during the design. Minor adjustments to the bondwire geome-
try can result in the matching network altering the transistor performance.
Their characterization is paramount in achieving a successful design, since
without accurately modeling these effects a priori, the design process is
reduced to empirical tuning through re-manufacture.
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Fig. 4.4. Equivalent circuit of an array of bondwires. The coupling between the
bondwires has been neglected to simplify the drawing.

4.3.1 Electrical Examination of the Bondwire Array

Often the equivalent circuit of the bondwire is assumed to be a series in-
ductance, with a loss mechanism implemented through the addition of a
series resistance. The small diameter wire is typically placed high above the
ground plane, which results in a large inductance but a small capacitance.
Using image theory, the per-unit-length inductance, L, and capacitance, C,
can be computed from the transmission line parameters of a two-wire line [2]:

C =
2πε

cosh−1
(

H
r

) (4.3)

L =
µ

2π
cosh−1

(
H

r

)
(4.4)

These values are exact for a conducting cylinder of infinite length, radius r,
located at height H above an infinite ground plane, where µ is the perme-
ability and ε is the permittivity of the medium surrounding the wire. For
values of H � 2a, L dominates and C is typically deemed to be negligi-
ble: the high characteristic impedance approximation [3]. For example, a
cylinder having a radius of 25 µm, and placed 500 µm above the ground
plane, the per-unit-length inductance is 0.74 nH/mm and capacitance is 15
fF/mm.

Single bondwires are rarely employed in power transistors. Instead, large
numbers of bondwires are placed in parallel to form an array. Often, the
first step in developing an equivalent circuit for an array is to assume that
each wire behaves independently, and to connect many inductors (wires) in
parallel. This simple equivalent circuit cannot always model the behaviour
of the array correctly. If the array of wires is analyzed as a set of coupled
transmission lines, the importance of the capacitive coupling to the ground
plane becomes apparent.

The equivalent circuit illustrating this arrangement is shown in Fig. 4.4,
where each bondwire is replaced by the equivalent circuit of an electrically
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Fig. 4.5. Equivalent inductance of wire arrays for different numbers of conductors,
with and without the presence of the plastic encapsulant. The effect of the mutual
inductance is also shown.

short transmission line. While this pedagogical example neglects the mu-
tual inductances and capacitances within the wire array, it illustrates that
the relative importance of the capacitance and inductance will change as
a function of the number of wires. The parallel connection results in the
inductance decreasing and capacitance increasing as the number of wires in
the array increases.

Electromagnetic simulations of a set of coupled conductors placed above
a ground plane illustrate this behaviour. Since the coupled set of conductors
supports a TEM-wave in a homogeneous medium, it can be considered as
a single transmission line [4]. The equivalent inductance and capacitance,
as a function of the number of conductors, extracted directly from the Z-
parameters of the coupled transmission line using eqs. 4.11 and 4.13 (see
Section 4.3.3), are plotted in Figs. 4.5 and 4.6.

The total inductance of the bondwire array is shown in Fig. 4.5. In the
absence of mutual coupling between the wires, the total inductance curve
will simply follow the pure mathematical value of a collection of inductors in
parallel. The mutual inductance will increase as the wires are placed closer
to one another and it will have the effect of increasing the total inductance
of the bondwire array. The total capacitance of the array increases linearly
with the number of wires, because the set of conductors supports a TEM
wave, so at any point transverse to the direction of propagation, the wires
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Fig. 4.6. Equivalent capacitance of wire arrays for different number of conductors,
with and without the presence of the plastic encapsulant.

are at the same potential. With no voltage difference between the wires,
there are no effects due to coupling capacitance. This indicates that the
capacitance of the wire is directly to ground and as a result it scales linearly
with the number of wires.

The fact that as the number of wires in the array increases, the inductance
decreases and the capacitance increases linearly, is a consequence of the
nature of the coupled set of transmission lines (in other words, the speed
of an electromagnetic wave in a homogeneous medium is constant). It also
implies that for arrays with large numbers of bondwires, the capacitance
plays a more significant role, and cannot be neglected.

The effects of the plastic in over-molded packages must also be considered.
These packages are designed such that the plastic completely encapsulates
the wires. Since the capacitance is directly proportional to the relative
permittivity of the medium, the total capacitance increases, while the in-
ductance remains unaffected. The effect of the plastic on the equivalent
inductance and capacitance of the set of coupled microstrips is also shown
in Figs. 4.5 and 4.6, where the set of coupled microstrips were re-simulated
within a dielectric having a relative dielectric constant of εr = 4.

The analysis of the bondwire array is further complicated by the
impedances presented at the ends of the set of wires. Through an analysis
of the S-parameters of a transmission line terminated in equal impedances
Zt, Mouthaan has shown that the termination impedances can dictate the
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electrical behaviour of the bondwire [3]. The input reflection coefficient for
a transmission line when terminated on both ends with an impedance of Zt

can be expressed as:

S11 = S22 =
j(Zo − 1/Zo) sin(βl)

2 cos(βl) + j(Zo + 1/Zo) sin(βl))
(4.5)

≈ j(Zo − 1/Zo)βl

2 + j(Zo + 1/Zo)βl

where β is the phase constant of the transmission line, l is the length of
the line, Zo is the characteristic impedance of the transmission line normal-
ized by the termination impedance Zt, Zo = Zo/Zt. When the length of
the transmission line is short, l is small compared to the wavelength and
sin(βl) ≈ βl: the equation is simplified. By comparing this expression to
the S-parameters of a series inductor Ls and a shunt capacitor Cs, the qual-
itative behaviour of the line can be determined. The S-parameters for a
series inductor Ls and a shunt capacitor Cs are given by [3]:

S11 = S22 =
jωLs/Zt

2 + jωLs/Zt
(4.6)

S11 = S22 =
−jωCs/Yt

2 + jωCs/Yt
(4.7)

Thus, if Zo � 1, the S-parameters of eq. 4.5 simplify to those of eq. 4.6,
and the bondwire behaves like an inductor. Conversely, if the Zo � 1, the
S-parameters of eq. 4.5 simplify to those of eq. 4.7, and the bondwire be-
haves like a capacitor. In other words, it was found that if the characteristic
impedance of the bondwire array is much greater than the impedance of the
termination, then the bondwire behaves inductively, whereas if the charac-
teristic impedance of the bondwire is much smaller than the termination
impedance, then it behaves capacitively.

4.3.2 Simulation of an Array of Bondwires

There exist numerous approximate formulas and methods in the litera-
ture [5–9] that attempt to compute the approximate behaviour of the self-
and mutual inductance of a bondwire and arrays of bondwires through the
application of the Biot–Savart law or Neumann’s equation [10]. Both of
these equations calculate the inductance of a conductive element formed in
a closed loop. Since the bondwires form non-closed loops, the concept of



4.3 Bondwires 131

partial inductance was introduced, which represents part of the total closed
loop inductance. Rosa argues that in this sense the use of the Biot–Savart
law and Neumann’s formula is legitimate [10]. The majority of these for-
mulas have been derived from Rosa’s original work, where the wire was
considered to be a straight wire positioned horizontally over a ground plane
at an infinite distance [5]. Image theory can be used to account for a ground
plane, and several correction terms have been added to account for short
wire lengths and skin depths.

Similar formulas and approximations are used to compute the mutual in-
ductance between two wires; however, these equations lack the ability to
define precisely the three-dimensional nature of the bondwire, and concepts
such as the average height of the bondwire arc above a ground plane must
be introduced. Although these equations can be used to calculate bond-
wire parameters approximately, in many instances they do not provide the
sufficient level of accuracy required for high power transistor design. Fur-
thermore, these equations suffer from severe limitations when analyzing high
frequency circuits accurately where the distributed nature of the bondwire,
radiation and non-uniform current densities due to proximity effects become
important or cannot be ignored. To compute the inductances for these types
of geometry, we turn to computational electromagnetic techniques. Never-
theless, an understanding of the more common approaches to inductance
calculation and their limitations can be useful.

One of the most common expressions for the inductance of an isolated
conducting cylinder of length l and diameter d, is [10]

L =
µ0l

2π


ln


2l

d
+

(
1 +
(

2l

d

)2
)0.5

+

d

2l
−
[
1 +
(

d

2l

2)]0.5

+ µrδ



(4.8)

The mutual inductance between two wires of length l separated by center-
to-center distance s is computed using,

Mg =
µol

2π
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 l
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l
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)2
)0.5

+

s
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−
(

1 +
(

s

l

)2
)0.5

 (4.9)

For arrays of bondwires, the diagonal elements of the impedance matrix
are computed using eq. 4.8, and the off-diagonal terms, or mutuals, are
computed using eq. 4.9. However, these equations are of limited use since
the calculations return an approximate inductance and the curvature of the
bondwire cannot be incorporated.
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To account for the curvature of the bondwire, a Neumann’s inductance
equation is often used to compute the mutual and self-inductances of bond-
wire [9]. Neumann’s formulation computes the mutual inductance between
closed filamentary loops C1 and C2,

L12 =
µo

4π

∮
C1

∮
C2

dl1 · dl2
r

(4.10)

where µ0 is the permeability of free space and r is the distance between
dl1 and dl2 differential sections of line. Similarly the self-inductance is
computed using eq. 4.10, where C1 is the surface of the wire and C2 is
the axis of the wire [11]. While this formulation enables the calculation of
curved bondwires, it assumes the current density within the array is uniform
and losses are implemented through skin depth calculations.

The partial element equivalent circuit (PEEC) technique has also been
widely applied for the simulation of package leads and bondwires. The
method discretizes the volume of metallic objects. The formulation is de-
rived from magneto-quasi-static analysis, which originates from the assump-
tion that the displacement current is negligible. For a bondwire, the method
assumes that current within a long thin wire flows parallel to the wire sur-
face. The skin effect is included by discretizing the cross-section of the wire
into multiple current filaments with each one carrying a different current
magnitude. Following a method-of-moments procedure, a system of equa-
tions is formed and solved for the inductance and series resistance of the
bondwire. This method allows the calculation of the inductance of a curved
bondwire as well as the mutual coupling between adjacent bondwires [12].

The main advantage that the PEEC method provides is that only the
metallic volumes, that is, the wires, must be meshed into filaments. The
remaining non-metallic volumes next to or enclosing the bondwires do not
have to be meshed as is commonly done with finite-element (FEM) and
finite-difference time-domain (FDTD) methods. Because of the reduced
meshing requirements, the PEEC method has an advantage over these two
methods especially for low frequency simulations with a small number of
bondwires. Perhaps the most well known implementation of the PEEC
method is FastHenry, a publicly-available computer program [12].

As the frequency increases, the displacement currents, radiation loss, non-
uniform ground planes, capacitance to the ground plane, and surrounding
dielectrics cannot be neglected, and full-wave simulation methods are re-
quired. Three of the most popular techniques that have been used to simu-
late bondwire and packaged circuits include the finite-difference time-domain
method, the method-of-moments (MoM), and the finite-element method.
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Fig. 4.7. Calculated inductance of a 2 mil diameter, 100 mil long wire vs. height
above the ground plane.

Of the three, we have focused on the FEM because it is well suited for
problems containing arbitrary materials, boundaries and three-dimensional
geometries.

To gain insight into the relative accuracy of the aforementioned tech-
niques, each method is used to simulate the inductance of a canonical ge-
ometry, which has a closed form solution that can be found directly from
Maxwell’s equations. One example is the infinitely long cylindrical conduc-
tor suspended above an infinite ground plane; the solution is given by eq.
4.4. For a wire of 2 mil diameter suspended 20 mil above a ground plane, the
per-unit-length inductance is 18.7 pH/mil. Thus, the total inductance for
a 100 mil bondwire is 1.87 nH. Values computed using eq. 4.8, Neumann’s
inductance equation, and FEM are all plotted in Fig. 4.7 as a function of
the height above the ground plane.

In practice, bondwires are never perfectly flat, and so equations that do
not account for the curvature of the bondwire are of limited use in the design
of the matching network arrays in the RF power transistor. In addition, we
need to accommodate the effects of any plastic encapsulant that surrounds
the wire and bond-pad.

We have so far outlined the advantages and disadvantages associated with
the various techniques that can be used to compute the electrical charac-
teristics of (sets of) bondwire arrays. There is no perfect method that will
address all of the technical challenges that we will encounter in the design of
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the bondwire array matching networks for RF power transistors. At times,
an accurate simulation of an arbitrarily shaped wire array is required, and
a very detailed account of the losses of the circuit may be desired. In such a
case, a full-wave simulator might be the best choice. On the other hand, an
inductance-only calculator can be extremely useful, being able to provide
more-than-adequate simulation accuracy at a much lower computational
cost; this makes it ideal for a sensitivity analysis of different key geometric
dimensions to the overall electrical properties of the wire array, for example.
In the final analysis, there is no substitute for good engineering judgment
coupled with an in-depth understanding of the assumptions, boundary con-
ditions and accuracy-speed trade-offs of the different techniques and tools
commonly used to simulate bondwire arrays.

A problem common to all methods is how to capture the three-dimensional
geometry of the bondwire accurately. Several researchers have developed
techniques to overcome this burdensome task through the use of scanning
electron microscope or digital microscope images [13, 14]. From a few dig-
itized photographs, and several known dimensions and observation angles,
the coordinate rotation matrices are computed and the bondwire geometry
is extracted directly from the photographs. The size and complexity of a
physically large packaged transistor, and the difficulty and time associated
with obtaining photographs of sufficient quality, often limits the applicabil-
ity of these techniques. Usually, though, the bondwire profiles are extracted
in a manual process where a high-power optical microscope outfitted with
a precision XYZ -table is used to focus directly on the bondwires at various
positions along its length.

No matter which method is used, having a program to transform the
measurements into a file format readable by the electromagnetic simulator
is very desirable. Most CAD companies provide macro language capabilities
or detailed specifications of their input file formats. With the measurement
process and knowledge of the simulator input file format, it is possible to
extract the geometry and enter it directly into the simulator.

An often-ignored issue during the modeling and simulation of the bond-
wire array is the nature of its connection to the surrounding environment.
The bondwire array connects to the rest of the components in the packaged
transistor; the metal manifold comprising the input lead, the top metal
plate of the MOS capacitor, or the package window-frame, for instance. The
most common way of describing the connection is to use a microstrip-like
transmission line. The bondwire array-to-microstrip discontinuity will be
detailed next.
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(a) Microstrip discontinuity (b) Array-microstrip discontinuity

Fig. 4.8. Illustrations of the discontinuity between two microstrip transmission lines
and between an array of wires and a microstrip line. The ground plane has been
removed to simplify the drawing. Arrows indicate the sections of transmission line
to be de-embedded to the reference plane.

4.3.3 The Bondwire-to-Microstrip Discontinuity

Different transmission lines have different field configurations, even if they
support the same type of transmission mode (TEM, for example). When-
ever two dissimilar transmission lines are connected together, changes to
the field configurations at the interface are necessary to enforce continuity
as the fields transition from the configuration of one transmission line to
that of the other. This effect is observed even if the two transmission lines
have the same characteristic impedances but different geometric dimensions.
Changes in the electric field give rise to a capacitive effect, while changes
to the magnetic field give rise to an inductive effect [15]. These extra ca-
pacitances and inductances can be viewed as representative of the electrical
discontinuity produced by the disruption of the field configuration at the
interface located between the two transmission lines. Such a discontinuity
exists where the array of bondwires is attached to planar sections of the
matching network, the package, MOS capacitor, or the die itself. The ex-
istence of a discontinuity between the package and the array of bondwires
is analogous to the step discontinuity present when two microstrip trans-
mission lines of unequal width are connected, as illustrated in Figs. 4.8(a)
and 4.8(b). In the microstrip environment, the discontinuity can be charac-
terized by simulating a circuit consisting of the two connected transmission
lines. Each transmission line can then be de-embedded to the junction,
and the resulting network parameters are those of the discontinuity. The
complex three-dimensional geometry of the microstrip-to-bondwire interface
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Fig. 4.9. An illustration of a model used to simulate the discontinuity between an
array of wires and a microstrip line. The reference plane is established at the center
of the model.

complicates this analysis: there is not a clear reference plane to divide the
structure into microstrip and bondwire sections. The analysis of this discon-
tinuity has only been included in full-wave simulations for small numbers of
wires, and is only roughly approximated analytically [6, 16, 17].

In a similar manner the discontinuity for the package wire array can be
analyzed. Shown in Fig. 4.9 is an illustration of a circuit that can be used
to characterize the discontinuity within an electromagnetic simulator. The
microstrip transmission line and the coupled set of wires are de-embedded
to the interface between them. Transforming the remaining S-parameters
to Z-parameters and then converting them to equivalent circuit parameters
of an L-C-L T-network yields the following expressions

L1 =
Im(Z11 − Z12)

ω
(4.11)

L2 =
Im(Z22 − Z21)

ω
(4.12)

C =
−1

ωIm(Z12)
(4.13)

where Zii are the elements of the two-port impedance matrix.
The equivalent total discontinuity inductance, Ltotal = L1 +L2, is plotted

in Fig. 4.10 for various package widths connected to an array of bondwires
having a width of 20 mil, where the array width is defined as the center-
to-center distance between the outermost bondwires. The discontinuity is
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Fig. 4.10. Total equivalent inductance of the bondwire-to-microstrip discontinuity
for varying package widths connected to a 20 mil wide bondwire array. Simulations
were performed for an array of 2 mil diameter wires spaced 5 mil apart.

primarily inductive and the value of this inductance can be a large percent-
age of the total array inductance. For example, a 50 mil long, five-wire
array, with 1 mil radius wires, 5 mil wire spacing, and located 20 mil above
ground has an equivalent inductance of approximately 770 pH. Connecting
this to a 140 mil wide package creates a discontinuity of 125 pH or about
1/6 the total array inductance, a significant percentage of the total array
inductance, as shown in Fig. 4.10.

4.3.4 Examination of the Loss in the Bondwire Array

Our matching networks are designed with very high conductivity metals and
low loss-tangent materials so as not to degrade the transistor performance.
An effective simulation technique must be able to calculate these losses ac-
curately. Since S-parameters are not sensitive to small losses, it is important
to define a metric that is sensitive. One metric that can be employed is the
conservation factor, CF ,

CF = 1 − |S11|2 − |S21|2 (4.14)

Another metric that can be used to examine the loss of a network is the
maximum available gain (MAG), or loss for a passive network, which is
calculated under the assumption that all losses due to input and output
reflections are removed.
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There are three mechanisms that can generate loss: finite dielectric loss
tangent, finite metal conductivity, and radiation. With the appropriate
selection of material properties and boundary conditions, it is possible to
examine each of these mechanisms within the electromagnetic simulator.
As an example, we construct a device that has a single bondwire connecting
a pair of bond-pads. This structure was simulated with various material
parameter settings in an effort to quantify the various loss mechanisms.
Within the finite element simulator, setting the exterior boundary conditions
to allow radiation, enables us to examine the radiative losses. With the
dielectric loss tangent set to zero and the metals set to perfect conductors,
any computed loss is due to radiation from the structure. Shown in Fig. 4.11
is the conservation factor resulting from radiative losses. As can be seen from
this figure, the loss due to radiation below 10 GHz is not a significant loss
mechanism. The main causes of the loss arise from the finite loss tangent of
the ceramic and the metal conductivity.

Simulations with a finite metal conductivity and the dielectric loss tan-
gent set to zero indicate a good agreement between the conservation factor
computed from measured and simulated S-parameters. The losses are dom-
inated by the finite conductivity of the metal. The ceramic loss tangent
of tan δ = 0.001 (specified by the manufacturer) accounts for only a small
fraction of the loss, as shown in Fig. 4.11. In fact, in this case, the losses
due to the material loss tangent and radiation effects are small and can be
neglected.

4.4 MOS Capacitor Modeling

While the bondwire array is the most common method of realizing a series or
shunt inductive element in the internal matching network of the high-power
transistor, a low-loss capacitive component is also required to complete the
set of matching network components used to realize different sets of match
topologies. The most common and versatile capacitor used in today’s mod-
ern high power transistors is the metal-oxide-semiconductor (MOS) capaci-
tor. These capacitors are designed as compact, high capacitance structures
that exhibit low losses. They consist of a silicon dioxide layer deposited on
top of a heavily-doped, highly conductive silicon substrate, which acts as
one electrode of the capacitor. Even so, this substrate is still much more
lossy than a deposited metal layer. A metal pattern is created on the top
of the oxide to complete the construction of the capacitor. The back of the
wafer is metallized to enable its attachment to a package flange and for the
electrical connection to the bottom capacitor plate. An illustration of the
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Fig. 4.11. Plots of the conservation factor for various material properties and
boundary conditions. Ohmic losses only include loss due to finite metal conduc-
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Fig. 4.12. An illustration of the cross-section of the MOS capacitor indicating typ-
ical dimensions. Bondwires are attached to the top metallization [18]. © 2005
IEEE. Reprinted with permission.

cross-section of a MOS capacitor is shown in Fig. 4.12. Typically, the ca-
pacitor is approximately the same width as the active die to accommodate
the width of the bondwire array that connects to the transistor – hence its
short and wide shape. Depending on design requirements, the capacitance
can range from 10–500 pF, which can be controlled by varying the thickness
of the oxide or the area of the top metallization.

The finite conductivity of the silicon results in a skin depth that is a large
fraction of the substrate thickness. In Fig. 4.13, the skin depth is plotted as
a function of frequency for a σ = 80 × 103 S/m, using

δs =
√

2
ωµσ

, (4.15)
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Fig. 4.13. The skin depth plotted against frequency for doped silicon with a con-
ductivity of 8×104 S/m. The horizontal line represents the thickness of the material

where ω is the radial frequency, µ is the permeability of the material, and
σ its conductivity. The electric field extends deep into the silicon and the
majority of the return current will be conducted through the silicon rather
than the back-side metallization.

Depending on the frequency, the conductivity of the silicon, and the thick-
ness of the substrate, the electric field will decay to some fraction of its value
within the substrate. The remaining electric field induces a current on the
back-side metallization. The return current must flow through the silicon,
a lossy return path, and the MOS capacitor introduces a frequency- and
geometry-dependent loss. Shown in Fig. 4.14 is an illustration of a portion
of a matching network containing the MOS capacitor and the current flow
within it.

The MOS capacitor is part of a large class of structures called metal-
insulator-semiconductor (MIS) structures. They have been well studied,
but are notoriously difficult to model because of the complicated frequency-
dependent behaviour introduced by the semiconducting substrate, as de-
scribed above. It is well known that the semiconducting substrate can sup-
port three distinct modes of propagation. Whichever mode is dominant
depends on the conductivity of the substrate, the frequency of operation,
and the geometry of the transmission line. These factors significantly com-
plicate the development of a simulation technique, and a model. A detailed
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Fig. 4.14. An illustration of the cross-section of a MOS capacitor with attached
bondwires. The current flow on the wires and within the silicon is indicated.

review can be found in [19–22]. In practice, we find that an approximate
technique, described next, is more than sufficient.

4.4.1 MOS Capacitor Analysis

The layered structure of the MOS capacitor lends itself to simulation within
a planar MoM-based simulator. The electrical behaviour of the capacitor
can be approximated by a short transmission line [3]. The development of
a transmission line model is simplified because of the high conductivity of
the substrate, and the fact that the capacitors will be employed in matching
networks operating below 10 GHz, where the dominant mode of propaga-
tion is the skin-effect mode, and the frequency-dependent behaviour of the
transmission line is primarily dictated by skin depth penetration into the
silicon.

A wafer was manufactured, which contained various GSG-probeable trans-
mission lines and test capacitors: sufficient structures to permit the extrac-
tion and validation of the material parameters used in the MOS capacitors.
The agreement between simulated and measured S-parameters is demon-
strated through the simulation and measurement of several on-wafer trans-
mission lines, independent of those used to extract the substrate parameters.
The measured and simulated magnitudes of the input reflection coefficients
for two of these transmission lines are shown in Fig. 4.15. These lines are
1000 µm long, have widths of 20 and 50 µm and are on top of a 1.38 µm
thick oxide layer, which is in turn on top of a 125 µm silicon substrate.
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Fig. 4.15. A plot of the simulated and measured input reflection coefficients of two
1000 µm transmission lines. The two transmission lines have widths of 30 and
50 µm [18]. © 2005 IEEE. Reprinted with permission.

With the extraction of the material parameters and the validation in the
simulator, simulating the MOS capacitor is then analogous to microstrip
simulation, requiring only the appropriate artwork for the top metallization.

4.5 Example of the Use of Segmentation Techniques

As described in Section 3.3.5, the computational burden imposed by the
electromagnetic simulation of the intricate matching network forces the de-
velopment of segmentation procedures, whereby the network is partitioned
into smaller sections for individual simulation. The partitioning methodol-
ogy must be designed such that the sub-circuits, when cascaded back to-
gether, faithfully reproduce the response of the entire circuit. Owing to the
three-dimensional nature of these circuits and the inter-element coupling
resulting from the close proximity of the components to one another, the
selection of these partitioning planes is not immediately obvious. The ap-
proach presented here separates the circuit at planes defined by the ends
of the microstrip transmission lines connected to the bondwires. Initially,
this approach appears to be problematic since the bondwires are attached
past the end of the microstrip lines. This does not pose a problem as long
as the de-embedded section of microstrip transmission line, past the ends
of the wires, is included in the simulation of the components that are to be
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Fig. 4.16. A set of 19 bondwires connected between the leads of a package. The
arrows indicate sections of transmission line that will be de-embedded from the sim-
ulated S-parameters. After de-embedding, the reference planes will be as indicated
by the dashed lines [18]. © 2005 IEEE. Reprinted with permission.

cascaded on either side of the array of wires. This implies that when any el-
ement is excited within a simulator, it needs to be excited by a transmission
line that has exactly the same characteristics as the one in the full matching
network. As long as the circuits are excited identically, the electromagnetic
fields on either side of the reference plane are the same and all of the electro-
magnetic simulation results can then be cascaded together, while faithfully
reproducing the overall performance of the network.

4.5.1 Simulation of an Array of Bondwires

We demonstrate the segmentation approach by simulating an array of bond-
wires connected between bond-pads, as illustrated in Fig. 4.16. The micro-
strip transmission lines on either side of the bond-pads excite the array
within the finite-element-based simulator. This circuit is selected since it
is small enough that it can be simulated as a single entity. Differences be-
tween the simulated S-parameters of the entire structure and those computed
from the segmentation approach indicate the accuracy of the segmentation
method.

The ends of the bond-pads are selected as the segmentation planes, as il-
lustrated in Fig. 4.17. To simulate the array of wires, the array is attached to
two microstrip transmission lines which have the same width of the bonding



144 Passive Components: Simulation and Modeling

Fig. 4.17. An illustration of the segmentation of the package and bondwires that
occurs at the reference planes indicated by the dashed lines. The arrows indi-
cate sections of transmission line that will be de-embedded from the simulated
S-parameters [18]. © 2005 IEEE. Reprinted with permission.

pad. These transmission lines are only used to excite the array of bondwires
and are later de-embedded. As a result, the S-parameters contain the ef-
fects of the wires and the discontinuity between the microstrip and the array.
This set of wires can then be cascaded with other planar circuit elements
provided that they are excited with an identical transmission line.

Once the simulations of the three parts of the circuit are complete, the
S-parameters of the entire circuit are computed by cascading the resulting
two-port networks together. As can be seen in Fig. 4.18, the S-parameters
from the segmented approach are in good agreement with those obtained
from the simulation of the entire circuit.

4.5.2 Mutual Inductance

The arrays of bondwires within the package are often in close proximity
to one another, and since they form small conductive loops that carry cur-
rent, a significant amount of inductive coupling can occur. Once character-
ized, the coupling can be implemented within a circuit simulator through
an appropriately-placed mutual inductor component.

The procedure used to obtain the mutual inductance builds on the tech-
niques outlined in the previous sub-section to simulate individual arrays of
bondwires. Once each of the arrays has been simulated, the mutual coupling
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Fig. 4.18. A comparison of the simulated and measured input reflection coefficient
for the device illustrated in Fig. 4.16. The device is simulated as an entire structure
as well as using the segmentation procedure [18]. © 2005 IEEE. Reprinted with
permission.

between the two arrays can be obtained by performing one additional simu-
lation. In this simulation, the circuit element to which both bondwire arrays
are connected is replaced by a short circuit. This circuit is simulated and
then the the effects of the bondwire arrays are de-embedded. The resulting



146 Passive Components: Simulation and Modeling

Fig. 4.19. An example circuit in which significant coupling between the arrays of
bondwires occurs [18]. © 2005 IEEE. Reprinted with permission.

transmission coefficient is the coupling between the two arrays, and the mu-
tual inductance can be extracted directly. Alternatively, a single simulation
could be performed with ports internal to the structure. However, in the
FEM simulator used, the internal ports cannot be de-embedded from the
simulation results, and therefore they may affect the value of the simulated
mutual inductance.

In general, the mutual inductance between arrays of bondwires is a func-
tion of the bondwire geometry, the spacing between adjacent wires within
each array, and the distance between arrays. The assumption that the cou-
pling between arrays is due to mutual inductance is an approximation to
the more generalized coupling exhibited between coupled transmission lines.
Since the transmission lines are very small fractions of a wavelength, this
is a reasonable assumption. However, if the frequency of operation is in-
creased, the bondwires become electrically large, and the coupling is no
longer caused just by the mutual inductance. The coupling will also depend
on the impedance in which the arrays are terminated [23].

As an example, the circuit illustrated in Fig. 4.19 contains two arrays of
bondwires in close proximity to one another. After each set of arrays has
been simulated individually, the mutual coupling between the two arrays
is obtained by performing the additional simulation and de-embedding de-
scribed above. The mutual inductance is plotted in Fig. 4.20, and we see
that the inductance is a relatively smooth function of frequency.
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5

Thermal Characterization and Modeling

5.1 Introduction

In previous chapters, we have discussed the importance of capturing the
transistor performance as a function of temperature and the changes that
occur to the material parameters. While it is necessary to characterize
and model this behaviour, transistors designed for high power densities also
generate heat as a by-product of current flow within the junction area. This
self-heating degrades the performance of the transistor and these effects
must be included within our models.

To quantify the amount of self-heating we need only look at the defini-
tion of power-added efficiency η, (Pout − Pin)/Pdc, where Pin and Pout are
the input and output power at the operational frequency of the transistor,
respectively, and Pdc is the supplied DC power. Power that is not converted
from DC to RF or is transferred into the device, approximately Pdc(1 − η),
is dissipated as heat. The vast amount of generated heat flows away from
the junction into the bulk semiconductor, down into the package flange, and
then into the heatsink of the power amplifier. Maximum junction tempera-
tures for transistors used within wireless base-stations are often specified to
be around 150–200◦C, depending on the device technology in use.

High-power transistors are operated close to the maximum limits of their
electrical and thermal specifications, to extract the best possible device per-
formance as economically as possible, in other words, to produce the maxi-
mum RF power per dollar of expenditure [1]. In these operating conditions
the reliability of the transistor is at its worst: high temperatures accelerate
the possible failure mechanisms in the device. Forecasting the operating life-
time of a high-power transistor is a major concern, since these components
are typically the most expensive in the power amplifier, costly to replace and
costly in terms of base-station down-time. The semiconductor industry has
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developed a rich tradition of thermal characterization and modeling with
the goal of forecasting the device operating lifetime accurately.

Whereas obtaining the maximum temperature is often the focus of re-
liability studies, thermal models for use with compact transistor models
require the ability to account dynamically for temperature change. As men-
tioned above, this temperature rise results from the power dissipated by
the transistor, which depends upon several factors, including ambient tem-
perature, drive-level, bias conditions, frequency, modulation scheme, and
internal properties of the transistor such as the geometrical layout and the
material parameters. In practice, these transistors are used in numerous
applications and it is not possible to know a priori the operating parame-
ters of the transistor, thus the compact thermal model, like the model for
the drain current, must be able to account dynamically for changes in the
aforementioned parameters.

To simulate the electro-thermal response of a transistor we need to solve si-
multaneously the coupled current-transport and heat-conduction equations.
The solution process involves de-coupling the electrical and thermal depen-
dencies to obtain isothermal model parameters, through the use of an elec-
trical analogue circuit employing thermal resistors and capacitors, which
represent the solution to the heat-conduction equation. The analogue cir-
cuit, or sub-circuit, is used to compute the instantaneous temperature rise
of the device due to self-heating. As we shall see in the following sections, in
its simplest form the sub-circuit consists of a current source, in parallel with
a resistor and a capacitor [2]. In addition to the current source, which repre-
sents the instantaneous power dissipation of the device, the thermal circuit
can also include a voltage source, which represents a point of constant or
forced temperature, like the heatsink temperature. The instantaneous tem-
perature of the transistor can then be computed by adding the calculated
temperature rise and the heatsink temperature.

Other more specialized techniques exist where the coupling is implemented
between electrical and thermal simulators directly. These programs use
computationally intensive algorithms, which often take a long time to return
results [3], making this approach impractical for circuit-level design work.
Less intensive analytical formulations have been linked directly to circuit
simulators. While fully analytical techniques can be difficult to formulate,
once implemented they can be extremely fast [4].

Our preference is to use a thermal equivalent circuit approach, because it
can be implemented easily within the electrical simulation environment using
standard circuit techniques. Since nonlinear device models reside within
circuit simulators, it is advantageous to perform electro-thermal simulations
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within the same simulation environment [5]. As long as the reference planes
for the thermal circuit have been set appropriately, as will be discussed later
in the chapter, and the circuit captures the thermal behaviour correctly, this
approach allows a designer to simulate changes in temperature during the
design of the transistor, in which it may be required to operate over a range
of power amplifier classes, impedance states, or input signals. The capability
of temperature prediction depends on the type of thermal model.

It is important to understand the differences between static and dynamic
electro-thermal models. A static thermal model is, in essence, an electrical
model capable of predicting the changes of electrical performance as a func-
tion of the operating temperature of the device. A static thermal model is
often characterized at a fixed ambient temperature or range of temperatures
with the effects of self-heating removed via pulsed measurement. The tem-
perature of the model is set to a specific value and the model parameters
are selected and fixed throughout the simulation. No temperature change
due to the heat generated in the junction is taken into account. In contrast,
models that exhibit self-heating take into account the ambient temperature
and the instantaneous heat generated by the nonlinear drain current. While
a static thermal model accounts for a specific set temperature, there is no
way to account for the self-heating of the device.

A dynamic electro-thermal model is capable of predicting the instanta-
neous temperature variation experienced by the device while operating. This
category of models require that the electrical model parameter changes ver-
sus temperature are known and incorporated into the model, and in addition
a thermal model of the device must also be available. By combining the elec-
trical and thermal models into a single framework, the inter-relation of the
electrical and thermal dynamics can be explored and understood in a way
that is impossible with a static thermal model.

The focus of this chapter is on the methods used to obtain and develop
the thermal analogue circuit. This chapter begins with a review of the
thermodynamic principles which govern heat flow and a discussion of the
heat conduction mechanisms within semiconductor devices. A detailed dis-
cussion of several thermal measurement and simulation techniques used to
capture the thermal characteristics of the device for both static and dynamic
models is presented along with the introduction of thermal compact mod-
els and how to incorporate them into the nonlinear electrical model of the
transistor to arrive at a nonlinear dynamic electro-thermal model.
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5.2 Methods of Heat Transfer

Before delving into the details of heat transfer, a review of the basic defini-
tions and thermodynamic principles is in order, as it is upon these principles
that we will build our understanding and ultimately our thermal modeling
strategy. Many introductory texts cover these concepts in great detail [6–8],
so we will only provide a brief review.

Temperature specifies the hotness or coldness of objects we encounter.
While this simple definition often suffices, we need to be more precise to
understand heat transfer. A more precise definition might be: the tem-
perature of an object is related to the average translational kinetic energy
associated with the disordered microscopic motion of atoms and molecules.
It is a macroscopic property, like the pressure of a gas, which relates to an
average of microscopic quantities. Two objects at thermal equilibrium with
one another are said to be at the same temperature.

Heat is a measure of energy and is defined as energy in motion; it is a
form of energy associated with the motion and vibration of particles com-
prising matter. Nothing can be said to have or store heat. Heat-flux, often
represented by the symbol Q, is the rate of heat crossing a boundary and it
has units of W/m2.

Whenever a heated object is placed in an environment with a tempera-
ture cooler than itself, heat transfer between the object and the environment
occurs. According to the second law of thermodynamics, in the absence of
applied work, heat is transferred between different objects having different
temperatures in the direction of the colder object. The flow of internal en-
ergy or heat from a region of higher temperature to one of lower temperature
occurs through the interaction of the adjacent particles (atoms, molecules,
ions, electrons, and so forth) in the intervening space.

The mechanism or mode of heat transfer depends on the type of interface
between the object and its environment. There are three fundamental modes
of heat transfer: conduction, convection, and radiation. Within power tran-
sistors, the high thermal conductivity of the materials and packages results
in conductive heat flow through the package and into the heatsink. Conduc-
tion is the dominant mode of heat transfer. While forced convection cooling
is crucial for thermal management of electronic equipment, we will only con-
sider the thermal conduction into the heatsink. Thermal radiation does not
offer any significant cooling effects, but as will be seen in Section 5.3.1, it
is often used to measure the temperature on the die and surrounding areas
via thermal microscopy.
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5.2.1 Heat Conduction

The heat generated by the transistor is predominantly removed through
thermally conductive paths formed by the semiconductor die, the package
and the heatsink of the power amplifier. A plot of the temperature con-
tours within a packaged semiconductor die aids in the visualization of heat
flow, as illustrated in Fig. 5.1(a). In Fig. 5.1(b) the simulated temperature
contours of a heat source located on top of a silicon substrate are plotted.
The substrate is attached to a thermally conductive flange. The heat flows
perpendicularly to the isothermal contours.

Any heat flow through this type of thermal pathway is governed by the
heat-conduction equation and the properties of the materials used to con-
struct and package the transistor. Local changes in the thermal conductivity
are visible as bends in the contour, so it is possible to see the interface be-
tween materials of different thermal conductivities.

The three-dimensional heat-conduction equation is derived from the first
law of thermodynamics and conservation of energy, and it can be written in
the following form [10]:

∇(κ∇T ) + q̇ = ρc
dT

dt
(5.1)

where κ is the thermal conductivity in units of W/m· K, ρ is the material
density (kg/m3), c is the specific heat of the material (J/kg· s), and q̇ is the
rate of energy generation per unit volume of the heat source.

It is possible to include the temperature variation of the thermal con-
ductivity using Kirchhoff’s transformation to solve the heat-flow equation.
The actual temperature rise can be found using the thermal conductivity at
the initial temperature, T = T0, and then computing the temperature rise
through [11],

T = T0 +
1

κ(T0)

∫ T

T0

κ(T ′)dT ′ (5.2)

To simplify the solution of this equation the thermal conductivity may be
assumed to be homogeneous (uniform conductivity throughout the material)
and constant with temperature. The degree to which this approximation is
valid depends on the temperature ranges experienced by the various mate-
rials in the thermally conductive path. For small temperature variations,
the use of a constant conductivity captures the majority of the effects while
greatly simplifying the solution. As the range of temperatures experienced
by the material increases, the more important the temperature dependence
of the thermal conductivity becomes.
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(a)

(b)

Fig. 5.1. Illustrations of the isothermal contours within an LDMOS transistor.
In (a) isothermal contours are superimposed on a cross-section of the transistor
mounted on top of a package flange. The simulated isothermal surfaces surround-
ing a single gate of the transistor are plotted in (b) [9]. © 2005 IEEE. Reprinted
with permission.
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Fig. 5.2. Illustration of one-dimensional heat flow, with the temperature of the
faces at x = 0 and x = w given by T1 and T2, respectively.

If we make the assumption that κ is a constant, independent of position
and temperature, then eq. 5.1 can be reduced to a simplified heat-conduction
equation. Restricting the problem to heat flow in only one direction, along
the x -axis, as illustrated in Fig. 5.2, eq. 5.1 becomes

κ
∂2T

∂x2
+ q̇ = ρc

∂T

∂t
(5.3)

In the steady state, the ∂T
∂t term of eq. 5.3 is equal to zero. After integration,

the resulting equation for temperature T yields:

T = − q̇x2

2κ
+ A1x + A2 (5.4)

where A1 and A2 are constants of integration. This second-order differ-
ential equation can be solved given the following three common boundary
conditions:

(i) at x = 0,

T = T1 (5.5)

(ii) at x = 0,
∂T

∂x
= 0 (5.6)

(iii) at x = w,

T = T2 (5.7)
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Applying the boundary condition of eq. 5.5 to eq. 5.4:

A2 = T1 (5.8)

Differentiating eq. 5.4 with respect to distance and using boundary condition
eq. 5.6 results in A1 = 0, and hence the equation for temperature (eq. 5.4)
in terms of x becomes:

T = − q̇x2

2κ
+ T1 (5.9)

And finally, using boundary condition eq. 5.7,

T1 − T2 =
q̇w2

2κ
(5.10)

or
(T1 − T2)

w2/
2κ

= q̇ (5.11)

The non-steady-state version of eq. 5.3 can be obtained by adding the ∂T
∂t

term found in eq. 5.3 to eq. 5.11, to give

(T1 − T2)
w2/

2κ

+ ρc
∂T

∂t
= q̇ (5.12)

Because eq. 5.12 is in terms of watts per unit volume, all terms on both
sides of the equation have to be multiplied by the volume of the layer, V
(area A times depth w) to obtain the equation in terms of total power
dissipated through the layer, P :

P =
(T1 − T2)2κA

w
+ ρcV

∂T

∂t
(5.13)

5.2.2 Thermal Circuit Development

Examining eq. 5.13 closely, we see that if the heat-flux Q is replaced with
current I, the temperature T replaced with voltage V, and by substituting
eqs. 5.14 and 5.15 into eq. 5.13, we can define two new quantities,

Rth =
w

2κA
(5.14)

Cth = ρcV (5.15)

and a very familiar equation appears, describing the current flowing through
a capacitor shunted to ground and a series resistor:

I =
(V1 − V2)

Rth
+ Cth

dV

dt
(5.16)
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Fig. 5.3. Update of the one-dimensional, single layer diagram, with the thermal
equivalent circuit.

The solution to the heat conduction problem presented in the previous
sub-section is governed by the thermal resistance and capacitance as ex-
pressed in eqs. 5.14 and 5.15. It is worth noting that there is no thermal
analogue for inductance; in contrast to electrical circuits where inductances
can cause voltage overshoot, thermodynamics does not permit temperatures
to overshoot their equilibrium values [8, 12].

This thermal–electrical analogy allows us to replace the heat conduction
problem with the electrical circuit as illustrated in Fig. 5.3, and hence we
can simulate the transfer of heat from one isothermal surface to that of
another all within a circuit simulator.

The thermal analogues of resistance and capacitance need to be defined
carefully [12,13]. Thermal resistance is defined as the difference in tempera-
ture between two isothermal surfaces, or isotherms, divided by the total heat
flow between them, and it has the units of degrees per watt (◦C/W) [12].
This definition requires that all of the heat entering the plane defined by
the first isothermal boundary must be equal to that passing through the
second, there must not be net accumulation of mass or dispersal within the
closed volume. The isothermal surfaces do not necessarily have to corre-
spond to physical or geometrical surfaces, they are simply contours of equal
temperature. Mathematically we can define thermal resistance as,

Rth =
T1 − T2

P
(5.17)
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where T1 and T2 are the temperatures at isothermal surfaces between which
the heat-flux Q is passing, and P is the power, given by Q times the area
of the surface.

From our practical experiences we know that when a heat source is applied
it often takes some time for the object being warmed to reach a stable
temperature. This occurs because the condition of equal heat-flux across
both isotherms is not met, and the thermal capacitance (ρcV ) between the
isotherms is being charged, prior to thermal equilibrium. In addition to
material properties, the thermal capacitance Cth = ρcV depends on size or
volume of the material through which the heat is being conducted.

Under transient conditions, the heat conduction is governed by the com-
bination of thermal resistance and capacitance, therefore we discuss thermal
impedance rather than just thermal resistance. Instead of referring to the
value of thermal capacitance directly, we use the thermal time constant,
τ . The time constant refers to the time taken to reach 1 − e−1 or 63.2%
of the equilibrium value, as defined in eq. 5.18. The temperature reaches
about 95% of its equilibrium value in three time constants. For thermal cir-
cuits, time constants are often employed since they can provide significant
insight into the heating or cooling curves. The thermal time constant or RC
product is:

τ = RthCth =
w2

2α
(5.18)

where α is the thermal diffusivity

α =
κ

ρc
. (5.19)

To further our understanding of the thermal behaviour of a packaged transis-
tor, we shall examine a hypothetical equivalent circuit of a series of layered
materials. Following the example from Sofia [13], a layered structure illus-
trated in Fig. 5.4(a) can be modeled with a cascade of thermal resistors and
capacitors as illustrated in Fig. 5.4(b).

The thermal capacitances can only be detected during transient condi-
tions, so we shall examine the response of the system in the time-domain
resulting from a step excitation [13]. In Fig. 5.4(c), the instantaneous ther-
mal impedance is plotted as a function of time. Immediately noticeable are
three peaks within the time-domain response. Each peak occurs at approx-
imately three times the time constant of each equivalent circuit.

The heat is generated in the die and flows through the die, into the die-
attach region, and finally into the package flange. The thermal capacitance
of the die is small, and so the die heats up rapidly, on the other hand, the
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Fig. 5.4. The thermal analogue circuit of the packaged transistor shown in (a) is
illustrated in (b). The time-domain response to a step excitation is plotted in (c).
All figures have been derived from [13], © 1995 IEEE. Reprinted with permission.
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values for the die-attach region and the flange of the package are much larger
than that of the die, owing to their larger volume and mass, so they take
longer to heat. Once the steady state is achieved, the total thermal resistance
value converges to the sum of the individual thermal resistances [13].

We have discussed the physics of heat conduction and how equivalent
circuits are used to model the heat conduction through stacks of materi-
als. We shall now focus our attention on capturing the temperatures as
function of space and time, from which the thermal compact models and
the values of thermal resistance and capacitance can be obtained. Various
techniques, including infrared (IR) microscopy, time-domain measurements,
and numerical calculation have all been widely employed and are the topics
of the following sections. To perform accurate measurements we need to
establish a thermal reference plane. This concept is outlined below.

5.3 Thermal Measurements

Elevated operating temperatures degrade the performance and reliability of
a transistor and as such it is necessary to measure the maximum temper-
ature of the transistor die accurately. Electrical and thermal performances
are often at odds with one another within the confined area available for the
die. The design of high-power transistors requires a combination of thermal
and electrical characterization to select an optimal die layout. To address
thermal considerations during the layout of a transistor die, the spacing
between adjacent drain fingers must be properly selected. In general, the
smaller the distance between adjacent drain fingers, the higher its thermal
resistance, and the worse its thermal and electrical performance. To ensure
proper sharing of power among the many fingers of a high-power RF tran-
sistor, the measurement of the temperature profile across the semiconductor
die is also necessary, not just its maximum temperature point. Measure-
ments for the hottest temperature on the die and the thermal profile across
it are critical to understand device performance trade-offs.

We need to perform the electrical characterization and model extraction
at a well-defined and known temperature. To do this, we use the concept of
a thermal reference plane in an analogous way to how we use the electrical
reference planes: a physical location at which we can make careful measure-
ments, and then we can use de-embedding or other mathematical techniques
to infer the temperature at the point of interest, which in this case would
be the channel of the transistor.
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Pulsed DC and RF measurements are often made to characterize semi-
conductor devices (see Chapter 3), in an attempt to minimize the temper-
ature rise in the device. However, the definition of the pulse width and
duty cycle inherently defines the thermal reference plane during the mea-
surement. For example, by choosing an electrical measurement point inside
the drain current pulse of around 10 microseconds after the switch-on time,
we are effectively placing the thermal reference plane well inside the semi-
conductor material substrate: the thermal energy has already traveled this
far in the time available (see Fig. 5.5). In practice, we would normally use
a much shorter pulse time (see Chapter 3). If we already know the thermal
parameters – resistance and capacitance – of the semiconductor material, we
can determine the junction temperature at the measurement time, and we
can then determine the electrical model of the transistor at this isothermal
condition.

A wide range of measurement techniques suitable for reliability analy-
sis and compact thermal model development have been developed and they
can be broadly categorized into two groups: steady-state and transient tech-
niques. The steady-state technique captures the performance of the tran-
sistor after the operating temperature of the transistor has reached ther-
mal equilibrium. An equivalent thermal resistance can be extracted from
measurements of the dissipated power and the temperature change between
two points, typically the case of the package and the transistor’s junction.
Steady-state techniques are used to capture the thermal profile across the
die, and the maximum temperature. While these measurements are ex-
tremely useful, we need to be able to predict dynamic temperature changes
and so the use of transient measurement techniques is required. To incorpo-
rate thermal dynamic effects properly in an electro-thermal compact model
we need to obtain the thermal response of the transistor as a function of
time. This is required in addition to the temperature gradients across the
die, as well as the maximum temperature value and location on the die.
These dynamic measurement techniques permit the extraction of the equiv-
alent thermal impedance of the transistor. The thermal circuit can then be
used to compute the temperature dynamically from any electrical signal and
operating conditions of the transistor.

Each technique can also be classified as either a direct or inferred measure-
ment based on whether the temperature is being measured directly or being
inferred from an electrical measurement. The different physical phenomena
and the advantages and disadvantages therein often dictate the applicability
of each measurement technique [14]. Of primary concern are the minimum
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(a)

(b) (c)

Fig. 5.5. The isotropic diffusion of heat in the half-space defined by the device,
substrate, package and heatsink is illustrated in (a). The profile of temperature
versus distance into the structure is provide in (b), at some instant t, showing how
the different thermal resistances can affect the local temperature. The location of
the measurement sample time in the drain current pulse shown in (c), correspond-
ing to a depth d into the structure, and hence defining the thermal measurement
reference plane in the device

temperature resolution, the smallest area or spot-size that can be measured,
and the resolution in the time domain.

One inexpensive yet accurate method uses thermochromic liquid crys-
tals which are deposited on top of the transistor [15–17]. Below a specific
temperature these crystals are transparent; otherwise the crystal reflects a
specific wavelength of light which depends on the temperature. The chemi-
cal make-up of the liquid crystals can be controlled to specify the range of
temperatures over which it reacts. By viewing the reflected light through a
microscope, very small spatial resolutions are possible. For this technique,
the minimum detectable temperature resolution is approximately 1 ◦C and
it is inexpensive to perform. The liquid crystal material can be difficult to
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apply evenly, especially for non-planar transistors. Using a similar method-
ology, although employing different physical principles, thermographic phos-
phors may also be used [14]. Since the materials are deposited on top of the
transistor it is important to ensure that they do not affect its electrical
performance.

Detection of the infrared (IR) energy from the heated surfaces of the tran-
sistor and package is commonly used as a non-invasive technique to obtain
its temperature [14]. Infrared microscopy is similar to optical microscopy
but special lenses are required to focus the longer infrared wavelengths. The
IR radiation is gathered and focused on a liquid nitrogen cooled detector,
where it is processed. With proper calibration, a colour image similar to
the type generated by liquid crystals is obtained. Minimum spot sizes are
approximately 5 µm2 and measurement of the time-domain response is pos-
sible [18, 19].

Measurement with a spatial resolution of <3 µm and nanosecond time
resolution is possible with very advanced techniques such as back-side laser
interferometry [20, 21]. The measurement relies on the changes to the re-
fractive index that occur due to temperature changes. Laser light is shone
through the back side of the device, passes through the active area of the
transistor, reflects from the top side, and returns. Changes in the refrac-
tive index cause a phase shift, which is proportional to the temperature rise
along the path taken. Through standard interferometric techniques where
this beam is combined with a reference beam, the phase shift can be mea-
sured and then translated to temperature [20,22].

Temperatures can also be determined via electrical measurement. One of
the most common techniques exploits the current–voltage relationship of a
junction diode and its strong temperature dependence. The essence of using
electrical measurements to detect temperature is to find a very temperature-
sensitive parameter (TSP), either intrinsic to the device or in a device that
is integrated next to the power transistor on the die. The Schottky diode
within GaAs MESFETs and the source-to-drain diode of Si LDMOS FETs
are often used for this purpose. The method requires a calibration where the
diode voltage as a function of temperature is measured for a constant diode
current. When the thermal steady state has been reached, the transistors
are turned off and the constant diode current is injected. The diode voltage
is measured as a function of time from which the values of thermal resistance
and capacitance can be extracted [10].

The methods outlined above illustrate the richness of the techniques de-
voted to various types of thermal measurement and imaging. We shall now
present in detail the theory, measurement equipment, and measured results
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for several techniques that we have used successfully in the development of
compact thermal models for high-power transistors. We will first examine
the theory behind IR thermography, discussing calibration and fixturing is-
sues. Next, we shall expand on TSP measurement techniques. Both of these
types of measurement have the ability to capture the necessary transient in-
formation required to develop the dynamic thermal circuit necessary for our
compact model generation.

5.3.1 Infrared Microscopy

Infrared microscopy is often used to measure temperature directly on the
transistor die while it is operating under realistic termination impedances
and signal excitation. The IR microscope is often integrated within a test-
bench that is used to measure the performance of the power amplifier. With
this instrumentation, the temperature distribution across the die can be
viewed as a function of power level, bias level, matching condition, fre-
quency, and even by the selected modulation scheme: W–CDMA or IS–95,
for instance.

The IR microscope has several lenses available, which allow the display of
the overall temperature distribution of the transistor, as well as magnified
views of relevant areas of the transistor. The most advanced equipment has
spatial resolutions of less than 5 µm [19]. All the measurement data are
digitized by the controlling computer and the temperature of any arbitrary
scan line across a section of the die can be plotted. A photograph of an IR
microscopy system is provided in Fig. 5.6.

The IR microscope converts the radiation detected by an indium anti-
monide sensor into temperature, using a calculated or fixed emissivity, and
Planck’s black-body radiation law [23]. The amount of radiation leaving a
point on the surface, the radiance, is measured over a small spot size and
is compared with the radiance from an ideal black-body radiator. The only
issue with this approach is that the device-under-test is not a true black-
body radiator and does not absorb all of the radiation impinging upon it.
Thus a calibration comparing a black-body with the object to be measured
must be performed to obtain a reference measure of the temperature. The
calibration procedure uses an unpowered device, heated externally to two
different temperatures [23]. From these two temperatures the emissivity of
the object-under-test can be computed; emissivity is defined as the ratio of
the radiant energy of an object to the radiant energy of a black-body object
at the same temperature as the object.
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Fig. 5.6. A photograph of an IR microscopy system. A test-fixture is mounted on
the thermal chuck beneath the IR microscope. Software on the controlling computer
is used to calibrate and capture, compute, and display the temperature [18]. ©
2001 SPIE. Reprinted with permission.

Most modern IR microscopes provide pixel-by-pixel measurement with
emissivity correction. However, for some semiconductors like silicon, which
are translucent to the infrared portion of the electromagnetic spectrum, a
coating that does not affect the RF performance must be applied to ensure
a constant emissivity across the entire die [18, 24,25].

An example of a thermal image of a transistor is shown in Fig. 5.7. In
this example, the transistor is operating at DC and is dissipating 60 W. The
temperature profile across the transistor die along scan line #1 is shown
in Fig. 5.8, for the transistor under RF excitation at 2.0 GHz, and at DC:
in each case the dissipated power is 60 W. From these figures, the areas
of higher temperature can be seen clearly. These regions correspond to
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Fig. 5.7. A thermal image obtained using an IR microscope. The image is of an
80 mm silicon LDMOS transistor within a package under DC operation where 60 W
are dissipated. Two scan lines are indicated where plots of the temperature as a
function of position are generated. The first scan line crosses through the center
of the die, while the second crosses the set of wires connecting the drain of the
transistor to the package.

high local power dissipation, and hence higher current density. A properly
designed high-power RF transistor will exhibit a uniform power sharing
among its many fingers, resulting in a fairly small temperature gradient
across the semiconductor die [26]. The cooling effect of the RF drive in
Class A operation can also be seen.

An advantage of IR microscopy is that it can be used to determine the
temperature at various locations within the packaged transistor. This is
instrumental in detecting potential reliability issues with bondwires oper-
ating at elevated temperatures. As an example, the temperature profile of
an array of wires carrying high current levels at 2 GHz is illustrated in Fig.
5.9. The difference in temperature between the inner and outer wires of the
array can be seen clearly. All the wires have an identical cross-section and
three-dimensional shape, and hence identical resistance values; therefore the
high temperatures on the exterior wires indicate high current levels. This
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Fig. 5.8. Plot of the temperature as a function of position along scan line #1 as
defined in Fig. 5.7. The temperature was measured for 2.0 GHz excitation and at
DC, for 60 W power dissipation.
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Fig. 5.9. Thermal image of an array of bondwires excited at 2.0 GHz and at DC.
The temperature is measured for 60 W dissipated power along scan line #2 in Fig.
5.7. The U -shaped temperature distribution of the peak temperatures, at the wire
locations, is a result of the coupling between adjacent bondwires.
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(a) Exploded view (b) Assembled cross-section

Fig. 5.10. Illustrations of the test-fixture used to determine the thermal resistance
of a packaged transistor. The opening in the clamp and ceramic lid allow the IR
microscope to have an unimpeded view of the die. The thermocouple is machined
into the heatsink and positioned to be beneath the active device heat-generation
area.

confirms the coupled transmission line nature of the bondwire array indi-
rectly, in which the current is forced away from the center of the array to
the exterior. This is similar to the edge current crowding effect observed in
a microstrip transmission line. From thermal images of conductive objects,
it is often possible to infer the relative magnitudes of the current flowing
within one part of a conductor to the current in another part.

We are interested not only in the maximum temperature of the die, but
also the equivalent thermal resistance as specified by eq. 5.17. To compute
the thermal resistance we need to know the power that is dissipated and the
temperatures on the specified thermal reference planes. For a transistor, the
maximum temperature on the die is found using the IR microscope. In a sim-
ilar manner to electrical measurements, an accurate and convenient thermal
reference plane must be chosen. Typically, this will be at the bottom side of
the package flange. During thermal measurements the temperature at the
bottom of the packaged transistor can be determined and easily monitored
with the use of a thermocouple located directly beneath the transistor’s ac-
tive cell, or heat-generating area, as illustrated in Fig. 5.10. To allow an
unimpeded view of the surface of the die, a hole is drilled in the ceramic lid
of the transistor, or the lid is removed. For over-molded packages, the mold
compound can be etched away until the surface of the die is exposed. Before
mounting the transistor in the fixture, the entire device is sprayed with the
high-emissivity coating, as previously mentioned.
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Recent advances in IR microscopy techniques permit this technique to
be used to capture rapid thermal transients. Results have been reported
that enable the measurement of the temperature over a 15 µm spot size
with time resolution of 1 µs [19]. This capability enables us to measure
the thermal time constants that are typically found in power semiconductor
devices. Historically, IR measurements were only capable of measuring time
resolutions several orders of magnitude larger. This poor time resolution led
to the development of the more common technique of using the electrical
measurement of TSP versus time to capture the thermal transient.

5.3.2 Electrical Temperature-Sensitive Parameters

As discussed in Chapter 2, the thermal dynamics of a transistor have the ef-
fect of introducing low-frequency memory in high-power RF transistors and
circuits; therefore an accurate method for measuring the transistor ther-
mal transients is necessary. We shall describe the basic principles of the
measurement of electrical TSP.

In its most fundamental form, a TSP is any parameter that can be mea-
sured by electrical means, and has a strong thermal dependence. By estab-
lishing an appropriate mapping between the electrical parameter’s values
and the temperature of the device, the TSP takes the place of an accurate
built-in thermometer within the transistor.

Several methods have been suggested for performing thermal measure-
ments of transistors by taking advantage of different TSPs [10, 27]. The
most common TSP method presently used in the industry exploits the strong
thermal dependence of a junction diode current–voltage characteristic to in-
fer the channel temperature of the device. In GaAs MESFETs the gate
Schottky diode current is a very effective TSP [28]; in Si LDMOS FETs, we
use the source-to-drain junction diode reverse current.

The TSP can be calibrated by applying a small constant current through
the diode and varying the temperature of the device using a controlled ther-
mal environment such as an oven. An underlying assumption of this TSP
calibration method is that the amount of dissipated power in the TSP, and
associated temperature rise, is very small compared with the amount of
dissipated power that occurs in the transistor under normal operating con-
ditions. To ensure that this approximation holds, we need to make certain
that the diode current used as the TSP temperature sensing mechanism is at
least a couple orders of magnitude smaller than the dissipated power under
normal operating conditions. Another common approach is to lay out very
small testing diodes in very close proximity to the transistor’s active area,
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for the sole purpose of using them as TSP elements. Even though the use of
testing diodes is very common and straightforward, errors are introduced in
this process, as the testing diode is at some distance away from the active
channel of the device, which is the heat-generating area of the transistor.

The TSP measurement can be used to perform measurements under
steady-state or transient conditions. We shall highlight the TSP measure-
ment technique for the purpose of determining the transient thermal re-
sponse of the transistor. The use of the FET diode characteristics in the
measurement of the TSP under transient conditions is outlined as follows.
First we need to bias the transistor under normal operating conditions un-
til thermal equilibrium is reached (heating mode); then we swiftly change
its bias condition to one in which a specific diode characteristic dominates.
A small current is applied to the TSP diode while its voltage is measured,
yielding its voltage response versus time (sampling mode). From the oven-
calibrated diode voltage versus temperature characteristics, the temperature
versus time can easily be computed. Notice that this method captures the
transistor’s cooling curve, so there is an inherent assumption that the cooling
and heating profiles are the opposite of each other. In practice the measure-
ment of the cooling curve is a lot more convenient to implement than the
heating curve, which will require that the device be switched on and then
switched to sampling mode, in an interactive manner. When measuring the
cooling curve, the device needs to be switched from the heating mode (after
thermal steady state has been achieved) to the sampling mode only once,
hence making the measurement and data gathering much simpler and faster.

An alternative to the measurement of a diode current as a TSP device is
to use the actual drain-to-source current thermal dependence as an indirect
way to measure the temperature rise in the transistor. The drain-to-source
current as a function of time can be measured with a fast data capture multi-
meter or a pulsed DC system. If, in addition, the drain-to-source current
can be measured isothermally under pulsed conditions, and a model can be
developed for it, the thermal compact model of the transistor can be gener-
ated by fitting the measured non-isothermal drain-to-source current versus
time against the resulting simulated electro-thermal nonlinear current.

In contrast to optical measurement techniques, the TSP technique is in-
capable of discerning the two-dimensional temperature profile at the surface
of the device under test, yielding only an effective average temperature. Al-
though IR techniques are capable of obtaining the temperature gradients
at the surface of the semiconductor, it is worth mentioning that the actual
transistor channel is below the surface, and thus the IR techniques do not
provide an exact measure of the channel temperature. On the other hand,
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the TSP technique does not depend on the physical location of the measure-
ment point, therefore as the channel heats up, the selected TSP will change
accordingly.

Once the thermal transients are captured, a more comprehensive thermal
compact model can be developed, which includes thermal resistances and
capacitances. Depending on the application, the relevant thermal time con-
stants need to be captured. For example, if the application is a high-power
RF transistor excited with a modulated signal, time constants in the order
of the inverse of the baseband maximum frequency need to be character-
ized and modeled if one is to capture the thermal dynamical effects on the
low-frequency memory effects.

5.4 Thermal Simulations

The performance of high-power RF transistors is limited by, among other
things, its thermal environment. Thermal management is a very important
issue that needs to be thoroughly considered during the design phase, as
it represents a considerable fraction of the total system cost. In this re-
gard, the ability to predict the maximum operating junction temperature
of the transistor is driven by reliability considerations, while the ability to
determine the temperature at the bottom of the package flange dictates the
design of external thermal management system. In both cases, the ability to
determine a priori the temperature signature of the transistor will greatly
aid the design process.

Improved thermal performance can be achieved by separating the heat
sources on the die by increasing the drain-to-drain finger spacing. This
results in a decrease of the transistor’s total thermal resistance. Unfortu-
nately, if the area of the die is made too large while maintaining a given
total gate periphery (by adjusting the unit gate-width or the drain-to-drain
finger spacing), the electrical performance degrades. The layout of the die
can be optimized with a comprehensive approach to modeling the transis-
tor by combining electromagnetic, thermal, and physical transistor simu-
lations [29]. Following another approach, thermal simulations can be used
to generate various transistor layouts, which yield comparable thermal re-
sistances. In turn, the electrical performance of each layout can then be
measured and the die that balances electrical and thermal performance the
best is selected. The selection of an optimal compromise between electri-
cal and thermal factors is a concern of both the transistor and the power
amplifier designer.
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In addition to transistor layout optimization, the determination of an ac-
curate thermal compact model is of vital importance if the power amplifier
designer needs to account or predict thermal memory effects and the impact
of self-heating on linearity. An approach to compact model generation that
relies on measured data to extract the necessary equivalent circuit parame-
ters is always limited to transistors or structures that are already manufac-
tured. Furthermore, it may not be possible to determine the temperatures
and thermal gradients at points that are difficult or impossible to access
during the measurement process. Therefore, a robust and accurate thermal
simulation process is necessary for the analysis, modeling, and design of RF
power transistors.

The development of a thermal simulation process begins with studying the
heat-conduction equation, eq. 5.1, where we often start by developing ana-
lytical solutions. Unfortunately, these solutions can only be determined for
a few canonical geometries whose boundaries fall on consistent coordinate
surfaces. Owing to the arbitrariness of structures containing intricate three-
dimensional geometries and complex material properties, solutions are dif-
ficult to formulate.

Thermal modeling of the complex three-dimensional geometry of a tran-
sistor can be performed by applying standard numerical techniques to the
heat-conduction equation. The essential idea is to reduce the governing
equation, through approximations, to a system of linear equations that can
be solved through standard matrix inversion techniques. Finite-element
(FE) and finite-difference (FD) techniques are common and commercially
available [30]. In each of these techniques the volume is discretized into a
mesh upon which the conduction equation is solved. For complex geometries
these simulations are computationally intensive. When simulating devices
containing fluid flow, the FE and FD techniques are not suitable and com-
putational fluid dynamics (CFD) are necessary.

5.4.1 Numerical Techniques

Through numerical solutions to the heat-conduction equation, it is possible
to study thermal gradients across a transistor and to compute the tem-
perature at any point within the structure. From the simulated thermal
resistance matrix, the thermal resistance between any two locations is
readily extractable. Simulations of the time-domain response to a time-
varying input signal are frequently performed. From simulated time-domain
responses, compact thermal models are extracted; this is a focus of the
subsequent section.
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For accurate simulations, we need to be concerned with the approxima-
tions made during the simulation. These approximations range from the
numerical method used, the density of the mesh, the boundary conditions
involved, and simplifications to the simulated geometry. A central issue for
all techniques is to obtain accurate material properties. When necessary, the
thermal properties of materials can be made to vary as a function of tem-
perature. In the following, we present the main features of the FE and FD
algorithms, which are commonly used to solve heat conduction problems.

Simulation of an arbitrary geometry using the FE method begins by dis-
cretizing the volume into smaller volumes called elements. Typically these
elements are either tetrahedral or quadrilateral volumes. Through combina-
tions of various sizes and shapes, a collection of elements, called a mesh, is
used to describe complex three-dimensional geometries. One of the primary
strengths of the FE method is its ability to handle irregular geometries and
boundaries. The elements are connected to points called nodes and any solu-
tion must be continuous along common boundaries of adjacent elements [30].

Automatic mesh generation and refinement routines are included as a
standard part of simulation packages, as it is critical to have sufficient mesh
density to approximate the problem accurately. If the mesh is too sparse,
the accuracy of the simulation is in jeopardy. Conversely, a very dense mesh
can provide accurate results but at the cost of increased computation time.
As with any numerical simulation where discretization is involved, a com-
promise between mesh density and computation time is required. Factors
to consider are the accuracy of the required solution, the type of problem
(static versus dynamic), and sizes of the geometries involved. An example
mesh used during a FE simulation of a transistor mounted to a package
flange is illustrated in Fig. 5.11.

After generating the mesh, any heat sources, temperatures, and boundary
conditions are assigned. The method then transforms the geometry and
boundary conditions into a system of equations, which is then solved for the
temperatures at every node within the structure.

In the FD approach, solutions to the heat-conduction equation are nu-
merically approximated by replacing the partial derivatives with finite-
differences [31]. Unlike the FE method, a shortcoming of the FD method is
the difficulty it has with incorporating irregular geometrical boundaries [30].
One solution is to increase the mesh density resulting in a ‘staircase’ approxi-
mation to the irregular or curved boundary. Unfortunately, this significantly
increases the overall mesh density and reduces the efficiency of the method.
As with the FE method, a compromise between desired accuracy and sim-
ulation time must be made.
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Fig. 5.11. An illustration of the mesh used in a finite-element simulation. In this
example, the mesh discretizes the semiconductor die, die-attach layer and package
flange.

For either approach (FE or FD), once the simulation is complete, post-
processing algorithms are applied to the temperature field within the geom-
etry to generate plots of isothermal contours or surfaces (see Section 5.4.2).
The thermal resistances can be computed by accessing the nodal temper-
ature values and the input heat-flux. For either method it is possible to
derive the thermal model directly from the mesh and nodal temperature
values. Each element of the mesh can be represented by a network of resis-
tors and capacitors. A three-dimensional lattice of resistors and capacitors
can be directly synthesized by extracting the equivalent circuit values for
the network representing each element [5, 32, 33]. For practical problems
this leads to a very large circuit containing thousands of elements. Un-
fortunately, this large circuit is slow to simulate and difficult to represent
within a circuit simulator. Accordingly, model-order reduction techniques
have been widely applied to reduce the network and yet still capture the
thermal effects [33, 34].
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5.4.2 A Thermal Analysis Example

As an example of the simulation techniques presented in this chapter, we
present a comparison of measured and simulated results for a GaAs PHEMT
transistor designed for high-power wireless infrastructure applications. This
transistor can provide 50 W of output power at 2.1 GHz when operating in
CW mode at its 1-dB compression point. The active area of the transistor
consists of twelve active tubs, or collections of fingers that are electrically
connected to one another. The transistor is fabricated on a 25 µm thick
substrate with a back-side metallization and die-attach layer having a total
thickness of 50 µm. The die is mounted within a standard metal-ceramic
package containing a 1500 µm thick copper-tungsten flange.

Simulations were performed with ANSYS� software, and measurements
of the die were taken using an IR microscope (see Fig. 5.6). Measurements
were performed under DC conditions where the dissipated power (Vds × Ids)
was set to 12 W. The FE analysis was performed under the same power
dissipation conditions used during the collection of the measured data.

Figure 5.12(a) shows the measured and simulated temperature profiles on
the die. The top picture is taken using the IR microscope while the bottom
picture is generated from simulation. The simulated and measured results
are in very close agreement for the temperature variation over the entire
surface of the die. To compare the measured and simulated results more
closely, the temperature of the die is extracted along the horizontal lines
indicated in Fig. 5.12(a) and plotted in Fig. 5.12(b). The FE simulations
are in good agreement with the maximum measured temperature and the
thermal gradient across the die.

5.5 Compact Models

We now turn our attention to the development of thermal compact models.
To develop a model that is capable of accounting for dynamic thermal ef-
fects, we need to obtain the time-domain response of the device-under-test
through either measurement or simulation. The model could also be ex-
tracted directly from the thermal impedance matrix resulting from either
FE or FD simulation methods.

The thermal conductivities and capacitances of the materials used for
making high-power transistors are fairly constant over the temperature range
of interest. This allows us to have a linear thermal model, without any sig-
nificant error. A linear model is significantly easier to extract and compute,
and we can use standard techniques for its solution. A major advantage of



176 Thermal Characterization and Modeling

(a)

−2 −1 0 1 2
90

95

100

105

110

115

120

T
em

pe
ra

tu
re

 (
 °C

)

Postion along center of die (mm)

Measured

Simulated

(b)

Fig. 5.12. Measured and simulated die temperature profiles of a GaAs PHEMT
transistor. The top picture in (a) is a measured with and IR microscope while
the bottom picture is the simulated two-dimensional temperature profile of the die.
Measured and simulated temperatures along the horizontal lines indicated in (a)
for the GaAs PHEMT transistor are plotted in (b).

having a linear thermal compact model that describes the thermal environ-
ment is that the temperature of the device can then be computed with any
arbitrary heat excitation. This quality of a linear system is described by the
so-called linear time invariant (LTI) theorem [35].

The linear thermal model can be represented by an electrical analogue. In
this electrical circuit we use resistors and capacitors to model the thermal
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(a) (b)

Fig. 5.13. Node and element definitions for two versions of a three-rung thermal
RC network. The non-grounded capacitor thermal network is shown in (a), and
the grounded capacitor network is shown in (b).

resistance and capacitance, respectively. We cannot have a thermal induc-
tance component, as this violates the second law of thermodynamics (see
Section 5.2.2). The current represents the heat-flux in the transistor, and
we use a current source to represent the power dissipation in the transistor.
We use a voltage source to reference a point of constant temperature in the
device, such as the heatsink temperature. In this context, the ground ter-
minal is a point of infinite heat capacity, just as the ground in an electrical
circuit can sink all of the current.

The most common topology for the thermal network is a cascade of resis-
tors and capacitors in parallel, as shown in Fig. 5.13(a). The R-C pairs are
often associated with the physical structure of the transistor. The ‘grounded-
capacitor’ thermal network shown in Fig. 5.13(b) is a physically more correct
representation of the fundamental heat-flow equation.

Even though the grounded-capacitor thermal circuit is physically correct,
the resistances and capacitances of a non-grounded thermal circuit can be
adjusted to produce the same thermal transient response as the grounded-
capacitor circuit. The thermal capacitance of a real thermal system relates
the change in temperature at each position with respect to time. The non-
grounded network, by adjoining neighboring capacitances instead of con-
necting to ground, relates the change in temperature at each position with
respect to temperatures at adjoining elements in the system. The individual
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resistances and capacitances in a non-grounded network cannot be correlated
to the physical device although the network is mathematically convenient.

Once an appropriate topology is selected to represent the thermal compact
model, the next step is the process of determining the thermal resistances
and capacitances. There are different approaches that are available to the
modeling engineer to determine the appropriate set of thermal resistances
and capacitances that will accurately represent the transient thermal be-
haviour of the RF high-power transistor. One method is the determination
of the voltage–current equations of the thermal compact model, which can
be written in their time-domain differential equation form or the frequency-
domain algebraic linear set of equations by using the Laplace transform [10].
The advantage of using the frequency-domain representation is that the val-
ues of thermal resistances and capacitances can be computed by solving a set
of linear equations. This method becomes impractical with a large network
of resistors and capacitors, as the derivation of the voltage–current equa-
tions for all nodes in the network will be quite lengthy. Another approach
is to use a circuit simulator to fit the thermal resistances and capacitances
to the measured or simulated transient thermal response.

Pulsed measurement techniques, as outlined in Chapter 3, can also be
used to extract the thermal resistance [36]. By exciting the transistor with
short pulses with a low duty cycle, isothermal electrical measurements can
be measured as a function of the ambient temperature. The thermal re-
sistance is then extracted by comparing these measurements with the DC
characteristics and the dissipated power. Furthermore, by measuring the
drain current as a function of time, the dynamic thermal model can also
be extracted. Thermal resistances can also be extracted using DC or small-
signal measurements at different ambient temperatures [37, 38]. This is a
popular method, because the measurements that are used to extract the
thermal model can be combined with the measurements required for the
compact electrical model extraction, making this approach practical and
attractive.

5.5.1 Remarks on Building a Self-Consistent

Electro-Thermal Model

A thermal model, properly implemented in a circuit simulator, is capable
of computing the electrical and thermal responses of the device. The abil-
ity of an electro-thermal model to predict static or dynamic thermal effects
depends on the nature of the thermal model. A model that only consists



References 179

of thermal resistances is only capable of predicting a steady-state repre-
sentation of the thermal environment, while a thermal model composed of
resistances and capacitances is fully capable of predicting the thermal tran-
sients of the transistor.

In this chapter we have introduced all the basics concepts that are re-
quired to build the thermal part of a self-consistent electro-thermal model.
But before we present how to build such a model, we need to describe the
electrical nonlinear model of the transistor itself. The strategy that we will
follow is to de-couple the electrical and thermal dependencies in both the
measured data as well as the mathematical model construction. Once we
have completed the treatment of the electrical nonlinear transistor model,
we will be in a position to merge the electrical and thermal models of the
FET into a self-consistent electro-thermal model. That topic will be covered
in detail in the next chapter.

References
[1] Z. Radivojevic, K. Anderson, L. Bogod, M. Mahalingam, J. Rantala, and

J. Wright, “Novel materials for improved quality of RF-PA in base-station
applications,” IEEE Trans. Adv. Packag., 28, no. 4, pp. 644–649, Dec. 2005.

[2] M. Guyonnet, R. Sommet, R. Quere, and G. Bouisse, “Non-linear electro ther-
mal model of LDMOS power transistor coupled to 3D thermal model in a cir-
cuit simulator,” in Proc. 34th European Microwave Conf., Amsterdam, The
Netherlands, Oct. 2004, pp. 573–576.

[3] S. Wunsche, C. Clauss, P. Schwarz, and F. Wikler, “Electro-thermal circuit
simulation using simulator coupling,” IEEE Trans. VLSI Syst., 5, no. 3, pp.
277–282, Sept. 1997.

[4] D. Denis, C. M. Snowden, and I. C. Hunter, “Coupled electrothermal, electro-
magnetic, and physical modeling of microwave power FETs,” IEEE Trans.
Microwave Theory Tech., 54, no. 6, pp. 2465–2470, June 2006.

[5] J. T. Hsu and L. Vu-Quoc, “A rational formulation of thermal circuit models
for electrothermal simulation - part I: finite element method,” IEEE Trans.
Circuits Syst. I, 43, no. 9, pp. 721–732, Sept. 1996.

[6] C. R. Nave, “Heat and thermodynamics,” in HyperPhysics, Georgia State
University, 2005. http://hyperphysics.phy-astr.gsu.edu/hbase/hph.html#hph

[7] G. Elert, “Thermal physics,” in The Physics Hypertext-Book, 2006.
http://hypertextbook.com/physics/thermal/

[8] J. H. Lienhard IV and J. H. Lienhard V, A Heat Transfer Textbook, 3rd edn.
Phlogiston Press, 2006. http://web.mit.edu/lienhard/www/ahtt.html

[9] A. M. Darwish, A. J. Bayba, and H. A. Hung, “Thermal resistance calculation
of AlGaN-GaN devices,” IEEE Trans. Microwave Theory Tech., 52, no. 11,
pp. 2611–2620, Nov. 2004.



180 Thermal Characterization and Modeling

[10] J. Whang, “Thermal characterization and modeling of LDMOS FETs,” Mas-
ter’s thesis, Massachusetts Institute of Technology, Cambridge, MA, 2000.

[11] R. Anholt, Electrical and Thermal Characterization of MESFETs, HEMTs
and HBTs. Norwood, MA: Artech House, 1995.

[12] J. W. Sofia, Fundamentals of Thermal Resistance Measurement, Analysis
Tech., Inc., 1995. www.analysistech.com/downloads/fundamen.pdf

[13] J. W. Sofia, “Analysis of thermal transient data with synthesized dynamic
models for semiconductor devices,” IEEE Trans. Comp., Packag., Manufact.
Technol. A, 18, no. 1, pp. 39–47, Mar. 1995.

[14] D. L. Blackburn, “Temperature measurements of semiconductor devices - a re-
view,” in 20th Semiconductor Thermal Measurement and Management Symp.
Dig. (SEMI-THERM), San Jose, CA, Mar. 2004, pp. 70–79.

[15] D. J. Channin, “Liquid-crystal technique for observing integrated circuit op-
eration,” IEEE Trans. Electron Devices, 21, no. 10, pp. 650–652, Oct. 1974.

[16] J. H. Park and C. C. Lee, “A new configuration of nematic liquid crystal
thermography with application to GaN-based devices,” IEEE Trans. Instrum.
Meas., 55, no. 1, pp. 273–279, Feb. 2006.

[17] M. Nishiguchi, M. Fujihara, and H. Nishizawa, “Precision comparison of
surface temperature measurement techniques for GaAs IC’s,” IEEE Trans.
Comp., Hybrids, Manufact. Technol., 16, no. 5, pp. 543–549, Aug. 1993.

[18] G. C. Albright, J. A. Stump, C. Li, and H. Kaplan, “Emissivity-corrected
infrared thermal pulse measurement on microscopic semiconductor targets,”
in Proc. SPIE, 4360, Nov. 2001, pp. 103–111.

[19] M. Afridi, D. Berning, A. Hefner, J. Suehle, M. Zaghloul, E. Kelly, Z. Parrilla,
and C. Ellenwood, “Transient heating study of microhotplates by using a high-
speed thermal imaging system,” in 18th Semiconductor Thermal Measurement
and Management Symp. Dig. (SEMI-THERM), San Jose, CA, Mar. 2002, pp.
92–98.

[20] D. Pogany, S. Bychikhin, C. Furbock, M. Litzenberger, E. Gornik, K. Es-
mark, and M. Stecher, “Quantitative internal thermal energy mapping of
semiconductor devices under short current stress using backside laser inter-
ferometry,” IEEE Electron Device Lett., 49, no. 11, pp. 2070–2079, Nov. 2002.

[21] D. Pogany, V. Dubec, S. Bychikhin, C. C. Furbock, M. Litzenberger, G. Groos,
M. Stecher, and E. Gornik, “Single-shot thermal energy mapping of semi-
conductor devices with the nano-second resolution using holographic interfer-
ometry,” IEEE Electron Device Lett., 23, no. 10, pp. 606–608, Oct. 2002.

[22] W. Richter, M. V. Bossche, and J.-P. Teyssier, “D 1.3.2.1 TARGET CLASSIC
device annual report,” TARGET, 2005.

[23] J. McDonald and G. Albright, “Microthermal imaging in the infrared,”
Electronics Cooling Online, 1997. http://www.electronics-cooling.com/
articles/1997/jan/jan97 04.php

[24] P. W. Webb, “Thermal imaging of electronic devices with low surface emissiv-
ity,” IEE Proc. G – Circ., Dev. Syst., 138, pp. 390–400, June 1991.



References 181

[25] M. Mahalingam and E. Mares, Thermal Measurement Methodology
of RF Power Amplifiers, Freescale Semiconductor, Inc., 2004. http:
//www.freescale.com/files/rf if/doc/app note/AN1955.pdf

[26] W. Batty, C. E. Christoffersen, A. J. Panks, S. David, C. M. Snowden, and
M. B. Steer, “Electrothermal CAD of power devices and circuits with fully
physical time-dependent compact thermal modeling of complex non-linear 3-
D systems,” IEEE Trans. Comp. Packag. Technol., 24, no. 4, pp. 566–590,
Dec. 2001.

[27] R. P. Stout, “How to use thermal data found in datasheets,” 2006.
http://www.onsemi.com/pub/Collateral/AND8220-D.PDF

[28] H. Fukui, “Thermal resistance of GaAs field-effect transistors,” in Int. Electron
Devices Mtg. Tech. Dig., 26, Washington, DC, 1980, pp. 118–121.

[29] D. Denis, C. M. Snowden, and I. C. Hunter, “Design of power FETs based
on coupled electro-thermal-electromagnetic modeling,” in IEEE MTT-S Int.
Microwave Symp. Dig., Long Beach, CA, June 2005, pp. 461–464.

[30] C. A. Harper, Electronic Packaging and Interconnection Handbook, 4th edn.
New York, NY: McGraw-Hill Companies, Inc., 2004.

[31] F. Kreith, Ed., The CRC Handbook of Thermal Engineering. London, UK:
CRC Press, 2000.

[32] A. Ammous, S. Ghedira, B. Allard, H. Morel, and D. Renault, “Choosing a
thermal model for electrothermal simulation of power semiconductor devices,”
IEEE Trans. Power Electron., 14, no. 2, pp. 300–307, Mar. 1999.

[33] J. T. Hsu and L. Vu-Quoc, “A rational formulation of thermal circuit models
for electrothermal simulation - part II: model reduction techniques,” IEEE
Trans. Circuits Syst. I, 43, no. 9, pp. 733–744, Sept. 1996.

[34] R. Sommet, D. Lopez, and R. Quere, “From 3D thermal simulation of HBT
devices to their thermal model integration into circuit simulators via Ritz
vectors reduction technique,” in Proc. 8th Intersociety Conference on Ther-
mal and Thermomechanical Phenomena in Electronic Systems ITHERM, San
Diego, CA, May 2002, pp. 22–28.

[35] A. V. Oppenheim and R. W. Schafer, Eds., Discrete-Time Signal Processing.
Englewood Cliffs, NJ: Prentice-Hall Inc., 1989.

[36] Y. Yang, Y. Woo, J. Yi, and B. Kim, “A new empirical large-signal model
of Si LDMOSFETs for high-power amplifier design,” IEEE Trans. Microwave
Theory Tech., 49, no. 9, pp. 1626–1633, Sept. 2001.

[37] R. Menozzi and A. C. Kingswood, “A new technique to measure the thermal
resistance of LDMOS transistors,” IEEE Trans. Device Mat. Rel., 5, no. 3,
pp. 515–521, Sept. 2005.

[38] B. M. Tenbroek, M. S. L. Lee, W. Redman-White, R. J. T. Bunyan, and M. J.
Uren, “Self-heating effects in SOI MOSFET’s and their measurement by small
signal conductance techniques,” IEEE Trans. Electron Devices, 43, no. 12,
pp. 2240–2248, Dec. 1996.





6

Modeling the Active Transistor

6.1 Introduction

So far, we have described the structures and the principles of operation
of field effect transistors, and how such principles and features need to be
considered in the context of developing a compact model of the device for use
in a circuit simulator to aid power amplifier design. We have also described
in some detail how to characterize and model the transistor package and its
internal passive components, in the electromagnetic, electrical, and thermal
environments that surround the transistor. We shall now begin to focus our
attention on the transistor itself: the active semiconductor channel where the
transistor action takes place, and the gate, source, and drain electrodes that
enable electrical connection to the rest of the power transistor’s environment.

A typical high-power discrete LDMOS transistor die is shown in Fig. 6.1.
The manifolds for the gate and drain, where the bondwires connect to the
rest of the circuit, can be seen clearly. The manifolds also feed the many gate
and drain fingers that form an inter-digitated pattern on the silicon surface,
defining the individual transistor units that form the whole device. The
source connection is made through the silicon itself to the back side of the die,
making contact directly to the package, which provides the electrical ground
and also a thermal reference: it is easy to make a repeatable temperature
measurement at the package when operating the transistor under test. For
comparison, in Fig. 6.2 we show a GaAs power transistor die; here the ground
connection is made by through-vias to the back-side metallization.

The ‘transistor action’ in the FET occurs in the active channel that lies
under the gate: this is where the current amplification happens. This part
of the transistor is called the intrinsic device. In the real device we need ad-
ditional semiconductor and metal components to connect this active region
to the outside world, to get our signal in and our amplified signal out. These
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Fig. 6.1. Discrete LDMOS 80 W power transistor; this device has 164 gate fingers
for a total gate width or periphery of 82 mm, courtesy of Freescale Semiconductor.

Fig. 6.2. Discrete GaAs 10 W power transistor; this device has 80 gate fingers for
a total gate width or periphery of 15.2 mm, courtesy of Freescale Semiconductor.

additional components are called extrinsic components, or, quite often, par-
asitics. The notion of ‘parasitic’ can give the impression that these elements
of the transistor are unwanted: while they generally tend to degrade the
fundamental electrical performance, they are essential to the structure of
the device, and in a careful design their negative impact is minimized. Since
these parts of the structure are an integral part of the transistor, but do not
contribute to the fundamental transistor action, we prefer the term extrin-
sic. Other considerations, such as thermal management, also play a role in
the overall shape and size of the transistor die. From the modeling perspec-
tive, we need to include the electrical and thermal effects of these additional
components in our model, for it to be complete. A schematic description of
the transistor model is shown in Fig. 6.3. This figure illustrates the various
levels or shells that we have to model and de-embed to get to the active
transistor itself.

In our development of a complete electrical model of the transistor, we
shall first describe how we can model the electrical properties of the mani-
folds. Second, we shall describe measurement and analysis techniques that
are used to model the resistive and reactive extrinsic components. Next,
for the creation of the intrinsic model of the transistor, we will measure
S-parameters over the attainable gate and drain voltage bias space of the
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Fig. 6.3. FET model schematic diagram showing the gate and drain manifolds, the
extrinsic component shell, and the intrinsic transistor model.

transistor, these measurements being taken isothermally using pulsed tech-
niques, over a range of heatsink temperatures: this will help us to create
the electro-thermal model. After de-embedding the manifolds and extrinsic
components from our measurements, we are at the edge of the active transis-
tor region. Our aim is to construct a compact electrical model of this active
device, covering DC, small-signal or linear, and large-signal or nonlinear RF
behaviour.

The intrinsic large-signal model that we build at this point is quasi-static.
In other words, the model can describe the transistor’s RF frequency depen-
dence through the various reactive components in the model, such as the
intrinsic capacitances at the gate and drain of the device, and the extrinsic
inductance and capacitance associated with the manifold and extrinsic parts
of the transistor. Further, the small-signal characteristics derived from the
RF S-parameter measurements should be consistent with the small-signal
parameters obtained from the DC characteristics. In practice, this quasi-
static behaviour is not observed: real transistors exhibit frequency dispersion
of their terminal behaviour. For example, the small-signal output conduc-
tance derived from the S-parameters is not the same as the slope of the DC
output characteristics. This inconsistency is described as non-quasi-static
behaviour. These non-quasi-static or frequency dispersive phenomena are
caused by heating of the FET due to bias currents and the RF signal that
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is being amplified by the device, and by trapping of the mobile charges in
the transistor.

The heating effects are significant in all RF power transistors, by nature
of their application. As the temperature of the device increases, the physical
properties of the semiconductor change. For example, the electron mobility
decreases as the semiconductor heats up, hence the transconductance gain
of the FET decreases with temperature. This can be seen in the DC Id–
Vds characteristics of the FET. Each bias point corresponds to a different
power dissipation, and hence temperature, so the transconductance is less at
high power regions, and the curves can show a fall in current with increas-
ing drain-to-source voltage, and hence temperature. But a negative output
conductance is not seen at RF.

Trapping phenomena exist in III–V FETs, but are not observed in
LDMOS transistors [1]. The physical location of the traps is not so impor-
tant – it is thought that they exist at the semiconductor surface or interfaces
between different regions of the transistor, such as the channel-buffer layer
interface – but the characteristic trapping lifetime is the main concern. The
characteristic lifetimes are in the range of milliseconds to microseconds, so
the traps can only respond to electrical signals at a fairly slow rate, in the
kilohertz to megahertz regime. Therefore, the traps are able to respond to
DC characterization signals, but cannot react quickly enough to RF signals,
and hence we observe a frequency dispersion of the FET characteristics.

We need to add parameters or components to describe these frequency dis-
persive effects, to complete the model of the active transistor. We will show
how a sub-circuit describing the thermal environment can be added to the
quasi-static electrical model so that the effects of both the static or ambient
temperature as well as the dynamic electro-thermal behaviour are accounted
for in a consistent manner. We use a similar approach to accommodate trap-
ping effects into the model. The transistors that we use for model extraction
are usually much smaller than the high-power die shown in Figs. 6.1 and
6.2, for a number of practical reasons. The large dies are generally unsta-
ble in a 50 Ω environment, as used for S-parameter measurements. Large
devices also require high currents for accessing the whole of the Id–Vds char-
acteristics. We perform these I–V and S-parameter measurements under
pulsed conditions to obtain isothermal measurements, and such high-power
pulsed current supplies and bias tees are difficult to make and expensive
to purchase. Further, we perform our measurements for model extraction
on-wafer, and the RF probes that are used cannot handle the high currents.

Because we use small devices for characterization and model extraction,
we need to determine scaling rules for the intrinsic, extrinsic and manifold
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components of the transistor, for our model to be useful in the design of
discrete or integrated power amplifier products. For discrete power transis-
tors, we integrate the scaled extrinsic components and appropriate manifold
models with the non-quasi-static electro-thermal model of the transistor, to
obtain the die model, which is the basic building block for the packaged
products. There are a couple of basic approaches to scaling our model up to
the final device size: we can scale the intrinsic model and extrinsic compo-
nents directly to the final size, and then add two-port models of the gate and
drain manifolds to obtain the complete three-terminal (two-port) model of
the power transistor. An alternative is to use several smaller transistor mod-
els connected between multi-port gate and drain manifolds, to obtain the
full power transistor size; the small models need to be inter-connected ther-
mally, requiring a soundly constructed thermal model. This latter approach
is shown schematically in Fig. 6.4. For integrated power amplifier design,
we need to provide scaling rules and guidance for the designers to be able to
construct the driver and amplifier transistors on chip. These scaling rules
will pertain to the extrinsic and intrinsic parts of the transistor models only;
the gate and drain manifolds in an integrated design will often be custom-
designed, requiring simulation of their layout using an electromagnetic field
simulator – a planar simulator is usually sufficient.

In this chapter we will describe the modeling of the gate and drain man-
ifolds and bond-pads, and their de-embedding to get to the extrinsic shell.
We shall describe techniques for characterizing and de-embedding the ex-
trinsic components of the transistor. We will then focus on the charge-based
description of the active or intrinsic part of the transistor, and introduce a
simple thermal model that can be coupled to the electrical model to give a
dynamic electro-thermal nonlinear transistor model. During the model de-
velopment, we shall comment upon the scaling issues that we need to address
in order to build a compact transistor model for use in the successful design
of RF power amplifiers. The complete product model, including in-package
matching components and bondwires, and the model for the package itself,
will be presented in Chapter 9, where various aspects of the model validation
are described.

6.2 Modeling the Manifolds and Extrinsic Components

Before we can get to the details of how to construct the large-signal FET
model, we need to identify and de-embed the manifold and extrinsic shells
from the overall model structure shown in Fig. 6.3. While from Figs. 6.1
and 6.2 the manifolds and the metal gate and drain contacts are easy to see,
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Fig. 6.4. A schematic FET model architecture for a power transistor, showing wide
gate and drain manifolds connected to several individual FET models, which are
connected together through a thermal network. In this way, the overall model can
account for thermal distribution across a large device, and also for non-uniform
feeding of current by the manifolds.

the separation of extrinsic and intrinsic parts of the transistor in electrical
terms is perhaps not so clear cut. A very common way to partition the
overall model is to define the extrinsic shell to be only the linear components
and the intrinsic region to be the nonlinear part of the model. In fact, this
division can provide a useful check on the model consistency: if the extrinsic
components exhibit any voltage dependence, then this suggests that the
partitioning may not be correct, and the extrinsic–intrinsic boundary may
need to be adjusted. In reality, in power transistors some of the components
that we might expect to find in the extrinsic shell can exhibit some voltage
dependence, but it is generally more convenient from a modeling perspective
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to place the voltage-dependent quality in the intrinsic model, and define the
extrinsic components as linear passive elements.

For high power transistors, we often need to break up the model struc-
ture even further. The manifolds at the gate and drain are physically large
structures, and may behave like transmission lines. In other words, they are
distributed circuit components: they have both frequency and spatial depen-
dence of their transmission characteristics. The frequency-dispersive prop-
erty can be used as the basis of the partition between the manifold structure
and the extrinsic shell. The lumped components that comprise the extrinsic
equivalent circuit – capacitors, inductors, and resistors – should be indepen-
dent of frequency. After parameter extraction, if any of these components
does show significant frequency dependence, then the partition between the
extrinsic and manifold shells may be incorrectly located, according to our
definition above. A frequency-dependent component may also be an indica-
tor that our extrinsic circuit is incorrect, and perhaps a different topology
is required to represent the extrinsic shell of the transistor over the desired
bandwidth. However, this partition between the extrinsic and manifold re-
gions is somewhat arbitrary, and we often use some physical part of the
transistor structure to define the electrical reference planes of the manifold
and extrinsic shell. For narrow-band applications this is generally sufficient.
The physical size of the manifold can result in differences in phase in the
transmission of the signal from the input to different gates in the FET (and
similarly, at the drain manifold). We shall discuss these phase effects of the
manifolds later.

We shall also consider that the electrical measurements made for model
extraction are performed isothermally, using pulsed techniques as described
in Chapter 3, for example. This simplifies matters enormously: we can
treat the extrinsic and manifold components as linear, and build the electro-
thermal effects into the nonlinear intrinsic model, as will be described in
Section 6.5. In practical terms, the extrinsic resistances, in particular Rd and
Rs, will be temperature dependent, and since the temperature is influenced
by the applied voltages and currents, this means that these resistances are
nonlinear functions. We choose to model these extrinsic components as
linear, and build the temperature effects in later, as noted above. In the
following sub-sections we will cover in detail the treatment of the metal
manifolds and bond-pads in the context of the large periphery transistors
typically used in RF and microwave high-power FETs. We will then describe
some of the different methods used to extract the values of the extrinsic
components of silicon LDMOS and GaAs FETs.
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6.2.1 Metal Manifolds and Bond-pads

In discrete power transistors, the manifold metal can also serve as the bond-
pad region for the bondwires that connect the transistor die to the rest of
the package components. The bondwire-to-bond-pad interface is very simi-
lar to the bondwire-to-package interface: in both cases a three-dimensional
wire is attached to a two-dimensional microstrip transmission line. There-
fore, the method of analysis is very similar, with the differences being in
the details of the metal composition and thickness of the bond-pad, and
in the dielectric material, which in the die is silicon or gallium arsenide,
while in the package is a plastic encapsulant or low-loss ceramic material.
A detailed analysis of the bondwire-to-package interface using planar and
three-dimensional electromagnetic field solvers was presented in Chapter 4.

In an integrated circuit environment, for the connections between devices
on the IC, the metal manifolds connecting the gate and drain fingers of the
transistors can be made much narrower, and the connection to the manifold
is generally made by a simple microstrip transmission line. In essence, the
treatment of the connection of this microstrip line to the manifold is the
same as the bondwire-to-manifold connection. In practice, the integrated
circuit designers would like to connect to the transistors using whatever
metal lines they can fit into the most compact layout. This can lead to
some apparent problems with model accuracy, as now the reference planes
to the transistor in the IC are not the same as the ones that were used
for the model extraction. The connections from the drain manifold of the
output transistor of the IC to the package or matching network are made
by bondwires in a similar manner to that outlined above for the discrete
devices.

The metal manifold or bond-pad can be represented in the model in dif-
ferent ways, depending on its size and the frequency of interest. If the fre-
quency of operation is low enough, or the manifold is small enough, it can
be represented simply by a capacitance to ground. At higher frequencies, in
the microwave and millimeter-wave regime, or for very large structures, the
simple capacitance model is not capable of predicting the distributed nature
of the manifold, and it is represented better by a transmission line model.

Essentially, what we, as modelers, have to do when modeling the manifold
or bond-pad, is to make a judgment on the electrical size of the manifold;
to determine whether we need a transmission-line model, and how many
inputs and outputs are required. We also have to decide where the electrical
reference planes are on each side of the manifold. This can be quite a
challenge, especially when we are modeling very large periphery transistors
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that have multiple bondwire connections.
For electrically-small manifolds or bond-pads, a simple two-port repre-

sentation is usually sufficient: one port connects to the bondwires, and the
other port connects to the FET gate or drain finger array. The calcula-
tion of the pad capacitance is relatively straightforward: the capacitance
per unit area of the metallization is a parameter that is monitored during
wafer fabrication. The calculation of the pad capacitance from this param-
eter will need to account for fringing fields, and is usually not a simple area
calculation. The alternative is to perform an electromagnetic simulation of
the bond-pad to determine its S-parameters, from which the Z-parameters
should yield the equivalent capacitance.

For high-power transistors that have a large gate periphery, and hence
a large number of gate fingers, the concern is the phase difference between
adjacent fingers or groups of fingers fed from a common point, due to the
currents traveling in a transverse direction along the manifold. The two-port
description of the manifold is incapable of capturing this lateral electrical
delay, and a multi-port representation of the manifold is required to describe
the detailed electrical behaviour completely. Typically, we would use a pla-
nar EM simulator to determine the electrical properties of the manifold;
such tools are fast, accurate, and provide a very flexible simulation environ-
ment, which allows for arbitrary planar structures with arbitrary material
properties.

We will now present two examples of a bondwire pad or manifold that
represent these two extremes of electrical size, to illustrate the differences in
behaviour, and consequently the type of manifold model that we may choose
to use in constructing the model of the power transistor. The first example
is an electrically small bond-pad, typical of a GaAs microwave transistor;
the second example is a large bond-pad and manifold, of a size typically
used in modern high-power LDMOS RF transistors.

6.2.1.1 Small Bond-pad

In this first example, we examine the electrical behaviour of a physically
small bond-pad or manifold, such as may be found in a high-frequency GaAs
medium power FET. The structure, illustrated in Fig. 6.5, shows a 12-finger
manifold that may typically be around 200 µm in total width (depending
on the source-drain pitch of the process). The port connections for the
electromagnetic simulator are also shown on this figure.

As this is a small structure, we are principally interested in whether we
can use a simple capacitor-to-ground model to represent the manifold. The
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Fig. 6.5. Gallium arsenide bond-pad showing the drain fingers, and the port defi-
nitions for the EM simulation.

EM simulation has been performed as a seven-port structure, with the left-
hand side of the manifold as the input, port 1, and six gates for ports 2–7:
we are taking advantage of the symmetry of the structure, to simulate only
half of the manifold. The multi-port S-parameters are then converted to
Z-parameters to extract the equivalent circuit capacitance to ground:

C =
−1

ω Im(Z11)
(6.1)

In fact, any transfer impedance Z k1 can be used in place of Z 11, in this
example.

Figure 6.6 shows the extracted capacitance as a function of frequency.
At low frequencies, the structure is electrically short and it can be properly
represented by the simple capacitor-to-ground model. At higher frequencies,
the structure begins to display some frequency dependence, indicating that
the capacitor model parameters are frequency dependent, or, more prac-
tically, the manifold structure is beginning to behave like a transmission
line. At some point we must decide that the simple capacitor model is no
longer accurate enough. This is a modeling compromise between accuracy
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Fig. 6.6. Extracted bond-pad capacitance versus frequency of a small GaAs bond-
pad. This graph is normalized to the pad capacitance at 250 MHz.

of representation of this structure, and simplicity of its implementation in
the model.

6.2.1.2 Large Bond-pad and Manifold

We shall now consider the other extreme of manifold dimension: a large
manifold, as is found in high power silicon LDMOS transistors. A 100 watt
power transistor may have a total gate periphery of around 130 mm, and,
given typical unit gate widths and source-drain spacings of modern LDMOS
technology, this requires a manifold structure about 7 mm wide.

Our concern in this case is that the current flowing laterally, in the trans-
verse direction along the manifold structure, will have a different phase at
each of the finger feed points, and so the FET may not be optimally driven.
By way of illustrating this lateral phase distribution, we shall examine the
phase difference between an input at the center of the manifold, and vari-
ous locations of the drain finger feeds on the output of the manifold. The
structure is shown diagrammatically in Fig. 6.7: we have taken the 7 mm
manifold as our model. A planar EM simulation of this structure is car-
ried out, and we determined the difference in phase laterally from the input
at center of the manifold to the various ports along the output side of the
manifold. These ports do not represent gate or drain feeds, necessarily;
they are simply measurement locations from which we estimate the phase.
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Fig. 6.7. A schematic of a large manifold structure, showing the input and output
port configuration within a planar electromagnetic solver, to estimate the lateral
phase delay along the manifold.

In Fig. 6.8 we show this phase difference between the center and edge of
the structure. We can see that the amount of phase distribution from the
center of the bond-pad to the edge is significant: even at 2 GHz we see a
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Fig. 6.8. Lateral phase in the large manifold structure, showing the phase difference
between the input and output signals as a function of distance away from the center
of the manifold, at 2 GHz and 10 GHz.

phase difference of over 30 degrees. At 10 GHz we can see that there are some
clear physical limitations in the overall size of the gate and drain manifolds;
this probably has some ramifications regarding the maximum size and hence
power capability of the transistor that we can expect at these frequencies,
using this simple manifold structure.

In practice, it is the designers’ responsibility to decide on the level of
discretization or grouping of fingers that will be fed from each bondwire in
the final design of the power transistor. The decision will be based on the
frequency of operation of the transistor, and the number of wires necessary
to keep the phasing across the manifold to an acceptable level. The number
of bondwires and the distance between them can be estimated from a sim-
ulation of the structure as indicated here. In an integrated circuit context,
the concept of phase difference across the width of the manifold must be
considered in the layout of the components. Feeding the power transistor
uniformly across its physical width is usually not an option, and the trans-
mission line width of the feed may be small in comparison to the manifold
width. The designer must be able to determine how much phase change
across the transistor can be tolerated.

Similarly, when deciding on the level of discretization or grouping of fin-
gers during the analysis, the modeling engineer needs to make an assessment
of the required level of accuracy of the model and the frequency range in



196 Modeling the Active Transistor

which the model will be used. It is possible to use a port for each gate
feed, and hence determine the relative phase between adjacent fingers, or
across a group of fingers. This is useful from a physical or global modeling
perspective [2], but for a compact model, this is too finely grained to be
a practical model for circuit simulation and design. A compromise is to
use several compact transistor model instances to represent the large power
transistor (as shown in Fig. 6.4), yet here the modeling engineer still has
to decide on some level of discretization of the manifold, in the grouping of
several physical gates together for one port of the larger model.

Factors that should be considered when determining whether the manifold
can be represented as a two-port network (one port for the side used to
connect all the bondwires, and the other port for the side used to connect
all the transistor fingers), or if an N -port network representation is required,
include:

(i) lateral feeding effects – are all the transistor fingers excited in a uni-
form manner by the bondwires, or is the phase difference between
fingers significant?

(ii) is the array of bondwires uniform? – in some designs the bondwires
may grouped into several sets of two or three or more; and

(iii) whether different FET models are to be used for each set of fingers –
the capability of having multiple FET models to represent the large
periphery transistor can be useful in accounting for a non-uniform
temperature profile across the die.

We note that complexity required during the modeling and simulation of a
large structure at RF frequencies is similar in nature to a physically smaller
structure at much higher frequencies.

6.2.1.3 Some Remarks on Manifold Modeling for Model Extraction and
Model Construction

The modeling of the manifolds and bond-pads needs to be executed accu-
rately for both model extraction and model construction objectives, though
these two activities have subtly different requirements of the manifold mod-
els. We have stated earlier that the transistors that we use for model ex-
traction are relatively small compared with the actual power transistor die.
While this is essentially because of measurement limitations, the small size
of these transistors allows us to use manifolds or feed structures that can
be modeled accurately using a two-port or lumped-element approach. This
makes the de-embedding of the manifold structures from the bias-dependent
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S-parameter measurements used for the model extraction quite straight-
forward. This is a very desirable quality, since the extraction of the nonlinear
intrinsic model is quite difficult enough without introducing complications
of multi-port structures. For model extraction, our goal is to de-embed the
manifold structure from the measurements, leaving a two-port network of
the extrinsic shell surrounding the intrinsic device.

For transistor model scaling purposes, we will often construct several tran-
sistors with different numbers of gate and drain fingers, or a series of different
unit gate widths. Again, from a practical perspective, we try and ensure
that the bond-pad or manifold structure can be modeled accurately as a
two-port network, for ease of de-embedding.

In model construction, we do not need to be so restrictive. Our objective
in modeling the bond-pad and manifold structure is to obtain as accurate a
model as is required for the application: this may also be a two-port model,
or it could be an N -port model describing multiple bondwires and fingers.
In the latter case, we can connect a number of nonlinear transistor models
between the multi-port manifolds; each transistor model represents a number
of gates and drains in the overall power transistor. These ‘unit’ transistor
models are connected electrically through the N -port manifold models, and
thermally using an equivalent thermal circuit. The overall multi-element
model can then represent distributed effects such as laterally non-uniform
current feeding and loading of the power transistor, or thermal gradients
across the device. While such a model can be useful in aiding practical
power device design, the number of coupled nonlinear devices in the circuit,
for even a single power transistor, may hinder convergence in the circuit
simulator, leading to long simulation times that may be unacceptable in
circuit design.

6.2.2 Extrinsic Circuit Component Parameters

After de-embedding the manifold and bond-pad structures, we now need to
determine and extract the extrinsic circuit components, to get access to the
intrinsic transistor reference plane. Once we have de-embedded these extrin-
sic components, the small-signal equivalent circuit parameters of the FET
can be obtained by direct manipulation of the intrinsic plane S-parameter
data. From the small-signal model parameters, we can build the large-signal
model of the intrinsic FET, as will be described in Section 6.4.3.

Typically, the extrinsic element extraction methods rely on what is com-
monly known as the cold-FET method [3]. The basic principle of this
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method is fairly simple: the FET is biased with the drain-to-source volt-
age, Vds, set to zero volts. In this condition there is no electric field in the
channel of the FET, and so the electrons are in the ohmic regime - they are
‘cold’ electrons. With Vds set to zero, the controlled-current generator in
the small-signal equivalent circuit model is effectively shorted out, placing
the transistor in a passive condition.

The gate of the FET is then biased in order to put the transistor into
either cut-off or conducting modes, in which the intrinsic small-signal equiv-
alent circuit can be simplified sufficiently to enable unambiguous identifi-
cation and measurement of the extrinsic shell components. The extrinsic
parameters can be extracted using direct methods from single-frequency
S-parameter measurements, or performed by optimization over a range of
frequencies. The cold-FET method has been applied successfully to GaAs
FETs and HEMTS [3–5], and to silicon MOSFETs [6, 7].

The details of the extrinsic parameter extraction method depends on the
structure adopted for the extrinsic networks. Two common arrangements
are shown in Fig. 6.9, typically applied to the small-scale transistors for
which this technique was originally developed. The choice of network is
somewhat arbitrary, based on the particular geometry of the FET in ques-
tion. Unless there is any compelling geometric feature, the network with the
extrinsic capacitance outermost, Fig. 6.9(a), is usually chosen for economy
of mathematical matrix inversions in the de-embedding of the extrinsic shell.
This extrinsic capacitance component is generally included to represent the
bond-pad capacitance of the small test FETs. In such cases, the pad ca-
pacitance is usually found from measurements of test structures, and so the
pad capacitance components can be de-embedded from the extrinsic circuit
easily and accurately. We have described earlier how the bond-pad and
manifold layouts of power transistors can be measured and their equivalent
circuits determined, and de-embedded from the measurements. We shall
assume that the capacitive components of the gate and drain extrinsic net-
works can be subsumed into the manifolds, leaving only the series resistance
and inductance components to be extracted from the cold-FET measure-
ments. As the source of the transistor is connected directly to ground, the
extrinsic source capacitance is effectively shorted. This assumption can be
challenged in high-power transistor modeling: the large area of the transistor
will contribute a large extrinsic capacitance - the body capacitance - and the
resistance and inductance of the source contacts to package ground, while
small, are not zero. In the equivalent circuit representation, the source of the
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(a) (b)

Fig. 6.9. Simple sub-networks used for the extrinsic equivalent circuits; these are
connected at each port of the transistor: (a) the capacitors represent the bond-
pad or manifold capacitances, (b) the capacitors represent other geometries in the
FET that have a significant capacitive component, such as gate-feed to source-feed
crossovers, and so forth.

active transistor is connected to ground through a series R-L and parallel ca-
pacitor network, and this can affect the frequency response and potentially
the stability of the transistor.

6.2.2.1 Cold-FET Cut-Off Mode

The gate is biased below the threshold voltage, so the FET is in the cut-off
condition and no conduction can take place. The intrinsic equivalent circuit
for the transistor is then approximated by the capacitances Cgs, Cgd, and
Cds only. The S-parameters are measured at a frequency or frequencies low
enough for the capacitive reactance to dominate the measurements. With
our assumption that the bond-pad and manifold model includes all of the
extrinsic (gate and drain) capacitance, this measurement is not strictly nec-
essary, as we have no further extrinsic capacitance to measure and de-embed.
On the other hand, if our extrinsic networks are described better by Fig.
6.9(b), we now have a measurement tool to help identify their values. If we
consider that the extrinsic resistances and inductances can be neglected in
this configuration, the extrinsic gate and drain capacitances are in parallel
with Cgs and Cds, respectively, so there is no way of extracting their val-
ues directly. This cold-FET measurement is often part of an investigation
of the geometrical scaling of the transistor: provided that the extrinsic ca-
pacitances scale in a different way to the intrinsic capacitances, which scale
directly with total gate periphery, then we have a means of identifying the
extrinsic capacitances by making these cold-FET measurements over a range
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Fig. 6.10. Silicon MOSFET small signal equivalent circuit at Vgs = Vds = 0 V [6].

of transistors with different numbers of gate fingers, unit gate widths, and
total periphery.

Lovelace et al. [6] used this bias condition to extract the extrinsic se-
ries resistances in a MOSFET. They set both Vgs and Vds to zero, yielding
a completely passive structure for the FET. The equivalent circuit of the
transistor reduces to the circuit shown in Fig. 6.10, in which any extrinsic
inductance has been neglected. The extrinsic resistance values can be found
from the real parts of the Z-parameters of the network. The FET capacitor
Π-network can be converted into a T-network to illustrate this calculation.
Lovelace et al. carried out this analysis over a range of frequencies from
1 to 10 GHz; the resistance values were determined by direct extraction at
each measurement frequency, and showed good consistency, especially at the
higher frequencies where the reactive component is not significantly larger
than the real part of the impedance. An alternative approach would be to
use the measurements at all frequencies and optimize the resistance values,
using a direct extraction value as a seed. Although Lovelace et al. do not
show any extrinsic inductance in their small-signal equivalent circuit, indi-
cating perhaps a small device, there exists the attractive possibility that the
extrinsic series resistance and inductance can be extracted from broadband
S-parameter measurements made under these bias conditions, by optimiz-
ing the component values of the series R-L-C branch networks against the
broadband Z-parameters derived from the S-parameters.

6.2.2.2 Cold-FET Conducting Mode

The cold-FET method was originally devised for extracting the extrinsic
component values for GaAs MESFET device models [3]. In this second part
of the procedure, the FET is again biased with the drain-to-source voltage
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Fig. 6.11. Gallium arsenide MESFET small-signal equivalent circuit, including ex-
trinsic components, at cold-FET bias with the gate Schottky diode in high forward
bias: Cdy and Rdy represent the Schottky diode capacitance and shunt resistance,
respectively, and Rch is the FET channel resistance.

set to zero, but now the gate Schottky diode is driven into high forward
bias. In this condition, the capacitances are all considered to be shorted
by the access resistances, and the small-signal equivalent circuit becomes a
network of resistors and inductors, as shown in Fig. 6.11. At high forward
bias, the gate Schottky diode is dominated by the shunt resistance, Rdy,
which is given by

Rdy =
nkT

qIg
(6.2)

where n is the ideality factor of the gate current characteristic at high bias,
and Ig is the gate current. The Z-parameters for the network of Fig. 6.11
are

Z11 = Rg + Rs +
Rch

3
+

nkT

qIg
+ jω (Lg + Ls) (6.3)

Z12 = Z21 = Rs +
Rch

2
+ jωLs (6.4)

Z22 = Rd + Rs + Rch + jω (Ld + Ls) (6.5)

We have four unknowns, Rg, Rd, Rs, and Rch, and three equations, so an
additional measurement or piece of information is required for a unique
solution. This could be, for example, the value of Rg from an ‘end-to-end’
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measurement of the gate metallization, or the value of (Rd + Rs) from an
on-channel resistance measurement. If the device fabrication technology
parameters are known, the value of Rc can be determined.

A criticism of this approach has been that the transistor is generally not
operated with the gate in high forward bias, and so this characterization
can yield lower values of the access resistances Rd, Rs, than the device
experiences in practical bias conditions. A further observation is that this
method can give low values of the access resistances in PHEMTs, where, in
high forward gate bias, the parasitic MESFET of the barrier layer provides
a conduction path in parallel with the actual channel of the device.

A means of overcoming these criticisms has been implemented by Wood
and Root [4], where in the ‘forward’ cold-FET mode the gate bias is just
enough to provide a conducting channel, as might be used in normal opera-
tion of the transistor in an amplifier application. In this case, the gate diode
must be described by the complete model, including the capacitance, in the
gate branch of the network of Fig. 6.11. The Z11 expression is now

Z11 = Rg + Rs +
Rch

3
+ jω

(
Lg + Ls −

1
ωCdy

)
(6.6)

The RF measurements are carried out over a wide bandwidth, and the Z-
parameters are optimized over frequency to obtain the values of the equiv-
alent circuit parameters. The shunt resistance is generally neglected, as the
gate is not in high forward bias, and the gate current is very small. In fact,
good results can be obtained with the gate bias at zero volts, corresponding
to the measurement conditions of Lovelace et al. The cold-FET technique
can therefore be applied to LDMOS power transistors to extract the extrin-
sic parameters of the device model: high forward gate bias is not necessary
for this technique to be applied successfully.

6.3 Scaling Considerations

We have now successfully de-embedded the manifolds and the extrinsic shell
components from our carefully measured S-parameter data, and arrived at
the intrinsic device reference plane, ready to begin building the nonlinear
model for the power transistor. But before we dive into the nonlinear model-
ing, this seems an appropriate juncture to say a few words about scaling the
device model. The requirements for a scalable transistor model are twofold.

First, the very large gate peripheries of modern high power RF transistors
are typically in excess of 100 mm. The impedances of such transistors are
extremely low, and the devices could be unstable in a 50 Ω environment. It
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is therefore not practical to make the S-parameter measurements for model
extraction directly on these large die. Instead, we must use much smaller
devices, whose peripheries are in the 1 to 10 mm range and present terminal
impedances that can be measured using standard VNA equipment. The
compact models that are extracted from these test devices must then be
scaled to the appropriate size for the power transistor and amplifier design.
The scaled models are often optimized against measured data from the large
device, to obtain the last drop of accuracy.

Second, a scalable transistor model is virtually indispensable in IC design:
the transistor peripheries are often adjusted by small fractions to obtain the
overall performance defined in the specification, without over-engineering
the part. The transistor models are therefore required to be scalable over
a wide range of gate periphery, while maintaining fidelity to the transistor
performance. Here, we will consider scaling effects of the transistor only
– we will assume that the gate and drain manifolds are designed to suit a
particular layout, be it IC or discrete device, and so scaling of the manifolds
is not an issue.

‘Scaling’ means different things to the various people involved in the cre-
ation and usage of a device model. The modeling engineer tends to think
in terms of the current flow in the transistor, and how that changes as the
dimensions of the transistor are altered. This leads to very specific ‘rules’
about scaling, in terms of the number of (gate or drain) fingers, the total
periphery, and so forth. The designer tends to think in terms of transistor
performance: for example, ‘If a 10 mm device can produce 5 watts of power
at the P-1dB point, a 100 mm device should produce 50 watts at P-1dB.’
Unfortunately for both parties, this is seldom true. This is generally at-
tributable to factors such as: the manifold shape and structure, the number
of bondwires and how they are accommodated in the modeling and design,
the electromagnetic environment around the transistor and package, and,
not least, the thermal environment, which will change with the die size, and
also with the packaging.

Ideally, the ‘design rules’ would be able to accommodate all of these fac-
tors, in some way. The electrical and thermal ‘scaling rules’ for the transistor
are essentially a subset of the design rules. The scaling properties are very
much dependent upon the actual geometry and layout of the test transistor
and power transistor die: these should be scaled replicas of each other. How-
ever, there are some basic guidelines that can generally be applied in the
design of a set of test transistor and passive component layouts from which
scaling rules can be derived. The test transistor array should include a range
of gate peripheries whose DC and S-parameters can be measured using the
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model characterization equipment: the maximum periphery will depend on
the device impedances and desired accuracy of the measurement system.
The range of peripheries should include transistors of different numbers of
gate fingers, and different unit gate widths. In our experience, two-finger de-
vices do not follow the scaling rules of larger structures, and so they should
not be used for scaling models.

From this array, cold-FET measurements can be used to examine the vari-
ation with number of gate fingers, unit gate width, and total gate periphery
of the extrinsic circuit component values. Hence, some ‘scaling rules’ for the
extrinsic components can be deduced. For example, the access resistances
Rd and Rs usually have an inverse relationship to the total gate periphery.
The gate resistance Rg generally shows a dependence on the number of gate
fingers and the unit gate width, typically of the form

RNEW
g = RORIG

g

(
WNEW

g

WORIG
g

)(
NFORIG

NFNEW

)2

(6.7)

where the superscript NEW refers to the new scaled device, and ORIG
the original device; Wg is the total gate periphery, and NF is the number
of gate fingers. The capacitances tend to scale directly with total gate
periphery, and may have a fixed offset at ‘zero gate width’ owing to the
metallization that is required for the device structure, or bond-pad. The
extrinsic gate and drain inductances tend not to have such simple scaling
relationships, with mutual inductance playing a role. This can be reduced in
III–V FETs using air-bridges to interconnect the source contacts. The source
inductance is usually dominated by the connection to the back side of the
die: using through-vias in III–V technology, and the source sinker diffusion
in LDMOS. While this inductance can often be small, of the order of a few
picohenries, it is in the source-to-ground branch, and can affect the stability
of the power transistor. Transistor design generally tries to minimize this
extrinsic component value. It is generally presumed that the intrinsic device
parameters, the currents, and the charges scale directly with the total gate
periphery. In the small-signal model, the capacitances scale directly with
the periphery, and the resistances (in III–V FETs) scale inversely with the
periphery.

In addition to the electrical scaling of the extrinsic components, there is
the scaling of the thermal resistance and capacitance of the transistor to
consider. The scaling of these parameters depends on how the larger tran-
sistors are constructed and laid out as die or on the IC, and implemented
using the model. If we are planning to model a large power transistor die
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using a single transistor model, then simple scaling of the thermal param-
eters with area or periphery is not enough. While the thermal resistance
should fall with area, the heat source is similarly distributed.

On the other hand, if we choose to model this large transistor with several
paralleled models, as shown in Fig. 6.4, then the individual thermal resis-
tances need to be coupled together to describe the lateral flow of heat, or
lack thereof. It is better to carry out thermal simulations of the large struc-
tures, and hence define the values of the thermal parameters for the overall
structure. The thermal coupling can then be deduced from simulation of
the thermal network. This approach is also applicable in the design of RF
power amplifier ICs; this can be a more difficult situation to model ther-
mally, as the individual transistors may not be generating the same power,
and therefore heat. The details of the construction of the self-consistent
electro-thermal model are presented in Section 6.5.

6.4 Modeling the Intrinsic Transistor

We are now getting towards the kernel of the transistor model: the active
device itself. We shall base our model derivation on measurements of S-
parameters made over the attainable Vgs–Vds bias space of the transistor.
These measurements will include regions in reverse drain bias – negative Vds

– and below the threshold voltage; the S-parameters may also be taken over
a range of RF frequencies.

When we build our model in the simulator, we will use the terminal volt-
ages as the control inputs to the model, for both quasi-static and fully
dynamic models. For the sake of clarity in the following explanations and
equations, we shall presume that the measured data that we use have been
electrically de-embedded, and are isothermal. By this statement, we mean
that the electrical effects of the extrinsic components, manifolds, and so on,
have been removed, and the measurement reference planes now lie at the
intrinsic device plane. When we construct the complete model, we can, if
necessary, re-reference the voltages and currents to the transistor’s external
terminals; this is a requirement for table look-up models, in which the table
index is in the actual measured space. This re-referencing can be done at
run time in the simulator. Isothermal conditions can be achieved by taking
carefully controlled pulse measurements or by using some means of thermal
de-embedding, as described in Chapters 3 and 5.

Once we have constructed our large-signal, nonlinear, isothermal model
for the intrinsic transistor, we will add the dispersive effects to create a non-
quasi-static model. These dispersive effects include electron trapping effects,
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(a) (b)

Fig. 6.12. Representations of two-port Y-parameters; (a) a completely general cir-
cuit schematic, using a controlled source to represent the transadmittances, and
(b) a simplified circuit for passive elements only.

which occur in III–V semiconductor FETs, and thermal effects, which are
prevalent in all power transistors. The thermal effects include the static
thermal influence due to ambient temperature, and the dynamic effects of
the electrical power that is dissipated as heat. This will be described in
detail in Section 6.5, where we will describe a fully dynamic electro-thermal
model for the power transistor.

6.4.1 A Small-Signal Model

The S-parameters represent the linearized or small-signal response of the
transistor at a specified bias Vgs, Vds and frequency, ω. This is simply
the measured (and de-embedded) data, which could be stored in a three-
dimensional table, indexed by the bias voltages and frequency. During sim-
ulation, the required S-parameters would be read by indexing, or interpo-
lating to the off-grid or non-measured values. Ambient temperature could
be built in by adding another dimension to the table. Index look-up models
can be quite slow, especially if interpolating over several dimensions as the
simulator drives to convergence.

A more compact approach is to convert the measured S-parameters to Y-
parameters, using the standard rules for two-port matrix conversions see, for
example, Vendelin, p. 12-13 [8]). A generic Y-parameter two-port network
can be expressed in the form shown in Fig. 6.12(a), which for a passive
network can be simplified to a Π-network, Fig. 6.12(b), where

y11 = YA + YB

y12 = −YB = y21

y22 = YC + YB

(6.8)
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Fig. 6.13. Small-signal equivalent circuit model of the intrinsic transistor; this
model is derived from Y-parameter measurements, with some admittance-to-
impedance transformation in the gate-source and gate-drain branches.

In this passive network we can replace the Yx by the corresponding circuit
elements, Gx + jCx, to arrive at an equivalent circuit representation that can
be expressed directly in the simulator. The conductances and capacitances
in this representation are assumed to be frequency-independent. A quick
check on this assumption is to plot these elements against frequency. If the
equivalent circuit parameters are not frequency-independent, then this may
indicate a problem with the electrical or thermal de-embedding, or perhaps
that the component is not bias-independent, which may occur in physically
large power transistor structures, or that some dynamic phenomenon asso-
ciated with the frequency dispersion effects has not been properly handled
in the measurement. An example of this could be that the pulse widths are
not narrow enough, or the duty cycle is too large, leading to some thermal
history in the measured data. The frequency-independence of the model
parameters enables us to determine their values from measurements made
at a single frequency only.

Commonly, for FET models operating in the active regime, that is, above
threshold and positive drain-to-source voltage (for n-channel devices), we
add the controlled current source representing y21 to the passive network
representation, as a transadmittance. This yields the equivalent circuit
model as shown in Fig. 6.13, where Ygs corresponds to YA, Ygd corresponds
to YB, Yds corresponds to YC, and the transadmittance is Ym. The gate
branches are generally represented as series R-C networks, as shown, and
the circuit elements are often linked to some physical representation, as illus-
trated in Fig. 6.14; the series resistance elements mentioned above are often
described as providing the charging path inside the device for the associated
capacitance.
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Fig. 6.14. Physical origins of the components of the equivalent circuit model of a
MESFET shown in Fig. 6.13 based on [9]. © 1976 IEEE. Reprinted with permis-
sion.

Following the direct extraction method of Dambrine et al. [3] we can
obtain the values for the equivalent circuit parameters. Starting with Ygd:

Ygd = −y12

Zgd = Rgd +
1

jωCgd

(6.9)

Ygd =
jωCgd

1 + jωCgdRgd
=

(1 − jωCgdRgd) jωCgd

1 + ω2C2
gdR

2
gd

(6.10)

The low-frequency limit condition is usually applied, where ω2C2
gdR

2
gd � 1;

this is typically found to be the case in practice. We can then obtain the
equivalent circuit component values for the gate-drain branch:

Cgd =
1
ω

Im (Ygd) = − 1
ω

Im (y12) (6.11)

Rgd =
1

ω2C2
gd

Re (Ygd) = − 1
ω2C2

gd

Re (y12) (6.12)

where Ygd is often represented as a capacitance only. In fact, Rgd is quite
insensitive to direct extraction at a single frequency, and unphysical values
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can often arise, such as a negative resistance for Rgd. This is often indicative
of errors in the de-embedding: what happens in these circumstances is that
too much resistance has been accounted for in the extrinsic components, and
the overall measured resistance component can only be accommodated by
the value of Rgd. The use of very high frequencies for the determination of
Rgd has been advocated by Kompa [10], though in practice errors in Rgd do
not usually have a dramatic impact on the circuit behaviour of the model.
It may often be easier just to leave it out.

The gate-source admittance Ygs is also represented by a series R-C network
in the equivalent circuit:

Ygs = y11 + y12 (6.13)

hence

Cgs =
1
ω

Im (y11 + y12) (6.14)

Rgs =
1

ω2C2
gs

Re (y11 + y12) (6.15)

where again the low-frequency limit has been assumed. The drain-source
admittance is a parallel R-C network, and is obtained directly from Yds:

Yds = Rds//Cds = Gds + jωCds

= y22 + y12

(6.16)

Cds =
1
ω

Im (y22 + y12) (6.17)

Gds = Re (y22 + y12) (6.18)

and

Rds = 1/Gds
(6.19)

The transadmittance, Ym, is written as a transconductance term with a
delay term:

Ym = y21 − y12 = gme(−jωτ) (6.20)

gm = Mag (y21 − y12) (6.21)

τ = − 1
ω

Phase (y21 − y12) (6.22)

The delay term accounts for the distributed effect of the charge moving along
the channel of the FET during operation.
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In this way, from the measured and de-embedded isothermal Y-
parameters, we are able to extract the elements of an equivalent circuit
model at every bias point {Vgs, Vds}. This is a bias-dependent linear FET
model, for use in small-signal AC or S-parameter simulations. We are able
to perform a small-signal analysis, provided we know the gate and drain bias
conditions beforehand.

In the model we can store the values for {Cgs, Rgs, Cgd, Rgd (if present),
gm, τ , Cds, Rds} at each bias point {Vgs, Vds} in a table. The bias points
are often re-referenced to the external terminals of the transistor, that is,
where the bias voltages are measured in practice, and are labeled in the
simulator. The equivalent circuit values are than indexed either directly by
the terminal voltages, or interpolated between the stored tabular values.

We could also create a linear model by fitting two-dimensional functions
to all of the equivalent circuit values, over the measured {Vgs, Vds} space, to
obtain continuous variables of the model parameters with bias. Note that
this is not the same as having continuous variables for the model circuit pa-
rameters over an instantaneous voltage space: it is not a large-signal model.
The reason for this is quite straightforward: the resistors and capacitors in
the circuit simulator are two-terminal components. The current flow in a
resistor depends on the voltage across it (commonly known as Ohm’s law),
and the charge on a capacitor likewise depends up the voltage across its
terminals. If we want to make these components dependent on two circuit
voltages, we need to implement them as controlled sources. In most simula-
tors, a ‘resistor’ whose instantaneous value depends on two voltages can be
implemented as a controlled current source. A ‘capacitor’ whose instanta-
neous value depends on two voltages must be implemented as a controlled
charge source: this is a little more challenging, and we shall investigate this
approach in the next section.

Finally, a cautionary note about the time delay element, τ , in the small-
signal model. This parameter is used to model the observed time delay
between a signal being applied at the gate, and the current response at
the drain. This is due to the finite time taken for charge to move along
the channel from gate to drain: the transit time. It is interpreted as a
distributed effect, as all the charge does not move at the same rate. In the
model we see that the delay is implemented as a e−jωτ term. In a small-signal
AC or harmonic-balance simulator, the frequency (or frequencies) ω is an
explicit variable, chosen by the user for the analysis. In a transient or circuit
envelope simulation, the variable ω is not specified for the transient analysis,
and hence this model term is undefined. In general, in large-signal analysis
the nonlinear model elements cannot have an explicit frequency dependence.
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One way around this problem is to make the following approximation for the
exponential term, using only the first term in the Taylor series expansion
for ex:

e−jωτ ≈ 1 − jωτ (6.23)

The expression for the transconductance can then be written:

gm0 e−jωτ ≈ gm0 (1 − jωτ)

= gm0 − jωgm0τ

= gm0 + jωCm

(6.24)

The term Cm = –gm0τ is a transcapacitance, it is the reactive analogue of
the transconductance, in this small-signal context. In a large-signal model,
the transcapacitance arises from having a capacitive element controlled by
two voltages: it is required in the circuit to maintain energy conservation, as
we shall demonstrate later. Using a transcapacitance component, the small-
signal forward transmission (that is, S21) of the FET can be modeled with
reasonable accuracy in a large-signal transient analysis [11], even though
a fixed delay time is being used to model what is essentially a distributed
phenomenon.

However, we can adopt a more formal approach to creating a large-signal
FET model than using an ad hoc development of the linear, small-signal
equivalent circuit model. We shall develop this approach in the next few
sections.

6.4.2 Historical Development of Large-Signal FET Models

– a Brief Review

The first compact models for field effect transistors to appear in a circuit
simulator were the SPICE Junction FET and MOSFET models [12]. These
circuit models were physically based, developed from the phenomenologi-
cal equations for long gate-length devices, like those outlined in Chapter 1.
While these models were adequate for the low-speed silicon technology of
the time, with the advent of new transistor technologies such as the GaAs
MESFET, which boasted a gate-length of the order of 1 µm and transi-
tion frequency over 10 GHz, coupled with new microwave measurement
techniques such as S-parameters, there was a renewed interest in the de-
velopment of FET compact models. Well known examples of compact mod-
els of this era are the ‘Curtice’ [13] and ‘Statz’ or ‘Raytheon’ [14] models
for GaAs IC FETs, the ‘Curtice-cubic’ [15] model for FETs used in power
amplifiers, and more general-purpose models such as the ‘Materka’ [16],
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Fig. 6.15. Circuit schematic of a typical large-signal equivalent circuit model

‘Parker-Skellern’ [17], and ‘TriQuint’s Own Model’ (TOM) [18]. Many of
these compact models for GaAs MESFETs were extensions of the small-
signal equivalent circuit model, based on the intuitive association of the
circuit elements with the physical structure of the transistor, and describing
the large-signal behaviour by curve-fitting the DC Id–Vds characteristics and
the capacitance–voltage relationships of the transistor. And this is, in gen-
eral, much the same approach as is practised today for many FET models,
including those models that have been developed or adapted from the above
list for newer FET technologies, such as the HEMT and PHEMT in III–V
semiconductors, and, more specifically, models developed for LDMOS power
FETs [19–21].

To illustrate some of the features and also the shortcomings in terms
of accuracy, convergence, and so forth, from which some of these models
typically suffered, we shall use a generic large-signal model schematic, shown
in Fig. 6.15.
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6.4.2.1 Some Remarks about Modeling the Drain Current Characteristics

Generally, the FET models mentioned above describe the DC drain current
characteristic with a hyperbolic tangent function of the drain-to-source volt-
age, and use some polynomial or other function of the gate-to-source voltage
to describe the gate control. Other parameters are added to account for fi-
nite output conductance, near- and sub-threshold behaviour, gate-leakage
currents, and so forth. A generic drain current model is:

Id = β (Vgs − VT)γ tanh (αVds) (1 + λVds) (6.25)

where α controls the knee region sharpness; β is related to the maximum
drain current, and in some models this is expressed in terms of physical
parameters such as gate oxide thickness; γ is traditionally equal to 2 – the
FET ‘square-law’ characteristic – but in some models a different exponent
is used; the λ term describes the finite output conductance; and VT is the
threshold voltage. Any or all of the model parameters α, β, γ, λ, VT can or
have been given further functional dependences on Vds, temperature, and so
forth, in attempts to obtain more accurate fitting of the DC curves.

The gate voltage control term, β (Vgs − VT)γ in eq. 6.25, is often the
focus of attention in new model developments, and a variety of functions
and expressions have been proposed over the years, for example [14,15]. One
particular feature of the gate voltage control expression is the reliance on the
threshold voltage, VT, which in practice is measured and defined in many
different ways. This means that VT is really more of a fitting parameter than
a physical measure. In the implementation of the model in the simulator,
care needs to be taken with this term as there is a discontinuity in the
first derivative of this expression, at Vgs = VT, which can lead to poor
convergence, and errors at biases close to or below the threshold voltage.

In the original applications of these models, the FETs in the circuits were
usually operated in Class A bias conditions, and so the errors close to thresh-
old or pinch-off were not usually significant. In modern power amplifier ap-
plications, the transistors are operated in Class B or deep Class AB [22], to
maximize the operating efficiency at maximum power output, and so model
accuracy in the near-threshold region is of much greater importance.

Some models offer a refinement in the near-threshold region, by the addi-
tion of further model parameters, particularly for LDMOS FETs where the
switch on characteristic can be much sharper than in III–V FETs, [20, 21].
An alternative approach to obtaining a smooth and controlled Id–Vgs curve
in the near-threshold region is demonstrated in the Angelov or Chalmers
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University model [23], in which the gate control function is a polynomial ex-
pression in (Vgs−Vpk), where Vpk is the gate voltage for maximum transcon-
ductance. This approach is claimed to account for high-order nonlinearities
in the model, and this can be seen by writing out the expressions for the
transconductance and higher-order derivatives,

∂nIds

/
∂V n

gs (6.26)

though in practice it can be difficult to optimize for a specific order of
the nonlinearity. The resulting model can be made to fit the FET output
characteristics quite well, and also predict the intermodulation products [24].
Parker and Qu [25] adopt a similar approach, fitting the model to the higher-
order derivatives of the transconductance.

Our discussion so far has focused on the model description of the DC Id–
Vds characteristics. The basic flaw with using these DC characteristics for
modeling is that RF and microwave FETs are not quasi-static. That is, the
device characteristics change with frequency: this is known as dispersion.
The output characteristics usually display the most significant dispersion.
For example, in GaAs FETs and HEMTs the DC transconductance and
output conductance are often quite different from the RF parameters, gm

and gds extracted from the S-parameter measurements: typically, the RF
transconductance is smaller, and the output conductance higher; these prop-
erties result in a degradation of the expected performance of the transistor
at RF. The dispersion is attributable to the presence of traps in the mate-
rial, a feature that seems typical of III–V technologies, or to thermal effects,
which, of course, are not insignificant in power transistors. A simple and
well-used method of accommodating dispersion in the output conductance
is to add an R-C network in parallel with the gds component, to modify the
output conductance at high frequencies, as in, for example, [18,26]. This is
generally acceptable from a passive point of view, but this network lacks any
influence from the input signal, and so has no output current dependence, as
observed in real FETs. We shall describe techniques for modeling thermal
and trap-related dispersion effects later in this chapter, in Section 6.5 and
Sub-section 6.5.2.

6.4.2.2 Some Remarks about Modeling the Gate Capacitances

Whereas many of the remaining components in the large-signal equivalent
circuit exhibit little or no voltage dependence, the input capacitances Cgs

and Cgd can vary significantly with bias and have a discernible impact on the
FET behaviour. Despite this, using the small-signal values for Cgs and Cgd

at the transistor bias point can give reasonable results in small-signal and
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low-power amplifier applications. Additionally, in LDMOS transistors, the
output capacitance Cds also exhibits a significant voltage dependence. Early
large-signal MESFET models, including the SPICE JFET model, incorpo-
rated a voltage dependence for the model capacitors based on the classic p-n
junction or Schottky barrier capacitance–voltage relationship,

C (Vapplied) =
C0√

φbi − Vapplied

(6.27)

where C0 is the zero-bias capacitance, and φbi is the built-in voltage of the
junction; the applied voltage is the gate-to-source or gate-to-drain voltage
across the appropriate capacitor. An inspection of the capacitance–voltage
relationships for the small-signal capacitors Cgs and Cgd indicates that the
form of the relationship is very different from our expectations based on
the classical equation predictions above. Examples of Cgs and Cgd plotted
against Vds, with Vgs as parameter, for a GaAs PHEMT power transistor,
are shown in Fig. 6.16(a) and (b), respectively, to illustrate this effect.

In the case of the GaAs transistor, in the current saturation region, beyond
the knee of the curves, the value of the capacitance Cgd is larger when the
channel is pinched off, that is, when Vgs is below threshold, than when the
channel is open. This is exactly counter-intuitive to our expectations from a
one-dimensional analysis of the charge in the gate-drain depletion region. It
is clear from the curves in Fig. 6.16(a) and (b) that the model capacitances
are not simple one-dimensional capacitances, but are functions of both Vgs

and Vds. This functional dependence is the observed bias voltage depen-
dence of the small-signal capacitances extracted from the measured (and
de-embedded) bias-dependent Y-parameters. For the LDMOS transistor, a
simple gate capacitance model is a parallel plate capacitor, which should
be independent of voltage above threshold. From the curves in Fig. 6.17(a)
and (b) it can be seen that is not so: again the capacitances are functions
of both Vgs and Vds. At higher drain voltages, the gate-drain capacitance
for the LDMOS FET can be seen to approach the classical high-frequency
value for beyond threshold conditions.

At this point, a simple development of a large-signal model from the small-
signal parameters suggests itself: by taking only the imaginary parts of the
bias-dependent small-signal Y-parameters, for clarity, we have at the gate
of the FET;

Cgs =
1
ω

Im (y11 + y12) = C11 + C12

Cgd = − 1
ω

Im (y12) = −C12

(6.28)
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Fig. 6.16. The gate-source and gate-drain small-signal capacitances for a GaAs
power PHEMT shown as functions of the applied bias voltages; (a) Cgs of the
GaAs PHEMT, (b) Cgd of the GaAs PHEMT.

where the capacitances Cij are now dependent on the instantaneous values
of the voltages Vgs and Vds. We can then write, for the (reactive) current at
the gate,

I1 = Cgs (Vgs, Vds)
dVgs

dt
+ Cgd (Vgs, Vds)

dVgd

dt
(6.29)
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Fig. 6.17. The gate-source and gate-drain small-signal capacitances for an LDMOS
power transistor, shown as functions of the applied bias voltages; (a) Cgs of the
LDMOS FET, (b) Cgd of the LDMOS FET.

At first glance, this equation looks like a satisfactory description for the
(reactive) port current. However, the implementation of this relationship in
a compact model is more problematic. A circuit capacitor is a two terminal
device that carries a charge whose value is controlled by the voltage across
its terminals. Here, the capacitances are controlled by two independent
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voltages. This requires that the simple two-terminal capacitances are aug-
mented by transcapacitance components, controlled by the other voltage in
the dependence. In the expression for I1 in eq. 6.29, the transcapacitances
are missing; in fact, in the small-signal case, the transcapacitances are set
to zero. Even so, eq. 6.29 can be implemented algebraically in some circuit
simulators, but this can lead to a further problem with this expression for
the current. It will, in general, during a large-signal time-dependent simula-
tion, produce a DC component of current [27]. Further, this DC component
will increase with the signal frequency. In other words, the general expres-
sion for current in eq. 6.29 does not conserve charge, unless very specific
conditions are met, as will be shown later.

Notwithstanding the implementation problems mentioned above, it can
be shown that these incorrect descriptions for the model capacitances lead
to inaccuracies in the representation of the large-signal phase response of the
transistor, known as the AM-to-PM characteristic, and also in the prediction
of intermodulation and related distortion products in power amplifier cir-
cuits [28]. Staudinger et al. showed that by changing the model description
of the gate capacitors only, using first the classical Schottky junction model,
then the ‘Statz’ [14] symmetrical capacitance model, and finally the fully
charge-conservative model (as described in Section 6.4.3 below), only the
charge-conserving capacitance model could predict accurately the measured
3rd-order intermodulation distortion (IMD) and adjacent channel leakage
ratio (ACLR) data for an RF power amplifier.

From the above discussion, we see that the derivation of a large-signal
model from the small-signal Y-parameters and DC I–V relations is not so
straightforward. We need to consider charge (and current) conservation, and
dispersive effects. The small-signal parameters are not the appropriate state
variables for the large-signal model description. Despite these drawbacks,
‘nonlinear capacitors’ whose values are arbitrary functions of Vgs and Vds are
used to model the components Cgs and Cgd in many published FET compact
models. Such models can still show ‘large-signal to small-signal consistency,’
that is, the Y-parameters will map onto the linearized capacitances Cgs and
Cgd, and the DC current Id–Vds is modeled accurately, and yet still have
a non-conserving charge model under large-signal RF simulation, leading
to inaccuracies in the model predictions, or even non-convergence of the
simulation altogether.

6.4.2.3 Some Remarks about the Transcapacitance

We first introduced the concept of transcapacitance as the reactive analogue
of the transconductance in the small-signal model, in Subsection 6.4.1. In



6.4 Modeling the Intrinsic Transistor 219

Fig. 6.18. Simple schematic circuit of a nonlinear capacitor whose value is a function
of V1 and a remote voltage V2 [29]. © 1995 IEEE. Reprinted with permission.

the context of the small-signal model the transcapacitance is a capacitor
component in the output circuit of the model, that is linearized about the
bias point (Vgs0, Vds0), and passes a reactive output current whose value is
controlled by the small-signal input voltage vgs: a transfer capacitance.

The capacitance components in the small-signal model are each functions
of the two bias voltages, Vgs0, Vds0. While this description is quite straight-
forward for the small-signal case, the behaviour of a two-terminal capacitor,
whose value depends on the two signal voltages Vgs, Vds, requires a more
careful definition under large-signal conditions. Root and Hughes [11] claim
that such a component can accumulate a net charge under steady-state pe-
riodic signal conditions, even though the voltage across the capacitor’s two
terminals returns to the same value at the end of the period. This is a vi-
olation of the concepts of conservation of charge, or conservation of energy.
In a simple ‘thought experiment’, Snider [29] illustrates this principle with
a nonlinear capacitor. We will describe this exercise briefly here.

In Fig. 6.18 we have a nonlinear two-terminal capacitor, whose value is
governed by the remote voltage V2, placed across the input voltage source
V1. The capacitor’s value is (following Snider),

C (V1, V2) = 3 − V2 (6.30)

We will analyze this circuit over a single cycle in which the voltage V1 steps
from 1 V to 2 V, then voltage V2 steps from 1 V to 2 V; then V1 returns
to 1 V, and finally V2 returns to 1 V; now both voltages are back in their
original conditions.

Initially, with V2 = 1 V, the capacitance is 2 farads; and V1 = 1 V, so the
charge on the capacitor is Q = 2 coulombs. As the voltage V1 is stepped
to 2 V, the capacitor remains fixed at 2 F, and 2 coulombs of charge are
delivered from the source V1. Integrating the charge through the voltage
source shows that 3 joules of energy have been supplied from source V1.

Source V1 is now held at 2 V while source V2 is stepped from 1 V to 2 V.
Since the source V2 is not connected physically to the capacitor, then by



220 Modeling the Active Transistor

conventional circuit theory (as generally used in the better circuit simula-
tors), the charge on the capacitor must remain fixed, because V1 has not
changed, but the value of the capacitance drops to 1 F, by eq. (6.30). We
begin to feel that something is beginning to wrong here. Nevertheless, we
will press on.

The source V1 now steps back to its initial value of 1 V. The capacitance is
fixed at 1 F during this transition, so the change in charge on the capacitor is
–1 coulomb, and –1.5 joules of energy are returned to the source V1. Finally,
V2 steps back from 2 V to 1 V, the initial condition. Again the change in
charge and energy are zero by conventional circuit theory – V1 is unchanged
– but the capacitance value returns to 2 F.

At the end of this cycle we have gained a net charge of 1 coulomb on the
capacitor, and dissipated 1.5 joules of energy, even though this is a lossless
circuit. We have apparently broken the laws of conservation of charge and
energy, and yet this is how a conventional simulator would treat a circuit
containing nonlinear capacitors whose values are dependent on remote volt-
ages. Snider [29] suggests that this failure of conservation is due to not
considering other possible charge and energy control mechanisms. For ex-
ample, physically changing the capacitor’s value requires a redistribution of
the charge, and work must be done. But typically, the circuit simulator will
not consider this ‘external’ system, and so we end up with a non-conserving
system.

A means of accounting for this ‘extra’ charge and energy in the electrical
domain is to introduce a transcapacitance. We add another capacitance, Cm,
into the circuit in parallel with C in Fig. 6.18, and in which the reactive
current is determined by

I = Cm
dV2

dt
(6.31)

The value of the transcapacitance, and the functional dependence on the
voltages (V1, V2), is related to the value of the capacitor, C, through

∂C

∂V2
=

∂Cm

∂V1
= −1 (6.32)

in this example. If we now let Cm = –V1, then as V2 is stepped from
1 V to 2 V while V1 is held at 2 V in the voltage cycle, than a charge
of Cm · ∆V2 = −2 coulombs is transferred from source V1. This is exactly
equal to and opposite of the charge transferred from source V1 in the first
voltage transition. If we follow the voltage steps through the complete cycle,
we find that the net transfer of charge from source V1 is zero, and the net
energy dissipated in the system is zero. We now have a conservative system.
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The condition described by eq. 6.32 is called the integrability condition,
and constrains the possible values of the pair of capacitances C and Cm.
We shall develop this charge conservative description later in the context of
deriving our large-signal FET model.

Root and Hughes [11] claim that only one transcapacitance is necessary
in the charge-based large-signal FET model. While this is mathematically
correct, and indeed simpler, some modelers insist that each nonlinear capac-
itance (derived from the small-signal model) having a functional dependence
on the two signal voltages, Vgs and Vds, has an associated transcapacitance.
This would mean that the large-signal model should have a total of six
capacitances: three from the small-signal model, and three associated tran-
scapacitances (not including, of course, our original transcapacitance pro-
posed as the reactive analogue of the transconductance). A simple reflection
on the fact that our model is a representation of a two-port network will
inform us that only four unique reactive (capacitive) elements can be ex-
tracted directly from measurements of this network. These capacitances
are: input capacitance, output capacitance, forward transfer capacitance,
and reverse transfer capacitance, which approximately correspond to the
imaginary parts of Y11, Y22, Y21, and Y12, respectively (divided by the an-
gular frequency). These capacitances are each functions of the large-signal
voltages Vgs and Vds. The ‘new’ transcapacitance is the forward transfer
capacitance.

6.4.3 The Large-Signal Model

We shall develop a large-signal model that uses current and charge for the
state variables: such a charge-based approach has been presented by Ward
and Dutton [30] and Root and Hughes [11], and further developed by Daniels
et al. [31], Jansen et al. [32], and Root [33]. The use of current and charge
state functions has also been used in a FET model by Werthof and Kompa
[34], and in the ‘Smoothie’ model developed by de Vreede et al. [35]. We
shall show that this model is charge conservative, and review the large-signal
to small-signal consistency of the model. In later sections of this chapter,
we shall accommodate dispersion due to thermal or trapping effects in the
model.

A representation of this model is shown in Fig. 6.19 [33], in which the
currents into each terminal, Ii (i = g, d, s), and the charges associated with
each terminal, Qi, are expressed in terms of the controlling voltages, Vgs

and Vds. The currents correspond to the measured currents in the model
extraction process, and these terminal currents can be expressed in terms of
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Fig. 6.19. Schematic structure of a FET model indicating terminal currents and
node charge functions.

Fig. 6.20. Schematic structure of a FET model indicating branch current and charge
functions.

real and capacitive components:

Itotal
i (t) = Icond

i (Vgs(t), Vds(t)) + Idisp
i (Vgs(t), Vds(t))

= Ii (Vgs(t), Vds(t)) +
dQi (Vgs(t), Vds(t))

dt

(6.33)

While for a general FET model, a three-terminal representation can ac-
commodate all of the operational conditions of the FET (as a switch, or in a
cascode configuration, for example), our application is for RF power ampli-
fiers, in which the source contact is generally grounded. This is convenient
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Fig. 6.21. The schematic circuit for the large-signal model, showing the voltage-
controlled gate charge and gate-source current sources, and the voltage-controlled
drain charge and drain-source current sources.

for model construction, and allows the controlling voltages {Vgs, Vds} to be
measured and represented easily. Further, we can neglect the symmetry
conditions which would normally apply for a general-purpose FET model.
These symmetry conditions are outlined in [24].

The expressions in eq. 6.33 are perhaps more naturally cast as branch cur-
rents, represented by voltage-controlled current sources, and branch charges,
represented by voltage-controlled charge sources [11]. This representation is
shown in Fig. 6.20.

The circuit schematic of Fig. 6.20 can be transformed into the generic
Y-parameter network of Fig. 6.12(a), which also applies for large-signal con-
ditions. A redistribution of the conductive and capacitive currents in this
network leads to the model structure shown in Fig. 6.21 [31,34,35].

In this circuit representation, the currents and charges are instantaneous
functions of the controlling voltages, Vgs, Vds. These functions are known as
the state functions. We have

i1(t) = Ig (Vgs(t), Vds(t)) +
d

dt
Qg (Vgs(t), Vds(t)) (6.34)

i2(t) = Id (Vgs(t), Vds(t)) +
d

dt
Qd (Vgs(t), Vds(t)) (6.35)

In normal operation, the conductive component of the intrinsic gate cur-
rent is negligible: LDMOS transistors have an insulating oxide between gate
and channel, and III–V FETs and HEMTs have reverse-biased junctions; the
leakage current can be ignored, at least for the time being. That leaves us
with three state variables to compute for the model: Qg, Qd, and Id.
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6.4.3.1 Gate Charge

The gate charge expression can be linearized to determine the intrinsic input
admittance:

∂

∂
−→
V

(
∂

∂t
Qg (Vgs(t), Vds(t))

)
=

∂

∂t

(
∂Qg (Vgs, Vds)

∂Vgs
+

∂Qg (Vgs, Vds)
∂Vds

)
(6.36)

from which the admittance relations are:

∂Qg (Vgs, Vds)
∂Vgs

=
1
ω

Im (Y11 (Vgs, Vds)) (6.37)

and

∂Qg (Vgs, Vds)
∂Vds

=
1
ω

Im (Y12 (Vgs, Vds)) (6.38)

If we write the admittances in terms of the bias voltage-dependent small-
signal capacitances, we have the following relationships between the mea-
sured capacitances and the gate charge state variable:

∂Qg (Vgs, Vds)
∂Vgs

= Cg (Vgs, Vds) = Cgs (Vgs, Vds) + Cgd (Vgs, Vds) (6.39)

∂Qg (Vgs, Vds)
∂Vds

= −Cgd (Vgs, Vds) (6.40)

The state variable Qg(Vgs, Vds) can be found by solving the pair of partial
differential equations, eqs. 6.39 and 6.40 above. The necessary and sufficient
conditions for a unique solution for Qg are given by

∂Cg (Vgs, Vds)
∂Vds

=
∂ (−Cgd (Vgs, Vds))

∂Vgs
(6.41)

which are essentially found by differentiating eq. 6.39 with respect to Vds

and eq. 6.40 with respect to Vgs. This is exactly the integrability condition
introduced in eq. 6.32, which can also be expressed in integral form:∮ −→

C (Vgs, Vds) · d
−→
V = 0 (6.42)

This expression states that the integral of the ‘capacitance field’ around a
closed contour in potential is zero – it is a statement about the conservation
of charge. This concept is expanded further in the next section.
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6.4.3.2 Conservation Laws for Current and Charge

The conservation of current is essentially embodied in Kirchhoff’s current
law, which states that the net current entering (or leaving) a circuit node
is zero. Generally in compact device model construction we do not need to
worry about current conservation, as it is taken care of by the simulator.
Later, though, we shall use current conservation to define a state function
for the drain current.

The conservation of charge is also something that we tend to take for
granted: charge can be neither created nor destroyed, and this concept is
described by the continuity equation from electromagnetic theory [36]:

∇ · J = −∂ρ

∂t
(6.43)

where J is the current density across a surface, and ρ is the charge density
in the volume enclosed by the surface.

In the derivation of the state variable for the gate charge, Qg, above, we
use the notion of conservation in terms of a conservative field of capacitance.
Again, we will use electromagnetic (or electrostatic) field theory to illustrate
this concept. Probably the most familiar example of a conservative field is
the electric field. A two-dimensional electric field in x and y is shown in Fig.
6.22; there are two arbitrary locations A and B in this field. We know that
if we integrate along any path from A to B, we obtain the same potential
difference:

B∫
A

contour1

−→
E · −→dl =

B∫
A

contour2

−→
E · −→dl = VBA (6.44)

Or, if we integrate around the closed contour, from A to B along contour
1 and back to A along contour 2, then we end up at the same potential:∮

C

−→
E · −→dl = 0 (6.45)

the electric field conserves potential energy.
Another consequence from vector algebra and electromagnetism is that

a conservative field is also an irrotational field: the curl of the field vector
is zero. For the two-dimensional electric field in our example, the curl is
written as:

curl
(−→

E
)

=
∂Ey

∂x
− ∂Ex

∂y
= 0 (6.46)

We can see that this relation has exactly the same form as eq. 6.41, provided
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x − direction

y − direction

B

A
Potential (V)

contour 2

contour 1

Fig. 6.22. A two-dimensional electric field in coordinates (x, y). The points A
and B represent two potentials in this field, and contour 1 and contour 2 are two
different paths connecting A to B.

we replace the electric field by a capacitance field, and the x–y coordinates
become vectors in the directions of Vgs and Vds, hence

curl−→
V

(−→
C
)

=
∂Cg (Vgs, Vds)

∂Vds
− ∂ (−Cgd (Vgs, Vds))

∂Vgs
= 0 (6.47)

where
−→
C = Cg (Vgs, Vds)−→u Vgs + Cgd (Vgs, Vds)−→u Vds

(6.48)

−→
V = Vgs

−→u Vgs + Vds
−→u Vds

(6.49)

and

Cg (Vgs, Vds) = Cgs (Vgs, Vds) + Cgd (Vgs, Vds) (6.50)

Equation 6.47 is exactly the integrability condition mentioned earlier.
And just as we did with the electric field, we can integrate along any contour
between two points in the field to obtain the difference in charge between
the two points

B∫
A

contour1

−→
C · −→dV =

B∫
B

contour2

−→
C · −→dV = ∆QBA (6.51)

by using the definitions for
−→
C ,

−→
V from eqs. 6.48 and 6.49. This is shown

in Fig. 6.23. Just as the electric field conserves potential, here, the capac-
itance field conserves charge. A closed contour in this field would result
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Fig. 6.23. The two-dimensional capacitance field at the gate, in coordinates (Vgs,
Vds). The points A and B represent the locations of two instantaneous signal
voltages in this field, and contour 1 and contour 2 are two different paths connecting
A to B. The integral along either (any) path from A to B yields the difference in
charge between A and B.

in no change in the charge; in other words, charge is not being created or
destroyed: charge is conserved.

6.4.3.3 Gate Charge Revisited

We now have in eq. 6.51 a recipe for calculating the gate charge state function
Qg from the measured bias-dependent Y-parameters at the gate of the FET,
that is, the measured values of Cgs and Cgd. Starting from some arbitrary
bias point in the {Cg, Cgd} field, we can carry out the line integral in the
voltage space to any other bias point, to determine the change in gate charge.
By doing this over the whole measurement space of the bias-dependent gate
capacitances, we build the gate charge state function of the instantaneous
voltages Vgs and Vds:

Qg (Vgs, Vds) =

Vgs∫
Vgs0

[Cgs (vgs, Vds0) + Cgd (vgs, Vds0)]dvgs

−
Vds∫

Vds0

Cgd (Vgs, vds)dvds + Qg (Vgs0, Vds0)

(6.52)

where the starting point for the integration is (Vgs0, Vds0), and the gate
charge at this bias is Qg(Vgs0, Vds0), which can be set arbitrarily to zero,
since we are going to compute dQ/dt to determine the current, and the time
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derivative of this integration constant vanishes. The gate charge Qg(Vgs,
Vds) can be implemented in the model in many ways:

(i) as a two-dimensional look-up table with spline interpolations, as in
the Root model [37] and the model of Werthof and Kompa [34], or
with smoothing spline interpolations, as in the ‘Smoothie’ model [35];

(ii) it can be fitted with algebraic functions in (Vgs, Vds) [32]; or
(iii) by an artificial neural network (ANN) whose inputs are (Vgs, Vds) [38].

We note that the choice of values for Cgs and Cgd are not arbitrary. For
charge conservation to hold, the values of Cgs and Cgd are related through
the curl of the capacitances – the integrability condition. In fact, it is only
when this condition is met that the model is able to fit the measured bias
dependence of the Y-parameters. In practice, GaAs FETs and HEMTS,
and LDMOS FETs have measured gate capacitances (Y-parameters) that
do exhibit conservative charge, so this approach for the gate charge model
is a good one.

The decision to use the conservative gate charge function as a basis for
the large-signal model is a modeling choice, not a requirement of the simu-
lator. Such a choice is made so that large-signal simulations of the model
do not result in unphysical consequences, such as the build-up of charge.
It is possible to create a non-charge-conserving model, and provided it is
constructed from a charge-based function such as eq. 6.52, there should be
no unbounded-charge inconsistencies in large-signal simulation, even though
the bias-dependence of the small-signal capacitance will not be reproduced
accurately by this model.

6.4.3.4 Drain Charge

We can apply the same method as above for calculating the drain charge
state function, Qd, except that we use the measured bias-dependent Y-
parameters at the drain side of the FET in the line integral equation:

Qd (Vgs, Vds) =

Vgs∫
Vgs0

[Cm (vgs, Vds0) − Cgd (vgs, Vds0)]dvgs

+

Vds∫
Vds0

[Cds (Vgs, vds) + Cgd (Vgs, vds)]dvds

+ Qd (Vgs0, Vds0)

(6.53)
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It turns out that the measured drain capacitances do not satisfy exactly
the charge conservation conditions at the drain node. In fact, under these
circumstances of a non-conserving charge, the precise form of the drain
charge state function will depend upon the path chosen for the integrals
in eq. 6.53. Nonetheless, imposing a charge-based description at the drain
will avoid any non-physical charge build-up in large-signal simulations, even
though the simulated small-signal (linearized) drain capacitances will not
reproduce the measured bias dependences exactly. The discrepancy can be
demonstrated by carrying out the integral for Qd over different contours,
and shows up particularly at low drain biases, around the ‘knee’ region of
the output characteristics.

One possible reason for this departure from charge conserving at the drain
node is the distributed nature of the gate-drain region in FETs, and partic-
ularly in power FETs. The partition of the measured drain-source capac-
itance between channel charge and the geometrically-defined capacitance,
due to metallizations, for example, is somewhat arbitrary. A simple re-
distribution of Cds in millimeter-wave PHEMT models has been shown to
produce a much better prediction of the S22 parameter versus frequency and
bias [4, 39]. This partitioning of Cds into essentially extrinsic and intrinsic
components could be optimized until the integrated drain charge shows the
smallest deviation from conservative behaviour.

6.4.3.5 Conservation of Energy

The conservation of energy is a basic physical principle that cannot be vio-
lated †. The relationship between charge and energy is of the general form

U =
∫

Q (V ) · dV (6.54)

We expect that the energy is conserved in our charge model of the FET,
and this condition places similar constraints upon the two charges, Qg and
Qd, as these charges place upon the capacitances attached to the gate and
drain nodes. This constraint is expressed as an integrability relation for the
energy, analogous to the integrability condition for the charge, eq. 6.41

∂Qg (Vgs, Vds)
∂Vds

=
∂Qd (Vgs, Vds)

∂Vgs
(6.55)

This equation states that there is a single energy function U (Vgs, Vds) that
is conserved by the gate and drain charges. The matrix of second partial

† Except by accident or design in simulation.
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derivatives of this function U, with respect to the terminal voltages, is related
to the measured capacitance functions, through


∂2U

∂V 2
gs

∂2U

∂Vgs∂Vds

∂2U

∂Vgs∂Vds

∂2U

∂V 2
ds


 =

[
Cgs + Cgd −Cgd

−Cgd Cds + Cgd

]
(6.56)

A consequence of using a conservative energy function U is that the capac-
itance matrix must be symmetrical: the transcapacitance must be zero. But
a zero transcapacitance is inconsistent with the measured bias-dependent Y-
parameter data, from which we construct our charge model:

[
Cgs + Cgd −Cgd

Cm − Cgd Cds + Cgd

]
=




∂Qg

∂Vgs

∂Qg

∂Vds

∂Qd

∂Vgs

∂Qd

∂Vds


 (6.57)

and so an energy-conserving model based on a single energy function U will
not be able to predict the measured bias-dependent capacitances from which
it was derived. An energy-conserving model will also be charge-conserving,
but not necessarily vice versa; the charge-conserving model will produce
a transcapacitance. However, the benefits of implementing an energy- or
charge-conserving model, with the associated constraints enforced by the
integrability conditions, are that the model will perform in large-signal sim-
ulation without the non-physical consequences such as unbounded charge
growth.

6.4.3.6 Dispersion: FETs are Non-Quasi-Static

Before we enter a discussion about the models for the current state functions,
we should address at least briefly the issue of dispersion. As we know, FETs
are non-quasi-static; in other words, their terminal characteristics change
with frequency. While we might expect all of the FET electrical charac-
teristics to exhibit dispersion to some degree, the most noticeable effects
are on the drain current characteristics: the transconductance and output
conductance at RF are different from their DC values; the RF transconduc-
tance is lower, and the output conductance is higher. The principal causes
of dispersion are (i) thermal effects, which are especially noticeable in power
transistors as these devices are generally expected to operate at elevated
temperatures; and (ii) charge-trapping effects, which are prevalent in III–V
semiconductor FETs, but are not observed in LDMOS devices [1].
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We shall account for the thermal effects on the device characteristics later,
in Section 6.5 where we construct a coupling between the heat generated in
the FET and the drain current characteristics that accounts for static effects
arising from the ambient temperature and the quiescent bias condition, and
dynamic thermal effects due to the RF electrical signal. We expect that the
temperature of the transistor will also affect the gate current in junction
FETs, as the reverse leakage or saturation current in Schottky junctions has
a temperature sensitivity, [40]

Js = A · T 2 e−qϕB0/kT (6.58)

The effects of charge trapping on the III–V FET and HEMT dynamics
have been studied by Parker and Rathmell [41, 42] using pulsed I–V char-
acterization over a range of frequencies. The FET output characteristic
display quite complex dynamical behaviour over a bandwidth ranging from
about 1 kHz to a few MHz. In particular, the shape of the characteris-
tics in the ‘knee’ region shows droop and softening of the curves, changing
with frequency. Historically this has not been a frequency regime of much
interest in RF and microwave design, where the main concerns have been
DC characteristics for bias circuitry, and the device response in the MHz
and GHz regime for the RF signal. Nowadays in modern wireless commu-
nications systems, the signals occupy channels of several MHz width, and
with the RF power amplifiers running at high output powers to maximize
their efficiency. Such conditions generally correspond to the amplifier run-
ning in compression, and this nonlinear behaviour generates signal products
at baseband, which can cover the frequency range over which the device
parameters are changing significantly, as a result of these charge-trapping
dispersion effects. This low-frequency nonlinearity can generate long-term
memory effects, as described in Chapter 2. We shall describe some tech-
niques for accommodating dispersion effects due to trapping in our model,
in Section 6.5.2.

The low-frequency behaviour needs to be addressed in the construction of
the model, so that we can capture the thermal and trapping dynamics, and
hence be able to predict the long-term memory effects in circuit simulation.

6.4.3.7 Drain Current

We can apply a similar conservative approach to the calculation of the device
currents, since the general expression for a voltage-dependent conductance
is

I (V ) =
∫

G (V ) · dV (6.59)
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The expression for the drain current is an integral equation in the measured
small-signal transconductance and output conductance

Id (Vgs, Vds) =

Vgs∫
Vgs0

gm (vgs, Vds0)dvgs +

Vds∫
Vds0

gds (Vgs, vds)dvds + Id (Vgs0, Vds0)

(6.60)
If we compare this equation with its reactive analogue, eq. 6.53, we note

that the gate-drain conductance term is absent. This is equivalent to setting
Rgd = 0 in the small-signal model equations, which is a reasonable assump-
tion, since this element is usually difficult to extract with any accuracy, and
generally the value is small and does not make a significant contribution
to the terminal characteristics. This certainly simplifies the path integrals,
and the current is conserved at the terminals in any case by Kirchhoff’s laws
invoked in the simulator.

The drain current in eq. 6.60 is the high-frequency drain current, and using
this for the large-signal model at RF overcomes, or avoids, the dispersion
issues mentioned earlier. This is an important consideration for III–V FETs,
though not so important for LDMOS.

This two-dimensional drain current function can be modeled using a sim-
ilar range of techniques as described earlier for the charge functions: table
look-up; multi-variate function fitting, and neural network methods.

Table models seem to be quite rare in FET modeling circles. The Root
model [37] is probably the most widely known, constructed using the prin-
ciples described above, but only available in Agilent’s Advanced Design Sys-
tem (ADS) simulator. The Root model is process-independent, containing
no material- or process-related parameters, and has been used successfully
for power transistor modeling in III–V and LDMOS technologies. Its limi-
tations are mainly related to the implementation of the spline interpolation
in the simulator, although this has been overcome in the ‘Smoothie’ model
of de Vreede [35], which uses smoothing splines. The ‘Smoothie’ model has
also been extended to include a single-pole thermal model, for an electro-
thermal table model for LDMOS transistors [43]. Another means of avoid-
ing the simple spline limitations is to use artificial neural networks to fit the
two-dimensional state functions [38]. This method also provides a smoother
surface with continuous higher-order derivatives, important for modeling
nonlinear behaviour which is a prime concern in RF power amplifiers.

The function- or curve-fitting approach has received most attention from
the FET modeling community, perhaps because relatively simple functions
can give a good approximation to the Id–Vds curves, although some of the
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more modern FET models incorporate sophisticated function-fitting meth-
ods, including, in some cases, approximation by Volterra series [44], to try
and capture nonlinearities and memory effects.

The generic Id–Vds model uses the hyperbolic tangent function tanh(x )
to describe the shape of the current curves in both ‘knee’ and saturation
regions. This function is modified by the addition of gate control and out-
put conductance terms, of varying complexity in both implementation and
parameter extraction. This generic relationship, presented in eq. 6.25, is
repeated here, and we will use it to describe some interesting modifications
to this curve, for power FETs in III–V and LDMOS technologies:

Id = β (Vgs − VT)γ tanh (αVds) (1 + λVds) (6.61)

The parameters α, β, γ, λ, and the threshold voltage, VT are varied
to fit this equation to the measured ‘high-frequency’ Id–Vds characteristics
obtained from the calculation of eq. 6.60. The γ parameter is often set to
two as a default: the traditional FET ‘square-law’ characteristic. The α

parameter controls the sharpness of the ‘knee’ region of the output current–
voltage characteristics. In some implementations α is given a gate bias
dependence to improve the accuracy of the model,

α (Vgs) = α0 + α1Vgs (6.62)

although this can make the parameter extraction more difficult. Typically
α0 will be determined near threshold, and α1 fitted over the Id–Vds charac-
teristics. The λ parameter controls the slope of the output characteristics
in the saturation region.

Whereas many models can give excellent predictions of the drain current
in the saturation region, with more recently developed models, much greater
attention has been paid to the gate control function β (Vgs − VT)γ , partic-
ularly in the near-threshold regime. This ‘turn-on’ region is of particular
importance, for a number of reasons. RF power amplifiers used in wireless
infrastructure applications are typically operated in deep Class AB, with
the gate bias close to threshold; and high-efficiency amplifier designs are be-
ing developed, such as the Doherty architecture, which uses one transistor
biased in Class AB/B and an auxiliary or peaking transistor biased in Class
C, below threshold. Fager et al. [20] have shown that the detailed shape of
the Id–Vgs transfer characteristics near threshold has a significant effect on
the magnitudes of the higher order derivatives ∂nId

/
∂V n

gs, which control the
level of harmonics in the output RF signal. The harmonic content, in turn,
affects the level of in-band intermodulation distortion. In other words, the
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shape of the ‘turn-on’ region determines the level of distortion or nonlinear-
ity exhibited by the transistor, so an accurate representation of the ‘turn-on’
characteristic is essential for our model to be able to predict the distortion
components in large-signal simulation.

The venerable ‘Motorola Electro-Thermal’ (MET) model [19] is virtually
the industry-standard LDMOS power FET model. The Id–Vds is given in
eq. 6.63 below, illustrating the modifications to the gate control function
compared with the simple description of eq. 6.61:

Id = βV V GEXP
gst tanh

(
αVds

Vgst

)
(1 + λVds) (6.63)

The control parameter Vgst in eq. 6.63 is given by

Vgst = V ST ln
(
1 + e(Vgst1/V ST )

)
(6.64)

where the extractable parameter VST controls the abruptness of the ‘turn-
on’ characteristic, and Vgst1 is given by

Vgst1 = Vgst2 − 1
2

(
Vgst2 +

√
(Vgst2 − V K)2 + ∆2 −

√
V K2 + ∆2

)
(6.65)

where Vgst2 is essentially the gate control voltage;

Vgst2 = Vgs − VT (6.66)

The extractable parameter VK is the voltage at which the gate voltage
Vgst2 saturates, and ∆ is the voltage range over which Vgst2 changes from
a linear to saturated function. This is illustrated in Fig. 6.24, in which
VK = 7 volts, and ∆ = 1. In the MET model, the control voltage Vgs is a
delayed version of the gate voltage, to account for distributed effects in the
gate.

Whereas the MET model can, when the model parameters are carefully
optimized, predict the DC, S-parameters and large-signal behaviour, modifi-
cations to the gate control function proposed by Fager et al. [20] are claimed
to improve the model’s ability to predict distortion products for power am-
plifier applications. Fager et al. describe the transconductance and drain
current transfer characteristics using four distinct regions, as shown in Fig.
6.25. They claim that by including the region of quadratic dependence of
drain current on gate voltage, between the exponential sub-threshold region
and the linear regime, they can incorporate additional model parameters to
define the ‘turn-on’ abruptness. Without these additional parameters, the
‘turn-on’ region is too smooth, and the higher order derivatives that control
the distortion are too small. Essentially, the modification that Fager et al.
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Fig. 6.24. The saturation of the gate voltage Vgs–VT using the saturation voltage
parameter VK and transition width.

Fig. 6.25. Typical LDMOS FET transconductance and drain current as functions
of the gate voltage, indicating the different operating regions [20]. ©2002 IEEE.
Reprinted with permission.

make to the MET model is the inclusion of an additional parameter into the
gate control function,

Id = β
V 2

gst

1 + V p
gst
/
V L

tanh
(

αVds

Vgst

)
(1 + λVds) (6.67)
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The extractable parameter VL along with β controls the slope of the
quadratic region and the transition to the linear region. The exponent p
modifies the transconductance slope in the linear region, and is usually set
to one. The MET parameter VGEXP is fixed at a value of two (quadratic)
in the Fager model. As can be seen, the modifications to the regular MET
model are small, but are claimed to be effective. The drawback with the
Fager model is its non-conserving implementation of the gate capacitor com-
ponents, which make it difficult to ascertain exactly how much of an improve-
ment the drain current modification affords in the prediction of intermodu-
lation distortion products and adjacent channel spectral regrowth.

A somewhat different approach to describing the gate control function has
been proposed by Angelov et al. [23]. Their objective was to define a gate
control function wherein the first derivative with respect to gate voltage has
the same generic shape as the transconductance curve. Instead of using the
threshold voltage as a parameter in the gate control function, Angelov et al.
define a function in terms of the measured gate voltage and drain current
corresponding to the peak transconductance, Vpk and Ipk. The expression
for the drain current in this model is

Id = Ipk (1 + tanh(ψ)) tanh (αVds) (1 + λVds) (6.68)

where

ψ = P1 (Vgs − Vpk) + P2 (Vgs − Vpk)
2 + P3 (Vgs − Vpk)

3 + ... (6.69)

This drain current expression, eq. 6.68, is separable into functions only of
Vgs and Vds,

Id (Vgs, Vds) = fA (Vgs) fB (Vds) (6.70)

which enables a simpler model parameter extraction. From eq. (6.69) it
can be seen that the drain current function has well defined derivatives
with respect to the gate voltage. This enables the identification of these
higher-order derivative terms with the order of the distortion components,
in principle allowing this drain current expression to describe the nonlinear
behaviour of the transistor. Validation of this premise has been carried out
by Angelov et al. [45] using several GaAs FETs and HEMTs. An adaptation
of this model in which the ‘Angelov’ drain current characteristic was coupled
with a conservative charge model for Qg and Qd has been used to create a
model for a III–V enhancement-mode PHEMT power transistor, designed for
wireless handset applications. This model was shown to be able to predict
accurately the DC, small-signal S-parameter, and large-signal behaviour,



6.4 Modeling the Intrinsic Transistor 237

including the maximum power output and power-added efficiency points in
loadpull analysis, and the adjacent and alternate channel powers [24].

The ‘Angelov’ model is quite widely used for modeling of III–V FETs,
and appears in several commercial simulators. It has also been used for
LDMOS transistor modeling, for modest size power FETs but used only at
low voltages to minimize thermal dispersion [46]. A modified drain current
function was used, in which the drain voltage dependence of the gate control
parameters Vpk and P1 are included:

Vpk(Vds) = Vpk0 + (Vpks − Vpk0) (1 + λVds) tanh (αVds) (6.71)

P1 = P1s

[
1 +
(

P10

P1s
− 1
)

1
cosh2 (BVds)

]
(6.72)

where the subscripts ‘0’ and ‘s’ correspond to parameter values measured or
calculated at Vds zero volts and in saturation, respectively, and B is a fitting
parameter, related to α.

The DC and fundamental RF performance of this model was satisfactory,
but the prediction of the second and third harmonic components was rela-
tively poor. The authors suggest that this is due to dispersive effects, but it
may be attributable to the smoother ‘turn-on’ characteristic of the ‘Angelov’
model, leading to poorer prediction of higher-order products, as proposed
by Fager et al. [20] in their LDMOS model.

6.4.3.8 Gate Current

The controlled current source representing the gate current can also be found
by the process of integrating the real parts of the input admittances over
the gate and drain voltage space

Ig (Vgs, Vds) =

Vgs∫
Vgs0

Re {y11 (vgs, Vds0)}dvgs

+

Vds∫
Vds0

Re {y12 (Vgs, vds)}dvds + Ig (Vgs0, Vds0)

(6.73)

Written in this form, the integral equation illustrates the formal recipe that
we are following. In practice, we find that the real part of y12, corresponding
to Rgd, is difficult to extract from measured data with any accuracy: in
many small-signal FET models this element is omitted altogether. And in
large-signal models of the form that we are using, Fig. 6.21, the small-signal
resistances Rgs and Rgd are not included, but may be re-positioned to be
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part of the (previously extracted) extrinsic network. If we disregard Rgd for
the moment, then the integral term for the gate current simplifies to

Ig (Vgs, Vds) =

Vgs∫
Vgs0

ggs (vgs, Vds0)dvgs + Ig (Vgs0, Vds0) (6.74)

which is the integration of the slope conductance at the input of the transis-
tor over the required gate voltage range. This conductance is a single-valued
function, parameterized by the drain-to-source voltage. It should be fairly
straightforward to model this Ig–Vgs relationship in the large-signal model.

If we look to the structure of the device to guide us, then in III–V MES-
FETs and HEMTs the gate contact is a Schottky barrier diode: the gate
metal is placed directly onto the semiconductor. A simple two-terminal
Schottky diode has a classical diode rectifying current–voltage characteris-
tic. In practical III–V FETs, the semiconductor layer structure may include
several heterojunctions, which will modify the simple diode characteristic,
and the current flow through the diode will divide into gate-to-drain and
gate-to-source current components. This line of thought leads us to the
classic SPICE JFET model, which has diode instances from gate-to-drain
and gate-to-source. This structure has found its way into several large-signal
III–V FET and HEMT models.

In the usual bias arrangement for FET operation, the gate-drain diode is
heavily reverse biased, effectively open circuit for conduction current. The
gate-source diode is generally also reverse biased in quiescent conditions,
although less so, and in power transistors under drive is likely to be for-
ward biased for some part of the RF cycle. This physical view of the gate
conduction in normal operation suggests that using a diode model for the
gate-source controlled current source is a reasonable approach, though any
drain voltage influence on this diode characteristic has to be added para-
metrically to the diode model. Nevertheless, an exponential current–voltage
relationship is a reasonable function to use as a basis for fitting the measured
gate current Ig–Vgs relationship, for a one-dimensional curve-fit.

The ‘Smoothie’ table-based model [35] uses eq. 6.73 to determine the
gate current over the {Vgs, Vds} space, using interpolation between data
points rather than function-fitting. The Root model does not use an integral
relationship for the gate current, but uses the measured (and suitably de-
embedded) gate current directly in the model table. This latter approach
assumes that dispersion of the gate conduction current is negligible.

For LDMOS transistors, the gate current is zero at DC: the gate oxide
provides an insulating barrier to conduction current. At high frequencies
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there will be a real part to the total gate current, attributable to the series
resistances of the extrinsic network, the gate and source resistances Rg and
Rs. After de-embedding, the conduction component of the gate current at
the intrinsic gate terminal should be zero.

Conditions where there is a large gate current contribution occur in break-
down. We will need to accommodate breakdown effects in our model, as
limits of the normal operating region. This is described in the next section.

6.4.3.9 Breakdown Models

RF power transistors are operated near to the limits of their electrical spec-
ifications, that is, the maximum values of voltage and current, to obtain the
highest power output without compromising the reliability. The maximum
voltage limit is set by the gate-drain breakdown voltage in FET devices. This
breakdown voltage is generally defined in terms of a specified two-terminal
current flow from gate to drain; for example, the gate-drain breakdown volt-
age BVgd is when Igate = –Idrain = 1 mA/mm of gate periphery.

There are several competing high voltage breakdown mechanisms in III–V
and LDMOS FET technologies. The major factor is a high field region at
the drain edge of the gate electrode, leading to avalanche breakdown, which
creates high densities of electron-hole pairs in the drain drift region, and
thermionic-field emission over the gate Schottky contact in III–V FETs,
resulting in high gate current and eventual burn-out [47]. The avalanche
mechanism in LDMOS transistors results in the generated holes being in-
jected into the substrate, where they cause a large enough ohmic voltage
drop to forward bias the source-substrate junction. This injects electrons
into the base of the parasitic bipolar transistor in the LDMOS structure,
resulting in high current flow. This effect is exacerbated by high resistivity
substrates.

There are transistor design and fabrication techniques that can mitigate
this high field region in power FETs, known as RESURF techniques – this
is an acronym for ‘reduced surface field’ [48–50]. In LDMOS FETs the
RESURF methods include additional dopant implants, to increase the depth
of the depletion region beneath the drain drift region, thereby increasing
the breakdown voltage. In both LDMOS and III–V GaAs and GaN power
FET technologies, the addition of one or more electrodes between the gate
and drain, closer to, and connected to the gate (or ground) metal, but iso-
lated from the drain drift region, can also reduce the electric field crowding
at the gate and produce a more uniform potential field. These electrodes
are known as field plates [51]. The reduction of the surface field also mit-
igates gate-drain breakdown through the surface states, which can occur
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in III–V transistors. These field plate electrodes can serve an additional
purpose by shielding the gate from the drain, and reducing the gate-drain
feedback capacitance, and hence increasing the gain and bandwidth of the
device.

For model extraction we use pulsed measurement methods that allow us
to probe the breakdown regions, so that the model we derive can predict
the electrical behaviour up to the edge of the safe operating region of the
FET. The model must be capable of reproducing the onset of breakdown,
so that the amplifier designer is able to ‘push’ his design envelope safely. In
this respect it is often sufficient to have a qualitative model of the current–
voltage characteristics for the breakdown region, and so an approximate
current–voltage relationship is generally good enough.

A common technique for accommodating on-state breakdown is to model
the rapid increase in the drain current by a junction diode with an artificially
high turn-on voltage: the gate-drain breakdown voltage. For example, the
breakdown diode characteristics are implemented in the MET model in the
following way:

Itotal
d = Id0

(
1 + K1 eVBReff1

)
(6.75)

where V BReff1 is related to the drain source voltage, and K 1 is a fitting
constant. The drain current I d0 may be one of the expressions for drain
current described earlier, in eq. 6.61, for example. Similar exponential cur-
rent characteristics have been observed in GaAs power FETs [52], and they
can also be accommodated into the drain current model in this manner. The
gate-drain breakdown characteristics also have a significant dependence on
temperature. Again, we will use the electro-thermal modeling methods out-
lined in the next section.

6.4.3.10 The Large-Signal Model – a Summary

We have adopted an approach to generating the large-signal model based on
current and charge conserving principles, wherein the model state functions
are generated from the measured and de-embedded, isothermal, small-signal
Y-parameters by integral transforms. The model structure is shown in Fig.
6.21, and the state function expressions are collected together below, for
completeness:
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Qg (Vgs, Vds) =

Vgs∫
Vgs0

[Cgs (vgs, Vds0) + Cgd (vgs, Vds0)]dvgs

−
Vds∫

Vds0

Cgd (Vgs, vds)dvds + Qg (Vgs0, Vds0)

(6.76)

Qd (Vgs, Vds) =

Vgs∫
Vgs0

[Cm (vgs, Vds0) − Cgd (vgs, Vds0)]dvgs

+

Vds∫
Vds0

[Cds (Vgs, vds) + Cgd (Vgs, vds)]dvds

+ Qd (Vgs0, Vds0)

(6.77)

Ig (Vgs, Vds) =

Vgs∫
Vgs0

Re {y11 (vgs, Vds0)}dvgs

+

Vds∫
Vds0

Re {y12 (Vgs, vds)}dvds + Ig (Vgs0, Vds0)

=

Vgs∫
Vgs0

ggs (vgs, Vds0)dvgs + Ig (Vgs0, Vds0)

(6.78)

Id (Vgs, Vds) =

Vgs∫
Vgs0

gm (vgs, Vds0)dvgs +

Vds∫
Vds0

gds (Vgs, vds)dvds + Id (Vgs0, Vds0)

(6.79)
Writing the integral equation in this form retains the symmetry between

real and imaginary parts of the Y-parameters, and the controlled current
and charge sources. We have shown that these state functions can be imple-
mented directly as interpolated tables in a table look-up model, or we can
fit analytic functions or include artificial neural networks to calculate the
charge and current surfaces.
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6.5 Including Frequency Dispersive Effects in the
Transistor Model

In our development of the electrical model of the transistor so far, we have
been careful to ensure that the model parameters display no explicit fre-
quency or time dependence; we have deferred any discussion of including
the frequency dispersive effects in the model until now. The frequency dis-
persion arises from the heating in the channel of the FET, which occurs in
both LDMOS and III–V power transistors, and from charge-trapping effects,
which occur predominantly in III–V FETs. Both of these phenomena have
been introduced earlier (Chapter 2), and we shall now explain how we can
include the effects due to heating and charge-trapping in the compact FET
model in a reasonably straightforward manner.

6.5.1 Temperature-Dependent Model Parameters

There are two causes of temperature change in the transistor: changing the
ambient or heatsink temperature of the device; and the self-heating of the
transistor attributable to the power dissipation in the FET channel, caused
by the instantaneous current and voltage. These heating effects can be
broadly separated as static and dynamic thermal effects, respectively.

If we consider the metal, semiconductor and dielectric materials that com-
prise the structure of the transistor, we see that their electrical and mechan-
ical properties vary with temperature. The metal and semiconductor resis-
tances increase with temperature in a fairly linear manner over the typical
range of operating temperatures or channel temperatures of the FET. The
materials will also expand with temperature, causing local changes in dimen-
sion, and causing changes in the stresses and strains within the materials,
and at the interfaces between materials. The effects on the measured elec-
trical characteristics of the transistor depend on the materials themselves,
and the FET structure and fabrication methods.

From the modeling perspective, we can attempt to include these micro-
scopic temperature-dependent phenomena, and construct a physically-based
transistor model. The model accuracy will depend on how well these phys-
ical phenomena are described and included in the model equations. Or we
can, in principle, construct a series of experiments to isolate the influence
of the equivalent circuit model parameters and thence determine their tem-
perature coefficients. This can lead to a transistor model that consists of
hundreds of parameters in an attempt to describe all of the measurable
phenomena, with attendant difficulties in parameter extraction, and also
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possible difficulties with model convergence in improperly or incompletely
defined electro-thermal models [53, 54].

In contrast, our approach is to accommodate the temperature effects on
the FET in the measurable or derivable terminal qualities of current and
charge. We will consider both static and dynamic thermal effects on the
currents and charges, and modify the isothermal models derived in previous
sections in a self-consistent way.

6.5.1.1 The Manifolds and Bond-pads

The metal of the manifolds and bond-pads will have a thermal coefficient of
resistivity, and so the metallic or loss resistance of this element will change
with temperature. The substrate loss, which is more significant in low-
resistivity LDMOS technology than the semi-insulating III–V substrates,
also depend on temperature. We have also noted earlier that the manifold
may be large enough in a practical power transistor to exhibit distributed
effects, or frequency dispersion of the loss components, owing to its size.
From a model extraction point of view, the test transistors are usually small
enough that such dispersion can be neglected, and our objective is to con-
struct a transistor model from isothermal electrical measurements, that is
referenced inside the manifolds. This approach allows the discrete or in-
tegrated power amplifier designer the scope to build and model his own
manifold and bond-pad structures. The substrate definition for the planar
EM solvers used for the manifold modeling should be generated for several
temperatures over the operating temperature range.

6.5.1.2 The Extrinsic Components

In our earlier analysis, we defined the elements in the extrinsic shell to be
linear components, independent of the applied gate and drain voltages. In
the extrinsic shell, it is only the resistive components that have temperature
dependence. The inductor and capacitor elements can be considered tem-
perature independent, to first order: the inductor losses in the metallization
are subsumed into the extrinsic resistances; and any variation in capacitance
due to thermo-mechanical effects, such as expansion, are negligible.

Under static thermal conditions, we can extract the values of resistance
for the gate, drain and source resistances using cold-FET techniques for ex-
ample, to obtain the variation of these resistances with temperature. As
indicated earlier, we can then include these static temperature coefficients
in the resistor definitions in the model, to mimic their temperature depen-
dence. If we now consider the FET operation under large-signal conditions,
we have self-heating of the FET due to the dissipated power in the channel,
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that is, the product of channel current and drain-source voltage. Therefore,
the transistor temperature is dependent on the applied voltage, because the
current is a dependent variable. This means that the resistors in the extrin-
sic shell are nonlinear components, since they are temperature-dependent
and hence voltage-dependent. A voltage-dependent resistor is actually a
controlled current source, and we can use these components for the extrinsic
resistors in an electro-thermal model, as is done in the MET model [19].

But using a voltage-dependent resistor contradicts our earlier definition
that the extrinsic elements are linear components. We shall overcome this
problem by defining the extrinsic resistors to be temperature independent,
and incorporating the thermal effects in the nonlinear intrinsic model. From
the standpoint of making a compact model, this is a reasonable thing to do.
Consider the drain current: if we were to use drain voltage-dependent resis-
tors for the drain and source extrinsic resistances, and we model the intrinsic
drain current source with a drain voltage-dependent current source, all of
these sources are in series, and the overall terminal current can be mod-
eled equally well with just one dependent source, in the nonlinear intrinsic
part of our model, provided the thermal effects are properly captured in the
drain current dependence on the voltage. Similarly, the thermal behaviour of
the gate resistance can be included in the nonlinear controlled gate current
source. In fact, in III–V devices, the thermal dependence of the nonlinear
Schottky diode current–voltage characteristics dominates any temperature
dependence of the gate metallization, and so including the thermal effects
into the nonlinear gate current source is the most practical approach.

6.5.1.3 Temperature Dependence of the Drain Current

In view of the many and varied temperature-dependent effects present in the
transistor, a pragmatic approach to discovering the temperature dependence
of the drain current is to take isothermal measurements of the FET output
characteristics over a range of ambient temperatures, and then devise a rela-
tionship between the measured current and the ambient temperature. This
will yield a static thermal dependence. The isothermal conditions can be
ensured by measuring the drain current–voltage characteristics using short
pulse widths to reduce the channel self-heating. This experiment has been
performed by a number of workers [55–57], and the drain current measured
at a constant drain-to-source voltage, Vds0, is found to be a fairly linear
function of temperature, over the typical range of operating temperatures,
and can be modeled as

Id (Tamb) =
Id0

1 + c (Tamb − T0)
(6.80)
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where Id0 is the drain current measured at the reference temperature T0, and
c is the drain current static thermal coefficient, with units of K−1. Following
Canfield [57], we equate this coefficient to 1/T0, and eq. 6.80 becomes

Id =
Id0

1 +
(Tamb − T0)

T0

=
Id0

1 +
∆T

T0

(6.81)

This form of expression has also been derived by Schmale and Kompa [58],
and Parker and coworkers [59,60], in their FET and HEMT thermal model
developments. Using the ambient temperature alone to account for thermal
effects is not sufficient for large-signal models. The FET dissipates a con-
siderable amount of power as heat when operating in a high power amplifier
application. The instantaneous power is not, however, a good indicator of
the average dissipated power, because the long time constants associated
with heat diffusion and storage mean that the channel temperature cannot
follow directly the instantaneous power dissipation, but is instead related to
some average power dissipation in the device. Following the thermal analy-
sis outlined in Chapter 5, the change in temperature can then be written in
terms of this average power, related by an effective thermal resistance that
accounts for the temperature distribution in the channel:

T − T0 = RthPavg (6.82)

The effective thermal resistance, Rth, is not the true thermal resistance of
the semiconductor, but it accounts in a practical way for the non-uniform
heating in the channel, which is usually confined to the high electric field drift
region at the drain edge of the gate, and any non-isotropic heat diffusion due
to the FET topography and metallurgy. The effective thermal resistance can
be a function of bias and temperature, particularly for III–V semiconductors
and for PHEMTs. For simplicity, we will consider it to be constant; this
does not change the formalism, and the results are generally acceptable.
Combining eqs. 6.81 and 6.82, we can write the change in the measured
drain current as a result of this average dissipated power, as:

Id =
Id0

1 +
(T − T0)

T0

=
Id0

1 +
RthPavg

T0

(6.83)

Parker and Root [59] write this expression as

Id =
Id0

1 + δPavg
(6.84)
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and introduce a thermal resistance temperature coefficient, δ, which we can
see is simply Rth/T0, the effective thermal resistance divided by the isother-
mal model extraction temperature. This coefficient is again dependent upon
the detailed geometry, topography and metallurgy of the power transistor,
and so is a characteristic parameter for a given device.

As stated above, the channel temperature cannot follow the instantaneous
power dissipation, because the thermal time constants are very long com-
pared with the period of the RF signal. Instead, the channel temperature
is related to the average dissipated power, which in turn is derived from the
instantaneous power by solving the first-order ODE describing the thermal
equilibrium in the channel, expressed qualitatively as

Heat Generation(id, vds) = Heat flow(T − T0) +
d

dt
(Heat Storage(T − T0))

which becomes

Pdiss(t) =
(T − T0)

Rth
+ Cth

d

dt
(T − T0) (6.85)

The instantaneous dissipated power is the product of the instantaneous drain
current and drain-to-source voltage, Pdiss(t) = id(t).vds(t), and we have
introduced a new model parameter Cth, the thermal capacitance.

We can relate the instantaneous power given by eq. 6.85 to the average
dissipated power by substituting for (T–T 0) from eq. 6.82, to give the
following ODE, which we solve for the average dissipated power, Pavg

Pdiss(t) = id(t)vds(t) = Pavg + τ
dPavg

dt
(6.86)

The time constant, τ , is the product of the effective thermal resistance and
thermal capacitance. In many FETs the value of τ is estimated to be in the
MHz range, for both LDMOS and III–V technologies.

We can modify eqs. 6.83 and 6.84 so that we can accommodate the effects
on the drain current characteristics of both the ambient temperature, and
the dissipated electrical power in the channel due to Pavg.

id(T ) =
id0

1 +
RthPavg + (Tamb − T0)

T0

(6.87)

After converting to Parker’s nomenclature [59], through

(i) δ = Rth/T 0, and
(ii) γT = δ/Rth = 1/T 0,
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Fig. 6.26. The isothermal model drain current, and the thermally degraded drain
current.

we get

id(T ) =
id0

1 + δPavg + γT(Tamb − T0)
(6.88)

By degrading the drain current in this manner we can effectively account
for the dispersion in the output characteristics from DC to RF, due to ther-
mal effects of both ambient temperature change and self-heating in the de-
vice. The isothermal current and thermally-degraded current are shown in
Fig. 6.26. This formulation for the thermal dispersion has been used in a
model of a GaAs E-PHEMT power transistor for handset power amplifier
applications, accurately predicting the loadpull contours and distortion be-
haviour [24]. This model was implemented using the Symbolically-Defined
Device (SDD) in ADS, and the thermal ODE was solved self-consistently
with the nonlinear current equations.

A common way of implementing this model is to note that eq. 6.85 re-
sembles a circuit theory expression for a parallel resistor-capacitor network,
driven by a current source, where

(i) T–T 0 corresponds to a voltage, and
(ii) Pdiss(t) corresponds to a current.

The thermal sub-network is shown in Fig. 6.27; the R-C network is connected
to ground through a voltage source of value Vsource = Tamb, and the ‘output
voltage’ corresponds to the effective channel temperature, T. This value can
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Fig. 6.27. The thermal sub-network that can be used to solve the ODE to calculate
the average dissipated power, which is used to calculate the thermal degradation
of the isothermal model current.

be output at a thermal node in the FET model, and can be used as the input
signal to an external thermal sub-network representing the heatsink on which
the transistor is bolted, for example. This approach to accommodating the
dynamic electro-thermal effects in the transistor model is easy to implement,
is quick, and is usually convergent.

For a large power device, the input drive power can be several watts, and
so it is not insignificant. We should consider adding the input power at the
gate to the total instantaneous dissipated power:

Pdiss(t) = id(t)vds(t) + ig(t)vgs(t) = Pavg + τ
dPavg

dt
(6.89)

6.5.1.4 The ‘Zero Temperature Coefficient’ Point in LDMOS Transistors

An interesting feature of the thermal behaviour of MOSFETs is the occur-
rence in the current–voltage characteristics of a point that is independent of
temperature, the so-called ‘zero temperature coefficient’ point (ZTC). This
point arises from two competing thermal mechanisms: the decrease in the
threshold voltage as the temperature rises, and the reduction in electron ve-
locity or mobility with temperature, described by the electro-thermal model
above. The ZTC is shown in the Id–Vgs characteristics for a low-power
LDMOS transistor, as shown in Fig. 6.28 [61]. The ZTC is a useful tool for
RF power transistor and amplifier designers in that if the amplifier is biased
close to the ZTC, where the temperature variation of the drain current is
relatively small, than the amplifier has good thermal stability. The ZTC is
usually found to be at a fairly low current density.
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Fig. 6.28. The pulsed Id–Vgs transfer characteristic measured from several different
quiescent bias points, indicating the ‘zero temperature coefficient (ZTC)’ point.
The ZTC point is seen to be at just over Ids = 0.1 A for this LDMOS transistor.

The ZTC can be found using pulsed I–V measurements. The transistor
is biased at a fixed quiescent drain current, and hence a fixed steady power
dissipation and channel temperature. The drain current Id–Vds characteris-
tics are then measured under short pulse conditions to minimize the heating
of the channel due to the pulse. The ZTC can then be found by overlaying
the measured current characteristics as in Fig. 6.28.

The simple electro-thermal model described above for the drain current
characteristics does not accommodate changes in the threshold voltage,
which are required if the ZTC effect is to be included. The changes in
drain current at low currents or dissipated powers are quite small, and this
can be modeled adequately by the simple electro-thermal model. Thermally
induced threshold voltage shifts in MOS transistors are usually modeled by
a linear change with temperature, with a small coefficient, usually of the
order 1 mV/K. For completeness this can be added to the overall electro-
thermal model, but care must be taken with convergence of the model. The
overall change in threshold voltage over the operating temperature range
of the transistor in a PA application will be quite small, around a tenth
of a volt. This is a similar order to the process variation of the threshold
voltage. In practical power amplifier design, it is the quiescent drain cur-
rent that is the important feature, and the gate voltage is normally adjusted
to produce the required quiescent current. This adjustment is often carried
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out to maintain a constant quiescent current over the operating temperature
range, particularly for power amplifier ICs, by using a temperature sensing
diode built into the chip. So from the practical perspective of using the
transistor model to aid the design of the RF power amplifier, the simple
electro-thermal description for the drain current outlined in Section 6.5.1.3
is sufficient.

6.5.1.5 Thermal Effects on the Gate Current

The gate current transport mechanisms are very different in LDMOS FETs
and in III–V FETs. The LDMOS FET is an insulating-gate transistor, so
there is no DC component of the current, although there is a real part to
the RF current attributable to the series resistance component of the gate
metallization. The thermal effects on the MOS FET gate current can be
described a temperature-dependent resistance, and modeled as a controlled
current source since the temperature of the device depends on the average
dissipated power, as stated in Section 6.5.1.3. This modifies the controlled
current source describing the gate current in our device model described in
Section 6.4.3.8.

The gate contact of the III–V FETs is a rectifying Schottky diode, which
is reverse biased in normal FET operation. In HEMTs and PHEMTs there
are also heterojunctions between the different semiconductor layers that
form the device, and at each of these interfaces between the layers there is
a potential barrier. This layer structure modifies the ideal Schottky barrier
current–voltage relationship; often this is accommodated by a large value
for the ‘ideality factor’ in the expression for the current,

Ig = Isat (T )
(

e
h

qVb
nkT

i

−1
)

(6.90)

where I sat is the reverse saturation current, which has a strong temperature
dependence, Vb is the voltage across the diode, excluding any series resis-
tance components, and, in the exponent, n is the ideality factor. The value
of n can range between one and two, according to classical p-n junction
theory, depending on the dominant method of charge transport across the
junction. In Schottky diodes the ideality factor is usually close to unity, but
in a heterojunction FET the value can be greater than two, a non-physical
value that accommodates the current transport over the many junctions
between the gate contact and the channel of the FET.

As noted above, the Schottky gate contact is generally operated in reverse
bias, so from eq. 6.90 the gate current will be the reverse saturation current,
Isat. The reverse current has an approximately T

3
2 temperature dependence,
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the current increasing with temperature. Over the typical operating tem-
perature range of the power transistor, this can be approximated with a
linear relation:

(i) at 300 K, T
3
2 ≈ 5, 200;

(ii) at 385 K, T
3
2 ≈ 7, 700;

(iii) at 470 K, T
3
2 ≈ 10, 200.

This linear relationship can be built into the gate current controlled source,
as a function of the average power dissipated, Pavg, which is found from the
self-consistent solution of eq. (6.86), and is given by

Isat(T ) = Isat0 ·
RthPavg + (Tamb − T0)

T0
(6.91)

where we also account for any change in the ambient temperature.

6.5.2 Frequency Dispersion due to Trapping Effects

The capture and release of charge carrier by traps and interface states is
present in all of the III–V FET technologies that are presently used for
power transistors: GaAs FET and related HEMT devices, and GaN-based
heterojunction FETs. The rates for charge trapping are typically in the
millisecond to microsecond regime. Therefore the traps can respond to DC
measurements, but cannot react quickly enough to RF signals, which means
there is some difference between the DC and RF output characteristics.
This is referred to as the ‘frequency dispersion’ of the transconductance and
output conductance of the FET.

Parker and Rathmell [42] have carried out an intensive study of the bias
and frequency dependence of III–V HEMT and FET current–voltage char-
acteristics using pulsed I–V measurements. They present an illustrative
model for the Id–Vds characteristics in which the effective electron and hole
trapping potentials are included in the expression for the control voltage:

Id = β · V γ
C (1 − δPavg) tanh (αVds) (6.92)

where the parameters have the meanings defined in Section 6.5.1.3, and the
drain current dispersion due to thermal effects is included. The exponent γ

is typically two. The control voltage VC is given by

VC = Vgs − VT + σVds − VE + VH (6.93)

where σ is a ‘gain’ parameter, and VE, VH are effective electron and hole
trap potentials, respectively. The average power is found from eq. (6.86),
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and similarly, the effective trap potentials are found dynamically from the
solutions of the following first-order ODEs:

H ln (fII + 1) = VH + τH
1
fII

dVH

dt
(6.94)

σE (Vds − Vgs) = VE + τE e(−(Vds−Vgs)/VB) dVE

dt
(6.95)

where fII is a factor related to the impact ionization rate and is dependent
on the drain voltage, and σE, H, and VB are fitting constants. The effective
trap potentials’ rate of change is a function of bias, which accounts for the
exponential term in the gate-to-drain voltage in the effective electron trap
potential expression, and the impact ionization factor term in the effective
hole trap potential.

These expressions can be used in the model equation for drain current,
accommodating both thermal and trap-related dispersion effects by the self-
consistent solution of the differential equations governed by the time con-
stants for these phenomena, τ , τE, and τH.

These first-order differential equations can also be represented by equiv-
alent circuits in the model, and solved self-consistently during the circuit
simulation. Kallfass et al. [62] have implemented such an approach, using
parallel resistor-inductor circuits to represent the trap-related time constants
in the device. Each R-L pair is driven by a controlled current source Idx,
the dynamic part of the drain current, which is given by

Id(t) = Id0 + Idx e−t/τ1

Idx = Id1 − Id0

(6.96)

where Id1 is the drain current flowing the instant the trap effect has occurred,
and Id0 is the drain current after the transient has subsided, and the time
constant for the change in current due to the trap is τ1.

The total drain current in the model is therefore given by a controlled
current source that represents the static drain current expression for Id0, as
derived in Section 6.4.3, in parallel with a current source of value Vdx/Rdx,
representing the change in current due to the trap. Additional trapping
mechanisms can be included by adding further R-L sub-circuits and corre-
sponding current sources in the drain port of the FET model. The general
equivalent circuit scheme is shown in Fig. 6.29.
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Fig. 6.29. The output part of the equivalent circuit model showing the controlled
drain current source, and the additional current source of value Vdx/Rdx represent-
ing the dispersive current component. The trap-dispersion R-L sub-network is also
shown.

The dynamic drain current presented in the frequency domain by Kallfass
et al. can be re-cast in the time domain, and has a familiar appearance

id(t) = IDC
d − τdisp

did
dt

(6.97)

This is the drain current representation for a relaxation time differential
equation description of the non-quasi-static drain current. The relaxation
time τdisp can represent a generic relaxation time describing all dispersion
effects in the FET, and as such is a simpler version of eq. 6.86. This approach
for including dispersive effects in the drain current is used in the Agilent-
EEsof IC-CAP Root model [27].

6.6 Including Statistical Variations in the Compact Model

One of the most often-requested features of a compact model, after speed,
accuracy, ease of use, and so forth, is a ‘statistical capability.’ By this, the
circuit designers are looking for some feature in the model that can be used to
predict the yield of their design in production. Most commercial RF circuit
simulators include a yield prediction feature, where some of the component
parameters are specified with a range of values that reflect the production
tolerance or variation, and the circuit is simulated many times with the
parameter values chosen from the range in a manner that reflects the dis-
tribution of values in production. The outcome of the yield or statistical
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simulation is a result showing the spread of performance of the design. For
example, this could be the variation in gain or power output with frequency,
over the range of parameter values chosen to represent the distribution of
the population of components. It would be possible to devote a whole book
to the derivation and definition of statistical models for process and yield
control. Here, we shall cover briefly only a few of the more common ap-
proaches for building compact models with a statistical capability for yield
prediction.

This type of statistical compact model is probably the most common,
in terms of implementation. Such a model requires detailed information
from the foundry or fabrication engineers regarding the range of variation
and distribution of the model parameters. This is straightforward if the
device model has physically-based parameters, whose values can be traced
directly to process monitors such as sheet resistivities of the metals and
semiconductors, contact resistances, and dimensional parameters such as
gate-length. This is not often the case with compact FET models, where
the model parameters are obtained by curve-fitting of measured data, or by
function-fitting of derived functions of the data.

A statistically meaningful distribution of model parameters can be ob-
tained by extracting many device models over several wafers and lots, over
a period of time during which the fabrication and manufacturing tolerances
will be exercised. The population can be generated by a continual sam-
pling of the manufactured product over a period of time, say six months
to a year or more, depending on the inherent variability of the fabrication
and manufacturing processes. An alternative is to create a broad popu-
lation artificially, by making and building devices specifically at the edges
of the manufacturing process capability, or the process corners. Examples
of process corners may include defining gate-lengths at the short and long
extremes of the process tolerance, or building products with bondwires set
at the shortest and longest lengths of the tolerance. In this way we can
identify devices with the boundaries of the process. If the device or circuit
is simulated over the corner-case population, then it is often assumed that
this represents the limits of the process seen in production, and an estima-
tion of manufacturing yield can be made. In practice, the corner cases are
seldom reached, as they represent limits on the process capability: most
devices and circuits should fall well within these boundaries. Furthermore,
it is very unlikely that a device will hit more than one process corner: the
joint probability of two corners occurring simultaneously in practice is very
small. Including such occurrences in our boundary population will give a
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pessimistic estimate of the yield, which may result in over-engineering of the
design.

Once we establish our population of devices, there are two approaches to
generating the statistical model. First, we can extract from this population
the range and distribution of the parameter variations, for all of the model
parameters. We should also carry out a sensitivity analysis of the transis-
tor performance measures on the model parameters. Generally, we would
then choose a subset of the most sensitive model parameters to describe
with a statistical variation in the compact model. This requires some care,
as many of the performance measures depend on the interaction of several
model parameters or features, and further, many of the model parameters
are inter-related. For example, the figure of merit fT is related inversely to
the gate-length of the FET, and is also proportional to the ratio of transcon-
ductance and input capacitance. For the statistical compact model to be
useful, then the variation in device performance with changes in the gate-
length feature needs to be captured correctly in both the transconductance
and gate capacitance model parameters. Moreover, the statistical variations
of the parameters need to be coupled: their joint probabilities are important,
as well as their individual variations and distributions with the population
of FET models. If these factors are not considered, the ‘statistical’ compact
model will be unable to predict properly the performance variations of the
circuit, or even the FET, across this population of measured devices.

Another potential difficulty with compact models that have the statisti-
cal variations of the model parameters visible, and accessible to designers, is
that the temptation to adjust a given parameter, in order to predict the de-
vice or circuit performance given some new process or device design method,
is often impossible to resist. If a single model parameter is adjusted in some
way, without any reference or acknowledgment that this parameter may be
linked to other model parameters by the device physics or the extraction
process, then the conclusions drawn from the results of such an exercise
may be meaningless, or even counter-productive.

The alternative to creating a single compact model with statistically vari-
able parameters is to use the whole population of individual models taken
across the production variation. Instead of varying the model parameters
randomly according to some distribution, we change the transistor model
in the circuit. Often, this can be done in the simulator by sweeping over
the model filename. This approach has been used successfully with table
models, for example, for which there are no model parameters to vary, just
the tables of measured and derived parameter values for each model.
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Recently, more modern mathematical techniques have been used to find
the relationship between the performance measures and the device variations
over the measured population of models. In one method [63], the relation-
ships between the measured broadband S-parameters of each transistor in
the population and the extracted model parameter values are established,
using a support vector machine (SVM) method. The SVM is used to handle
the many inputs – the S-parameters over frequency – and the relationship
between them and the most sensitive model parameters is determined by op-
timization. Now the parameter variations can be fed back into the compact
model in the circuit, and the variation in the circuit performance with the
parameter spread can then be inferred. This method is used to adjust the
compact model parameters directly, and all of the joint probabilities present
in the test population are included.

Another promising technique also uses neural-network-based optimiza-
tion to establish a relationship between the measured S-parameters and the
large-signal performance, over the population of transistors. This method
is known as neuro-space-mapping, and has been applied to the statistical
modeling of LDMOS power transistors [64]. Neural networks are placed at
the input and output ports of the nominal compact model, and the neural
networks are trained, or optimized, on the measured relationship between
the S-parameters and the large-signal performance measures, so that the
spread of the transistor behaviour over the population is captured. The
circuit design can then be carried out in the usual way, using the nominal
model, and then the performance spread of the circuit due to process or
manufacturing variations can be impressed on the nominal behaviour, by
including the neural networks in the model and re-simulating the circuit.

6.7 Closing Remarks

In this chapter we have developed a charge-conservative, self-consistent
electro-thermal large-signal nonlinear model for the power transistor, based
on DC and S-parameter measurements that have been de-embedded to the
reference plane of the transistor die, and that are isothermal. In passing, we
have shown also that a bias-dependent linear or small-signal model can be
extracted directly from these isothermal S-parameters. Pulsed measurement
techniques, as outlined in Chapter 3, are required for obtaining the isother-
mal measurements, and also for deriving the thermal model parameters.
For de-embedding the manifolds and extrinsic component shells from these
measurements, we have drawn on the measurement techniques outlined in
Chapter 4. For the inclusion of the electro-thermal effects, we have built
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on the theoretical developments and analysis of Chapter 5, adding the ther-
mal resistance and thermal capacitance to our isothermal electrical model.
We have also shown how other frequency dispersive effects such as charge
trapping in the channel of the FET can be included in the model framework.
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[19] W. R. Curtice, J. A. Plá, D. Bridges, T. Liang, and E. E. Shumate, “A new
dynamic electro-thermal nonlinear model for silicon RF LDMOS FETs,” in
IEEE MTT-S Int. Microwave Symp. Dig., Anaheim, CA, June 1999, pp. 419–
422.

[20] C. Fager, J. C. Pedro, N. B. de Carvalho, and H. Zirath, “Prediction of IMD
in LDMOS transistor amplifiers using a new large-signal model,” IEEE Trans.
Microwave Theory Tech., 50, no. 12, pp. 2834–42, Dec. 2002.

[21] W. R. Curtice, L. Dunleavy, W. Clausen, and R. Pengelly, “New LDMOS
model delivers powerful transistor library-Part 1: the CMC model,” High Fre-
quency Electronics, pp. 18–25, Oct. 2004.

[22] S. C. Cripps, RF Power Amplifiers for Wireless Communications, 2nd edn.
Norwood, MA: Artech House, 2006.

[23] I. Angelov, H. Zirath, and N. Rorsman, “A new empirical nonlinear model for
HEMT and MESFET devices,” IEEE Trans. Microwave Theory Tech., 40,
no. 12, pp. 2258–66, Dec. 1992.

[24] J. Wood and D. E. Root, “A symmetric and thermally-de-embedded nonlinear
FET model forwireless and microwave applications,” in IEEE MTT-S Int.
Microwave Symp. Dig., Fort Worth, TX, June 2004, pp. 35–38.

[25] G. Qu and A. E. Parker, “New model extraction for predicting distortion in
HEMT and MESFET circuits,” IEEE Microwave Guided Wave Lett., 9, no. 9,
pp. 363–365, Sept. 1999.

[26] R. B. Hallgren and P. H. Litzenberg, “TOM3 capacitance model: linking large-
and small-signal MESFET models in SPICE,” IEEE Trans. Microwave Theory
Tech., 47, no. 5, pp. 556–561, May 1999.



References 259

[27] D. E. Root, “Charge modeling and conservation laws,” in Asia-Pacific Mi-
crowave Conference Workshop WS2, ‘Modeling and characterization of Mi-
crowave devices and packages’, Sydney, Australia, June 1999.

[28] J. Staudinger, M. C. de Baca, and R. Vaitkus, “An examination of several
large-signal capacitance models to predict GaAs HEMT linear power amplifier
performance,” in Proc. IEEE Radio and Wireless Conf. (RAWCON), Colorado
Springs, CO, Aug. 1998, pp. 343–346.

[29] A. D. Snider, “Charge conservation and the transcapacitance element: an
exposition,” IEEE Trans. Educ., 38, no. 4, pp. 376–379, Nov. 1995.

[30] D. E. Ward and R. W. Dutton, “A charge-oriented model for MOS transistor
capacitances,” IEEE J. Solid State Circuits, 13, no. 5, pp. 703–707, Oct. 1978.

[31] R. R. Daniels, A. T. Yang, and J. P. Harrang, “A universal large/small signal
3-terminal FET model using a nonquasi-static charge-based approach,” IEEE
Trans. Electron Devices, 40, no. 10, pp. 1723–29, Oct. 1993.

[32] P. Jansen, D. Schreurs, W. de Raedt, B. Nauwelaers, and M. van Rossum,
“Consistent small-signal and large-signal extraction techniques for hetero-
junction FETs,” IEEE Trans. Microwave Theory Tech., 43, no. 1, pp. 87–93,
Jan. 1995.

[33] D. E. Root, “Measurement-based mathematical active device modeling for
high frequency circuit simulation,” IEICE Trans. Electronics, E82-C, no. 6,
pp. 924–936, June 1999.

[34] A. Werthof and G. Kompa, “A unified consistent DC to RF large signal FET
model covering the strong dispersion effects of HEMT devices,” in Proc. 22nd
European Microwave Conf., Espoo, Finland, Aug. 1992, pp. 1091–96.

[35] V. Cuoco, M. P. van den Heijden, and L. C. N. de Vreede, “The “Smoothie”
data base model for the correct modeling of non-linear distortion in FET de-
vices,” in IEEE MTT-S Int. Microwave Symp. Dig., Seattle, WA, June 2002,
pp. 2149–52.

[36] B. D. Popovic, Introductory Engineering Electromagnetics. Reading, MA:
Addison-Wesley, 1971, pp. 196–198.

[37] D. E. Root, “A measurement-based FET model improves CAE accuracy,”
Microwave J., Sept. 1991.

[38] J. Xu, D. Gunyan, M. Iwamoto, A. Cognata, and D. E. Root, “Measurement-
based non-quasi-static large-signal FET model using artificial neural net-
works,” in IEEE MTT-S Int. Microwave Symp. Dig., San Francisco, CA, June
2006, pp. 469–472.

[39] P. J. Tasker and J. Braunstein, “New MODFET small signal model required
for millimeter-wave MMIC design: extraction and validation to 120 GHz,” in
IEEE MTT-S Int. Microwave Symp. Dig., Orlando, FL, May 1995, pp. 611–
614.

[40] S. M. Sze, Physics of Semiconductor Devices. New York, NY: John Wiley and
Sons, 1969.

[41] A. E. Parker and J. G. Rathmell, “Measurement and characterization of HEMT



260 Modeling the Active Transistor

dynamics,” IEEE Trans. Microwave Theory Tech., 49, no. 11, pp. 2105–11,
Nov. 2001.

[42] A. E. Parker and J. G. Rathmell, “Bias and frequency dependence of FET
characteristics,” IEEE Trans. Microwave Theory Tech., 51, no. 2, pp. 588–
592, Feb. 2003.

[43] V. Cuoco, W. C. E. Neo, M. Spirito, O. Yanson, N. Nenadovic, L. C. N. de
Vreede, H. F. F. Jos, and J. N. Burghartz, “The electro-thermal “Smoothie”
database model for LDMOS devices,” in IEEE MTT-S Int. Microwave Symp.
Dig., Fort Worth, TX, June 2004, pp. 457–460.

[44] S. A. Maas and D. Neilson, “Modeling MESFETs for intermodulation analysis
of mixers and amplifiers,” IEEE Trans. Microwave Theory Tech., 38, no. 12,
pp. 1964–71, Dec. 1990.

[45] I. Angelov, H. Zirath, and N. Rorsman, “Validation of a nonlinear transistor
model by power spectrum characteristics of HEMTs and MESFETs,” IEEE
Trans. Microwave Theory Tech., 43, no. 5, pp. 1046–52, May 1995.

[46] L. Bengtsson, I. Angelov, H. Zirath, and J. Olsson, “An empirical high-
frequency large-signal model for high-voltage LDMOS transistors,” in Proc.
28th European Microwave Conf., Amsterdam, The Netherlands, Sept. 1998,
pp. 733–737.

[47] F.-C. Hsu, P.-K. Ko, S. Tam, C. Hu, and R. S. Muller, “An analytical break-
down model for short-channel MOSFETs,” IEEE Trans. Electron Devices, 29,
no. 11, pp. 1735–40, Nov. 1982.

[48] J. A. Appels and H. M. J. Vaes, “HV thin layer devices (RESURF Devices),”
in Int. Electron Devices Mtg. Tech. Dig., New York, Dec. 1979, pp. 238–241.

[49] A. W. Ludikhuize, “A revew of RESURF technology,” in Proc. Int. Symp.
Power Semiconductor Devices and Integrated Circuits, Piscataway, NJ, May
2000, pp. 11–18.

[50] S. Karmalkar, J. Deng, M. S. Shur, and R. Gaska, “RESURF AlGaN/GaN
HEMT for high voltage power switching,” IEEE Electron Devices Lett., 22,
no. 8, pp. 373–375, Aug. 2001.

[51] S. Karmalkar, M. S. Shur, G. Simin, and M. A. Khan, “Field-plate engineering
for HFETs,” IEEE Trans. Electron Devices, 52, no. 12, pp. 2534–40, Dec. 2005.

[52] R. Menozzi, “Off-state breakdown of GaAs PHEMTs: Review and new data,”
IEEE Trans. Device. Mater. Rel., 4, no. 1, pp. 54–62, Mar. 2004.

[53] S. A. Maas, “Ill conditioning in self-heating FET models,” IEEE Microwave
and Wireless Components Letters, 12, no. 3, pp. 88–89, Mar. 2002.

[54] A. E. Parker, “Comments on ‘ill conditioning in self-heating FET models’,”
IEEE Microwave & Wireless Comp. Lett., 12, no. 9, pp. 351–352, Sept. 2002.

[55] R. Anholt, Electrical and Thermal Characterization of MESFETs, HEMTs,
and HBTs. Norwood, MA: Artech House, 1995.

[56] S. M. Lardizabal, A. S. Fernandez, and L. P. Dunleavy, “Temperature-
dependent modeling of gallium arsenide MESFETs,” IEEE Trans. Microwave



References 261

Theory Tech., 44, no. 3, pp. 357–363, Mar. 1996.

[57] P. C. Canfield, S. C. F. Lam, and D. J. Allstot, “Modeling of frequency and
temperature effects in GaAs MESFETs,” IEEE J. Solid State Circuits, 25,
no. 1, pp. 299–306, Feb. 1990.

[58] I. Schmale and G. Kompa, “Integration of thermal effects into a table-based
large-signal FET model,” in Proc. 28th European Microwave Conf., Amster-
dam, The Netherlands, Sept. 1998, pp. 102–107.

[59] A. E. Parker and D. E. Root, “Pulse measurements quantify dispersion in
PHEMTs,” in Proc. 1998 URSI Int. Symp. On Signals, Systems, and Elec-
tronics, Pisa, Italy, Sept. 1998, pp. 444–449.

[60] A. E. Parker and J. G. Rathmell, “Broad-band characterization of FET self-
heating,” IEEE Trans. Microwave Theory Tech., 53, no. 7, pp. 2424–29, July
2005.

[61] J.-M. Collantes, P. Bouysse, and R. Quere, “Characterising and modeling ther-
mal behaviour of radio-frequency power LDMOS transistors,” Electron. Lett.,
34, no. 14, pp. 1428–30, July 1998.

[62] I. Kallfass, H. Schumacher, and T. J. Brazil, “Multiple time constant mod-
eling of dispersion dynamics in hetero field-effect transistors,” IEEE Trans.
Microwave Theory Tech., 54, no. 6, pp. 2312–20, June 2006.

[63] H. Taher and D. Schreurs, private communication.

[64] L. Zhang, K. Bo, Q.-J. Zhang, and J. Wood, “Statistical space-mapping ap-
proach for large-signal nonlinear device modeling,” in Proc. 36th European
Microwave Conf., Manchester, UK, Sept. 2006.





7

Function Approximation for Compact Modeling

7.1 Introduction

In the preceding chapters we have described the electrical and thermal mea-
surement techniques for characterizing the transistor, and developed the
mathematical frameworks for defining the various component pieces of the
compact model, such as the package and linear matching components, the
extrinsic elements, and the nonlinear intrinsic model for the high-power RF
transistor. The aim of this chapter is to describe how this measured data and
mathematical model can be cast into a form that can then be implemented
in a compact model to run in a circuit simulator.

Before we get much further, it is perhaps appropriate to define what we
mean by terms such as ‘function approximation’ and ‘data fitting’. Strictly
speaking, function approximation is taking a known but complicated func-
tion, and approximating its shape by a simpler function over some defined
region and to some specified accuracy. When we ‘fit’ a function to mea-
sured data, we are choosing a candidate function from a large set, such as
the polynomial family, and adjusting the function parameters until the data
is represented with sufficient accuracy over the measured data space (and
perhaps beyond). We can also think of this as using a simple function to ap-
proximate an unknown but possibly complicated function that is described
by the data, at measurement points not of our choosing. We shall use the
term ‘function approximation’ loosely to mean the fitting of measured data
with a function from a given class or family of functions.

We shall, in general, in the modeling of the transistor, be dealing with
discrete data, obtained by measurement or simulation, that describes the
electrical and thermal behaviour of the transistor’s component parts. Our
task is to find ways in which this data can be represented accurately yet
economically in the compact model. A common method is to find a function
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that ‘fits’ or approximates the data to some sufficient accuracy, and that can
be coded into the model efficiently – by which we mean that the function is
defined by a set of parameters whose values can be determined easily: this
is often called model extraction. Sometimes the measured behaviour can
be described by a closed-form equation derived from fundamental physical
principles; an example of this is the current flow through a junction diode.
Again, our modeling task is to determine values for the parameters in the
equation.

Essentially, the modeling task is to use function approximations to reduce
the measured dataset to a more compact representation, which, in itself, can
be described by a small number of identifiable and extractable parameters.
There is also the possibility of using the measured data directly in the model.
For simple, fixed linear systems this can be quite straightforward; for exam-
ple, an S-parameter block of measured data can be used as the model of a
filter or matching network. For more complex systems, the number of pa-
rameters and consequently the dimension of the data space can be large and
unwieldy, requiring large datasets and multi-variate interpolation methods,
which can be expensive. We will generally seek to transform the measured
data into a space where the representation is more compact. This is achieved
either directly through the function approximations, or indirectly through a
transformation of the measured data, from S-parameters to Y-parameters,
for example, where the frequency can be identified as a parameter of the
model.

We shall consider how the data can be presented or transformed in such
ways as to make the approximating functions compact and easy to evaluate.
In choosing these approximating functions we shall consider their properties
of interpolation within the measured data domain, and extrapolation be-
yond the data domain. Our measured data will not be free from noise, and
the approximating function that is chosen should be able to model the un-
derlying shape of the data, not interpolate the measurement noise. We may
need to build in some controlled extrapolatory behaviour into the approx-
imating function or the data, so that it performs in a predictable manner
outside the measured data domain, and hence enables robust convergence
in the circuit simulator.

In the remainder of this chapter, we shall describe some of the features
of functions and systems of equations that are used to describe transistors,
and that we should bear in mind when developing our compact model. We
shall then present some common methods for function approximation of the
measured data that are used in transistor modeling.
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7.2 Some Features of Functions and Function Approximation

The compact transistor model that we shall build is derived from measured
or simulated data, obtained from real or simulated experiments that are de-
signed to isolate the various physical behaviours in the device. The data for
each experiment are discrete, and form a finite and bounded dataset. The
data are also deterministic in nature, by which we mean that if the experi-
ment is repeated, we shall get the same results, within some bounds that are
governed by the noise in the measurement or the measurement system accu-
racy. We shall ‘fit’ or approximate the data using parameterized functions
that mimic the data with sufficient accuracy to be of value in a compact
model used for circuit design. The functional form for the approximation
may be chosen a priori, for example, we may choose to use a polynomial to
approximate a given dataset. The modeling process then becomes an exer-
cise in finding the minimum set of polynomial parameters to fit the data.
The accuracy of the approximation is determined by the error measure that
is used; the choice of error measure or cost function in an optimized solution
can play a significant role in the accuracy of the approximation.

To help us understand and appreciate the various aspects of function
approximation, such as the choice of basis functions for fitting the data, and
error measures that may be used, a brief review of the different function
types that are used to describe mathematical systems will be presented [1].
A brief survey of the lexicon of terms used for describing such systems reveals
that they can be classified as ‘linear’ or ‘nonlinear’, ‘static’ or ‘dynamic’,
and ‘time-variant’ or ‘time-invariant’. We shall provide a little substance to
these classes, and indicate how such systems can be approximated by the
appropriate functions.

A linear system is one where the output is instantly and directly propor-
tional to the input, u(t), at any time t :

y(t) = au(t) (7.1)

Linear systems also possess the qualities of superposition, meaning that if the
input signals are scaled and summed, the output signals are likewise scaled
and summed, and of decomposition, where the output can be classified in
terms of a zero-input response, or the initial conditions, and a zero-state
response, due to the input signal only. Linear systems can be described
mathematically in the form of ordinary differential equations (ODEs), where
the zero-input and zero-state response can be associated with the comple-
mentary and particular solutions of the ODEs, respectively.



266 Function Approximation for Compact Modeling

A static or instantaneous system is one where the output depends only on
the system input at the time t ; no past input signal information is required.
In contrast, if the system output depends on previous states of the system,
then the system can be described as dynamic, or as having memory. A
simple system exhibiting dynamical behaviour is a series resistor-capacitor
network. Defining the output as the voltage across the network and the
input as the current, we get for the voltage

v(t) = Ri(t) +
1
C

t∫
−∞

i(t)dt (7.2)

and the response at time t depends on the integrated charge on the capacitor
over all time: its history. We can replace the lower integral limit by some
time t0 (which may be zero) and specify the capacitor voltage at that time:
initial conditions. We can write a dynamical linear system in the following
general form:

dny

dtn
+an−1

dn−1y

dtn−1
+...+a1

dy

dt
+a0y = bm

dmu

dtm
+bm−1

dm−1u

dtm−1
+...+b1

du

dt
+b0u

(7.3)
for an input u(t) and output y(t). If the parameters an, bm are constant,
the system is stationary or time-invariant. If the parameters an, bm are
functions of time only, then the system is time-variant. If the parameters
an, bm are functions of anything else, we have a nonlinear system.

At this point, we can say from the simple definitions above, and our obser-
vations of the electrical and thermal behaviour of the RF power transistor,
that the device is a nonlinear dynamical system. This presents a significant
modeling task. It is often simplified by invoking ‘quasi-static’ conditions:
while the transistor is truly a nonlinear dynamical system, we presume that
the dynamics can be considered to be invariant over the range of conditions
that we want to model. This allows us to model the currents and charges in
the transistor as static nonlinearities. We have chosen to adopt a compact
modeling approach that enables the identification of the component parts
of the device and apply appropriate modeling techniques for these parts.
In other words, we have approached the modeling of the power transistor
in a compartmentalized or segmented fashion, and under the quasi-static
assumption.

From the perspective of compact model generation, the most important
mathematical model classification is between linear and nonlinear models.
We shall outline some important attributes of functions that are used during
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the generation of linear models of passive components, and in the develop-
ment and generation of nonlinear models of active semiconductor devices.
The three most important attributes of the model functions that need to be
considered are interpolation, extrapolation and sensitivity to measurement
errors.

For the linear components of the transistor, such as the package and the
matching networks formed from the bondwires and MOS capacitors, we
can adopt linear approximation techniques. In the simplest case we will
transform the measured S-parameter data into another linear space such
as Y-parameters, where the frequency dependence can be captured and the
model can be determined by linear regression of the matrix elements over
frequency. Such transformation and fitting methods are described in detail
in the next section.

The active transistor is a nonlinear component: the terminal currents
(and internal charges) vary in a nonlinear manner with the applied voltages
and temperature. The data collected (or transformed linearly through in-
tegration or differentiation) is often multi-variate, and generally no obvious
functional form for the approximation to the data suggests itself. Nonlinear
function approximation is an arduous task, although there are prescriptions
for simplifying the process. A nonlinear function, or dataset, can often be
approximated using a set of basis functions:

y(t) =
∞∑

n=1

ϕn(an, t) (7.4)

where y is the multi-variate output data, for example the gate charge field,
and the ϕ(t) are the basis functions, with the an being the parameters of
the function elements. A fully nonlinear approximation such as this requires
a nonlinear function approximation or optimization method to determine
the parameters an that govern the approximation. Such methods include
artificial neural networks (ANNs), which can be used to model the multi-
dimensional current and charge fields in the nonlinear FET model [2].

Often, the nonlinear function approximation can be made simpler, still
using nonlinear basis functions but by having the fitting parameters outside
of the function:

y(t) =
∞∑

n=1

anϕn(t) (7.5)

This nonlinear approximation is called linear in parameters, and the ap-
proximation can be found by using linear techniques such as least-squares
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or singular value decomposition (SVD) to find the parameters of the non-
linear function [3].

The dataset that is used to generate a model is both discrete, and finite in
size and range. By this we mean that no matter how many data points have
been measured and used during the modeling and function approximation
process, there is always going to be a need to use or evaluate the model for
values of the input variables that lie in between the measured or simulated
points. The ability of the model function to approximate the response in
between the measured data points defines its interpolation capability. Some
approximation functions such as splines can be very accurate at interpolating
the data, their accuracy coming from the definition of the spline function
values and its derivatives at the measured points. In other words, from the
choice of the error function.

The ability of an approximating function to predict the values outside the
range of measured and simulated data is determined by its extrapolation
characteristics. Extrapolation is of great importance in function approx-
imation, and can be classified in two ways. First, we may simply want
the asymptotic behaviour of the function to be well controlled, so that the
function values returned for out-of-range inputs are constrained and well
behaved. We can add to this requirement that the gradients or derivatives
of the function outside the measurement range are also arranged to be well
behaved and in fact can be arranged to guide the simulator back into the
range of known data. These features are often added to the function ap-
proximation after data fitting, not to provide accurate predicted data, but
to assist convergence in the simulator.

Second, we may be interested in the ability of the function approximation
to be predictive; in other words, to be able to provide accurate output data
in regions outside the original measured data space. This could be a simple
extension of the measured data space, so that the function returns values
that can be validated in subsequent measurement. This could also mean
that the function produces the correct result for applied signals that are
not in the same signal class as those used for the transistor characterization
and model extraction. The latter case is difficult to guarantee, but is a
reasonable expectation if the transistor’s nonlinear dynamical behaviour is
described accurately by the model structure.

Measured data consists of both real information and error. Measurement
error is composed of bias and noise, where bias is a systematic error or
offset introduced during the gathering of the measured data, while noise
is due to random errors, and stochastic processes. In many cases the task
of separating the error from the actual information is quite difficult, if not
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impossible. Therefore, the function approximation should aim to be immune
to the existence of errors. Different classes of functions, for example, splines,
neural networks and polynomials react differently in the presence of non-
negligible amounts of error in the measured data. Careful consideration
should be taken during the function approximation process to avoid the
inclusion of measurement errors. This can be as simple as the choice of the
approximating function itself, or it can be determined by the choice and
method of data collection – for example, using too small a voltage step in
the collection of bias-dependent data can introduce thermal noise into the
data.

The model that we create from the approximating functions by extract-
ing the parameter values is intended to be used in a circuit simulator. For
the design of RF and microwave circuits, harmonic balance (HB) algorithms
are generally used for the simulation of the nonlinear device. The HB al-
gorithm uses the time-domain nonlinear currents and charges to arrive at
the steady-state solution of the problem, while their partial derivatives with
respect to the independent variables (gate voltage, drain voltage, and tem-
perature) are evaluated to assist the simulator in converging to a solution.
The model functions therefore need to have smooth first derivatives and
continuous second derivatives for good convergence properties. Addition-
ally, we may choose to use approximating functions that are differentiable
to higher orders, to enable the prediction of distortion products generated
by the nonlinear behaviour of the transistor. For such predictions to be ac-
curate, the approximating function must display high fidelity to the detailed
curvature of the data itself.

Finally, we should address the complexity of the model function and the
dataset that it requires. Nonlinear behaviour requires several iterations by
the circuit simulator to converge to the solution; the nonlinear model func-
tion should therefore be designed to be as numerically efficient as possible,
without sacrificing accuracy. The combination of compactness of the model
and its accuracy can be captured in measures such as the minimum descrip-
tion length, which combine the size of the approximating function, in terms
of the number of parameters, and the accuracy of the approximation to the
measured data, in one metric. This measure is good for comparing mod-
els of a similar class, such as neural networks, but is not so meaningful for
comparing, for example, neural network models and spline interpolators.
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7.3 Practical Methods for Function Approximation

We shall now turn our attention to some practical methods for data fit-
ting and function approximation that are used in the compact modeling of
transistors. We shall illustrate these methods by some practical examples,
highlighting some of the features of the approximating functions that need
to be considered when building the transistor model. The techniques that
we describe below do not comprise an exhaustive set of the methods that
can be used in transistor modeling, but serve to illustrate some of the more
common methods.

First we consider using the measured dataset itself, or transforms of these
data as the basis of a model. This approach can be used to build table mod-
els, which are generally implemented in the simulator using interpolation
functions, which are also outlined below. The transformation of the data
can also yield a much simpler space in which to approximate the data. Af-
ter this, we outline some simple function approximation methods, including
polynomials, rational functions and spline interpolators, and compare the
relative performance of these methods. We also describe how artificial neu-
ral networks can be used to obtain excellent approximations to multi-variate
data, such as is typically found in the nonlinear modeling of the transistor’s
intrinsic behaviour. Finally, we describe how elementary functions can be
used to build up a model that fits the complex electrical behaviour of the
transistor, while using only a few fitting parameters. This approach relies
heavily on the experience of the modeling engineer in choosing and applying
the appropriate functions.

7.3.1 Data Representation for Compact Model Generation

Once we obtain the description of the electrical system we are going to
model, the discrete data obtained from either measurement or simulation,
we need to ask what is the best representation for the model to capture
its behaviour within a circuit simulator. The task of generating a model
is to find a method in which the data can be represented accurately and
economically, then determine a mathematical expression that mimics the
physical behaviour of the system. In this subsection, we discuss various
representations for model development. In the sections that follow, we shall
review several mathematical techniques used for function approximation.

One obvious method to generate a model or to represent the discrete data
is to use these data directly. Often, measured S-parameters of a microstrip
circuit or a small-signal transistor operating at a single bias are loaded di-
rectly into the circuit simulator. This enables measurement data taken from
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the laboratory, or results from a simulator, to be represented within the cir-
cuit simulator. For example, a small-signal transistor model that needs to
be generated from measured S-parameters can be implemented with the use
of a circuit component designed to read and load the measured data into the
circuit simulator. The measured data can be indexed by the independent
variables used during the data gathering process, for example, frequency,
bias voltages or temperature. This technique finds limited application as it
has significant drawbacks for modeling complex circuits. This approach is
not impossible to implement but it is often impractical, largely for the size
of the dataset. Also, if the data point required by the simulator was not
included in the measured dataset, then multi-dimensional interpolation is
required. This implementation may be acceptable for some types of system
or model, but because of the large dataset required to capture the mea-
surement space and its poor simulation efficiency, this approach is often
limited in applicability. To account for the dynamic behaviour of nonlinear
electro-thermal transistor models, the direct use of the measured data will
not produce a practical model.

Other approaches to represent the measured data directly are often em-
ployed. These methods concentrate on developing a functional description
of the input–output relationship of the device. The resulting equations are
much more compact than the original dataset and the terminal behaviour
of the circuit can be easily reproduced by the circuit simulator. These
techniques are widely employed for the generation of models of passive cir-
cuits [4–6].

But the question remains, for both passive and nonlinear transistor model
development, which is the best representation for the data? This question
is non-trivial and often overlooked, as Gershenfeld articulates in his book
The Nature of Mathematical Modeling, where he notes that one of the goals
of mathematical modeling is to reduce a set of data down to a smaller set
that is more independent than the original [3].

Generic tools like orthogonal transforms, Fourier transforms, wavelets,
and principal component analysis (PCA) are often used to develop models
throughout various fields of science and engineering. These methods trans-
form the dataset from one specific domain into another, in order to resolve
features of the physical behaviour not visible clearly in the original domain.
A trivial, but instructive example, is the development of a mathematical
expression for a sine wave. In the time domain the oscillatory nature of the
wave and its repetitive nature is feature rich. However, by transforming the
signal to the frequency domain via a Fourier transform we see a more simple
representation of the data. Thus, the model can be represented by a couple
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of components, its magnitude and frequency, which preserves the behaviour
of the original signal.

In transistor modeling, we have Kirchhoff’s current and voltage laws which
govern the operation of any electrical circuit. By underpinning our modeling
approach on circuit theory, which must obey these physics-based governing
equations, we have an advantage over models that rely only upon observa-
tional data.

Two main approaches to model development are used when equivalent cir-
cuits or circuit theory is employed. In the first approach, the discrete data
are transformed from their original domain via network theory into another
domain, for example a transformation from S-parameters to Z-parameters.
The domain in which the data can be most easily approximated is selected.
Then any function approximation technique like polynomials, splines, arti-
ficial neural networks (ANNs), or elementary functions, may be applied to
represent the data directly.

Instead of transforming the data from one set of terminal parameters to
another, we can use our knowledge of circuit theory and extract equiva-
lent circuit parameters (ECPs) from the data. Most frequently, both the
equivalent circuit and function approximation techniques are used in uni-
son. Once the data has been transformed into equivalent circuit parameters,
the functionality of these parameters is approximated by one of the afore-
mentioned techniques. It is usually the case that several different equivalent
circuits can be used to represent the data, and the selection criteria are often
based on the difficulty in approximating the ECPs. Selection of the correct
equivalent circuit removes, or reduces in the case of a distributed circuit,
the ECP frequency dependency. When this model is included in the circuit
simulator, the circuit parameters, are passed into the function representing
ECP, the circuit simulator then determines the Y-parameters of the entire
model based on the equivalent circuit parameters values returned by the
approximate functions.

To illustrate these concepts, an ideal transmission line was simulated and
two different transformations using terminal network parameters were used
to represent the S-parameter data shown in Fig. 7.1. The transmission line is
ideal, with no losses, has a characteristic impedance of 40 Ω, and an electrical
length of 90 degrees at 2 GHz. One representation used an equivalent circuit
corresponding to a differential section of transmission line, as derived from
the Telegrapher’s equations. The equivalent circuit parameters are extracted
directly from the impedance matrix of a T-network, containing inductances
in the series branched and a shunted capacitor. The equivalent inductance
and capacitance can be extracted directly from the Z-parameters of the
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transmission line,

L1 =
Im(Z11 − Z12)

ω
(7.6)

L2 =
Im(Z22 − Z12)

ω
(7.7)

C =
−1

ω Im(Z12)
(7.8)

where ω is the radial frequency and Zij are the two-port impedance matrix
elements [7]. Since the transmission line is symmetrical (L1 = L2), the total
inductance of the transmission line can be expressed as L1 + L2.

An alternative representation employs the ABCD-parameters of a trans-
mission line. Elementary functions within the ABCD-representation capture
the distributed nature of the transmission line. For a lossless transmission
line the ABCD-parameters are,[

A B

C D

]
=
[

cos βl Zo sinβl

Yo sin βl cos βl

]
(7.9)

where l is the length of the transmission line, Zo is the characteristic
impedance, Yo = 1/Zo, and β is the propagation constant. Zo can be ex-
tracted directly,

Zo =

√
B

C
(7.10)

From β the relative permittivity of the medium can be obtained,

β =
cos−1(A)

l
(7.11)

εr =
(

βco

ω

)2

(7.12)

where co is the speed of light in a vacuum. Thus, for the lossless case, the
characteristic impedance and the effective dielectric constant can completely
represent the behaviour of the transmission line. Only these two parameters
are required to represent the behaviour of the transmission line.

The S-parameters, the extracted equivalent circuit parameters, Zo, and
εr are plotted in Fig. 7.1. Examining these plots we see that Zo and εr are
constant with respect to frequency, while the inductance and capacitance
are strong functions of frequency. By adopting an ABCD-representation of
a transmission line we have removed the frequency dimension in the model,
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Fig. 7.1. Representations of a transmission line using (a) S-parameter data, (b)
equivalent circuit parameters and (c) parameters for an ABCD representation,
showing the progressive reduction in data dimension.

since it is incorporated in the elementary equations describing the voltage–
current relationship at its ports. As a result, only a single data point is
required to generate a model of the transmission line.

This pedagogical example illustrates the earlier argument that finding the
best representation of a circuit can lead to a more compact representation for
the model. The transformation of the output space through a set of equiva-
lent circuits or representations can be very advantageous if the transformed
functional behaviour is easier to approximate and easier to extrapolate or
control. The transmission line example, presented above, illustrates both of
these advantages.

In the general case, determining correct transformation can be very dif-
ficult, unless some prior knowledge about the system exists. In the case of
transistor models and transmission line elements, the prior knowledge takes
the form of existing equivalent circuits. So it is possible to transform the
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discrete data obtained from either measurement or simulation into equiva-
lent circuit parameters. If a good equivalent circuit is selected, the resulting
functionality of the equivalent circuit parameters will be easier to approxi-
mate than the original data. If the model and equivalent circuit are selected
a priori the number of measurements or simulations required to generate
the discrete data can be minimized thereby reducing the effort required to
characterize the circuit.

7.3.2 Polynomial Functions

A polynomial is a power series with constant coefficients and integer expo-
nents, and is of the following general form:

y(x) = a0 + a1x + a2x
2 + .... + anxn (7.13)

Polynomial functions are probably the most frequently used method for the
approximation of arbitrary datasets. They have a simple structure; they
are linear in the coefficient parameters, which means that the linear least-
squares method can be used to determine the coefficients and hence obtain
the polynomial approximation to the data. Polynomial functions are also
easy to evaluate, and they are continuous and smooth. These properties
make polynomials attractive for approximation of many classes of problems,
but in their simplicity lay several important limitations. In particular, the
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Fig. 7.2. Measured drain current versus gate-to-source voltage data in the vicinity of
the threshold voltage, and an approximation by a quadratic polynomial, or ‘square-
law’ relationship, reflecting the model expression of eq. 7.14.
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Fig. 7.3. Measured drain current versus gate-to-source voltage data, and approx-
imations using even-order polynomials, over the whole of the measured dataset.
The square-law approximation is quite poor over this data range.

interpolation and extrapolation properties of polynomials are quite poor.
For example, high-degree polynomials can provide a very small error ap-
proximation to the data, but can have an oscillatory response in between
the data points used to for the fit. Outside the range of values of the data,
the quality of the fit can deteriorate quite rapidly. We shall illustrate some
of these good and bad features of polynomial function approximation with
a few examples.

We have seen in earlier chapters that the drain current in a MOS transistor
has the following ideal relationship with the controlling gate voltage:

Id = β(Vgs − Vt)2 (7.14)

This expression is often modified to accommodate the physical effects and
nuances in the threshold and sub-threshold regions, and to describe the
nearly linear relationship in the saturation region of the drain current char-
acteristics, which results from velocity saturation effects. In Figs. 7.2 and 7.3
we can see that the square-law approximation is very good, but only in the
threshold region of the drain current–gate voltage characteristic, and that
higher-degree polynomials are required to obtain a good fit to the measured
data over the whole range of gate voltage. Figures 7.3 and 7.4 show how
the approximation generally improves as the polynomial degree is increased.
From these figures we can also see that the polynomial functions can diverge
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Fig. 7.4. Measured drain current versus gate-to-source voltage data, and approxi-
mations using even-order polynomials, over the whole of the measured dataset.

dramatically from the data outside the range of the fit, demonstrating the
poor extrapolation property of polynomial function fitting. The divergence
increases with polynomial degree. We can also detect some oscillatory re-
sponse within the data range for some of these polynomial approximations.
Nevertheless, polynomial approximations are easy to implement and quick
to evaluate in many simulators and mathematical packages, making them
popular, at least for initial investigations of data fitting and function ap-
proximation.

7.3.3 Rational Functions

A rational function is simply the ratio of two polynomials:

y =
a0 + a1x + a2x

2 + ... + an−1x
n−1 + anxn

b0 + b1x + b2x2 + ... + bm−1xm−1 + bmxm
(7.15)

where n and m are non-negative integers that define the degrees of the
numerator and denominator polynomials, respectively. The numerator and
denominator define the zeros and poles of the model function. The constant
parameter b0 is usually set to one (by division through the numerator and
denominator), reducing the number of parameters to be fitted in the model
by one. Rational function models are also known as Pade approximations.
The rational function family includes the polynomials, which comprise the
set when the denominator is a zero-order polynomial, that is, a constant.
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Fig. 7.5. A MOS capacitor C–V data fitted with 3rd, 5th, 7th, and 9th-degree
polynomials.

Rational function models offer several advantages over the more simple
polynomial models. They can take on a much wider range of shapes com-
pared with polynomial expressions, which means that they can often be
used to model structures with high curvatures, using only moderate degrees
in the numerator and denominator, resulting in fewer coefficients overall
than a comparable polynomial fit. Rational function approximations also
offer superior interpolation properties than polynomials, and are typically
smoother and less oscillatory. Further, the extrapolation characteristics of
rational function models are better than polynomials; their asymptotic be-
haviour can be tailored to model the desired dataset outside the domain of
interest, through

y|lim x→∞ ≈ an

bm
xn−m (7.16)

This ability to adjust the fit of the model both within the data domain and in
extrapolation, enables the user to obtain good agreement with a particular
theoretical behaviour.

These features are illustrated in Figs. 7.5, 7.6 and 7.7, in which polynomial
and rational function models have been determined for a MOS capacitance–
voltage relationship. The capacitance–voltage curve has a particularly sharp
change in curvature at the threshold voltage, which requires a very high-
degree polynomial to fit the shape of this curve accurately: a smooth fit
is obtained with a 19th-degree polynomial. The lower-degree polynomials
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Fig. 7.6. The same MOS capacitor C–V data fitted with a 19th-degree polynomial,
showing acceptable accuracy in the data domain, but poor extrapolation behaviour.

yield oscillatory behaviour in the data domain, impairing the interpolation
capability. The extrapolation of the high-degree polynomial is also poor:
outside the data domain the model function can ‘take off’ very sharply. In
contrast, the rational function model produces a smooth fit within the data
domain, and the extrapolation is also well behaved, as it is controlled by the
asymptotic properties of the model. This rational function is sixth-degree
in both numerator and denominator – a sixth/sixth model – or thirteen
fitted parameters in total, fewer in number than required for the polynomial
model.

Rational functions, like polynomials, are generally easy to evaluate, al-
though there are some potential difficulties that can arise. Unconstrained
rational function fitting can, at times, result in undesired vertical asymptotes
owing to roots in the denominator polynomial. If the function evaluation is
close to one of these roots of the denominator polynomial, that is, a pole
of the model, then a large error in interpolation could occur in this region.
It should be borne in mind that when using a rational function approxima-
tion, poles are always introduced into the model, even though there may
have been none in the original data or function.

In building a rational function model, the question of how to choose the
degrees of the numerator and denominator for a given data shape needs to
be addressed. Some simple observations for the asymptotic behaviour can
be used as a guide:
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Fig. 7.7. The same MOS capacitor C–V data fitted with a 6th/6th rational function,
showing good model fit in the data domain, and excellent extrapolation behaviour.

(i) if the numerator and denominator are of the same degree, n = m,
then the horizontal asymptote is given by an/bm;

(ii) if n < m, then the horizontal asymptote is y=0; and
(iii) if n > m, then the function tends to infinity at large x.

From these simple observations, a rational function model can be built
and tested. The starting values for the parameters can be found from a
simple linear fit, using p points from the data set for the p parameters in
the model. For example, a quadratic/cubic rational function model

y =
a0 + a1x + a2x

2

1 + b1x + b2x2 + b3x3
(7.17)

has six parameters, so we need six data points; choosing six pairs of {x, y}
from the dataset, and re-arranging eq. 7.17 for each pair of points, we get
six linear equations in the parameters, an and bm

y(1) = a0 + a1x(1) + a2x(1)2 − b1x(1)y(1) − b2x(1)2y(1) − b3x(1)3y(1)
...

y(6) = a0 + a1x(6) + a2x(6)2 − b1x(6)y(6) − b2x(6)2y(6) − b3x(6)3y(6)
(7.18)

The coefficients can be estimated using a linear least-squares algorithm, and
used as the starting values in the rational function approximation for the full
dataset. As with polynomial function fitting, the degrees of the numerator
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and denominator polynomials need to be increased until a suitable model
error is obtained.

In summary, rational functions offer a flexible data fitting method, and
the asymptotic properties can be controlled, resulting in good extrapola-
tion behaviour. Rational function models are particularly appropriate for
modeling networks, functions, and data structures in the frequency domain,
where the pole-zero representation is quite natural.

7.3.4 Splines

We have seen that the polynomial and rational functions are capable of pro-
ducing an accurate approximation to data, but to get this accuracy over
the whole dataset requires us to use high-degree polynomials, which can
introduce problems with ringing and poor extrapolation. This is because
these methods are global function approximations, whereas the detail in the
data is often local. We have also seen that low-degree approximations can
yield a good fit over a limited range of the data: the square-law approxi-
mation to the drain current–gate voltage relationship in the neighborhood
of the threshold voltage is a good example of this, as shown in Fig. 7.2. By
using polynomials to fit the data over small intervals, and stitching these
local functions together with suitable matching conditions at the interval
boundaries, we can obtain an accurate fit to the whole dataset, while at
the same time using only low-degree polynomial functions. These piecewise
polynomial approximations are known as splines.

The cubic spline fits the data values with a cubic polynomial that is
smooth in the first derivative and continuous in the second derivative, both
within the interval and at the interval boundaries. The cubic spline can be
developed from a consideration of interpolation in the interval between two
adjacent points in the dataset, {xj , xj+1}. Linear interpolation essentially
fits the data with a piecewise linear function; the slope is constant in the
interval, but discontinuous at the interval boundaries or data points, and
the second derivative is not defined. A cubic interpolating function has a
second derivative that will vary linearly across the interval, and so meets the
requirement for continuity. The first derivative of the cubic polynomial is
then arranged to be equal to the first derivative calculated at the end of the
previous interval, at xj ; the first derivative of the cubic function in the next
interval is then calculated to be equal to the value of the cubic function in
the interval {xj , xj+1} at xj+1. The value of the cubic polynomial itself at
the end points of the interval is made equal to zero, and so does not affect
the data values at these points, {yj , yj+1}. From these constraints, and the
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Fig. 7.8. Measured drain current versus gate-to-source voltage data, and a cubic
spline interpolation that passes through each measured data point, giving an excel-
lent fit to the data.

boundary conditions at the end points of the dataset, a cubic polynomial
for each interval can be designed, such that the whole dataset can be in-
terpolated, with the interpolating function passing through each point in
the dataset. This is a natural cubic spline, and an example of interpolation
using such an approach is shown in Fig. 7.8.

An attractive feature of this form of interpolation or approximation is that
the splines for the entire curve can be calculated using only three values for
each data point on the curve, the nearest neighbours {yj−1, yj , and yj+1}.
The approximation is therefore a local one. The data can be written as
a tri-diagonal sparse matrix, and hence calculation of the splines can be
performed efficiently using linear techniques. Splines are generally used
for interpolation rather than function fitting, and are often implemented
in the circuit simulator where they can be used to interpolate values from
tabulated data. The smooth and continuous higher-order derivatives of the
cubic spline meet the simulator requirements for function evaluation, and
the spline interpolation is fast and accurate.

An alternative formulation of splines is known as B-splines: the ‘B’ refers
to the Bernstein polynomials, which form the basis functions of the spline
interpolator. The ‘B’ form can be written as a linear combination of splines

N∑
n=1

Bn,kan (7.19)



7.3 Practical Methods for Function Approximation 283

where Bn,k is the nth B-spline of order k for a monotonic sequence of knots
or breaks (tn...tn+k). Bn,k is a polynomial of degree less than k, whose value
is zero outside the interval (tn...tn+k). The B-spline need not go through
all of the data points, but uses the data points or knots to determine the
best interpolation or approximation of the whole dataset. This is a more
general form of writing the spline, and again, being linear in parameters and
having small support (that is, the B -spline is zero outside the interval), can
be solved using linear techniques.

Spline approximation can be extended to two or more dimensions, by the
tensor product of the univariate splines, for example

N∑
n=1

M∑
m=1

Bn,k(x)Bm,j(y)an,m (7.20)

An alternative multi-dimensional spline formulation is the thin-plate
spline, which uses a radially symmetric function as the basis function for
the data approximation; for example, in two dimensions

f(x) =
n−3∑
j=1

ajΨ (x − cj) + linear terms (7.21)

where x is a vector of points in the data space, the aj are linear coefficients,
and cj are values of x which are the centers of the radially-symmetric func-
tions in the data space. The radial basis function Ψ is often a Gaussian
function. An important feature of this function is that it is defined every-
where in the data space, and so there is no need to track interval boundaries.
On the other hand, it is desirable for the radial function to fall to a negligible
value for a large value of (x – cj), so that the influence of the basis function
is restricted to being local. Thin-plate spline approximation has been used
to good effect in the approximation of loadpull measurement data for device
validation [8]. For multi-variate function approximation, however, a more
general approach is to use artificial neural networks, of which the thin-plate
spline is but one specific example.

7.3.5 Artificial Neural Networks

Artificial neural networks have become a popular method for multi-variate
nonlinear function approximation or data fitting. The reasons behind this
popularity include such factors as: ease-of-use – there are many general-
purpose and application-specific software tools available, for example, the
Matlab® Neural Network toolbox [9]; wide applicability – the technique has
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been developed for many technical fields; and the potential for high accu-
racy of function approximation, which is often realized in practice. This
last feature is supported by a theoretical proof stating that a single-layer
neural network can, in principle, approximate any nonlinear function to an
arbitrary degree of accuracy, given certain provisos [10]: the universal ap-
proximation theorem. Neural networks have a regular structure that enables
rapid evaluation in matrix-oriented software, and hence they are suitable for
implementation in circuit-based simulators [11].

A neural network is a general, parameterized, nonlinear mapping between
a set of input variables and set of output variables (or data). As we have
seen, such mappings can be created using polynomials or rational functions,
provided that there are enough terms in the approximation, that is, the
polynomial is of sufficiently high degree. For a polynomial of degree M ,
the number of free parameters for a space having dimensionality d, is pro-
portional to dM [12]. Therefore, to achieve a high accuracy in a multiple-
dimension space, a large number of free parameters must be determined.
The greater the number of dimensions, the more free parameters are re-
quired. This means an increased complexity of the polynomial, increased
memory requirement for coefficient storage, and reduced computational ef-
ficiency of the function evaluation. This problem is known as the curse of
dimensionality [3].

One of the most significant advantages of neural networks as a function
approximation technique lies in the manner in which they deal with this
problem of scaling with dimensionality. Since the functions of the neural
network are adapted as part of the training process, the number of functions
has to be increased only as the problem complexity increases, not simply as
the dimensionality of the problem grows. For neural networks, the number
of free parameters typically grows only linearly or quadratically with the
dimensionality of the input space [12]. Therefore, for multi-variate function
approximation, neural networks have significant advantages over other tech-
niques, as they permit a compact representation of a multi-variate function,
requiring minimal storage of coefficients and being very efficient to evaluate.

An artificial neural network is a system of interconnected nodes, called
neurons. The function of each neuron is to take a weighted sum of all of its
inputs, the induced local field, which is then operated on by some transfer
function, called an activation function, to produce an output signal. The
activation function can be a linear function, or a nonlinear function that
is smooth and differentiable. A schematic representation of a neuron is
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(a) A single neuron (b) A single layer network

Fig. 7.9. Schematic representations of a single neuron and a single layer neural
network.

illustrated in Fig. 7.9(a). The mathematical description of the neuron is [13]:

yi = φ(vj(n)) (7.22)

where φ(·) is the activation function, and vj(n) is the induced local field of
neuron j, defined by

vj(n) =
m∑

i=1

wji(n)xi(n) + bi (7.23)

Here m is the total number of inputs into neuron j and bi is a bias or offset
signal applied to neuron j. The wji is the weight of the link that connects
the output of the jth neuron to the input of the ith neuron.

The neurons are typically arranged in layers. A simple single hidden layer
neural network is shown in Fig. 7.9(b). The ‘hidden’ refers to the layer of
neurons in the middle, which has no direct connection to the outside world.
For nonlinear function approximations, the hidden layer has a nonlinear
activation function, and the output layer, a single neuron in this example,
has a linear activation function. The output of the single layer network,
F (x), where x = [x1, x2, . . . , xm], is given by,

F (x) =
n∑

i=0

αiφ

(
m∑

i=0

wji(n)yi(n) + bi

)
(7.24)

where m is the number of neurons and n is the number of input variables.
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The key to obtaining an accurate function approximation is the accurate
estimation of the free parameters: the number of neurons required, and the
values of the interconnecting weights. The process of finding the free param-
eters of the neural network is called training, and many training techniques
have been developed [12–15]. This training process is a nonlinear optimiza-
tion problem, where the goal is to minimize the error vector formed by the
difference between F (x) and the function to be approximated, f , or the mea-
sured data. For a network with a given number of neurons, the error is min-
imized by adjusting the weights of the interconnections between the neurons
in the network wji. To obtain the optimal network, in one approach, hidden
neurons are successively added to the network and the network trained un-
til the best error estimate is obtained. Another approach involves training
a neural network that contains a larger number of neurons than required;
pruning techniques are then used to remove unnecessary neurons [16]. One
of the goals of the training is to obtain a network that is capable of ‘gener-
alization’: the ability to predict the correct output for input data that was
not used in the training dataset. This is essentially what we require from
the function approximation of discrete measured data. Training techniques
for improving the generalization of a neural network include ‘early-stopping’
using cross-validation, in which different subsets of the measured data are
used for training and validation, with the validation being carried out pe-
riodically during the training to assess whether a suitable minimum in the
error surface has been reached [12,13,17,18].

As noted earlier, the universal approximation theorem for neural networks
has helped to establish neural networks as a significant method in the field
of function approximation. This theorem states that a network with a single
hidden layer of neurons is capable of approximating any given function, with
any degree of accuracy, provided the activation functions are non-constant,
bounded and monotonically increasing [10]. As this theorem is only an
existence theorem, it does not predict the optimal number of neurons, nor
does it indicate whether a single layer of neurons is better than a many-
layered structure in terms of the function approximation.

A known problem with a neural network containing only a single hidden
layer is that the neurons tend to interact with each other globally: modifying
the weights to make the approximation better at one point in the data will
degrade it at another. This global interaction can be overcome through
the use of two hidden layers. Neurons in the first layer tend to partition
the space into sub-domains and other neurons learn to approximate the
function locally. The second layer fits more global features. That is, the
outputs of the first layer tend to operate only on localized areas of the
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Fig. 7.10. Neural network approximation of the gate charge surface for an LDMOS
transistor.

function range and output zero elsewhere. The second layer combines these
localized regions [13].

We shall demonstrate the capability of neural networks as function ap-
proximators in nonlinear transistor modeling by using as an example the
conservative gate charge field described in Chapter 6. The gate charge is
a function of both the gate and drain voltages. Its value at a given set of
instantaneous gate and drain voltages is calculated by performing a contour
integral of the total small-signal gate capacitance along the gate voltage
and the small-signal gate-to-drain capacitance along the drain voltage, from
some bias point, as described in eq. 6.52. The gate charge is obtained from
the contour integrals at every point in the Vgs–Vds bias space at which the
S-parameters were measured to give the small-signal equivalent circuit ca-
pacitance parameters.

The gate charge surface is an observational result: we have no a priori
simple functional description for this surface. To approximate the charge
surface we have used a two-hidden-layer network, with seven neurons in
each layer. The hyperbolic tangent was used for activation function in each
hidden layer, and the output layer used a linear function.

The fitted gate charge data for an LDMOS transistor is shown in Fig. 7.10.
In this figure, the charge surface appears to be almost flat, of a constant slope
in the Vgs direction, indicating an approximately voltage-independent gate
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Fig. 7.11. The error surface of the difference between the neural network approxi-
mation to the gate charge and the charge derived from the measured RF data.

capacitance. For a MOS transistor, this is, to first order, a reasonable ex-
pectation: the gate capacitance is approximately equal to the parallel-plate
oxide capacitance, with the semiconductor ‘electrode’ being attributable to
the channel electrons in inversion, and to the depletion charge below thresh-
old. A careful examination of the gate charge plot reveals slightly different
slopes in inversion and below threshold, some small curvature along the
drain voltage axis, and some structure in the active region, though this de-
tail is extremely small. To verify that the neural network approximation
to the gate charge data is accurate, we compare the model function with
the data obtained from integration of the measured capacitances. The dif-
ference between the data and the neural network approximation is shown
in Fig. 7.11, and shows only random errors at below 1% relative error. An
alternative view of this difference is presented in Fig. 7.12. Here we show
the gate charge values for the neural network approximation and the data
for various values of the gate voltage, over the range of the drain voltage.
We obtain a ‘dots-on-lines’ graph, which indicates that the neural network
has returned the correct value of the charge. These two figures show that
the neural network is capable of approximating this data very accurately.

While the comparison between model and data shows that the neural
network can approximate the discrete charge dataset, of more practical value
if this model is to be used in the context of a circuit simulator, is the ability
of the neural network to approximate the capacitance functions. In Fig. 7.13,
the line gradient of the neural network approximation is compared with the
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Fig. 7.12. Slices of the gate charge surface over the drain-to-source voltage, for
several values of gate voltage, showing good agreement between the data and the
neural network approximation.

numerical derivative of the charge surface. The derivatives are taken with
respect to the gate-to-source voltage, and will therefore yield the total gate
capacitance, which is dominated by the gate-source capacitance in this MOS
transistor. The derived capacitance from the neural network agrees with the
small-signal capacitance derived from the S-parameter measurements for this
7.2 mm gate-width test device. The smoothness of these curves illustrates
the smooth function approximation capability of the neural network, and
its suitability for this class of nonlinear modeling.

One drawback that has been observed with neural network function ap-
proximation is that they can have poor extrapolation properties if the train-
ing has not been performed with the objective of building good generaliza-
tion properties [19]. The extrapolation behaviour tends to degrade as the
number of dimensions or inputs to the network increase. One technique for
improving the generalization and extrapolation is to incorporate prior knowl-
edge of the function to be fitted. The reasoning for this is that for inputs
outside the data range, the priors will dominate. A practical example of this
is the knowledge-based neural network (KBNN). Within a KBNN, some of
the neurons are coded with an analytical approximation for the function to
be approximated, and these are combined with the regular neural network.
This ‘knowledge’ provides extra information about the target function or
data to be fitted, and can help reduce the amount of training data required,
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and improve the accuracy of the function approximation, both within the
dataset, and in extrapolation. There are several successful examples of using
knowledge-based neural networks for device modeling [11,20–23].

7.3.6 Elementary Functions

In the previous sections we have shown several function approximation tech-
niques that are used commonly during the modeling of RF and microwave
structures and devices. All of them are quite flexible and generic and do not
require a detailed knowledge of the characteristics and underlying physics
of the problem to approximate the data successfully. As previously demon-
strated, this flexibility does come at a price, for example, poor interpolation
and extrapolation qualities, large number of parameters and added com-
plexity, among others.

At times the modeling engineer is presented with the opportunity to use
certain elementary functions that, by their nature, more closely resemble the
physical properties or behaviour of the structure or device being modeled.
Elementary functions are algebraic combinations of fundamental functions,
like exponents, trigonometric functions, and so forth. Within the domain
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of empirical models, the use of elementary functions can provide a wide
range of advantages. This is especially true when there is some information
about the physical properties of the problem, which can hint at the generic
functionality that describes the relationship between the inputs and the
outputs being modeled.

The selection and development of an appropriate elementary function can
improve its extrapolation qualities outside the fitted space. In addition,
if the elementary function is developed using physical principles governing
the behaviour of the device or structure, the model parameters used in the
function could represent specific physical parameters or properties, which
could allow the user to understand and adjust the model for changes of that
particular physical property.

The usage of elementary function approximations brings a new set of
challenges and issues that need to be addressed. The development of an
appropriate function does not typically follow a clear and automated process,
and at times it could be slow and difficult, bordering into a craftsmanship
activity. Because elementary functions are developed to approximate the
behaviour of a specific set of data, structure or device, they do not tend to
be generic or transportable. For example, if a function is developed to fit
accurately the nonlinear current of a silicon LDMOS device, the equation
and the fitting flexibility of its model parameters might not provide the
required level of accuracy to reproduce faithfully the nonlinear drain current
of a gallium arsenide PHEMT device.

To capture highly nonlinear behaviour, the complexity and the number
of model parameters of the elementary function tends to increase to ac-
commodate the requirements imposed by the data. This often leads to a
non-trivial fitting or parameter extraction process to arrive at a meaning-
ful and robust solution. This means that the modeling engineer’s job is
not completed simply by finding a good functional expression, but a model
extraction procedure needs to be developed as well.

During the modeling of the nonlinear drain-to-source current of FETs,
the use of the hyperbolic tangent as a basis for elementary function develop-
ment is quite common [24–27]. As an example, we will now show the non-
linear drain current equation used in the MET LDMOS model [28], which is
an electro-thermal model that can account for dynamic self-heating effects
and was specifically tailored to model high power RF LDMOS transistors
used in base-station, digital broadcast, land mobile and subscriber appli-
cations. The MET LDMOS is an empirical large-signal nonlinear model,
which contains a drain current description that is single-piece and continu-
ously differentiable, and includes static and dynamic thermal dependencies.
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The model is capable of accurately representing the drain-to-source current–
voltage characteristics and their derivatives at any bias point and operating
temperature. This single continuously-differentiable drain current equation
models the sub-threshold, triode, high current saturation and drain-source
breakdown regions of operation.

The forward bias drain-to-source current equation is given by the following
set of equations:

Vgst1 = Vgs − (V TO + (GAMMA ∗ Vds)) (7.25)

Vgst2 = Vgst1 −
1
2
(Vgst1 +

√
(Vgst1 − V K)2 + DELTA2

−
√

V K2 + DELTA2)
(7.26)

Vgst = V ST ∗ ln
(

e
Vgst2
V ST +1

)
(7.27)

VBReff =
VBR

2
(1 + tanh [M1 − Vgst ∗ M2]) (7.28)

VBReff =
VBR

2
(1 + tanh [M1 − Vgst ∗ M2]) (7.29)

Ids = (BETA)
(
Vgst

V GEXP
)
(1 + LAMBDA ∗ Vds)

tanh
[
Vds ∗ ALPHA

Vgst

](
1 + K1 ∗ eVBReff1

) (7.30)

The last equation combines a hyperbolic tangent function, which provides
good fitting flexibility in the linear and saturation regions, with an expo-
nential function, which is used to describe the breakdown characteristics
of the transistor. To provide an accurate description of the drain current
dependency with the gate-to-source voltage, several expressions are used to
map the measured voltage to a different space. This provides a logarithmic
change in drain current in the sub-threshold region and a monotonic drain
current saturation (transconductance going to zero) at high voltages.

An example of the quality of fit that can be achieved with this kind of
equation for a high-voltage LDMOS device is shown in Fig. 7.14. This
complex elementary equation provides very good extrapolation and inter-
polation characteristics, while keeping the number of fitting parameters to
only fifteen. This number of parameters is small compared with the amount
of parameters that will be required if more generic function approximations
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techniques are used. In addition, several of the model parameters in the
equations have meaningful correlations to physical parameters of the de-
vice, for example, VTO is the threshold voltage, VST is the sub-threshold
current slope and VBR is the drain-to-source breakdown voltage of the tran-
sistor at zero gate-to-source voltage.

The rest of the parameters are used to improve the fitting quality in the
different regions of the data. For example, GAMMA is used to adjust for
VTO changes with drain-to-source voltage; the parameter LAMBDA is used
to control the output conductance in the saturation region; and ALPHA
controls the output conductance in the linear region. The VK and DELTA
parameters are used to adjust for the transconductance collapse at high
gate-to-source voltages which yield to a maximum drain-to-source current
or Imax. The rest of the parameters provide fine adjustments to the overall
shape of the elementary function approximation.

7.4 Conclusions

In this chapter we have presented some of the different approaches to func-
tion approximation of the measured data used in building compact transistor
models. There are various degrees of complexity of the functions available
for data fitting, and we have illustrated the degrees of freedom that the
modeling engineer has in choosing an appropriate function for a given set
of data. For example, artificial neural networks are more suitable for the
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function approximation of problems with high dimensionality, whereas a
polynomial approximation may be more appropriate for fitting a curve that
is a function of a single variable.

Some of the key attributes of function approximation to measured data
have been highlighted for consideration in the building of a compact model.
These include issues of interpolation between the measured data points, and
extrapolation beyond the range of the measured dataset. It is important to
keep in mind that the goal of the function approximation is to provide a
continuous description of the data, in a more compact representation that
can be implemented easily in a circuit simulator; issues such as speed and
accuracy of evaluation, and convergence of the function need to be consid-
ered. In the next chapter we describe how these mathematical models are
implemented in the circuit simulator, and the steps that need to be taken
to verify this implementation.
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8

Model Implementation in CAD Tools

8.1 Introduction

The ultimate goal for a modeling engineer is to see the model that he has
developed be used successfully by circuit designers in their CAD simulations
of circuits and design of new products. All of the hard work in the char-
acterization, construction, and mathematical analysis of the transistor to
produce the compact model is only of value if it enables the circuit designer
to be more confident in the design, and to produce better circuits. The de-
sign cycle is often speeded-up when better models are used. These goals and
outcomes follow from the ‘Law of Simulation and Modeling’ that states: ‘a
model is (mostly) useless unless it is embedded in a simulator.’ A successful
model is one that is used, and is used in the design of successful products.

The implementation phase is therefore an essential element of any model
development. The practical implementation in the CAD tool can take many
forms, from an equivalent circuit composed of basic circuit elements already
available in the simulator, to programming of the mathematical expressions
in a high-level software language. To create a successful model, the modeling
engineer needs to be involved in the detail of the implementation process:
it is fully a part of the model development and deployment. The basic
knowledge of how the simulator operates, its methods of solving the circuit
equations and arriving at convergence, is invaluable in the implementation
of a model that is accurate, fast, and easy to use.

For the sake of simplicity, we shall refer to the design software packages
delivered by electronic design automation (EDA) vendors for the computer-
aided design of circuits and ICs as ‘CAD tools’. Information about simula-
tors and CAD tools can be found in the user guides and books that describe
how to use the simulator, its commands, and so forth. Such sources are
usually more concerned with providing the user with the means to run a
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simulation successfully, rather than with describing its inner workings. On
the other hand, the treatises on how to design and construct the algorithms
for solving the matrix equations in the simulator are often too focused to
be of assistance for model development. A useful text that describes how
the various simulation tools work, arrive at convergence, and how to get the
best from the simulator, is the book by Kundert [1].

In this chapter, we shall present some of the aspects of model implemen-
tation that the modeling engineer should consider in building the compact
model into the CAD tool. We shall focus on the general principles and tasks
that need to be undertaken in building the mathematical model of the tran-
sistor into a simulator in order to illustrate the requirements that need to
be satisfied for the construction of a successful compact model in the target
CAD tool. In particular, we shall describe some of the methods for imple-
menting the model in the simulator, and highlight the need for verification
of the model implementation, indicating some examples of the tests that can
be carried out. We shall not embark upon an exhaustive catalogue of tech-
niques of how the model can be implemented, nor a line-by-line description
of the software that might be used. This approach would be too specific and
detailed to be of general utility.

We shall also consider aspects of model portability between simulators, of
intellectual property (IP) protection, and the building of libraries or design
kits to support RFIC and PCB-level design. We shall begin with a brief re-
view of the various classes of simulator, including descriptions of convergence
requirements, and how the compact model interacts with the simulator.

8.2 An Overview of the Various Classes of Simulator

Circuit simulators became important in the 1960s and 1970s with the growth
of the market for integrated circuits. As the circuits became larger and more
complicated, hand-design became impossible, so simulation became an es-
sential part of the design process. It is also necessary to evaluate the design
before committing to die-level manufacturing, since it is not possible to
adjust or ‘tune’ a mass-produced monolithic integrated circuit after manu-
facture. Many of today’s circuit simulators have their roots in the SPICE
simulator [2] developed at the University of California at Berkeley. SPICE
is basically a time-domain simulator, calculating the circuit response at suc-
cessive time-steps; it has DC and small-signal AC simulation capabilities
included. Many of the commercial CAD tools employ proprietary numerical
techniques in their simulators, and for RF and microwave applications, the
suite of simulators often includes nonlinear frequency domain solvers.
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The SPICE simulator has its origins as a class project of Prof. Ron Rohrer
at Berkeley. The first SPICE simulator was written by Nagel and Peder-
son [2], and was released in 1972, with SPICE2 following in 1975: this
became the de facto standard for analogue circuit simulation. It owed its
popularity partly to the fact that it included passive and active device mod-
els as part of the simulator, which was unusual at the time. The Gummel–
Poon integral charge control model for the bipolar transistor [3] and the
Shichman–Hodges quadratic FET model for the MOSFET and JFET de-
vices [4] were the state-of-the-art models that were included. The SPICE
simulator was also robust, accurate, and easy to use. Much of the devel-
opment of SPICE focused on accurate and efficient numerical methods for
solving the circuit equations, nonlinear equation solution techniques, sparse
matrix techniques, and semiconductor device compact modeling [5]. Mostly,
though, one suspects that SPICE was popular because it was free.

The 1980s saw many developments in the field of circuit simulators. Sev-
eral IC manufacturers developed their own in-house variants of SPICE. This
was because circuit simulation was an essential part of the design of the IC,
and having a sophisticated simulation tool was seen as a competitive advan-
tage. Commercial CAD vendors also began to appear, with CAD packages
offering a SPICE-like simulator, often with proprietary algorithmic develop-
ments, along with other features such as schematic-entry circuit elements,
component layout, schematic and layout verification, and so forth, inte-
grated into a single software package. SPICE3 was released by the Berkeley
group in the late 1980s, offering improved software architecture, though with
substantially the same algorithms.

At this time the first RF and microwave CAD simulators became avail-
able. These tools focused on S-parameter and noise simulation, in addi-
tion to DC simulation, as many microwave devices were described by their
frequency-dependent S-parameters or small-signal equivalent circuit mod-
els. These tools were quite successful, essentially offering automated Smith
chart capability, and usually coming with a library of frequency-domain
transmission-line and related distributed components, which SPICE and
similar time-domain packages do not model so well.

Probably the most far-reaching development in the 1980s was the har-
monic balance simulation technique. This method computes the steady-state
solution of nonlinear circuits in the frequency domain, and was targeted for
use in microwave circuit simulation, where the traditional time-domain tech-
niques can require millions of time-steps before the steady-state condition is
reached, making the circuit simulation an expensive exercise. The harmonic
balance simulator, called Spectre, was developed by Kundert while studying
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in the Berkeley group [6]. This simulator was adopted by Hewlett Packard
for their Microwave Nonlinear Simulator (MNS), which was a significant
part of the MDS™ CAD tool, and remains a central feature of Agilent’s
ADS™, and is also used by Cadence™. All of the microwave CAD vendors
now offer harmonic balance as one of the main algorithms in their software.

At the International Microwave Symposium in 1996, the circuit envelope
simulation technique was announced separately by Sharrit [7] and Ngoya [8],
with Hewlett Packard filing a contemporary patent [9]. The envelope simu-
lator is directed at the efficient simulation of circuits driven by RF signals
with analogue or digital modulation: the RF response is calculated using a
harmonic balance simulator, and the modulation signal is analyzed using a
time-domain simulator that is stepped at a rate appropriate to the modu-
lation frequency. This overcomes the drawbacks for this class of problems
of traditional time-domain simulation, where the step-size must be on the
RF timescale, and harmonic balance, which would require a large number
of tones to describe the signal.

Another 1990s simulator development was the release of the system-level
simulator from the Berkeley group, called Ptolemy, which has also been
adopted by Agilent in their suite of RF simulators. Ptolemy is a time-
stepping simulator, running at the data clock rate; it can also be thought of
as a simulation controller, calling the ADS RF simulators such as ‘Envelope’,
and also managing co-simulation with the Mathworks Matlab™ simulator for
digital signal processing (DSP). Compact models can be used in Ptolemy
through the system call to the RF simulator.

A recent interest has been in the development of the analogue hardware
description language, Verilog-A, as a simulator-independent tool for model
development and deployment. This has implications for compact model
portability between simulators, and is discussed in Section 8.7.

8.2.1 Circuit Simulation Basics

The simplest type of simulation is the steady-state analysis of the DC oper-
ating conditions of the circuit. The DC analysis is an important component
of the simulator. Repeated applications of the DC analysis for different in-
put signals enable the DC characteristics of a device model to be traced. A
DC analysis is performed before a small-signal frequency-domain analysis or
harmonic balance simulation is carried out, to establish the operating point
of the circuit and the devices in it. A DC analysis is also performed at every
time-step in a transient simulation.
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We shall use the DC analysis to illustrate some of the basic features of
circuit simulation, and hence some of the requirements of the compact model
implementation. The basic purpose of the simulator is to solve Kirchhoff’s
equations for the circuit; for SPICE-derived simulators (and this is virtually
all of them), this is done by setting up a nodal admittance matrix description
of the circuit netlist and solving Kirchhoff’s current equation,

I = f(V) (8.1)

where the individual branch currents are determined from the node voltages
at the ends of the branch. The function relating the branch current to the
voltage can be a simple linear proportional relationship, as for a resistor;
a differential relationship describing a capacitor; an integral relationship
describing an inductor, although in practice an alternative technique is used,
and is outlined later; or a nonlinear function such as those we have derived
for the compact transistor model. The general nonlinear branch current
equation is

i (v(t)) +
d

dt
q (v(t)) + j(t) = 0 (8.2)

with some initial condition v(0) = V 0.
In DC analysis the currents and voltages are steady with time; their time

derivatives are therefore zero: capacitors behave as open circuits, and in-
ductors as short circuits. Further, linear elements are replaced by their real
conductances at zero frequency: this includes transmission line elements.
The equations for DC are derived from eq. 8.2 by setting the time derivative
to zero, and the input signal j(t) is constant. The resulting DC equations
are a set of nonlinear algebraic equations, that is, no derivatives or integrals.
Solving a large system of nonlinear algebraic equations can be a challenge,
and the general method is to use iterative techniques. A common technique
used in circuit simulators is the Newton–Raphson algorithm, which solves
equations that can be written in the form

f (v̄) = 0 (8.3)

Newton’s method takes an initial guess and linearizes the equations about
this point, solves the linearized equations to find a new solution, which then
becomes the initial guess for the next iteration. This is illustrated in Fig.
8.1 with a simple example, and the algorithm can be written for the (k+1)th

iteration as

v(k+1) = v(k) − J−1
(
v(k)
)

f
(
v(k)
)

(8.4)
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Fig. 8.1. Newton’s method applied to finding f(v) = 0, starting with the initial
guess, v(0), and linearizing the function to estimate the next guess, v(1), and so on
until the solution is found.

where J is the Jacobian of the function f

J (v) =
d

dv
f (v) (8.5)

For a circuit comprising N nodes, then v and f (v) are N -vectors, and the
Jacobian is an N×N matrix. This will usually be a sparse matrix, as circuit
connectivity is usually local, and matrix-inversion routines that are quick to
execute have been developed for sparse matrices [10].

The Newton–Raphson method is guaranteed to converge if the function
f is continuously differentiable, and the initial guess is close enough to the
solution (among certain other requirements). The choice of the function f is
made by the modeling engineer, and it is his responsibility to ensure that the
model function has a continuous first derivative, and that its second deriva-
tive exists, to satisfy the first convergence criterion. Of course, the second
criterion cannot be guaranteed, although there are several ways of getting
a better initial condition for the simulation; these are often documented in
the user guide for the particular simulator.
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The iteration of the Newton method proceeds until the approximate so-
lution satisfies two convergence criteria, at which point the solution is con-
sidered to be sufficiently close to the ‘correct’ value. The first convergence
condition specifies that the Kirchhoff’s current law should be satisfied within
a certain tolerance: ∣∣∣f (v(k)

)∣∣∣ < εR (8.6)

This is known as the Residue criterion. The second convergence condition
specifies that the difference between the solutions of successive iterations is
small: ∣∣∣v(k) − v(k−1)

∣∣∣ < εU (8.7)

This is the Update criterion. If both criteria are satisfied, than we can
consider v (k) to be a valid solution. The residue criterion is important when
the impedance is small: a large current change occurs for only small changes
in the node voltage. On the other hand, the update criterion is important
for large impedances, where the change in current is small for large changes
in node voltage. In practice, the simple limits εR and εU comprise absolute
and relative components. In this way, the convergence criteria scale with
the voltages and currents.

While the Newton method is still widely used for its simplicity and gen-
eral robustness of convergence, modern simulators also have a selection of
sophisticated optimization or function minimization algorithms that can be
used for better convergence behaviour. These optimizers include functions
such as conjugate gradient, ‘minimax’ routines, and so forth, which may
have advantages for certain circuit configurations and signals.

The numerical efficiency of the optimization or minimization algorithm
is also a consideration. The optimizer function may need to be evaluated
several times before convergence is reached. A computationally inefficient
implementation in the model increases resulting in a long simulation time.
Furthermore, if multiple instances of a transistor model are used within the
same circuit, the problem is exacerbated. The computational efficiency of
the implementation is often dictated by decisions made during the model
generation process.

In the illustrations above of how the simulator works, we have used a
classical nodal analysis description for the circuit. This is fine for most pas-
sive components and voltage-controlled devices, but for current-controlled
elements the functions and Jacobian entries are difficult to express and cum-
bersome to manipulate. To overcome these problems, modified nodal anal-
ysis (MNA) was developed. In this representation, the ‘drive’ signal vector



304 Model Implementation in CAD Tools

can contain currents and voltages, and the responses likewise. By arrang-
ing the admittance matrix rows, the current-controlled components can be
grouped together, and the resulting matrix is sparse. The algebraic equa-
tions can be solved using standard techniques indicated earlier to arrive at
the converged solution for the branch currents and node voltages in the
circuit.

8.2.2 AC Simulation

The AC simulation is a small-signal frequency-domain simulation carried
out on the circuit after it has been linearized about the quiescent point that
is found from the DC analysis. The linearization is a Taylor series expansion
about the quiescent conditions, which in simple form means that the branch
current function i(v) is replaced by the small-signal conductance, and the
charge function q(v) is replaced by a capacitance, as shown below

gAC =
di

dv

∣∣∣∣
vDC

(8.8)

CAC =
dq

dv

∣∣∣∣
vDC

(8.9)

Hence the small-signal AC current can be written

iAC = (gAC + jωCAC) vAC (8.10)

where a single-frequency sinusoidal excitation is used, allowing the time
derivative to be written in the frequency domain. This is an expression
of the small-signal Y-parameters. The AC simulation calculates the linear
properties of the circuit, and usually we are interested in measures such
as the transfer function relation, or the two port (or multi-port) network
parameters, such as the S-parameters of the circuit.

8.2.3 Transient Simulation

The transient simulation is a time-stepping simulation in which a Newton–
Raphson iterative solution is found at each time-step. The spacing of the
time points is governed by the highest frequency expected at any node, which
in turn is determined by the rate of change of the node voltage. The first time
derivative at a given node voltage is found from the present and previous
values of the node voltage using curve-fitting or integration routines. The
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time-step is adjusted to keep the derivative small, and so the initial guess
for the node voltage at the next time-step is close to the present value.

Transient simulations can take a long time to arrive at a suitable solution,
especially when we are concerned with steady-state large-signal solutions for
microwave circuits. This may require many time-steps before the transient
solution has died out. The solution to this problem is the harmonic balance
simulation.

8.2.4 Harmonic Balance

Harmonic balance is a frequency-domain analysis used for the simulation of
the steady-state behaviour of nonlinear circuits and systems. The technique
is based on the fact that the circuit response to a sinusoidal excitation can
be described to a given accuracy by a Fourier series with a finite number
of coefficients. The truncated Fourier series representation for a single-tone
excitation at frequency ω0 is

V (ω) =
M∑

k=0

Vk e(jkω0t) (8.11)

where Vk is the (complex) Fourier coefficient of the voltage at the kth har-
monic, and there are M tones in the approximation. The zero-th component
is the response at DC. The circuit currents are found by iterative solution
of the system of algebraic equations for all of the harmonic components.
Compared with the DC case, there are now M times the number of equa-
tions to solve. This is still more efficient than a transient solution, because
the solution of the system of M ×N algebraic nonlinear equations gives the
steady-state response directly.

The harmonic balance analysis can accommodate multi-tone excitations
and hence can simulate intermodulation distortion in nonlinear circuits such
as power amplifiers. The total number of coefficients that need to be solved
in the Fourier analysis can increase rapidly with the number of tones consid-
ered. The matrix size can be an issue for many tones, and sparse matrix and
‘Krylov’ sub-space solution methods need to be used. Such techniques can
be less robust and accurate in terms of convergence than the direct iterative
methods, although significantly more efficient in terms of memory usage.

The frequency-domain description can also handle transmission line and
other distributed component definitions more easily than transient analysis,
as there is no closed-form solution for these devices in the time-domain
representation. On the other hand, nonlinear device models are evaluated in
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the time domain, which is the natural domain for nonlinear description, and
then converted to the frequency domain at each iteration using the discrete
Fourier transform (DFT). Fast DFT algorithms have been developed for
many signal-processing applications, and are adapted to circuit simulation,
making this domain transformation very efficient.

In common implementations of the harmonic balance simulator, the cir-
cuit is first partitioned into linear and nonlinear components, and then a
DC simulation is carried out to establish the operating point of the circuit.
The linear component network is then simulated at all frequencies using the
small-signal AC simulator, which is typically very fast. Only the nonlinear
components need to be analyzed using the harmonic balance simulator. De-
tails of the harmonic balance algorithm and its implementation have been
presented by Kundert et al. [1, 6] and Rizzoli et al. [11].

8.2.5 Envelope Simulation

The circuit envelope simulator is a combination of a harmonic balance sim-
ulator and a time-domain simulator. It is designed for the analysis of RF
communications circuits, where the stimulus is represented by one or more
carriers having time-varying modulation envelopes. The harmonic balance
analysis of the RF carriers is performed, and then the time-domain anal-
ysis is carried out on the envelope signal. The envelope analysis is shown
schematically in Fig. 8.2.

This analysis technique offers significant advantages over both harmonic
balance and transient analysis, when these techniques are applied individ-
ually to modulated RF signals. First, fewer tones and harmonics are re-
quired than for a harmonic balance analysis, since the modulating tones are
captured in the envelope. This reduces the memory requirement and the
number of algebraic equations that need to be solved for the harmonic bal-
ance component of the envelope analysis. It is found that fewer harmonics
are required to simulate accurately a given nonlinear device using envelope
analysis. Second, the time-step for the time-domain part of the analysis
is determined by the bandwidth of the modulation signal, and not of the
RF carrier, so significantly fewer time points are needed to arrive at the
converged, steady-state solution.

The formulation of the current and voltage variables for envelope simu-
lation in the MNA is very similar to that for harmonic balance, shown in
eq. 8.11, except that the Fourier coefficients are now functions of time, at
the modulation or envelope timescale. In envelope simulation, the models
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Fig. 8.2. A modulated signal and its time-varying spectrum simulated using the
envelope technique, with time-domain and frequency-domain representations also
shown.

are required to return a current at each harmonic tone in the harmonic bal-
ance part of the simulation, and an additional current term for the transient
envelope current caused by the time-varying change in envelope voltage at
each tone. This extra term is the rate of change of charge at the envelope
timescale. This behaviour is accommodated by a charge-control model, such
as we have described in Chapter 6.

8.3 Overview of the Model Implementation Process

Here we shall review some of the basic steps and considerations that are
taken in creating a model in a CAD tool. The target CAD tool may have
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one or more interfaces that assist the modeling engineer in building a model
into the simulator. The choice of a particular interface may depend on
factors such as the simplicity of the model representation, protection of IP,
functionality of the model and flexibility of the implementation. In some
model implementations, different model expressions are required for each
class of simulator, such as harmonic balance and envelope analyses outlined
earlier, whereas other representations are at a higher level and such detail is
hidden from the modeler and the user. Some examples of particular model
implementations that highlight these features are presented in Section 8.5,
and range from models written in high-level programming languages, to
equivalent circuit representations.

The process of implementing the model in the CAD tool then proceeds
with the selection of a representation of the model structure that will enable
the translation of the mathematical description of the model into a format
that can be read and understood by the simulator. This representation may
be a netlist, or perhaps a schematic circuit description. This is not neces-
sarily an equivalent circuit representation; the components or blocks in the
model circuit may simply be placeholders for complex multi-variate function
approximations to the transistor’s measured or transformed behaviour. This
is often the most effective way of visualizing the structure and functional
description of the model.

From the simple descriptions of the simulators in Section 8.2, we have seen
that the model functions need to be smooth and continuous, in other words,
the first derivative of the output with respect to the input is continuous, and
the second derivative exists. This is a requirement of the Newton iterative
method for convergence of the model, and is also required to define the
small-signal admittances for the linear simulation. The choice of model
functions for data approximation is large, some examples being described in
Chapter 7, and so this should not be a limitation. In table-based models, the
simulator itself interpolates between data points, often using cubic splines,
ensuring local continuity.

Some of the model function approximations have many parameters that
are also functions of the input variables; the approximation of the FET
drain current using elementary functions is a good example. These functions
should also be continuous in the first derivative for the Newton optimizer.
The model Jacobian matrix is formed from these first derivatives of the
model functions. In practice, the algebraic construction of the Jacobian
for the model is probably the most time-consuming and error-prone part
of the model implementation in the simulator. Some simulators use more
sophisticated optimizers that require continuous second derivatives also, for
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the Hessian matrix, although the Hessian can often be approximated using
only the Jacobian matrix in the iteration [12].

For time-domain simulations, the derivatives with respect to time also
need to be calculated. This can be carried out at run-time in the simulator,
by using difference equations or function fitting of the present and previous
time point data. The voltages and current state variables of the model must
be recorded for some history in the simulator: the data are expressed as
vectors of the present values, first- and higher-order time derivatives, and
often a vector of time-delayed state variables.

The modeling engineer must ensure that the implementation of the model
functions does not lead to numerical instability. Examples of numerical
problems that can affect the numerical stability and hence the robustness
of the convergence process include: fractional expressions with denomina-
tors that limit toward zero, variables or exponentials raised to high powers,
unintended negative roots, and so forth.

For example, the following function, softexp can be used in lieu of the
regular exponential function in the simulator, preventing its value from be-
coming too large, reaching the simulator maximum floating point value, or
causing numerical instabilities:

softexp(x) =


 ex for x < MaxExp

(x + 1 − MaxExp) eMaxExp for x ≥ MaxExp
(8.12)

An optimal value of MaxExp may vary from simulator to simulator, but a
useful starting value, from our experience, is around 100.

The modeling engineer must also consider the asymptotic behaviour of
the model functions as implemented in the simulator. The iterative methods
may select a point beyond the validated data range of the function during the
progress towards convergence. It may be necessary to condition the model
function so that its extrapolation is well-behaved, and guides the Newton
method to a safer approximation.

Passive component models are often implemented as equivalent circuit
descriptions, or using network parameters in the frequency domain, which
can be very convenient. Recalling that a DC analysis is always carried out
before an S-parameter simulation, the DC properties of the passive model
must be defined. Unless values for the S-parameters at DC are provided in
the model, the simulator will extrapolate the high-frequency S-parameter
data to DC and use the real part for the DC component value. This can
lead to errors.



310 Model Implementation in CAD Tools

Passive component models must also obey the circuit theory requirements
of passivity and causality. Passivity can usually be ensured by the presence
of a dissipative component – a resistor – in the passive model. Passive models
exhibiting gain are possible if implemented incorrectly [13]: this can happen
if the S-parameters or function approximations to them are used directly,
without investigating the resistive behaviour, especially at DC. Causality
means that the output is uniquely determined by the present and past in-
puts, and that the model equations do not change with time. For passive
models, causality is usually assured if the network transfer parameters are
functions of the input signals only.

In the active device model, causality is often addressed by using a time-
delayed gate voltage as a control input to the drain current source. This
ensures that the output signal is a function of the past values of the input.
As we have seen in Chapter 6, the time delay is an expression for the tran-
scapacitance. Further, using a charge-conservative implementation for the
active device, by integrating the transcapacitance to yield the drain charge,
will produce a causal model.

The large-signal model architecture that we have adopted, using controlled
current and charge sources for the nonlinear elements, matches the simulator
analyses very well. The DC behaviour is convergent, providing a stable base
for small-signal analysis. The charge description is suitable for time-domain,
harmonic balance and also envelope analyses. The convergence properties
lie in the details of the model functions used to approximate these controlled
sources.

Finally, we presume that some basic software engineering is applied in the
creation of the model in the CAD tool, for example, in the range checking
of the parameter values that are input by the user. This reduces the risk of
having convergence problems due to unrealistic model parameter sets.

8.4 Model Verification Process

The verification process ensures that the model is implemented correctly and
is yielding the expected results. At this stage of the model implementation
we are not ascertaining if the model and the specific model parameter set
are producing realistic or valid results when compared with measured data.
The goal at this stage is only to gain confidence that no errors were made
during the implementation of the model in the simulator.

One of the first steps in the model verification process is to check that all
the model parameters are being properly read by the simulator. This can
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be done in the debug stage, or by the simple but crude expedient of printing
or otherwise outputting the parameter values.

The verification process is much simpler for linear or passive devices than
for nonlinear models. Once the model of the passive component is imple-
mented in the simulator, some of the basic circuit characteristics of a passive
device should be verified, such as causality and passivity. Passivity can be
checked by small-signal frequency-domain analysis, and looking for gain at
any frequency. Causality can be checked in the time domain, using a step re-
sponse. A DC analysis will determine whether the correct DC behaviour has
been captured in the model. As noted earlier, this is important for models
of passive components that have been implemented in the frequency do-
main, where extrapolation of the high-frequency response to DC may result
in incorrect results, non-passivity, or even non-convergence. The modeling
engineer should also check for the asymptotic behaviour by running tests
outside the nominal data domain.

The verification of the model implementation of a large-signal model is
considerably more complex than the linear model counterpart. As part of
the verification process, there are several tests that should be performed to
ensure that the model is self-consistent and implemented correctly.

One such test is the small-signal to large-signal consistency of the model.
This can be accomplished by performing linear small-signal S-parameter
simulations, and comparing the results with a large-signal simulation in a
setup that mimics the block diagram of a vector signal analyzer, with a
very small incident power to ensure that the device is being operated in
the small signal regime. Under these conditions, the incident, transmitted
and reflected powers can be computed, and from their ratios, the two-port
S-parameters can be calculated. If the model is properly implemented and
there are no issues with the simulator, the small-signal and large-signal re-
sults should match within the numerical accuracy of the linear and nonlinear
solvers in the simulator.

This test is not a test for the charge-conserving property or otherwise
of the model. When used in a large-signal simulation, models that are
not charge-conserving can produce an unphysical DC component, which
increases with the signal frequency [14]. This characteristic of non-charge-
conserving models can be used to verify the implementation of a model
that has a charge-conserving formulation, by verifying the absence of the
aforementioned DC component.

For an electro-thermal model, there are consistency checks that can be
carried out to ensure that the electrical and thermal components of the
model produce consistent results. For an LDMOS device, one check is to
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verify that a zero temperature coefficient point in the gate voltage–drain
current characteristics can be obtained. If the model is capable of predict-
ing dynamic self-heating effects, the modeling engineer can verify that the
temperature rise is computed correctly, based on the simulated power dis-
sipation of the device and the thermal resistance that is used during the
simulation.

An essential part of the verification process is to evaluate the model per-
formance in all of the different simulation types: DC, AC or small-signal
S-parameters, large-signal harmonic balance, transient (time-domain), and
envelope. This is to ensure that proper convergence, and asymptotic be-
haviour is obtained. This is conveniently done using a suite of test cases,
where the results of the simulation are known through analytical solution,
or are at least predictable.

Often, the models need to be implemented in several CAD packages or
different operating systems. Again, once the basic implementation of the
model has been verified, a set of test cases can be established that can
be used to compare the simulation results in the different simulators or
operating systems.

8.5 Types of Model Implementation

The format of the model implementation in the CAD tool can range from
an equivalent circuit representation using standard built-in components, to
programming the nonlinear functions in a high-level language. Here we
shall outline some of these types of implementation, and indicate some typ-
ical examples of their use. We shall also describe briefly some examples of
nonlinear model prototyping.

8.5.1 Equivalent Circuit Models

This approach is popular for linear models, both passive and active. The
circuit topology is generally determined by the small-signal network param-
eters that are used, but usually has a basis in some physical interpretation
of the circuit elements. For example, a linear FET model may be derived
from the terminal Y-parameters, that have been transformed from the mea-
sured S-parameters at a given bias condition. The two-port Y-parameters
yield four real and four imaginary components that can be associated with
lumped-component resistors and capacitors in a straightforward manner.
An example of the linear FET model is shown in Fig 8.3.
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Fig. 8.3. Small-signal equivalent circuit model of the intrinsic transistor; this model
is derived from Y-parameters, with some admittance-to-impedance transformation
in the gate-source and gate-drain branches.

The values of the lumped component parameters can be fixed, or they
can be defined by functions of the control signals such as the bias voltages,
temperature, and so forth. An alternative to the function approximation
is to read the parameter values from a table that is indexed by the control
signals. In this case the simulator will interpolate between these measured
data points at run-time.

Equivalent circuit representations are also used for modeling passive com-
ponents. This can be quite straightforward, although it can become more
complicated when distributed effects need to be accommodated, and the
parasitics need to be included in the model. The CAD tool’s built-in
transmission-line components may not be appropriate for the structures un-
der consideration. This can be the case for passive components used in
silicon RFIC power amplifiers, for example, where the loss in the silicon
substrate is significant, and not included in the standard models. In these
circumstances using one or more network parameter components, such as
S-, Z-, or Y-parameter blocks, may be a better choice. With these mod-
els, the variation of the parameter values with frequency, dimensions of the
structure, and so forth, can be included in the network variables using equa-
tions derived from either the function approximation of the measured data,
or from physical principles. As mentioned earlier, care with the function
approximation needs to be taken to ensure that passivity and causality are
maintained.



314 Model Implementation in CAD Tools

Fig. 8.4. Example of a two-port symbolically-defined device schematic component
describing a voltage-controlled voltage source amplifier, using a time-delayed input
signal, showing the port equations and an example of a weighting function.

8.5.2 The Symbolically-Defined Device

The symbolically-defined device (SDD) is an equation-based component that
is well suited to the rapid prototyping of nonlinear device models. It is a
component available in Agilent ADS.

The SDD is a multi-port component that can be placed directly into the
circuit schematic in the simulator. A schematic symbol for an SDD is shown
in Fig. 8.4. The current at a given port is defined using an equation, or con-
stitutive relationship, that is expressed in the time domain. These equations
can be functions of the port voltages or currents, their time derivatives or
delayed versions of the port voltages or currents, or of external signals that
can be referenced. They can be explicit or implicit expressions. For exam-
ple, in an n-port SDD, the explicit representation of the current at the kth

port is given by:

ik = f (v1, v2, ..., vn) (8.13)

and the current defined by an implicit expression at the kth port is

fk (v1, v2, ..., vn, i1, i2, ..., in) = 0 (8.14)

The explicit equation is a voltage-controlled expression, which is how model
equations are often written. The explicit form is used in standard nodal
analysis, and is very efficient to execute in the simulator, as the expres-
sion can be solved directly, and no new variables are created. In contrast,
the implicit representation requires modified nodal analysis for its solution,
adding an extra branch variable, ik, and current equation to the set of alge-
braic equations that needs to be solved.
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The weighting functions H[m] are used to defined time derivatives or time
delays. The weighting function H[1] is the first time derivative, and it is a
built-in function. A time delay can be constructed by defining the following
weighting function:

H [2] = e(−jωτ) (8.15)

where ω is the frequency and τ is the delay.
The equations used in the SDD can be the function approximations for

the model functions described in earlier chapters, using the device gate and
drain voltages as the controlling signals, for example. The expressions should
be constructed with the usual considerations for simulator convergence in
mind: the functions must be continuous in the voltages and currents, and
should be differentiable with respect to the voltage and current. Addition-
ally, the derivatives should be continuous, to aid convergence. An advantage
of using the SDD as a vehicle for nonlinear model implementation is that the
Jacobian is calculated within the component itself, during simulation. This
avoids the lengthy time involved and potential for errors that arise when the
modeling engineer has to create the Jacobian for the model by hand. The
development and prototyping of the model is therefore significantly faster
when using the SDD; often, this is also the final form of the model for dis-
tribution. The numerical efficiency of SDD devices is just slightly worse
than similar models implemented in a high-level computer programming
language.

Several practical examples of how to use an SDD component for nonlinear
model implementation are provided in the Agilent ADS User Guide: User-
Defined Models [15].

8.5.3 The Frequency-Domain Defined Device

The frequency-domain defined device (FDD) is an equation-based compo-
nent that enables the construction of nonlinear device models in the fre-
quency domain. This device is designed to work with the envelope simulator,
and therefore enables models to be created quickly and efficiently for devices
that are used in RF communications circuit and systems simulations. The
FDD is a multi-port component that can be placed directly into the circuit
schematic in the simulator. It is a component available in Agilent’s ADS.

In the FDD, the spectral values of the current and voltage at a given port
are written as algebraic functions of the spectral voltages and currents at
other ports. This means that the voltages and currents are expressed as
functions of frequency, as well as the other port signals. Delayed signals can
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also be included, allowing the propagation delays of signals in an RF power
transmitter, for example, to be accommodated in the model description.
The FDD is designed for the development of nonlinear behavioural models
that are defined in the frequency domain, and several sub-circuit examples
are provided in the Agilent ADS User Guide: User-Defined Models [15].
Since the FDD only functions in the frequency-domain, and the transistor
models that we are developing for the design of RF power amplifiers and
circuits will be used in the full range of available simulations, we shall not
pursue the FDD for transistor models any further here.

8.5.4 High-Level Computer Language Model Implementation

So far we have discussed model implementation methods that do not re-
quire a formal computer programming structure. All modern CAD tools
allow for the implementation of models using a high-level computer pro-
gramming language, commonly ANSI-C. This is often the native language
of the simulator implementation itself. This type of model implementation
is the most complex but also the most flexible and powerful. The computer
code can be written to manipulate the model’s response, depending on its
parameters and stimulus, and to provide enhanced function approximation
control to improve the convergence and overall robustness of the model.

Models implemented with a high-level computer language can be either
linear or nonlinear in nature, although the most common usage is in the im-
plementation of nonlinear transistor models. There is no inherent limitation
to the number of ports or terminals that the model must have in this kind of
model implementation. Since the access to the simulator functions is more
direct compared with schematic entry model implementations (equivalent
circuit, SDD, FDD, and so forth), the modeling engineer has the ability to
use the high-level computer language model implementation to gain access
to state variables that determine the model’s response currents and charges.

The details of how to write the C-code are different for each CAD tool
package, and can be found in the written documentation that is provided
by the CAD vendor. For the most part, once the model code is written, it is
compiled and linked with the supplied object code that forms the simulator,
or it is compiled into a dynamic link library file, which is loaded at the
CAD tool boot time. Usually the model code will include the appropriate
header files, which contain macros, type definitions, and interface function
declarations. Once the newly developed models have been implemented in
the CAD tool package environment, they can then be used in the same way
as built-in elements.
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At this stage of the model implementation process, the model formulation,
list of model parameters, and model topology should already be complete
and available. If the model is nonlinear, the partial derivatives of the non-
linear functions with respect to the control voltages must be available for
the definition of the Jacobian. The first step is to decide which of the model
parameters need to be entered from the schematic. Error trapping code
should be included to prevent the entry of model parameters that do not
make physical sense or that could cause convergence problems during the
simulation of the model. The symbol for the model that will be used in
the schematic capture also needs to be constructed. The modeling engineer
must decide where to insert the newly created model within the existing
library and schematic palette structure of the CAD package. Typically, the
newly created model becomes part of an existing custom library of models,
facilitating its eventual distribution to the end-users.

More recently, CAD tools have been introduced with graphical user inter-
face facilities that streamline the creation of the necessary computer code
required to implement these linear and nonlinear models, simplifying the
overall model implementation process.

8.5.5 Model Implementation using Verilog-A

As is often the case in the software world, new standardized higher-level lan-
guages are developed that allow a programmer to work at a higher layer of
abstraction and generate the necessary computer code more efficiently. To
address these issues for analogue modeling, an analogue hardware descrip-
tion language (AHDL) called Verilog-A has been developed that promises a
portable, robust, and efficient platform for compact model development. To
simplify the model implementation process, Verilog-A also includes the au-
tomatic differentiation of the functions describing the nonlinear currents and
charges of the model, which are required to compute the Jacobian during
solution of the nonlinear problem.

The use of this language allows the modeling engineer to concentrate on
model development and model extraction activities, rather than focusing on
underlying simulator-specific implementation details. In the past few years
this language has emerged as the leading candidate for a new compact model
development environment, and is beginning to be widely adopted [16]. The
functional representation is very flexible, enabling complex expressions to be
included in the model description easily. On the other hand, the ability to
read file-based data in table form is presently quite limited. New language
capabilities for Verilog-A are still being proposed [17]; Verilog-A offers some
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advantages in some aspects, and limitations in others. The development of
Verilog-A is overseen by the Verilog-AMS Working Group [18], and updated
standards are released on a regular basis.

The Verilog-A model implementation should be transparent to the end-
user, as the resulting model will possess the same capabilities and qualities
as a model that has been implemented using a high-level computer program-
ming language, such as C-code. It is clear that a Verilog-A model imple-
mentation provides distinct advantages to the modeling engineer, but it also
provides the model user with the flexibility to be able to change an existing
model without having to delve into the details of C-code programming.

Verilog-A models are loaded in the simulator in a similar manner as C-
coded models. For the most part, the loading process is automatic and
the model user does not need to be concerned with it. Verilog-A models
have the same attributes as other models with regard to the ability of the
model engineer to distribute it. Nonlinear transistor models implemented in
Verilog-A require that the nonlinear currents and charges be described in a
similar fashion as in a C-code implementation. As with SDD and FDD model
implementations, the speed penalty imposed by Verilog-A models compared
with high-level computer language implementations is quite small.

8.6 Building a Model Library

After extracting, generating, and validating a model the only remaining task
is its distribution. Models are often a collection of files, containing the pa-
rameters, equations, schematic, and potentially, layout descriptions. To aid
in the distribution and delivery, most CAD tools provide an infrastructure
for defining a collection, or library, of models and their automatic installa-
tion. Without the defined infrastructure, as specified by the CAD vendor,
it may be impossible to install multiple libraries, as their installations may
conflict with each other.

When delivering a library, details pertaining to IP must be examined. It
is often the case that the model formulation, layout information, or even the
model parameters themselves are confidential. If necessary, this information
can be encoded, a feature often provided by the CAD vendor or developed
by the modeling engineer. Encoding allows the designer to use the models
without having access to confidential details. In many cases there is no
need to hide the transistor model parameters as they have no proprietary
value. Such an encoding process may find further use when there is a need
to deliver a compact model of an entire circuit. For a 50 Ω RFIC power
amplifier, the need to protect the IP associated with the circuit topology
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of the IC necessitates the encoding of the circuit. The encoding of such a
model needs to be done in a way that protects the owner of the IP while
providing the end-user with access to an accurate model of the circuit. One
simple method of protecting IP is to generate an S-parameter representation
of large portions of the circuit. If properly implemented, the S-parameters
can be freely distributed with little risk.

The model library may include layout instances of transistors, associated
with the compact model. This is more usual when the model is being used
in the context of an IC design process. As the integration level increases,
and the number of components in the circuit being designed becomes larger,
the need for some kind of layout-versus-schematic (LVS) consistency check
becomes important. For small RF or microwave circuits, full synchroniza-
tion between layout and schematic can be achieved without the use of an
LVS tool. Special care must be taken to ensure that any specific LVS re-
quirements are taken into account during the development of the library.
To complement a library of models that contains both electrical and layout
component definitions, the delivery of a design rule checker (DRC) provides
the design engineer with the ability to ensure that the proposed circuit com-
plies with all the manufacturing rules of the given technology.

Once the decision is made to release a library of models, the librarian
needs to assess the important but often overlooked issues related to customer
support. To facilitate the overall process of installing the library, clear and
concise installation instructions or help files need to be made available to
the library users. Libraries of models are sometimes composed of many
elements with their appropriate options and definitions (in both schematic
and layout), so a manual describing each element of the library is often
necessary. In addition, the comparisons of model versus measured data for
a given model should be made available, in the form of a validation report,
which ultimately will provided needed information of the model to the design
engineer.

When planning for the release and support of a library, the number of
computer platforms and operating systems that need to be supported must
be carefully considered. The larger the number, the more effort will need
to be expended on library verification. The more portable the library is
between computer platforms, the less testing and support will be required.
The modeling engineer should establish a procedure for library verification,
quality control and release that is simple to implement and maintain.
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8.7 Portability of Models and Future Trends

A layer of complexity that may be added to the modeling engineer’s job is
the implementation of models and libraries in multiple design environments
and computer operating systems. This is especially true when referring to
a library that is released openly to support a diverse customer base, which
will in general be using more than one design environment.

The portability of a model is influenced by two distinct but equally nec-
essary layers of model implementation in a CAD package: the user interface
(UI), and the linkage to the algorithms coded in the simulator. The UI layer
is used to display the model parameters in the schematic view of the design
tool, to define ports, and to provide linkage to a layout representation of the
transistor if required. Some CAD package vendors develop their own pro-
gramming language and functions for the implementation of models in the
UI layer, while others adopt standard UI tools such as Tcl/Tk. On the other
hand, the implementation layer uses standard programming languages, but
the method for interfacing with the simulator is different from one CAD tool
package to another. In the simulator implementation layer, all the nonlinear
equations that describe the model and the partial derivatives required for
convergence are implemented. This layer also interfaces with the UI layer to
pass all the necessary model parameters and to return any error messages
encountered during the solution of the model.

The support of multiple CAD tools is challenging for the modeling engi-
neer because the UI and simulator implementation layers are unique to each
design tool, and to implement a model the engineer must become fluent in
the layers of each design tool they intend to support. The simplification
of these tasks is at the essence of the drive to improve model portability.
Today’s market conditions are such that models and libraries are generally
not portable between simulator environments, and the model distribution is
a more difficult task to accomplish.

To complete the task of implementing models in several circuit simulators,
the models must be coded by hand in each environment and extensively
tested. Depending on the complexity of the model and the ease of imple-
mentation of the given design tool, this endeavor may take many months of
non-value-added activities, which instead could be dedicated to improve the
inherent accuracy limitations of the models.

One method of overcoming this problem would be to write the model in
a language or format that is non-specific to a given simulator, but that can
be imported by the target CAD tools. The analogue hardware description
language Verilog-A has been adopted by many modeling engineers, as it
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appears to be a portable, robust, and efficient platform for compact model
development. Even though the usage of Verilog-A shows significant promise,
there are still some model implementation issues that need to be resolved,
as outlined in Section 8.5.5. The adoption of Verilog-A as a standard model
development interface has been slower for simulators targeted for microwave
design, than for low-frequency analogue IC design.

To allow a model developer access to the benefits of Verilog-A, hybrid flows
have emerged, where programs are employed to take the Verilog-A code and
translate it to specific simulators. One example of a public-domain tool is
ADMS, which employs XML document-type definition (DTD) to translate
directly to the simulation environment of choice [19]. Once the XML DTD
is complete, then models are written once and automatically implemented
into the various simulators. With this type of hybrid flow, models can be
developed efficiently within Verilog-A and the time-consuming and error-
prone task of porting the code to multiple CAD packages is completed using
an automatic translator.

It is not yet clear if Verilog-A will become the standard modeling language
for compact microwave transistor models. Alternative approaches, such as
the one described above using ADMS, will continue to gain acceptance un-
til the usage of Verilog-A or another programming environment becomes
prevalent. It is clear that the pressure for improving model portability will
only increase as the usage of models becomes more widespread and the need
to have models and model libraries in multiple commercially available CAD
packages continues.

References
[1] K. S. Kundert, The Designer’s Guide to SPICE & SPECTRE. New York, NY:

Springer, 1995.

[2] L. W. Nagel and D. O. Pederson, “SPICE (Simulation Program with Inte-
grated Circuit Emphasis),” University of California, Berkeley, ERL Memo No.
ERL M382, Tech. Rep., Apr. 1973.

[3] H. K. Gummel and H. C. Poon, “An integral charge-control model of the
bipolar transistor,” Bell System Tech. J., 49, pp. 827–852, May 1970.

[4] H. Shichman and D. A. Hodges, “Modeling and simulation of insulated-gate
field-effect transistor switching circuits,” IEEE J. Solid State Circuits, SC-3,
no. 3, pp. 285–289, Sept. 1968.

[5] D. O. Pederson, “A historical review of circuit simulation,” IEEE Trans. Cir-
cuits Syst., 31, no. 1, pp. 103–111, Jan. 1984.

[6] K. S. Kundert and A. Sangiovanni-Vincentelli, “Simulation of nonlinear cir-
cuits in the frequency domain,” IEEE Trans. Computer-Aided Design, 5, no. 4,



322 Model Implementation in CAD Tools

pp. 521–535, Oct. 1986.

[7] D. Sharrit, “New method of analysis for communication systems,” in IEEE
MTT-S Int. Microwave Symp. Workshop, ‘Nonlinear CAD’, San Francisco,
CA, June 1996.

[8] E. Ngoya and R. Larcheveque, “Envelop transient analysis: a new method for
the transient and steady-state analysis of microwave communication circuits
and systems,” in IEEE MTT-S Int. Microwave Symp. Dig., San Francisco,
CA, June 1996, pp. 1365–1368.

[9] D. Sharrit, “Method for simulating a circuit,” U.S. Patent 5 588 142, May 12,
1995.

[10] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, Numerical
Recipes in C. Cambridge, UK: Cambridge University Press, 1992.

[11] V. Rizzoli, C. Cecchetti, A. Lipparini, and F. Mastri, “General-purpose har-
monic balance analysis of nonlinear microwave circuits under multitone excita-
tion,” IEEE Trans. Microwave Theory Tech., 36, no. 12, pp. 1650–1660, Dec.
1988.

[12] Matlab Optimization Toolbox, The Mathworks, Inc.

[13] T. Weller, L. Dunleavy, and W. Clause, “Avoid frequency extrapolation er-
rors,” Microwaves & RF, pp. 98–104, Sept. 2002.

[14] D. E. Root, “Charge modeling and conservation laws,” in Asia-Pacific Mi-
crowave Conference Workshop WS2, ‘Modeling and characterization of Mi-
crowave devices and packages’, Sydney, Australia, June 1999.

[15] ADS User Guide: User-Defined Models, Agilent Technologies, Agilent EEsof
EDA.

[16] K. S. Kundert and O. Zinke, The Designer’s Guide to Verilog-AMS. New York,
NY: Springer, 2004.

[17] L. Lemaitre, G. Coram, C. McAndrew, and K. Kundert, “Extensions to
Verilog-A to support compact device modeling,” in Proc. IEEE Int. Work-
shop on Behavioral Modeling and Simulation (BMAS), San Jose, CA, Oct.
2003.

[18] http://www.verilog.org/

[19] L. Lemaitre, C. McAndrew, and S. Hamm, “ADMS automatic device model
synthesizer,” in Proc. IEEE Custom IC Conf., Orlando, FL, May 2002.



9

Model Validation

9.1 Introduction

Model validation is the process of determining the degree to which a model is
an accurate depiction of the real world from the perspective of the intended
use of the model. Model validation has different purposes depending on
the person’s perspective. For example, for the modeling engineer the main
purpose of model validation is to guide the development and refinement of a
model, while for the user of the model, its validation provides a confidence
level for the accuracy and limitations of the model. A solid and comprehen-
sive model validation exercise results in increased confidence in assumptions
behind the construction of the model and a higher level of assurance of its
predictive capabilities outside the validation domain.

There is a subtle but important difference between the validation and
verification of a model [1–3]. The verification of the model is the process
by which the implementation of the model in the CAD package is demon-
strated to be consistent with the equations and topology of the model, and
to ensure that the model produces the expected results. In other words,
the verification ensures that the model was properly implemented in the
circuit simulator, as has been outlined in Section 8.4. On the other hand,
model validation is the process by which the model simulation results are
compared with an independent set of data not used during the model ex-
traction. In essence, the model validation provides confidence and guidance
on the predictive qualities of the model. An example of model validation is
the comparison of model versus measured loadpull contours for a model in
which only DC–IV characteristics and small-signal S-parameters were used
during the model extraction.

Before the model validation process can begin, the modeling engineer
must complete the model verification phase. For linear models, the model
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verification is fairly simple, but for nonlinear transistor models, this phase
of the model development is often quite complex and lengthy.

A compromise has to be made between the cost of validating the model
and the desired level of confidence required for the application. To validate
a model over the entire possible range of usage is not practical, therefore
a judicious approach should be taken to arrive at the necessary and suffi-
cient criteria for model validation. The model validation is carried out by
performing specific measurements and model comparisons that will produce
the highest level of confidence in the model with the minimum level of work.

A common misconception is to equate model validation with model tuning.
If an ad hoc fit of the measured data is obtained by tuning a model, it does
not imply that the model was validated. A tuned or adjusted model can
still be simulated with an independent set of model validation data, as long
as it provides the required level of confidence on the predictive capabilities
of the model.

In this chapter we will elaborate on the concept of model uncertainty
and the possible sources of error during the model extraction and valida-
tion process. This will be followed by several validation examples of linear
and nonlinear models. The first example will demonstrate the validation of
the passive matching networks of a high-power RF transistor by comparing
the modeled and simulated responses of a complex structure used within
a 140W 2.1 GHz air-cavity ceramic packaged transistor. Four additional
examples will be presented to illustrate different aspects of nonlinear tran-
sistor model validation. The second example of the section is the validation
of an unmatched silicon LDMOS die utilizing a loadpull system. The third
example is a GaAs PHEMT power transistor used for wireless handset appli-
cations, and the validation includes DC and loadpull comparisons between
measurement and model predictions. The fourth example will combine as-
pects of the first and second examples, that is, the linear model of internal
matching components used in commercial high-power RF transistors and
the nonlinear transistor model, in the validation of the product model for
a commercially available packaged RF transistor. The last example in the
chapter will present an alternative approach of model validation, by using
time-domain data instead of the more common and traditional methods
based on frequency-domain data and measurement techniques.

9.2 Model Uncertainty and Sources of Error

From the ‘Laws of Simulation and Modeling’ mentioned earlier, we should
bear in mind that, ‘All models are inaccurate, it is just a matter of degree.’
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Deciding the correctness of a model during the validation phase is somewhat
subjective. The modeling engineer usually makes a judgment on the quality
of the model based on the results obtained during the model validation phase
of the model development process. Some objectivity is also introduced to
quantify the quality of a model during the model validation, which usually
entails the use of some type of statistical test or mathematical procedure
that describes the differences between the simulated model response and
measured data.

Inevitably, once we decide to use measured data to compare the results
of the model, and, therefore, make a judgment on its accuracy, we need
to address the issue of model uncertainty and the different sources of errors
introduced during the development, extraction, and validation of the model.
To understand the sources of error and uncertainty, we need to ascertain the
validity of the data. By this we mean that we need to ensure that the data
used during the different phases of model development are adequate and
correct. We can express this truism in other words: there is no substitute
for good data.

By definition models are simplifications of the physical world. It is the
job of the modeling engineer to develop a mathematical framework from
theories that capture the essence of the behaviour being modeled. The limits
and assumptions that were used to derive the model are a source of model
inaccuracy. An example of this is a nonlinear model that is constructed
around electrical device physics principles alone. If such a model does not
account for self-heating effects, the limitations of the theory used to describe
it will introduce significant sources of error.

Another aspect of model construction that introduces inaccuracies and
uncertainties to models is the lack of an absolutely correct model structure.
This problem is quite common in over-determined systems, in which a vast
number of model topologies could generate a comparable quality of fit of the
measured data used during the model development and extraction process.
Simplification of the problem by using geometry or boundary conditions
during the model construction is also another source of model uncertainty.

With today’s proliferation of commercially available circuit simulators,
further sources of model inaccuracy and uncertainty are those introduced
by the differences in the algorithms used to solve the linear and nonlinear
problems. For example, different implementations of numerical methods
and techniques to solve nonlinear set of equations often result in differences
in robustness of the convergence, and slight differences in the converged
solution. In addition, inherent (or inevitable) limitations of the numerical
methods also introduce errors to the final solution of the problem, and, if
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not properly addressed, can compromise the overall accuracy of the model.
Further examples of these limitations are the different convergence settings
used during large-signal analysis or the number of harmonics used during a
harmonic balance simulation, all of which vary from simulator to simulator,
and generally affect convergence and stability of the steady-state solution of
the large-signal problem.

When generating simulated data during the model validation process it
is very important that simplifications of the physical environment during
simulation do not affect the results. An example of introducing a difference
between measured and simulated data is ignoring harmonic terminations
during the loadpull model validation procedure. It is well known that the
performance of a transistor is highly dependent on the impedance termina-
tions at the fundamental frequency of operation and its harmonics. More-
over, the low frequency impedance presented to the input and output of the
transistor will have a significant effect on the thermal and electrical dynam-
ics of the device, and hence has the potential for severe consequences to the
transistor distortion characteristics. Therefore, to compare the predictive
capability of models, the impedances presented by the loadpull system must
be properly captured and duplicated in the simulator [4]. The measurement
thermal boundary conditions must also be replicated correctly during the
extraction and validation phases of the model development. Any simplifi-
cations here will lead to inconsistencies between the model predictions and
the validation measurements.

A very common technique used to simplify the modeling of very complex
structures or devices is to partition the model into its linear and nonlinear
parts. Additional segmentation of the problem to reduce its overall com-
plexity can also introduce inaccuracies into the model [5]. There are several
issues to consider when implementing a segmentation approach to the sim-
ulation of a large complex circuit. As mentioned in Chapter 4, a set of pro-
cedures that allow the individual circuit components to be separated from
one another must be devised. The separation procedure must not perturb
the behaviour of the components; that is, the component when analyzed by
itself must operate in the same way as it does within the larger, more com-
plex structure. The critical issue with the segmentation approach is that
the planes at which the circuit is divided must be carefully selected such
that the field configurations on either side of the plane match. If the field
configurations are not the same at the segmented plane, then a discontinuity
is artificially introduced during the analysis.
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An often-overlooked aspect of the validity and consistency of the data is
the issue of process variations and how they affect the selection of an appro-
priate device-under-test to generate, extract and validate a model. During
the model extraction, the particular part used might not be representative
of the actual product population distribution, and adjustments may need to
be made to account for the variation, in an attempt to arrive at a nominal
model; that is, a model that represents a typical device in the population.
Often, the circuit designer would like the model to be able to accommodate
the variations in the fabrication process, in order to give some indication
of the yield of the design. The device models must be extracted, or other
measurements made, over the range of the process, to enable some statis-
tical variation of the device parameters to be included in the model. Some
comments on statistical modeling are found in Chapter 6.

Once the development of a new transistor model is complete, the modeling
engineer is often required to generate many transistor models for library de-
velopment. Automatic extraction can be used to reduce library development
time. In many instances, models that contain numerous model parameters
suffer from non-deterministic model parameter extraction techniques and
procedures. The uncertainty in the value of a given model parameter can
relate directly to the level of confidence in the model.

9.3 Validation Criteria for Power Amplifier Design

So far we have presented the basic definitions of model validation, model ver-
ification and ad hoc models, followed by a discussion of the different sources
of uncertainty and error encountered during modeling of the transistor. In
this section, we will present model validation from the perspectives of the
power amplifier designer and of the modeling engineer. The goodness and
usefulness of a model must be assessed from the the perspective of the user;
the accuracy of any model must be defined in the context in which it is used.

9.3.1 The Power Amplifier Designer Perspective

The power amplifier designer is presented with the task of weighing different
options that trade off multiple device metrics. For example, the designer is
often faced with a compromise between linearity and efficiency, and therefore
needs to have access to models that can help decide on the best approach
that will allow him to make such choices quickly, efficiently, and with con-
fidence. To expect a perfectly accurate model is unrealistic, and inevitably
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the question of value needs to be addressed: does the use of the model
provide an added value to the design process?

An important feature that a model must possess, for it to be a useful PA
design tool, is the ability to predict the source and load impedance values
that will produce a certain level of large-signal performance. This capability
allows the designer to make the necessary trade-off of performance in the
impedance space.

The capability of a model will affect the way it is used. A very simple
model should be capable of predicting the correct trends over the specified
independent variables, that is, be able to duplicate the device’s measured
behaviour over the range of frequency, quiescent conditions, power level, and
so forth. A different scenario facing the user of a model is the troubleshooting
of power amplifier performance issues. In this case the designer is using the
model to investigate ways to resolve problems. Having access to models
at this stage can provide an in-depth view of the problem. Models can
provide an advantage over direct measurements: they can be used to display
information at reference planes that are impossible to achieve in real life.
Examples of this are time-domain waveforms at multiple locations in the
circuit, and the dynamic trajectory of the RF signal at the intrinsic reference
plane of the transistor.

As the model accuracy improves and the usefulness of the model increases,
the designer can take advantage of the model to perform simulations more
relevant to the power amplifier design. In this case, the model is being
used to make specific design trade-offs, which include, among many others,
the design of the bias network used to improve the PA performance, the
determination of the small-signal frequency response of the circuit, funda-
mental impedance termination for output power, gain and efficiency under
a single- and two-tone excitation, and performance simulations that will al-
low the designer to make decisions about the sizing of the transistors and
the PA line-up budget. More advanced simulations related to power ampli-
fier design can also be performed, for example, determination of distortion
characteristics under multi-carrier or digitally modulated signals, the effect
of harmonic termination on transistor performance, low frequency termina-
tions and their influence on video bandwidth and distortion characteristics,
and the incorporation of electro-thermal phenomena.

As we continue to move up the ladder of model complexity and usefulness,
the model can be used to aid understanding and help the designer make
system-level design decisions, such as: including different power amplifier



9.3 Validation Criteria for Power Amplifier Design 329

linearization techniques, considering thermal constraints, bias and signal-
level temperature compensation, and comparing the benefits of different
high-efficiency circuit architectures.

Another important factor that the power amplifier designer uses to eval-
uate the usefulness of a model is its ability to account for statistical process
variations of the transistor. Having access to a statistically-based model al-
lows the designer not only to design a power amplifier that meets the design
targets, but also to determine the factors, conditions and sources of variation
which could influence the yield and manufacturing variations of the product.
With this information, changes can be made to the power amplifier design
to minimize the effects of process and manufacturing variations, and ensure
the centering of the design.

To a lesser extent the speed of simulation of a model will influence the
way it can be used. Small-signal analysis is the most common method of
simulation; it is easily understood and fast, and hence it lends itself to
optimization and frequent analysis. As the complexity of the analysis goes
up, so will the simulation time. If it is too long, circuit designers tend to
analyze only the final design.

An important issue to the model user is the timeliness of the delivery of
the model. Very accurate and sophisticated models delivered outside the
design window provide little help. On the other hand, a model that is not
as precise but is made available at the right time has the potential to aid
the design process.

A recent trend in power amplifier design is to use advanced circuit ar-
chitectures for high-efficiency power amplifiers, including Doherty circuits,
class F, bias-modulation, and so forth. The high level of complexity of these
high-efficiency PA architectures require a more complicated design process,
which presents challenges for and demands on transistor models. Like tra-
ditional PA architectures and modes of operation (such as class A, AB, and
so forth), these new high-efficiency architectures PA require models that
are capable of predicting the saturated power of the device when tuned for
maximum output power, and that the transistor model works well not only
at the fundamental frequency used in the design, but also at low frequency
and up to multiple harmonics.

9.3.2 Model Validation from the Modeler’s Perspective

The viewpoint of the modeling engineer can be somewhat different from
that of his customer, the design engineer, when it comes to validating a
compact model. The concepts of validation – ‘are we doing the right thing?’
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– and verification – ‘are we doing the thing right?’ – can take on different
meanings. Sometimes, the validation phase for the modeler is no more than
finding out what the compact model will be used for, to guide his judgment
as to what form the model needs to take. Whereas this is an important
specification or requirement of the model, as we have discussed already,
there is more to validation than simply capturing the requirements. The
verification phase, as noted earlier, comprises a set of tests that the modeling
engineer will perform during and after the construction and implementation
of the model, to assure himself that the architecture of the model is sufficient
for the design tasks, and the implementation of the various functions in the
simulator is correct.

The specifications describing how the model will be used in design help
the modeling engineer to decide how complex the model needs to be. For in-
stance, if the design is a linear circuit, then a small-signal AC or S-parameter
simulation will suffice, and the model needs only to mimic the measured S-
parameters of the transistor. The model structure could then be an equiva-
lent circuit model, requiring the extraction of the circuit parameter values,
or it could be a table of measured data, indexed appropriately during sim-
ulation. The modeling engineer then needs to verify that the model has
the correct equivalent circuit topology and the correct parameter values, or
that the table returns the correct S-parameters when indexed by the simu-
lator frequency and the bias voltages. From the power amplifier designer’s
viewpoint, this verification may also be sufficient validation of the model in
use.

In contrast, when the circuit is a large-signal, nonlinear design, such as
a power amplifier, the model must be capable of predicting the nonlinear
behaviour that the circuit designer specifies. Again, this specification will
guide the modeling engineer’s choice of model structure, to accommodate
the requirements. We discussed the various model architecture options that
are available to the modeling engineer in more detail in Chapter 2, but
in general terms, we can choose from physically-based models, such as the
BSIM MOSFET model, through equivalent circuit models, which form the
basis of most compact models, to ‘black-box’ or behavioural models. All
of these model structures are capable of predicting large-signal transistor
behaviour to a greater or lesser degree of accuracy.

The physically-based models can contain many parameters, making model
extraction an involved process, and the job of verification of the model im-
plementation very arduous. The black-box models can be very simple, and
hence straightforward to implement and verify, but they will generally only
mimic the measured input-output relationship, or data of a similar form or
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class. So, unless these measured data are of a similar form that is specified
by the designer, it is doubtful whether such a model will provide value to
the designer.

As modeling engineers, we have adopted a more pragmatic view of verifi-
cation and validation when constructing compact models for power amplifier
design. We capture the designers’ requirements of the model, which often
include scaling considerations, thermal behaviour, and so forth, in addition
to the usual demands for accurate prediction of large-signal behaviour at
various load conditions when driven by digitally modulated signals. Clearly,
we cannot hope to cover every possible contingency. Instead, we focus on
describing the linear, thermal, and nonlinear parts of the packaged tran-
sistor by models that are based in fundamental circuit theory and thermal
physics, so that the compact model is capable of accommodating a wide
range of electrical and thermal stimuli, and can therefore be used in a va-
riety of circuit configurations. The model implementation in the simulator
is verified using test cases for the mathematical algorithms, and by compar-
ing simulation with a set of measurements of the form used to generate the
model: bias-dependent S-parameters, over a limited voltage and frequency
range. The validation of the model is specific to the designer’s requirements,
and often includes high-power loadpull measurements using a variety of test
signals, including single-tone, two-tone, and digitally modulated excitations.
In this way we can exercise the model using signals that were not used in
the extraction, and that are of value to the designer.

9.3.3 Model Validation Criteria

As we mentioned in the previous sub-sections, the designer can use the
model in many different ways, each one with a different level of expectation
on the accuracy of the model, depending on the complexity of the analysis
and how the model will be used. The model validation criteria will, in
general, be determined by the application. For example, if the model is
only to be used for predicting small-signal behaviour, then the model will
be validated against a set of S-parameter measurements. If the model is to
be used for predicting large-signal performance, then the model validation
procedure needs to be broader in scope, including loadpull measurements,
for example, as outlined above. The broader the model scope, the greater
the range of the validation criteria to establish the accuracy of the model.
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9.4 Validation of the Model Against Measurements

In this section we will describe several examples of model validation perti-
nent to high power RF and microwave transistors. The examples will range
from the model validation of linear networks, an unmatched LDMOS tran-
sistor, a GaAs PHEMT power amplifier, an internally matched 900 MHz
160 W LDMOS packaged transistor and a novel way to validate nonlinear
transistor models using time-domain measurements instead of the traditional
frequency-domain techniques.

9.4.1 Passive Components Within a Packaged

High-Power Transistor

As an example of the simulation techniques presented in Chapter 4, we
generate a model of the package and matching networks of an air-cavity in-
ternally matched transistor, designed for use within W-CDMA base-stations
operating in a frequency range of 2.11–2.17 GHz [6]. The high-power transis-
tor is capable of outputting 30 W (average) when operating with a W-CDMA
signal and 140 W of output power when operating in continuous-wave mode
(1–dB compression point).

The intricate matching circuitry formed by the bondwire and MOS ca-
pacitors is illustrated in Fig. 9.1. Rows of parallel bondwires form arrays
which interconnect the dies, MOS capacitors and the package. The pack-
aged transistor contains three active dies each having a gate periphery of
approximately 80 mm. The matching network consists of the package, six
MOS capacitors, a capacitor integrated inside the window-frame and 189
bondwires. All bondwires have a diameter of 50 µm and are made of an alu-
minium alloy. The matching networks for this transistor are manufactured
by specifying the values of the MOS capacitors and by specifying the num-
ber of bondwires, controlling the three-dimensional shapes of the bondwires,
and the distance between neighboring wires.

Two types of MOS capacitor are employed in this device; a 22 pF capac-
itor is used to create part of the matching network on the gate side of the
transistor and a 350 pF capacitor is used on the drain side. The 350 pF
capacitor forms a part of the matching network whose topology is termed
shunt-L. There are two arrays of wires connected to the drain of the transis-
tor, one establishing a connection to the 350 pF capacitor and the other to
the package leadframe. The section that connects to the 350 pF capacitor
is designed such that the array of bondwires attached to the drain resonates
out the drain-source capacitance (Cds). The value of the MOS capacitor on
the drain side must be large enough so that within the operating bandwidth,
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Fig. 9.1. A photograph of the test-package containing the package and matching
networks [6]. © 2006 IEEE. Reprinted with permission.

the shunt wires are effectively shorted to ground, while still blocking the flow
of DC current.

To compare simulated and measured results, a special version of the tran-
sistor was manufactured that contained highly conductive metal blocks in
place of the transistor die, as shown in Fig. 9.1. This transforms the pack-
aged device into a resonant circuit, which is very sensitive to the loss and
reactance of the circuit components. Thus, the vector network analyzer can
be used to measure the S-parameters of the passive structure directly.

The task of generating a model for this device begins with capturing the
geometry of the bondwires and the relative positions of the MOS capacitors
and conductive blocks within the package. A single wire in each array was
selected to represent all the other wires. Slight variations due to manufac-
turing tolerances in the geometrical profiles were assumed to be negligible.
In total, twelve simulations were required to characterize the total device.
An illustration outlining the various simulations and how they represent the
entire packaged transistor is provided in Fig. 9.2. Once all of the simulations
were completed, the results were incorporated into a linear circuit simulator.
A schematic representing the final model is provided in Fig. 9.3.

Measurements of the device were performed and a comparison between
measured and simulated S-parameters is presented in Fig. 9.4. Excellent
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agreement is seen between all measured and simulated results. These re-
sults demonstrate that the matching networks found within high-power mi-
crowave transistors can be accurately simulated using full-wave simulators.

Fig. 9.2. An illustration of the individual components of the test-package and how
the segments fit together to form the model of the entire test-package [6]. © 2006
IEEE. Reprinted with permission.

Fig. 9.3. The equivalent circuit representing the test-package illustrated in Fig.
9.1 [6]. © 2006 IEEE. Reprinted with permission.
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Fig. 9.4. The simulated and measured input and output reflection coefficients of
the device illustrated in Fig. 9.1 [6]. © 2006 IEEE. Reprinted with permission.

9.4.2 Unmatched Silicon LDMOS Loadpull Model Example

This example focuses on the model validation of an unmatched 10.2 mm
gate periphery LDMOS transistor. When modeling unmatched transistors,
the most common measurement technique used to validate them is the au-
tomated loadpull. The flexibility and ability to measure accurately small-
signal and large-signal figures of merit as a function of the input and output
impedances makes the loadpull measurement system one of the most pow-
erful tools, and perhaps the most commonly used measurement technique
for model validation.

Before going into the details of the model validation procedure and a com-
parison of the modeled versus measured performance, we shall review the
model extraction procedure used to generate the nonlinear transistor mod-
els. We have already highlighted the importance of obtaining unique and
accurate extrinsic resistances and inductances to allow us to de-embed to
the intrinsic transistor model. There are many techniques used to extract
the extrinsic elements. A hybrid of the traditional cold-FET direct extrac-
tion modeling technique and a multi-bias hot-FET small-signal S-parameter
optimization of the intrinsic model parameters was used during this model
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extraction process. Pulsed S-parameter measurements were made for several
devices of different gate periphery at multiple quiescent drain current points
and a drain-to-source voltage of 26 volts. A pulsed DC and S-parameter
measurement system, as shown in Section 3.4, was used to gather isother-
mal data and in this way decouple the electrical and thermal behaviour of
the devices. All of the measured S-parameters were de-embedded to the in-
trinsic device reference plane and a direct extraction of the FET equivalent
circuit parameters was performed. These intrinsic model parameters, along
with the extrinsic resistances and inductances, provided an initial starting
point for a global optimization procedure over bias and frequency to de-
termine a unique set of bias-independent extrinsic parameters for a given
transistor size.

The MET nonlinear electro-thermal transistor model was used in this
example to compare the modeled and measured results. The MET model
uses a thermal R-C sub-circuit to link the electrical and thermal behaviour of
the device. To extract the drain current equation model parameters, several
pulsed DC I–V measurements were performed at different temperatures,
ensuring an isothermal characterization environment, this was followed by
a global optimization over bias and temperature of all the pulsed DC I–V

data. From the pulsed S-parameter data, the capacitance versus voltage
behaviour (C–V ) can be obtained by fitting small-signal models over bias
at each temperature. Then the MET model parameters that describe the
C–V behaviour can be obtained.

The validation process involves measuring loadpull data under single-tone
and two-tone stimuli on the same device that was used during the model
extraction process, and in this way avoiding any issues related to device vari-
ability. The devices were measured with an automated loadpull system as
described in Section 3.5.1. The input impedance was selected to conjugately-
match the transistor and the load impedance was selected for a good trade-
off between power-added efficiency and output power. Once the optimum
input and output impedances were selected, the input power was swept from
essentially small-signal to 3 dB gain compression, at which time gain, out-
put power, efficiency, and intermodulation distortion (two-tone only) were
measured. All loadpull measurements were performed at 2.14 GHz, and the
two-tone loadpull measurements were performed with a tone separation of
100 kHz. The transistor was mounted in a 50 Ω test-fixture as shown in
Section 3.3.3. The bias conditions were typical for wireless infrastructure
transistors, that is, a drain-to-source voltage of 26 V, at several quiescent
bias points yielding drain current densities ranging from 2 to 12 mA per mm
of gate periphery.
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Fig. 9.5. Single-tone transducer gain (a) and output power (b) of MET LDMOS
modeled versus measured data of 10.2 mm LDMOS FET [7]. © 2002 IEEE.
Reprinted with permission.
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Fig. 9.6. Single-tone drain efficiency (a) and two-tone third order intermodulation
distortion (b) of MET LDMOS modeled versus measured data of 10.2 mm LDMOS
FET [7]. © 2002 IEEE. Reprinted with permission.
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In this validation exercise, the measured loadpull data are compared with
the simulated MET LDMOS model data under single-tone and two-tone
excitations at five different current densities. Figures 9.5–9.6(a) show MET
model predictions for transducer gain, output power, and drain efficiency
versus available input power under one-tone stimuli. Figure 9.6(b) shows
MET 3rd-order intermodulation distortion predictions versus peak envelope
output power. These results show good agreement between measured and
modeled data. The quality of the model reassures the model user of its
predictive capabilities. The results show good agreement as the device moves
into gain compression, as well as very good predictions of the transducer gain
at multiple biases.

9.4.3 GaAs E-PHEMT Power Transistor Validation Example

In power amplifier design for wireless handset (and base-station) applica-
tions, the power amplifier should be as efficient as possible, while delivering
as much power as possible. This has led to the adoption of higher efficiency
amplifier modes such as Class AB, B, and so forth, which have higher drive
requirements than a Class-A power amplifier at their optimum efficiency
conditions, placing a premium on device gain, which has resulted in the use
of technologies such as GaAs MESFET and PHEMT in wireless handset PA
applications, even around 2 GHz.

In this example we shall describe the extraction and validation of a com-
pact model of a GaAs enhancement-mode PHEMT transistor designed for
use in an integrated circuit power amplifier for wireless handset applications.
The power amplifier is biased in deep class AB and can deliver around 1–2
watts of RF output at 1.9 GHz; it has been adapted for CDMA and GSM
modulation schemes.

The compact model must be capable of describing small- and large-signal
device operation in Class AB or B bias conditions, so the threshold region
of the FET characteristics must be modeled accurately. Typically, FET
compact models use a hard switch at the threshold or pinch-off voltage VT

in the expression for the drain current characteristics. In addition to being
inaccurate in the threshold region, a switch function can cause simulator
difficulties unless the first derivative is continuous. In this compact model
we have chosen to use the Chalmers University or ‘Angelov’ model for the
drain current expression [8], because of its smooth transition from ‘off’ to
‘on’ in the threshold region.

The model must also be capable of describing accurately the high-order
distortions at high and low (backed-off) drive conditions, in other words,



340 Model Validation

it must be able to predict the ACLR performance of the power amplifier.
A continuous or algebraic, continuously-differentiable expression to at least
3rd-order for the drain current model is required for this to be achieved at
low drive. Further, Staudinger et al. [9] have demonstrated that a correctly
formulated conservative charge model is required for accurate ACLR pre-
dictions. Additionally, the model must be able to predict accurately the RF
output power and PAE under realistic load conditions, to be of value to the
PA designer; therefore the dynamic electro-thermal coupling is included in
the model description. The compact model follows the charge conservative
approach outlined in Chapter 6, and includes the essential nonlinear features
described therein.

The power transistor itself is a multi-finger device, whereas the transistor
used for the model extraction is a two-finger device, of a total gate periphery
small enough to be stable during S-parameter measurement, but of the same
unit gate width as the power transistor. The extracted transistor model is
also used in the design of the biasing and driver transistors in the PA IC.
The scaling capability of the extracted model is therefore a necessary feature,
in addition to the usual accuracy requirements. The extrinsic part of the
model is based on the small-signal model reported in [10], and the values of
the extrinsic components were found using cold-FET RF measurements [10]
made on an array of transistors of varying unit gate width and number of
gate fingers, to establish empirical scaling rules.

The model was extracted from on-wafer bias-dependent CW S-parameters
taken over a wide Vgs–Vds voltage space, at a constant chuck temperature,
following the principles outlined in Chapter 6. The thermal resistance was
optimized during the drain current parameter extraction, using an estimate
of the GaAs thermal resistance as a starting value. The thermal time con-
stant was defined as 1 microsecond in the dynamic electro-thermal equation
in the model, to give an approximation to the dispersion of the drain current
characteristic.

The drain current as a function of gate bias is shown in Fig. 9.7, illustrat-
ing the smooth, differentiable curve in the threshold region. The detailed
shape of the curve is also well modeled, by adjustment of the ψ function in
the Angelov drain current expression. This accurate, smooth curve is essen-
tial for the accurate prediction of distortions in Class AB/B bias conditions.

The large-signal model validation was performed using fundamental CW
loadpull measurements at 1.9 GHz on the discrete power transistor, and
by measurement of the distortion using ACLR measurements taken as a
function of the drive-up power [11].
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Fig. 9.7. Comparison between measured and modeled drain current versus gate
voltage characteristics, showing good model accuracy in the threshold region [11].
© 2004 IEEE. Reprinted with permission.

Figure 9.8 shows that the compact model can predict the loadpull con-
tours, and the optimum load impedances for both best power output and
PAE. The accuracy of the predictions is excellent, with the maximum pre-
dicted output power is 26.26 dBm, in agreement with the loadpull mea-
surement, and the maximum predicted PAE is 77.16%, compared with the
measured value of 77.26%. The modeled and measured load impedances
presented in each case are very close.

The adjacent (1st) and alternate (2nd) channel ACLR distortion predicted
by the compact model demonstrated good agreement with measured data, as
can be seen in Fig. 9.9, certainly down to the measurement noise floor. Since
the large-signal measurements are made on the full-size power transistor, this
is a validation of the scaling rules of the extrinsic parameters.
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Fig. 9.8. Loadpull validation of the GaAs E-PHEMT model at 1.9 GHz, showing
excellent agreement between measured and modeled results for maximum power
output and PAE [11]. © 2004 IEEE. Reprinted with permission.

Fig. 9.9. Validation of the GaAs E-PHEMT model using large-signal distortion
measurements of the 1st and 2nd channel ACLR [11]. © 2004. Reprinted with
permission.
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Fig. 9.10. Illustrations of the complex internal structure of the 900 MHz, 160 W
power transistor are shown in cross-section and top-down views.

9.4.4 A 900 MHz, 160 W Silicon LDMOS Product Level

Validation Example

All of the analysis and measurement techniques investigated so far have
been developed with the objective of generating a model for the unmatched
transistor and the matching networks found within high-power RF power
transistors. To demonstrate the applicability of these techniques, we present
a comparison of simulated and measured results of a high-power transistor
designed and manufactured for cellular wireless infrastructure applications.

The selected transistor has been designed for N-CDMA, GSM and GSM
EDGE base-station applications for the 860 and 960 MHz frequency bands.
Additionally, the transistor is suitable for multi-carrier amplifier applica-
tions. In typical GSM applications, for Vds = 28 V and IDQ = 1200 mA, the
packaged transistor is capable of 160 W when operating in continuous-wave
mode (at its 1–dB compression point), with 20 dB gain and drain efficiency
of 58%.

The intricate matching circuitry formed by the bondwires and MOS ca-
pacitors is illustrated in Fig. 9.10. Rows of parallel bondwires form arrays
that interconnect the dies, MOS capacitors and the package. The pack-
aged transistor contains three LDMOS die, each having a gate periphery of
approximately 90 mm for a total gate periphery of around 270 mm. The
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matching network is composed of the package, one MOS capacitor, and 78
bondwires. All bondwires have a diameter of 63.5 µm and are made of alu-
minium. As indicated in Fig. 9.10, the MOS capacitor is a low value so an
effective T-match network can be constructed on the gate side of the tran-
sistor. No matching capacitors are used on the drain side of the transistor
so the dies are directly wire-bonded to the package drain lead.

The task of generating a model for this device begins with the extraction of
the nonlinear transistor model. For this exercise we used the Root nonlinear
model [12], because it is a correctly constructed and implemented charge-
conserving model, as described in Chapter 6. The charge conservative model
description has been shown to predict intermodulation distortion products
more accurately than simpler non-charge-conserving capacitance models [9].
This model is an isothermal model, and was extracted at several heatsink
temperatures from measurements taken from a smaller transistor, since it
is not possible to measure the large (approximately 90 mm gate periphery)
transistors directly, due to the power-handling limitations of the characteri-
zation equipment. After the model was extracted and scaled, the geometry
of the bondwires and the relative positions of the MOS capacitors and die
within the package were obtained with the use of an optical microscope.

Once the simulations of all of the constituent components were completed,
the resulting models are incorporated into a large-signal circuit simulator.
Large-signal single-tone and two-tone simulations were performed under
pulsed conditions to provide an isothermal measurement environment. The
measured versus simulated large-signal performance of the transistor model
is shown in the following figures.

The output power and power added efficiency contours of the 900 MHz
160 W transistor are shown in Fig. 9.11, where the source has been
conjugately-matched. These loadpull measurements and simulations were
performed at 865 MHz under one-tone pulse conditions since CW measure-
ments exceed the rated power limitation (< 100 W) of the passive tuners
used in the loadpull system [13].

Measurements and simulations of the output power, 3rd-order intermod-
ulation distortion (IM3), PAE, and transducer gain are shown in Figs. 9.12
and 9.13. These power sweep or drive-up measurements were performed
while the packaged transistor was tuned at the output for maximum power-
added efficiency, and maximum output power, respectively.

Overall, the measured and simulated results are in agreement over the
test conditions presented. Often when generating a model for a packaged
transistor of this complexity, there exists a difference between measured
and simulated results and we turn to an optimizer to improve the fit. It is
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(a)

(b)

Fig. 9.11. Loadpull contours of the power transistor under single-tone pulsed excita-
tion at 865 MHz. The output power contours are shown in (a) and the power-added
efficiency contours are shown in (b).

often problematic when an optimizer is used to adjust the model parameters
since, without extensive data, optimizing often forces the model to match the
particular case at hand without consideration for the wider application. To
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Fig. 9.12. Measurement and simulations at 865 MHz of output power (a), IM3 (b),
PAE (c), and Gt (d) when the source is matched and the impedance presented to
the load is set of maximum PAE.

(a)
20 25 30

30

35

40

45

50

55

Input power (dBm)

O
ut

pu
t p

ow
er

 (
dB

m
)

Measured
Model

(b)
10

1
10

2
−80

−60

−40

−20

Output power PEP (watts)

IM
D

3 
(d

B
c)

Measured
Model

(c)
35 40 45 50

0

10

20

30

40

50

Output power (dBm)

P
A

E
 (

%
)

Measured
Model

(d)
35 40 45 50

15

20

25

Input power (dBm)

T
ra

ns
du

ce
r 

ga
in

 (
dB

)

Measured
Model

Fig. 9.13. Measurement and simulations at 865 MHz of output power (a), IM3 (b),
PAE (c), and Gt (d) when the source is matched and the impedance presented to
the load is set for maximum output power.
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avoid this ad hoc fitting we adjust, if necessary, the model parameters around
the physical parameters extracted during the model process. For example
it is reasonable to adjust the bondwire inductances by 10% of the nominal
value when using an inductive-only calculation, which is documented to be
within its accuracy range [14]. Further adjustment is not warranted and will
compromise the predictive capability of the model to other conditions that
were not considered during the optimization process.

9.4.5 Model Validation in the Time Domain

All the model validation examples shown so far in this chapter are com-
paring measured versus simulated results in the frequency domain. For RF
and microwave engineers, the analysis and understanding of circuits in the
frequency domain is almost second nature. The S-parameters are complex
numbers, providing magnitude and phase information at the device termi-
nals. Under large-signal conditions the most common frequency-domain
measurements used during the validation of large-signal models are input
power sweeps at fixed impedances or loadpull measurements, which mea-
sure all the important large-signal figures of merit of the transistor as a
function of the device terminal impedances. An inherent limitation of this
large-signal characterization procedure is that the quantities being mea-
sured are scalar in nature, even though it is acknowledged that the input
and output spectrum of the device at its terminals are complex in nature.
Therefore, a model validation procedure that only uses large-signal figures
of merit that are scalar in nature is only partially exercising the model, and
will not address the richness of the device behaviour.

Recently, with the development and adoption of large-signal network an-
alyzers, we can capture the magnitude and phase information of the input
and output spectrum of the device. Another way to view this complex spec-
trum is by transforming the data into the time domain, which will allow
us to reconstruct the time-domain waveforms of the transistor while oper-
ating under large-signal conditions. Because of this capability the LSNA
often finds application in the extraction and development of behavioural
models [15–17]. For compact model development the unique capability of
extracting the time-domain waveforms at microwave frequencies provides an
alternative method for validating large-signal transistor models.

By measuring magnitude and relative phase between the fundamental
frequency and all harmonic content, the LSNA determines the time-domain
waveforms for the specific impedance terminations applied to the transistor
by the external matching networks. If we couple the LSNA with harmonic
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(a)

(b)

Fig. 9.14. Schematic of the harmonic balance simulation from measured time-
domain large-signal data is shown in (a) [19]. The corresponding schematic using
impedances specifying the test environment is illustrated in (b). © 2001 IEEE.
Reprinted with permission.

loadpull capabilities we can then determine the performance of the tran-
sistor under many different operating conditions. The method is ideal for
the validation of transistor models operating in amplifier classes for which
having access to the time-domain waveforms is highly beneficial, for exam-
ple, class F [18]. While this type of measurement system is often used for
waveform engineering of the power amplifier, it offers the modeling engi-
neer a powerful alternative approach to transistor model validation. The
approach and results summarized here are an abbreviated summary of the
work performed by Gaddi et al. [19].

A key aspect of any model validation is to be able to replicate the measure-
ment environment within the circuit simulator. Depending on the type of
measurement being performed, this task can be very cumbersome. The sim-
ulation of large-signal time-domain waveforms is possible with conventional
circuit simulation packages offering harmonic balance simulation capabilities
and fast Fourier transforms.

When performing a validation with time-domain measurement data, the
issue of replicating the bench environment is avoided since the model is
excited with the measured large-signal voltage waveform data. Since the
large-signal data contain all of the information related to the terminations of
the transistor, the measurement environment is completely specified within
the circuit simulator and a comparison of measured versus simulated results
is straightforward [17]. Figure 9.14 shows a schematic that implements the
DUT extraction with the large-signal time-domain waveform data.
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Fig. 9.15. Measured (markers) and simulated (solid lines) dynamic load-lines using
rotating phase fundamental loads shown in inset [19]. © 2001 IEEE. Reprinted
with permission.

In contrast, performing a loadpull frequency-domain validation requires
that in addition to de-embedding the fixture at the fundamental frequency,
knowledge of the terminations applied to the transistor over the entire fre-
quency spectrum (fundamental, sub-harmonic, and harmonics frequencies)
is required. The determination of these impedances for the entire spectrum
is non-trivial and laborious [20].

The device used to illustrate the time-domain measurements is an on-wafer
Si LDMOS transistor of 2.4 mm total gate periphery. All the measurements
were performed with ground-signal-ground probes. The MET model was
extracted for the same device used in this validation exercise. The model
parameters describing the nonlinear DC drain current were extracted from
pulsed DC-IV measurements at different heatsink temperatures. The non-
linear capacitance functions were fitted to the extracted capacitance versus
voltage data obtained from small-signal S-parameter measurements.

Figure 9.15 shows the measured and simulated dynamic load-lines, that
is, the plot of the measured drain current versus the measured drain-to-
source voltage at each point in time of the waveform, for different output
terminations as shown in the inset in the figure. Significant differences can
be observed in the shape of the dynamic load-line under different output
transistor terminations. The time-domain data can also be analyzed and
displayed in the more traditional frequency-domain scalar representation.
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Fig. 9.16. Measured (thin markers) and simulated (thick markers) scalar output
powers at the first three harmonics and power gain from the class AB measurement
data [19]. © 2001 IEEE. Reprinted with permission.)

Figure 9.16 shows the measured versus simulated gain compression curves
for the fundamental tone and two additional harmonic components.

The fundamental purpose of the model validation process is to increase
the confidence level of the model user, and to provide guidance on the ex-
pectation to its accuracy. Time-domain measurements create a perfect com-
plement to the more common model validation measurement obtained from
traditional scalar loadpull measurement systems.
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